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The idea to write this book fi rst appeared in December 2002 in a beautiful 
resort near Lisbon where Jay Gunkelman and the author were holding a work-
shop on  “Basic Principles of QEEG and Neurofeedback. ” The workshop was the 
fi rst event sponsored by the European Chapter of the International Society for 
Neuronal regulation. The students kept asking us where they could fi nd the mate-
rial we were teaching and what kind of a textbook we would recommend. To our 
disappointment we could not answer those questions. The impact to make action 
was made by Sara Purdy – a publishing Editor for behavioral neurosciences – who 
noticed that one of our papers (Kropotov et al., 2005) published in  International 
Journal of Psychophysiology was one of the most heavily down-loaded papers of the 
Journal. The interest to this fi eld is growing and the fi eld itself needs handbooks.   

Jay and the author decided to make an equal contribution to the textbook with 
Jay orienting to technical issues and the author covering the theoretical part of the 
textbook. But when 2 years ago I started to write the manuscript it turned out 
that theoretical ideas which I was going to present and which were based on 30 
years of my experience in neuroscience and neurotherapy might not be necessar-
ily shared by Jay and other people in the fi eld. So, besides common facts and ideas 
that dominate currently in the fi eld, the manuscript was going to include many 
personal experimental fi ndings, theoretical considerations, and views on new 
developments in the fi led that might stay aside from the mainstream. Moreover, 
I strongly felt that my attempt to simplify quite complicated issues of the brain 
functioning and dysfunctioning will be met with criticism from many scholars in 
the fi eld. That is why, with all my appreciation of Jay Gunkelman’s contribution to 
QEEG and neurotherapy and with a strong hesitation I decided to write the book 
on my own. The reader has to decide whether it was the right idea or not.   

 In writing the book, several intentions were driving the author: 

  1.    To provide a  holistic picture of the quantitative EEG and event-related potentials 
as a recently emerged unifi ed scientifi c fi eld . Quantitative EEG (QEEG) and 
event-related potentials (ERPs) constitute quite different  “windows ”
for looking at the brain physiology. Those two  “windows ” are associated 
with different neuronal mechanisms and refl ect different functions of the 
neuronal networks: (a) modulation of information fl ow for the background 
EEG oscillations (QEEG) on the one hand and (b) manifestation of stages 

   Preface 

xxiii



xxiv    Preface

of information fl ow for ERPs on the other hand. With this aim the book 
includes two separate parts: Part I EEG Rhythms and Part II ERPs. Because 
the book is oriented to a broad range of readers only the breakthrough 
experimental facts and theoretical inferences made on these facts are 
presented. In almost all chapters of Part I and Part II the reader will fi nd 
a simplifi ed neuronal model that explains existing data and that can be 
used for further basic research as well as for understanding general ideas of 
diagnostic tools exemplifi ed in QEEG and ERPs. In this respect the book 
differs from other books which consider QEEG and ERPs separately while 
usually confi ned with description of existing facts and methods.   

  2.    To present  a unifi ed description of the methods of quantitative EEG and ERPs.  
During the last few years new methods emerged in the fi eld such as 
(a) low resolution electromagnetic tomography (LORETA) with a new 
standardized version named s-LORETA, (b) spatial fi ltration of artifacts 
from the raw EEG, (c) decomposition of the background EEG and EEG 
responses into power–time–frequency representations by means of wavelet 
analysis, (d) extraction of so-called event related de/synchronization as a 
parameter refl ecting reactivity of certain EEG rhythms, (e) decomposition 
of ERPs into independent components with different spatial–temporal 
characteristics and different functional meanings. The description of 
those new methods together with description of conventional methods is 
presented in separate chapters called Methods of Part I and Part II. In this 
respect the book is a unique one because it describes all methods from a 
single theoretical point of view. Moreover, the description of the methods 
is simplifi ed so that even non-mathematically educated people could read 
these parts of the book and hopefully get a feeling of understanding why 
these methods work and what new information they provide to the basic 
science and to the diagnostics of brain disorders.   

  3.    To give  a scientifi cally based overview of all existing approaches in the fi eld of 
neurotherapy  including conventional EEG-based neurofeedback and recently 
emerged methods of the brain–computer interface (BCI) such as ERP-
based BCI, fMRI-based BCI, as well as methods of electrical stimulation of 
the brain such as transcranial direct current stimulation (tDCS), transcranial 
magnetic stimulation (TMS) and some others. This overview is presented in 
Part III of the book. And again the book differs from other books published 
on the topic of neurofeedback not only by considering non-conventional 
methods of neurotherapy but also by providing a theoretical basis of 
practical applications of old and new methodological approaches.   

  4.    To provide the reader with  a practical knowledge  which will be helpful both 
for beginners in the fi eld, and for experienced practitioners. Part I and 
Part II of the book include chapters called Practice. These chapters are 
equipped with educational software. The software is stored in a zipped 
form and are provided via a web site created and hosted by Elsevier, and 
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accessed through this one common URL: www.elsevierdirect.com/
companions/9780123745125. Readers will have access to the educational 
software and some EEG fi les recorded in healthy subjects and patients. The 
software also includes a part of the normative database so that the reader 
will be able not only to analyze EEG spectra and components of ERPs 
but also to compare the corresponding EEG/ERPs parameters with the 
normative data. In this respect the book is a unique one and seems to be 
the fi rst in the fi eld to help the reader to practice the conventional methods 
that existed in the fi eld since 1960 (such as spectral analysis) and to try new 
methods of QEEG/ERPs analysis that emerged during the last few years.       

 In accordance with these intentions the book it oriented to a broad audience:   

  to students in neurosciences who want to get a holistic view of brain functioning 
and to learn how some aspects of brain functioning are refl ected in the 
background EEG oscillations and components of ERPs;     

  to neurologists and psychiatrists who would like to add new diagnostic and 
treatment tools to their traditional methods;     

  to psychologists and neuropsychologists who are looking for new brain techniques 
for assessing brain functioning and dysfunctioning;     

  to school psychologists who want to know about alternative methods for 
correcting behavioral problems in children;     

  to experts in rehabilitation medicine who want to learn about advanced methods 
in monitoring and correcting stroke and traumatic brain injuries;     

and, fi nally, to all others including those who are in the fi eld  of neurocomputing, 
computer engineering, technical vision, robotics…who are interested in the 
organization of the human brain, the living device that equips us with 
emotions, reasoning, planning, memories, speech…, and who would like to 
implement these qualities in technical devices.       

 The book is illustrated by four types of fi gures: 

  1.    Schematic representations of ideas presented in the book. These fi gures 
are actually visual images of the text and, in most cases, refl ect common 
thoughts and models dominated in the fi eld.   

  2.    Schematic representations of results obtained in one or several experimental 
papers. These fi gures in a schematic form display the main results of the 
corresponding papers in a form common to all other illustrations of the 
book.   

  3.    Results of intracranial recording of local fi eld potentials in neurologic and 
psychiatric patients. Those were patients who did not respond to other 
forms of treatment and to whom electrodes were stereotactically implanted 
for diagnostic and therapeutic purposes. These results were obtained in 
the author’s laboratory of the Institute of the Human Brain of Russian 
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Academy of Sciences. Most of the results were published in English in 
international journals. However some results (especially in 1970s) were 
published only in Russian.   

  4.    Results of various types of analysis of 19-channel EEG recordings in 
healthy subjects and in different groups of patients. The results were 
obtained in the author’s laboratories of the Institute of the Human Brain of 
Russian Academy of Sciences and of the Norwegian University of Science 
and Technology, as well as in other centers in Switzerland, England, and 
Holland. These centers explore the methodology developed in the Institute 
of the Human Brain. We will refer to the data in healthy subjects as the 
Human Brain Institute (HBI) Normative Database.           



My fi rst thanks are to my Teacher Professor Natalia Bechtereva – a grand daugh-
ter of famous Russian psychiatrist Vladimir Bechterev      1   . In 1972 she invited me, a 
post-graduate student of Leningrad State University with the major in quantum 
mechanics     2   , to join her team      3   . The main idea of Professor Bechtereva was to search 
for “neuronal code of human mental activity ”      4   . Those were years when, on the one 
hand, researchers were not satisfi ed by results of previous studies of the human EEG, 
and on the other hand, euphoria for new possibilities opened by recordings spike 
activity of single neurons occupied scientifi c minds. Unfortunately, these hopes 
never came true. However, the studies of human neuronal reactions performed in 
our group showed that neurons of subcortical structures were involved not only 
in motor actions, but also in sensory and cognitive functions. In 1980s three of us 
(Yury Gogolitsyn, Sergei Pakhomov, and me) developed the fi rst version of hard-
ware/software system      5    for recording and analyzing electrophysiological data.   

In 1990s, the science horizons were once more widened due to introduc-
tion of new methods such as positron emission tomography (PET) and magnetic 
resonance imaging (MRI). The institute of the Human Brain (director Sviatoslav 
Medvedev) was the fi rst one in the Soviet Union that built up a PET center      6   . And 
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    1  According to some unchecked rumors he examined Stalin in 1927 and made diagnose  “paranoia”
after which he was murdered by KGB agents. We do not know whether it is true or not, but at least it 
shows how powerful was Bechterev in those days.    

    2  During all my young years I was interested in physics and mathematics and graduated the most 
prestigious high school in Leningrad with profound teaching in physics and mathematics (Lyceum/
School 239). Studying at Leningrad State University I was inspired by Professor Boris Pavlov who 
taught me a broad view to mathematics that helped me later in modeling neuronal networks and in 
applying sophisticated EEG methods of analysis.    

    3  Meeting Professor Bechtereva made a difference in my life: with her supervision in 2 years I 
defended my fi rst dissertation (equivalent to PhD) and in 10 years I became a head of laboratory in 
her Department, named Department of Human Neurophysiology of the Institute of Experimental 
Medicine of USSR Academy of Medical Sciences and shortly after that in 1985 I was awarded the 
USSR State Prize – the most prestigious award in Science and Technology in the former USSR.    

    4  These ideas were in turn inspired by pioneering work by Grey Walter from Neurological Institute 
in Bristol.    

    5  The system was based on a French mini-computer named Plurimat-S and was programmed in 
Assembler and Fortran languages.    

    6  The money was given to us directly due to decision of Michael Gorbachev and who was in those 
days the General Secretary of the Communist Party of the Soviet Union.    
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once more an initial euphoria was replaced by deep disappointment: no qualita-
tively new data have been obtained.   

All this happened before  “perestroika ” proclaimed by Michael Gorbachev 
became a real disaster. In 1991 the Soviet Union was broken down and with its 
collapsing the funding of science in the former USSR ceased. To earn the leav-
ing people in my laboratory started to bargain tea packages and did a lot of 
other “business-like ” enterprises. Most of the researchers from my laboratory left 
the Soviet Union for a better life to the West. Yury Gogolitsyn immigrated to 
England, Andrey Sevastianov and Michael Kuznetzov went to the United States, 
Aleksander Popov – to Australia, Oleg Korzukov – to Finland. In 1992–1993 I 
myself was working with Peter Kugler, Helen Crowford, and Karl Pribram from 
Brain Research Center at Radford University in Virginia on mathematical simula-
tion of realistic neural networks. I am very grateful for their help and their friend-
ship. Perestroika and the fall down of the iron curtain opened new opportunities 
in collaboration with other universities in the west. Here I want to mention our 
joint research with a Nobel Prize Winner Ilia Prigogine      7    and a joint research with 
Risto Näätänen, an outstanding Finnish psychologist.   

Meanwhile, in cooperation with the Television Institute which in those days 
belonged to the USSR Military–Industrial Complex we created a company 
(Director Nikolai Brinken) called  “Potential ” with the aim to manufacture elec-
troencephalographs. At the beginning we were working in collaboration with 
Don Tucker, a Professor of University of Oregon and the founder of the EGI 
company. In those years a student of mine Valery Ponomarev became involved in 
programming software for EEG recording and analysis      8     .  

In 2000 I met Barry Sterman at his workshop in 2000 in Ulvik – a small town 
in the South West of Norway. The workshop was organized by Jonelle Villar and 
Geir Flatabo. They were the fi rst who introduced this fi eld to Norwegian medical 
and scientifi c community. Several years later Knut Hestad invited me to organize 
an EEG lab and to lecture QEEG and neurotherapy at Norwegian University of 
Science and Technology.   

I would unable to write the book without help from many other people who 
dedicated their lives to the fi eld of quantitative EEG and neurotherapy. First of 
all I want to mention Valery Ponomarev, a programmer and senior research fel-
low in my laboratory who wrote most of the software I presented in the book. 
Andeas Mueller from Switzerland was the fi rst who accepted the methodology 
developed in my laboratory and helped tremendously in collecting data for the 
Human Brain Institute Normative Database. Many other researchers and clini-
cians from different countries helped me in collecting the clinical data. They are 

    7  He was a second generation Russian immigrant of the post-October revolution time.    
    8  His fi rst attempt of programming was re-writing the software package that Gogolitsyn, Pakhomov, 

and me created for analyzing impulse activity of neurons in 1980–1981. Valery further on became a 
co-author of most of my papers.    
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The human brain is the most sophisticated substrate on the earth. Functioning of 
this anatomical substrate determines the whole complexity of the human behavior. 
During last 80 years basic science discovered several methods to study functioning 
of the human brain. These methods include invasive approaches, such as electri-
cal recording of impulse activity of single and multi-neurons, recording local fi eld 
potentials and intracranial event-related potentials (ERPs), as well as polarographic 
recordings of brain tissue oxygen. The invasive approaches require implantation of 
electrodes in the human (for clinical purposes) or animal (for experimental pur-
poses) brain. The non-invasive approaches include magnetic resonance imaging 
(MRI), positron emission tomography (PET), magneto-encephalography (MEG) 
and electroencephalography (EEG). Both, invasive and non-invasive methods pro-
vide us with several overlapping but still different windows that enable us to look 
at what is happening in the living brain from different points of view. EEG is only 
one of many methods! 

In Introduction we are going (1) to give the reader a general overview of the 
methods for assessment the brain functioning, (2) to show the differences and 
similarities between EEG and other methods, (3) to briefl y indicate the poten-
tial power of EEG for revealing individual peculiarities in the normal brain and 
endophenotypes of the diseased brain, (4) and, fi nally, to impose the basic idea 

                                  Introduction: Basic Concepts of 
QEEG and Neurotherapy 

xxxi
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that feeding back the known electro- and metabolic parameters might enable the 
healthy subjects and patients voluntarily (when the parameter is just presented 
through sensory modalities) or involuntarily (when the electrical currents are 
injected into the brain) to control their brain functioning. 

  I.    GLOSSARY 

  Action potential (sometimes called neuronal spike)  of a neuron is a dis-
charge of a neuron that is associated with fast (around millisecond) open-
ing and closing of Na      �      and K      �      ion channels in the neuronal membrane. 
The discharge takes place if depolarization of the membrane reaches a 
threshold. The action potential is considered as a simplest event of infor-
mation processing in neuronal networks associated with transferring of 
a “bit” of information from one neuron to others. 

  Biochemistry is a branch of science that studies chemical properties of 
complex molecules in the living organism. 

  Brain imaging is a recently emerged discipline within  medicine and 
neuroscience. Brain imaging falls into two broad categories – structural 
imaging and functional imaging.  Structural imaging deals with 3D param-
eters characterizing the anatomical or biochemical structure of the brain. 
Functional imaging deals with dynamics of the brain parameters. MRI, 
PET, and EEG are examples of functional imaging. 

  Deep brain stimulation a continuous application of short current pulses 
via implanted electrodes that is supposed to lead to functional blockade 
of the stimulated neuronal networks. 

  Electroencephalogram (EEG) is brain-related electrical potentials 
recorded from the scalp. 

  Electroencephalography is a set of methods of measurement and analy-
sis of the EEG. 

  Electrophysiology is a branch of physiology that studies the fl ow of  ions  
in biological tissues and uses electrophysiological methods for recording 
these currents. 

  Endophenotypes are heritable quantitative traits (such as EEG power in 
specifi c frequency bands or components of event-related potentials) that 
index an individual’s liability to develop or manifest a given disease or 
behavioral trait. 
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  Event-related potentials (ERPs) are local fi eld potentials or EEG 
recorded during a psychological task (such as ODDBALL or GO/
NOGO) and averaged over trials of the same category. In the course 
of averaging, spontaneous positive and negative fl uctuations cancel each 
other, leaving averaged potentials associated with stages of information 
processing in the brain. 

  Functional MRI (fMRI) is a method of measuring inhomogenity of 
hydrogen atoms due to a complex processes associated with blood oxy-
genation, oxygen consumption, and activation of neuronal network. 

  Gene functionally is the unit of heredity and structurally consists of a long 
strand of DNA. Gene contains a  promoter, which controls the activity 
of a gene, and a coding sequence, which determines what the gene 
produces. 

  Genotype is the specifi c genetic structure of a subject in a form of  DNA.
The terms genotype and phenotype represent two extreme levels 
of human organization: molecular level at DNA and holistic level at 
behavior. Genotype and phenotype are not directly correlated: some 
genes may express a given phenotype only in a certain environment, 
while some phenotypes may be the result of multiple genotypes. 

  Local fi eld potentials are potentials recorded by micro and macro elec-
trodes inserted into brain tissue. These potentials are generated by mem-
branes of local neurons and glia. 

  Magnetic resonance imaging (MRI) is a method of measuring the 
density of some elemental magnets (such as hydrogen atoms) placed in 
the strong magnetic fi eld by recording the response of these magnets to 
radio signals. The response is called a magnetic resonance. 

  Magneto-encephalography (MEG)   is  a non-invasive technique for 
detecting magnetic fi elds that are associated with brain activity. As the 
magnetic fi elds of the brain are weak, extremely sensitive magnetic 
detectors which work at very low, superconducting temperatures are 
used to pick up the signal. 

  Molecular genetics a branch of science that studies molecular basis of 
DNA, RNA, and related molecular structures in the living organs. 

  Multi unit activity is a sequence of action potentials of a group of neurons 
that surround an electrode placed into the brain tissue. Multi unit activity 
is recorded extracellularly by micro (around few microns in diameter) or 
macro (up to 100 microns) electrodes. 
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  Neuroscience is a branch of science that studies the brain and its rela-
tionship with the mind. 

  Neurotherapy is a set of neurophysiologically based methods for modi-
fying brain function. The methods include neurofeedback, transcranial 
direct current stimulation and transmagnetic stimulation. 

  Phenotype of a subject is either his/her specifi c  behavior, a manifesta-
tion of a trait or a total physical appearance such as size,  eye color... Many 
phenotypes are determined by multiple  genes and infl uenced by  envi-
ronmental factors. Because phenotypes are much easier to observe than 
genotypes modern medicine such as neurology and psychiatry uses 
behavioral phenotypes for classifi cation and diagnosis of brain diseases. 

  Polarographic method of oxygen measurement is based on the fact that 
the voltage of –0.63       V applied to a polarizable electrode (such as a gold 
wire inserted into a brain tissue) creates a current that is proportional to 
the concentration of oxygen in the brain tissue. 

  Psychology is a branch of science that studies behavior using specifi c 
methods for description behavior patterns and inferring brain mecha-
nisms from this description ( “black box ” approach in brain studies). 

  QEEG, quantitative EEG – a collection of quantitative methods designed to 
process EEG signals. QEEG includes spectral and wavelet analysis of EEG. 

  Single unit activity is a sequence of action potentials of a single neuron 
recorded by electrode inserted into the neuron (intracellular recording) 
or placed nearby the neuron (extracellular recording). The duration of 
a spike is about 1    ms. Consequently, amplifi ers for single unit recordings 
usually have a frequency band of 100    Hz–10,000   Hz. 

  Stereotactic neurosurgery is a microsurgical intervention in deep brain 
structures for lesion, biopsy, or implantation that is based on a 3D coor-
dinate system established with the help of neuroimaging. 

  II.    THE PLACE OF EEG IN NEUROSCIENCE AND 
MEDICINE

  A. Goals of Neuroscience 

Human behavior is conventionally divided into two main categories: normal 
behavior, that covers behavioral patterns of healthy subjects, and abnormal behavior, 
that is associated with brain disorders. Normal behavior is mainly studied by basic 
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sciences, usually united under the name  “neuroscience, ” while abnormal behavior 
is a subject of medical science. Neuroscience explores the brain and its relation-
ship with mind (see Fig. I.1   ). Studying the human brain besides the reasons of pure 
curiosity has two ultimate goals. The fi rst goal is associated with neurology, psychi-
atry, psychotherapy, and medical psychology      1    and is to help (1) understanding ana-
tomical and physiological markers of brain diseases and (2) treating brain disorders. 

  B.    Goals of Psychiatry and Neurology 

One of the main tasks of psychiatry and neurology is associated with objective 
assessment of brain dysfunction. Currently, the only way for diagnosis brain disease 
remains a verbal description of abnormality of behavior in specifi c terms, defi ned 
by manuals such as Diagnostic Statistical Manual in the USA (DSM–IV) or 
International Classifi cation of Disorders in Europe (ICD-10) ( Fig. I.1 ). According 

    1  The second goal of neuroscience is to mimic the brain in various applications. This goal is associ-
ated with mathematical simulation of neuronal networks and building up electronic devices, called 
neurocomputers, based on principles of information processing in the brain. The scope of the book is 
confi ned by the fi rst goal. We are going to present the experimental data, theoretical knowledge, and 
methodological tools that enable neurologists, psychiatrists, psychologists, psychotherapists, and health 
care practitioner to assess brain dysfunctions and on the basis of this assessment to provide the optimal 
treatment for their patients.    
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FIGURE I.1    The place of QEEG and neurotherapy in the basic and medical sciences. Studies of 
normal behavior are carried out by psychology, physiology, biochemistry and molecular genetics. Studies 
of abnormal behavior are carried out by neuropsychology, pathophysiology, pharmacology and medical 
genetics. Diagnosis is made on the basis of description of behavior according to DSM-IV or ICD-10
manuals. In modern medicine there is a strong tendency to search for so called endophenotypes – objective
diagnostic parameters specifi c for a given disorder. Treatment is provided at four different levels of brain/
behavior organization by psychotherapy, psychosurgery, neurotherapy and pharmacotherapy.    
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to these manuals all brain dysfunctions are separated into distinct categories, 
called diseases. Each disease is labeled by a name (such as Parkinson’s disease or 
schizophrenia) and considered as a separate entity defi ned by symptoms (elemen-
tal abnormal behavioral patterns) and/or by syndromes (groups of symptoms). An 
example of a description of symptoms of a particular brain disease is given by the 
list of behavioral patterns of attention defi cit hyperactivity disorder (ADHD)      2   .

  C.    Phenotype and Genotype 

A signifi cant role in neuronal network functioning belongs to mediators and 
receptors that determine dynamical properties of synaptic connections in neuronal 
networks. Studying the subcellular processes and molecular mechanisms of synap-
tic functioning is a scope of biochemistry in the basic science and pharmacology      3    
in medicine. The production of neuronal mediators, ion channels, and receptors is 
controlled by genes. Genes form a genotype of a human subject. The term  “phe-
notype” refl ects actual anatomical and physiological properties of the subject and 
as the consequence of these properties – the subject’s behavior. The genotype is 
the largest infl uencing factor in the development of the phenotype, but it is not 
the only one. Normal as well as abnormal human behavioral patterns are shaped 
by complex interactions of environmental and genetic factors. The mechanisms 
of such gene–environment interactions are still poorly understood      4   .

The number of studies in neuroscience has been exponentially increasing and 
the knowledge obtained in the last 10–20 years dramatically changed our under-
standing of the brain. These changes prompted a new cycle in developing clinical 
applications of EEG. However EEG is not the only method that neuroscience 
provides to clinical practice. The most known of them are MEG, PET, and MRI. 
All these methods are usually united under the common name  “neuroimaging. ”
Each of the methods deals with a specifi c neuroanatomical or neurophysiological 

    2  See, for example, Wikipedia, a  multilingual, web-based, free content encyclopedia project. Wikipedia is  writ-
ten collaboratively by volunteers from all around the world. With rare exceptions, its articles can be  edited  
by anyone with access to the Internet, simply by clicking the  edit this page link. The name Wikipedia is a 
portmanteau of the words  wiki (a type of collaborative website) and  encyclopedia. Since its creation in 2001, 
Wikipedia has grown rapidly into one of the largest reference web-sites. The description of ADHD and 
its symptoms you can fi nd on:  http://en.wikipedia.org/wiki/Attention-Defi cit_Hyperactivity_Disorder .   

    3   Although the use of  psychoactive drugs was known thousand years ago, psychopharmacology as a 
science started in 1950s when drugs affecting schizophrenia and depression were accidentally found.    

    4   Complexity of the brain is a major factor that makes it diffi cult to elucidate the genotype–
phenotype relationship. The point is that cells in the brain are different from each other revealing dif-
ferent properties in different brain systems while their interactions are subject to change depending 
on environmental factors. As a consequence, complex interactions of genes and environment defi ne 
impairment in neuronal systems and operations they perform.    
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parameter and provides a small  “window ” to the brain. The relationships of these 
methods and electroencephalography are briefl y presented below. 

  D.    MEG as a Complementary Method to EEG 

EEG in humans was discovered around 80 years ago by a German scientist Hans 
Berger. During these years periods of fl ourishing and enthusiasm were mixed 
with periods of decay and ignorance. Periods of fl ourishing were associated with 
appearance of new technology in recording and analyzing EEG data while peri-
ods of ignorance took place when some alternative methods of brain imaging 
appeared. Now we know that EEG is a sum of microdipoles representing pyra-
midal cells oriented perpendicular to the surface of the head. The orientation of 
electrical dipoles actually means that EEG is the most sensitive to radial sources. 
In addition to electric fi elds neurons generate magnetic fi elds       5    . MEG is a sum of 
magnetic fi elds arising from the network of current dipoles. These dipoles corre-
spond to currents in bundles of pyramidal neurons that are parallel to the surface 
of the head and consequently located in the sulci of the cortex. Thus, MEG and 
EEG can be considered as supplementary methods: the most effect in MEG is 
generated by tangential currents, that is, currents in sulci, while the most effect in 
EEG is generated by radial currents, in particular, currents in gyri near the surface 
(Fig. I.2    ). In contrast to the electric currents in EEG, the magnetic fi elds are not 
distorted by the scalp       6    .  

  E.    MRI 

The MRI method is based on physical phenomenon known as magnetic reso-
nance. Many organic elements like hydrogen atoms are elementary magnets. In 
their common state, any of these tiny magnets is oriented randomly. However, if 
an external magnetic fi eld is applied all the magnets will be arranged along that 
fi eld just like a compass needle is oriented along the magnetic fi eld of the Earth. 
Then, when external magnetic waves of the radiofrequency band pass through the 

    5   Magnetic fi elds are actually produced by ion currents in neurons . The currents of a single neuron 
can be thought of as a current dipoles. The current dipoles should not be mixed with electric charge 
dipoles that generate signals in EEG.     

    6  MEG has been developed in the 1970s and has been greatly aided by recent advances in comput-
ing algorithms and hardware. Similar to EEG, MEG reveals relatively poor spatial and extremely high 
temporal resolution (around 1    ms). However, the high cost of the MEG machines and the low signal to 
noise ratio limit clinical applications of MEG. The clinical uses of MEG nowadays are mostly confi ned 
by localizing epileptiform spiking activity in patients with epilepsy.    
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magnetized area they make the elementary magnets to rotate in a certain direc-
tion. When the radio waves are turned off, the atoms return to their original states 
and generate the waves that are registered by magnetic detectors of a tomography. 
These radio waves registered by magnetic detectors serve as source data for MRI. 
Density and magnetic features of elementary magnets defi ne the power of the 
signal. To restore 3D density distribution pattern for these magnets, special math-
ematical image reconstruction methods are used      7   .

    7  Many neurologists and neurosurgeons when examining MRI images do not even suspect that 
the source data look quite different from those shown on the MRIs. The source data are processed by 
complex mathematical algorithms requiring computational facilities of huge (even from today’s point 
of view) capacity. Spatial resolution achieved by MRI is really astonishing. On MRI scans one can see 
separate convolutions, corpus callosum, caudate nucleus, and even smaller structures like mamillary 
bodies or thalamic nuclei.    
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FIGURE I.2 EEG, MEG, and PET imaging methods. At the left: schematic presentation of the 
convoluted cortex with two electrical dipoles depicted by arrows. Blood vessels around neuronal gen-
erators are marked by a darker gray. Three types of sensors are schematically presented at the right 
middle. They are: metal electrode for EEG, SQUID (Superconducting Quantum Interference Device) 
for MEG and a photomultiplier tube for PET for detecting a burst of light emitted by a scintillator 
material when a gamma photon reaches the sensor. Changes in EEG, MEG, and PET in response to 
a short increase in neuronal activity for the tangential dipole (right, bottom) and for the radial dipole 
(right, top). EEG measures the radially oriented dipole while MEG measures the tangentially oriented 
dipole. There is almost no delay between the neuronal event and EEG or MEG signal. If radioactive 
water is used as a compound, the PET signal measures slow changes in local blood fl ow that follows 
neuronal events with a long (about 6     s) delay.
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  F.    PET 

PET is based on physical properties of isotopes – radioactive forms of simple atoms 
(like hydrogen, oxygen, fl uorine, etc.) – to emit positrons when they decay. The 
radioactive atoms are arranged into more complex molecules like molecules of 
oxygen, water, glucose, etc. During measurement in the PET scan, the radioactive 
substance is administered into the patient’s blood and reaches the brain through cir-
culation. The radioactive substance when it is accumulated in a certain area of the 
brain emits positrons. As positrons encounter with electrons they annihilate, emit-
ting two gamma-quantums per one collision. Special detectors placed around the 
subject’s head register the gamma-quantums, and number of collisions is directly 
proportional to metabolic activity of the brain area. In other words, the more active 
is the brain area, the more radioisotopes does it consume and the more gamma-
emissions will be registered from that area      8   . To restore 3D pattern of radioactive 
substance distribution density, special mathematical reconstruction methods are 
applied similar to those used for MRI. However, spatial resolution of PET is sig-
nifi cantly less than that of MRI. Due to a small resolution, it is impossible to detect 
brain structures like thalamic nuclei or mamillary bodies on PET images      9   .

  G.    Functional MRI 

An advanced modifi cation of MRI, called functional MRI, was recently devel-
oped for studies of vascular/metabolic reactions of the brain tissue in response 
to different tasks. The physiology of the method is based on the fact that any 
local neuronal activity change leads to changes of oxygenation in the local blood 
supplying brain areas. The signal for the so-called blood oxygen level dependent 
(BOLD) fMRI comes from hydrogen atoms, which are abundant in the water 
molecules of the brain. The measured radiofrequency signal decays over time, 
owing to various factors including the presence of inhomogeneities in the mag-
netic fi eld. The inhomogenity is associated in part with changes in blood oxy-
genation. Deoxy- and oxyhemoglobin have different magnetic properties with 
deoxyhemoglobin introducing the most of inhomogenity. Hence, an increase in 
the concentration of deoxyhemoglobin would cause a decrease in image intensity. 

    8  The physiological parameter for PET is number of collisions – moments when two gamma-
quantums are emitted. In a PET scanner there are quite many detectors registering gamma-quantums, 
and they surround the subject’s head by sort of a ring – or rather by layers of rings, or cylinders.    

    9  PET is rather expensive and invasive method. To apply it, a cyclotron and a special radiochemical 
laboratory are needed. To reduce the dose of radiation exposing the subject, relatively little quantities 
of isotopes are administered leading therefore to a poorer quality of PET images. However, for some 
scientifi c tasks (such as studying densities receptors of dopamine reuptake) PET seems to be the only 
method available at the moment.    
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  H.    Polarographic Recording of Brain Oxygen 

The relationship between three processes (1) impulse activity of neurons, (2) oxy-
gen and glucose consumption by neuronal cells, and (3) local blood fl ow is quite 
sophisticated and not fully understood. Any fast change in impulse activity of neu-
rons results in slow (with delay of about 6–10    s) changes in local blood fl ow and 
extracellular oxygen. In 1970s in our laboratory together with Valentine Grechin 
we used a polarographic method to study the level of extracellular oxygen in the 
brain of neurological patients      10   . Polarographic method of oxygen measurement 
is based on the fact that the voltage of  � 0.63       V applied to a polarizable electrode 
(such as a gold wire inserted into a brain tissue) creates a current that is pro-
portional to the concentration of oxygen in the brain tissue. In our studies we 
showed that the level of oxygen in the local brain tissue does not remain constant 
but oscillates at very low frequencies about 6–10 cycles per minute (see  Fig. I.3   ). 
These oscillations refl ect complex metabolic processes in the brain associated with 
oxygen consumption of neuronal networks and local blood fl ow regulation in the 
local regions. The most thrilling feature of these oscillations was that at the corti-
cal level they were associated with slow oscillations of electrical potentials mea-
sured from the skin of the head. The deco-second oscillations can be induced by 
tasks such as hand movements or arithmetical actions. An example of such reac-
tion in the local concentration of pO 2 in the deep structure of the brain is shown 
in Fig. I.3 . The sharp increase in multi-unit impulse activity induces slow changes 
in extracellular oxygen with a period of around 12    s so that the fi rst maximum of 
response has a delay period of 6    s     11   . This example clearly shows that information 
processing in neuronal networks and metabolic activity take place at different time 
scales. 

Almost 30 years later similar deco-second spontaneous fl uctuations in the brain 
were observed in the BOLD signal by means of fMRI      12   . These oscillations refl ect 
coherent performance of different spatially distributed regions belonging to a partic-
ular system such as the somatosensory, visual, or auditory systems. Functional mean-
ing of these oscillations is unknown. In one of our studies (Kropotov and Gretchin, 
1979) we showed that the phases of oxygen decreasing might be associated with 
memory consolidation when short lasting electrical signals of the neuronal networks 
are transferred to long lasing metabolic changes.   

    10  Those were Parkinsonian patients who were unresponsive to all conventional forms of treat-
ment and who agreed to undergo a stereotactic operation. Gold 100 micron wires were implanted 
to the globus pallidus, putamen of the basal ganglia and ventral nuclei of the thalamus. The results of 
these studies are summarized in our book published in 1979 by the Publishing House of Academy of 
Sciences of USSR (Grechin and Kropotov, 1979).    

    11  In some areas the delayed increase in pO 2 was preceded by a short (about 1–3    s) decrease in con-
centration of local extracellular oxygen.    

    12  For a recent review see Fox and Raichel, 2007.    
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  III.    FROM NEURONAL SPIKES THROUGH LOCAL 
FIELD POTENTIALS TO SCALP EEG 

  A. Impulse Activity of Neurons 

We now are aware that the functions of the cortex are determined by collective 
behavior of neuronal ensembles, rather than by independent actions of single neu-
rons. But, 40 years ago scientists were obsessed by an opposite view, suggesting that 

FIGURE I.3    Infraslow oscillations of local pO 2 in the human brain. (a) Spontaneous fl uctuations 
of pO 2 in the caudate nucleus and two thalamic nuclei are recorded by the polarographic method in 
Parkinsonian patients to whom gold electrodes were implanted for diagnosis and therapy. Averaged 
over 10 trials simultaneously recorded multi unit impulse activity (b) and pO 2 (c) in the ventral thala-
mus of the human brain. Impulse activity of neurons and pO2 was measured by the same electrode. 
Each trial consisted of arithmetic operation (addition or subtraction) with two digits presented at the 
beginning of the trial.        
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only behavior of single neurons would give a clue for understanding brain func-
tion. In those days a new method – the method for recording single unit activity – 
emerged     13    ( Fig. I.4   ). Most electrophysiologists abandoned the fi eld of classical EEG 
(the only electrophysiological method that was available in those days) and started 
recording activity of single neurons      14   . These were the years of euphoria. 

Electrode
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EEG
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FIGURE I.4    Three levels of electrical events in the cortex. Single neuron level – corresponds 
to 30 microns of spatial scale and 1    ms of spike duration. Local fi eld potentials – are measured with 
macroelectrodes within the cortex and are different at 3    mm scale. EEG recorded from the scalp has 
a spatial resolution of a few centimeters. Note 10 time difference in amplitude of potentials measures 
intracortically and from the scalp.        

    13  The technique implied the use of microelectrodes (with diameter of a few microns) and of spe-
cial amplifi es with the bandpass from 100    Hz to 10    kHz. The most exciting part of our work in those 
days was that in some (alas) rare cases spikes of single neurons could be recorded by macroelectrodes 
implanted into the brain of neurological patients.    

    14  My scientifi c supervisor professor Natalia Bechtereva was the fi rst who decided to record impulse 
activity of neurons in patients. These were patients to whom electrodes were implanted into deep brain 
structures for diagnosis and therapy. She used to tell me that EEG is very noisy and unspecifi c. She 
believed that impulse activity of neurons was the best way to study neuronal mechanisms of cognition.    
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To some extent the expectations were rewarded. Indeed, discovery of simple 
and complex cells properties in the visual cortex by Hubel and Wiesel (rewarded 
by the Nobel Prize in 1981) seemed to confi rm the suggestion that reactions of 
single neurons could provide new insights regarding information processing in the 
animal brain      15   . It turned out that in some unique cases recording of impulse activ-
ity of single and multiple neurons during various cognitive tasks can be done in 
humans during stereotactic operations in epileptic and Parkinsonian patients. 

  B.    Profi les of Neuronal Reactions 

When in 1970s in our laboratory we studied reactions of single and multi-neu-
rons in the human brain using tiny electrodes implanted into different parts of 
the brain of neurological and psychiatric patients we were struck by similarities 
of neuronal reactions in certain parts of the brain      16    (see Fig. I.5   ). These similari-
ties were expressed in so-called profi les of neuronal reactions – a grand average 
representation of the responses of all neurons recorded in a particular anatomi-
cal structure. Comparing profi les of reactions with local fi eld potentials recorded 
by the same electrodes showed that the collective behavior of neurons was quite 
accurately refl ected in local fi eld potentials recorded by the implanted electrodes 
(see Fig. I.6   ). 

  C.    Local Field Potentials 

Having in mind these data, in the beginning of 1990s in our laboratory we started 
using local fi eld potentials as a method for analyzing stages of information pro-
cessing in the human brain. The work was done in collaboration with Risto 

    15  In the fi eld of vision research, single neuron recordings had shown existence of several classes of 
neurons in the primary and secondary visual cortical area. Those types responded differently to specifi c 
visual patterns such as stationary and moving spatial gratings, colors, and other more complex visual 
stimuli. Moreover, some neurons kept their activity after stimulus offset revealing memory properties 
while others ceased the activity after extinction of stimulus.    

    16  Invasive recordings in patients undergoing stereotactic operations are indispensable for defi ning the 
location where focal brain lesions or deep brain stimulations are appropriate. Such recordings involve 
measurement of local fi eld potentials which refl ect the coherent activity of small cell assemblies, or the use 
of microelectrodes to measure single-cell activity. As these studies require well-defi ned clinical indications, 
they never yielded data from normal brain circuits. Nonetheless, such data are valuable for understanding 
the pathophysiology of disorders and for linking animal models to the clinical situation. Beyond that, data 
from these studies can provide insight into the basic mechanisms of brain functions such as perception, 
movement control, memory formation, language processing, and even conscious awareness.    
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Näätänen and his colleagues from the Cerebral Brain Research Unit (CBRU) at 
the University of Helsinki      17   . In these studies we discovered that distinct cortical 
areas of the auditory cortex elicit quite different evoked potentials enabling us to 
study details on information processing the human auditory cortex      18   .

    17  Long before that, in 1978 Risto Nataanen discovered an ERP component named mismatch neg-
ativity (MMN) that was attention independent and appeared in response to rare deviant stimuli when 
compared with ERPs to standard stimuli in the ODDBALL paradigm.    

    18  Indeed, the primary auditory area 41 coded formant frequencies of acoustic stimuli in early 
(at 50    ms) intracranial evoked potentials but did not reveal any indication of memory effects, for exam-
ple, did not habituate to repeated auditory stimuli. In contrast, responses in the secondary auditory area 

FIGURE I.5    Profi les of neuronal reactions in subcortical structures. Multi-unit activity (top) was 
measured from electrodes implanted into the basal ganglia and thalamus in patients performing the two 
stimulus GO/NOGO task. Each horizontal line (middle from the top) corresponds to a separate multi-
unit. Black (gray) squares: signifi cant ( p     �   0.01) increase (decrease) in the discharge rate above (below) 
background discharge rate. The binary post-stimulus histograms were averaged into profi les of reactions 
(bottom) with vertical axis: number of multiunits signifi cantly activated (upward) or inhibited (down-
ward) and dashed horizontal lines: confi dence levels  p     �   0.01. Horizontal axis  � time in 100    msec bins. 
Three types of trials are presented from left to right: Ignore trials, NOGO, and GO trials. S1, S2, T pre-
sentations of the fi rst, second, and trigger stimulus in trials. Adapted from: Kropotov et al. (1997).    
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  D.    Association of Local Field Potentials with 
Scalp EEG 

The results of the study depicted in  Fig. I.6  demonstrate two things: (1) local 
fi eld potentials averaged over trials provide detailed knowledge both in time and 
spatial domains about local operations in cortical neuronal networks; (2) overall 
responses in local fi eld potentials are refl ected on the scalp in ERPs, although in 
signifi cantly reduced amplitude. Similar inferences can be made regarding spon-
taneous scalp EEG and intracortical local fi eld potentials. In our laboratory when 
we studied spontaneous local fi eld potentials recorded with implanted electrodes 
we were struck by observation that different Brodman cortical areas reveal quit 

42 habituated substantially indicating strong memory effects in this area. The most striking responses were 
produced in the association auditory area 21, which generated an additional potential when the stimulus 
did not match the repetitive sequence of the previous stimulation. The mixture of these three types of 
local fi eld potentials seems to be expressed in scalp recorded negative fl uctuation labeled as MMN.    
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FIGURE I.6    Event-related potentials recorded from scalp and from intracranial electrodes. In the 
task standard acoustic stimuli (tone of 1000    Hz and 100    ms duration) were sequentially presented at 
800   ms intervals and randomly mixed with rare (15 per cent of probability) deviant (tone of 1300     Hz) 
stimuli. Subjected were reading a book. Note 10 times difference in amplitude between scalp and 
intracranial recordings. Note also that patterns of responses are different for three auditory corti-
cal areas: Brodmann area 41 – primary auditory area, Brodmann area 42 – secondary auditory area, 
Brodmann area 22 – association auditory area. Adapted from Kropotov et al. (2000).    
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FIGURE I.7    Spontaneous local fi eld potentials and EEG. Spontaneous local fi eld potentials recorded by means of intracranial electrodes in different brain 
areas (BA 41, 46, 42, 22, hippocampus, amygdala, anterior cingulate gyrus) in comparison to the scalp EEG recording at Cz. Note, that different areas gener-
ate quite different patterns of local fi eld potentials. They are on average 10 times larger than scalp EEG, are quite independent and have different dominant 
frequencies.    
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different patterns of oscillations      19   . An example of such recordings in a patient with 
implanted electrodes is presented in  Fig. I.7.     

  E.    Modern Renaissance of EEG 

Although EEG was discovered almost 80 years ago the fastest development of this 
fi led was observed only recently. Nowadays we are facing a renaissance of EEG. 
There are at least four reasons for this: The fi rst reason is related to a recent appear-
ance of new methods of EEG analysis such as spatial fi ltration techniques in artifact 
correcting, independent component analysis of ERPs, wavelet analysis, electromag-
netic tomography, and some others. The second reason lies in the relative cheapness 
of modern EEG devices. Indeed, nowadays EEG machines cost from few thou-
sands US dollars to tens of thousands of dollars, which is very small in comparison 
to multi-million MRI and PET scans. The third reason is a dramatic increase of 
our knowledge regarding mechanisms of generation of spontaneous EEG waves 
and functional meaning of ERPs components. The fourth reason is a high tem-
poral resolution of EEG and ERPs signals which principally can not be achieved 
by other neuroimaging techniques. EEG and ERP provide time resolution of few 
milliseconds, while PET and MRI are limited by few seconds ( Fig. I.8   ).   

  IV.    ENDOPHENOTYPES AND INDIVIDUAL 
DIFFERENCES

  A.    Biological Markers of Disease 

The behavior itself can be considered as a set of all possible actions that the sub-
ject is able to perform – the repertoire of behavior. As we know from neurosci-
ence, behavior is determined by multiple brain systems playing different roles 
in planning, execution, and memorization of human actions. These brain sys-
tems in turn are determined by genes and their complex interactions with each 
other and environment. So, in contrast to genotype the behavior can be con-
sidered as a phenotype of a subject. In psychiatry biological markers of disease 
have become known as endophenotypes. The term comes from the Greek word 
“endos” – interior, within. In another words endophenotype denotes a measur-
able component along the pathway between phenotype and genotype ( Fig. I.9   ). 

    19   It seems undisputable that invasive recordings provide detailed information that can not be obtained 
from scalp potentials. This is the reason why intracranial recordings are so important. They give us insights 
into pathophysiological mechanisms. For example, until now none of the available animal models of 
Parkinson’s disease accurately reproduces all of the symptoms of the human disease, such as resting tremor, 
akinesia, and muscular rigidity. Intracranial recording in the human brain fi lls this missing gap.    
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Endophenotype is becoming an important concept in the study of complex psy-
chiatric diseases      20   .

  B.    Association with Functioning of Brain Systems 

An endophenotype may be neurophysiological, biochemical, endocrinological, 
neuroanatomical, or neuropsychological in nature. Endophenotypes represent 
simpler clues to genetic mechanisms than the behavioral symptoms. The whole 
idea of introducing this concept is based on assumption that a more correct psychi-
atric diagnose can be made using the knowledge about brain systems (such as execu-
tive system) and brain operations (such as action selection, and action monitoring) 
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FIGURE I.8    Spatial and temporal resolutions of EEG and other methods. Spatial ( Y-axis) and 
temporal ( X-axis) resolutions are depicted as rectangles. Note the absence of time resolution in the 
techniques of neuroanatomy. Abbreviations: computer tomography (CT), positron emission tomog-
raphy (PET), magnetic resonance imaging (MRI). Neuroanatomy is associated with different 
spatial scales. Microscope gives a space resolution lower than the size of the cell (around 30 microns – 
3     �      10 �3     cm). PET and MRI give much lower spatial resolution than microscope. Neurophysiological 
parameters include electric and electromagnetic properties of neurons and their networks and are 
studied by cellular electrophysiology, scalp EEG and ERPs.    

    20  The term was coined in 1966 and applied in psychiatry by Gottesman and Shileds in 1972 (for 
a review see Gottesman and Gould, 2003). Endophenotype is gradually substituting other semantically 
similar terms such  “biological marker, ”“vulnerability marker ” and  “subclinical trait. ”    
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associated with certain psychological processes. For example, impairment in action 
selection operation might be the core of some type of schizophrenia. Consequently, 
the aim of a modern biologically oriented psychiatry would be to fi nd a biological 
marker of this operation and show that it is selectively impaired in schizophrenia. 
Functional MRI, EEG, and cognitive ERPs has been recently used for imaging neu-
ronal circuits involved in brain diseases such as depression, schizophrenia, and ADHD. 

  C.    Inverted U-Law 

People are different. Behavioral responses of different people may be differ-
ent in the same situation: some of us are almost always happy, some are prone to 
depressed moods; some of us are good in visual processing, some are much better 
in auditory processing; some of us never forget things, some of us do not remem-
ber what we ate yesterday      21     … In this book we present a theory according to 

    21  In chemistry the difference between chemical elements was recognized, and much of the effort 
in 19th century was spent in constructing Mendeleev’s periodic table – a classifi cation system of ele-
ments. In psychology the foundations of classifi cation of personalities was laid down by Pavlov at the 
beginning of the 20 century and later in 1950 by Eysenk and his followers.    
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FIGURE I.9    Endophenotype as a biological marker of genetic expression in the behavioral pat-
tern. Genes are responsible for production of specifi c peptides that defi ne functioning of specifi c brain 
systems. The dysfunctioning of the brain system is associated with specifi c symptoms. The biological 
maker or endophenotype is a parameter that refl ects functioning of the brain system.    
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which the brain is divided into several functions systems, playing different roles in 
organization of behavior: sensory system, affective system, executive system, mem-
ory systems, and attentional networks. Each of the brain systems can be consid-
ered as a neuronal network with a complex structure. Neuronal elements in this 
structure receive multiple inputs and transfer them into action potentials (spikes). 
The transfer operation performed by a neuron (output versus input) represents 
a non-linear relationship described by a sigmoid function. Similarly, the transfer 
function of a neuronal net as a whole can be also described by the sigmoid func-
tion presented in  Fig. I.10   . The shape of this function actually means that (1) the 
neuronal network is poorly activated by a low input because the inputs in major-
ity of neurons do not exceed thresholds, (2) the neuronal network changes activity 
almost linearly to a moderate input, and (3) the activation of the neuronal network 
reaches a plateau at higher levels of input – a so-called  “ceiling” effect. We can fur-
ther suggest that the performance of the system is defi ned by the ability of the 
system react to a small change in the input. Mathematically, the performance of 
the system is defi ned by the fi rst derivative dO/dI (  Fig. I.10 ). The fi rst derivative 
is represented by a so-called inverted U shape. In psychophysiology it is known as 
Yerkes-Dodson Law      22   .

As one can see in Fig. I.10  the neural network is characterized by two param-
eters: the level of activation, that is, input signal which drives the system, and the 
responsiveness of the system, that is, reaction of the system to a small change in 
the input. In neurophysiological studies these two parameters are usually named 
tonic and phasic activities. We speculate that for the brain tonic and phasic activi-
ties have two different functional meanings, the one associated with the state and 
the other with the response. For example, for attentional network the tonic activ-
ity can be associated with non-specifi c arousal, while the phasic activity can be 
associated with selective attention      23   .

  D.    Pavlov’s, Eysenk’s and Current Theories of Personality 
Differentiation

Interindividual variation seems to be defi ned by differences in overall activation 
of the brain systems. As one can see from  Fig. I.9  the  “position” of the brain sys-
tem on the input/output curve determines the tonic level of activation of the 

    22  The Yerkes-Dodson law was formulated by psychologists Robert M. Yerkes and J.D. Dodson 
in 1908. The law describes an empirical relationship between arousal and performance. It says that 
the performance increases with the level of arousal only to a certain point: when the level of arousal 
becomes too high, the performance decreases.    

    23    As will be shown below, the tonic overall input to the attention system is regulated by the level 
of noradrenalin, a peptide synthesized in the locus coeruleus of the brain stem, while the phasic activity 
is determined by a sensory stimulus attracting attention.    
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FIGURE I.10    The inverted U-law. (a) Schematic representation of the dependence of the over-
all activity of a hypothetical neuronal network on the input which drives the system. (b) Schematic 
representation of the dependence of the response of the system on its input. The response is defi ned as 
a reaction of the system to a small and elementary increase of the input.      

system (such as arousal for attentional system) and a responsiveness of the system 
(such as attentional demand or load). For a particular brain system all subjects can 
be represented as dots on the inverted U-curve and can be also divided into three 
groups: Low, middle and high depending on the position on the curve. The sub-
jects in these three groups react differently to a small unit increase in the corre-
sponding input. The highest, and optimal, reactions are produced by the  “middle”
group. The low and high groups react similar with smaller (non-optimal) reac-
tions but behave differently when the input level is increasing. The  “low ” group 
becomes better in response to agents elevating the level of the system input while 
the “high” group gets worse in performance. The agents that increase the input 
level may be associated with the stressful environmental factors, or with concen-
tration of mediators in the brain stem ascending activation system of the brain. 
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During the times of Pavlov and Eysenk physiological foundation of individual 
differences was poorly understood. Pavlov used conditioned refl exes as a physi-
ological parameter for discriminating types of nervous system, while Eysenk used 
reaction times as indicators of the speed of information processing. In 1960s, 
introduction of ERPs as indexes of stages of information fl ow opened new hori-
zons. The fi rst indication that subjects can be objectively divided into two groups 
came from research of relationship between the amplitude of N1/P2 complex in 
auditory evoked potentials and loudness of the auditory stimulus. Two groups, 
augmenters and reducers were separated: subjects from the fi rst group increased 
amplitude of their ERPs with increase of intensity of the auditory signal, while 
subjects from the second group showed more shallow loudness dependence. 

The most infl uential theory of personality differentiation is dividing people 
into extraverts and intraverts      24   . This theory (fi rst suggested by Eysenk himself) 
associates the division with the level of arousal in the attentional system: extraverts 
having lower level of arousal      25     . The theory was recently tested in ERP experi-
ments. The late positive component, named P300, served as indicator of reactivity 
of the cortex in response to attended stimuli. In agreement with the arousal theory 
of extraversion, introverts showed larger P300 to attended stimuli than extraverts 
(Beauducel et al., 2006). 

Studies in EEG and ERPs have traditionally treated individual differences as 
unwanted statistical noise. Yet the individual differences exhibit a remarkable stabil-
ity within individual subjects, suggesting that they are not just random fl uctuations 
but rather refl ect personality traits. To differentiate the interindividual differences 
from deviations from normality normative databases of QEEG and ERP are tradi-
tionally used.   

    24  The notions of extraversion and introversion were used by C.G. Jung to explain different atti-
tudes people use to direct their energy. If a subject likes to spend time in the outer world of people 
and things he belongs to extraversion type. He gets his energy from active involvement in events and 
having a lot of different activities. He’s excited when he is around people and likes to energize other 
people. He often understands a problem better when he can talk out loud about it and hears what 
others have to say. If the subject prefers the inner world of ideas and images he belongs to introversion 
type. According to Hans Eysenk the ascending activation system determines how one reacts. If the 
activity of this system is low, the person needs more stimulation and belongs to extroversion type. 
If the activity is high, there is too much stimulation of the cortex and the person belongs to introver-
sion type. Thus, introverts show stimulus aversion, and extroverts show stimulus hunger.    

    25  The other idea of classifying different subjects is associated with the affective system. It presumes 
existence of three dimensions – three temperamental components such as negative affectivity (NA), 
positive affectivity (PA), and constraint (for a review see: Whittle et al., 2006). Inhibition, avoidance, and 
punishment sensitivity are heightened in individuals high on NA. These individuals have a propensity 
to experience a wide range of negative moods such as fear, anxiety, sadness, and guilt. Individuals high 
on PA have an active engagement in the world through high approach and reward sensitivity, and have 
a propensity to experience a wide range of positive moods such as joy, happiness, enthusiasm, and pride. 
Constraint refers to an individual’s degree of control over impulses and emotions, their ability to direct 
attention and delay gratifi cation. Individuals high on this dimension may be described as diligent, per-
sistent, reliable, and responsible.    
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  V.    PHARMACO-QEEG 

  A.    Goals 

The idea that QEEG may be applied in pharmacology as an index of brain func-
tioning in response to pharmaceutical agents was born in the early 1960s. At the 
beginning the goal was quite modest: to fi nd a new functionally oriented method 
that would classify drug effects as alternative to structural methods based on 
chemical similarities between substances. During the last 50 years we faced a fast 
growth of studies in the fi eld, foundation of the International Pharmaco-EEG 
society (IPEG) in 1980      26    followed by annual meetings of this society. It was shown 
that different classes of pharmaceutical agents affect spatial–temporal parameters 
(in a form of spectral maps) of background EEG differently      27   . However individual 
QEEG profi les for different classes of drugs often overlapped with each other due 
probably to three different reasons: (1) inappropriate extraction of parameters of 
QEEG with meaningful functional signifi cance, (2) large interindividual differ-
ences that are probably exhibited in existence of several classes of QEEG patterns, 
(3) nature sharing of effects of distinct classes of drugs. 

It was shown that some psychotropic drugs had EEG effects opposite to the 
EEG effects of the mental disorders treated with these drugs (key–lock principle). 
A parameter closely measuring the local metabolic activity and named concordance 
was invented      28    and was successfully used for predicting the response of patients to 
antidepressants. ERP components such as P300 were also used as parameters to 
monitor the effi cacy of treatment of patients with schizophrenia and dementia. 

  B.    Limitations 

However in spite of this progress pharmaco-EEG until recently remained an empir-
ical method with poor theoretical background and without any signifi cant effect on 
drug industry and on clinical application. Hurdles that limit the use of pharmaco-
EEG were associated with poor understanding of the mechanisms of EEG rhythms, 
components of ERPs, and poor methods of extracting the adequate information 
from the available data. One of the intentions of the present book is to lessen these 

    26  The IPEG is an association of scientists involved in electrophysiological brain research in pre-
clinical and clinical pharmacology, neurotoxicology, and related areas of interest. Goals of the IPEG 
are(1) t o act as a discussion platform for academic, and industrial research scientists as well as clini-
cians involved in pharmaco-EEG research, (2) to promote the use of electroencephalography for brain 
research in preclinical and clinical pharmacology and related fi elds, (3) to put forward guidelines on 
relevant aspects of pharmaco-EEG studies.    

    27  The effect is measured as the change in QEEG parameters in contrast to placebo.    
    28  The studies were made in UCLA.    
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hurdles: (1) to present new concepts regarding mechanisms of generation of different 
EEG rhythms; (2) to present recently developed methods of QEEG assessment such 
as s-LORETA, spatial fi ltration of artifacts, neurometrics… (3) to describe physio-
logical meaning of ERPs independent components extracted by recently developed 
method of independent component analysis; (4) to present techniques that allow 
measuring reliable      29    parameters of brain electrophysiology. 

  C.    New Horizons 

In addition to maps of EEG spectra, ERP components have been also used in assess-
ing the effects of pharmacological agents. The application was quite limited and 
confi ned mostly by N1/P2 and P3 components in auditory evoked potentials      30   .
In this line of research, the serotoninergic system in depression was assessed the 
loudness dependence of auditory N1/P2 component, while for monitoring the 
cholinergic system P3b component was applied. The results are very promising. 
A new method of decomposition of raw ERPs into independent components 
makes this approach even more powerful and opens new horizons in pharmaco-
EEG. The point is that the size effect of ERPs components in differentiation of 
psychiatric disorders seems to be bigger than the size effect of spectral amplitudes. 
The methodology implemented in the Human Brain Institute Database, described 
in the following chapters, provide a tool for the future research ( Fig. I.11).      

  VI.    PREREQUISITES FOR NEUROTHERAPY 

  A.    Neurofeedback 

Application of spectral analysis to EEG shows that in some brain dysfunctions 
the EEG amplitude in certain frequency bands signifi cantly differs from the EEG 
amplitude computed for a group of healthy subjects      31   . Neurofeedback provides 
a tool for correcting such deviation from normality. Neurofeedback is based on 
three scientifi c facts. First, EEG parameters refl ect brain dysfunction in a particu-
lar disease. Second, subject can voluntarily change the state of his/her brain so 

    29  Reliability is a critical issue that limits application of EEG. The point is that the brain is a  “noisy
computer” which extracts the needed information from the background noise. The noisy processor 
produces noisy electrical currents. To achieve an appropriate signal to noise ratio several approaches in 
EEG and ERPs have been suggested.    

    30  See a recent review on ERPs in neuropsychopharmacology by Pogarell et al. (2006).    
    31  For example, a relatively large group of children with ADHD reveals an excess of the theta/beta 

ratio in central–frontal leads. This EEG abnormality is associated with hypo activation of frontal lobes.    
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FIGURE I.11    Basis for pharmaco-ERPs (example). (a) Cortical distribution of dopamine arising 
from the ventral tegmentum of the brain stem. The densest distribution of dopamine is the anterior 
cingulate cortex. (b) Two of many components in ERPs in response to NOGO stimuli in the two 
stimulus GO/NOGO paradigm: top – monitoring P400 component generated by the anterior cingu-
late cortex (s-LORETA image and time dynamics), bottom – comparison P200 component generated 
by the occipital–temporal area. The P400 component can be used as an index of functioning of the 
anterior gyrus cingulus in the neuropsychopharmacology.      

that changes can be associated with increasing or decreasing the parameter (see 
Fig. I.12    left). Third, the brain can memorize this new state and keep it for longer 
time not only in lab conditions but also in other environments, such as school, 
home. Historically neurofeedback was the fi rst time applied in clinical practice for 
treatment epileptic patients. Its application was preceded by a solid research made 
in laboratories on cats. Later, neurofeedback was applied for correcting behav-
ior of ADHD children. Nowadays this approach is used for a variety of brain 
dysfunctions. 

It should be noted that spectral parameters of EEG are not the only physi-
ological parameters that refl ect functioning of the brain. A priory such parameters 
might be as follows: event-related de/synchronization (ERD/ERS) as measures 
of reactivity of the EEG rhythms, components of ERPs as measure of stages of 
information fl ow in neuronal networks of the brain, infra-slow potentials of the 
brain, fMRI signals and others measures of hemodynamic/metabolic activity of 
the brain. These parameters can be fed back to the subjects and, consequently, can 
be used for voluntary control of brain functions. 
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FIGURE I.12 Scheme of neurofeedback and DC stimulation. (a) An example of EEG in an ADHD 
children recorded from an electrode on the scalp. A power spectrum is computed and compared with 
the database (not shown). The neurofeedback parameter is computed and presented on the screen 
to the patient. The patient is able to suppress theta activity and to enhance beta activity in EEG (b). 
The same result can be achieved by depolarizing pyramidal neurons by injecting DC directly through 
a metal electrode placed on the skin of the head.
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  B.    Brain–Computer interface 

The feedback of electrophysiological parameters can be used not only for self-reg-
ulation of the brain but can be applied for communication with the external world 
as well as for manipulation of technical devices such prostheses and microproces-
sors. This type of biofeedback applications is named as Brain–Computer Interface 
(BCI). Usually the BCI requires the learning stage during which the subject learns 
to control his physiological parameters (such as EEG or ERPs) of the brain. 

  C.    Transcranial Direct Current Stimulation 

Our knowledge about brain functioning can be summarized in two postulates: 
information processing is expressed in fast action potentials of neurons      32    while 
modulation of this processing is expressed in more slow oscillations of potential. 
We also know that some psychological operations such as attention or motor 
preparations are associated with infra-slow shifts of scalp recorded electrical poten-
tials. It is logically to suggest that direct injection of electric currents into the 
neuronal networks would modulate brain functioning. There are several meth-
ods of doing it. One simple way is to inject direct current with a goal to change 
polarization of cortical neurons. Application of anodal or cathodal electrical cur-
rents oriented along direction of apical dendrites of pyramidal cells of the cortex 
can change membrane potentials of pyramidal cells near their axon hillocks and, 
consequently, change the probability of neurons to fi re in response to some exter-
nal natural stimuli      33    ( Fig. I.12  right). As shown in numerous studies the anodal 
transcranial direct current stimulation (tDCS) serves as activation procedure while 
the cathodal tDCS has an opposite effect      34   . The DC stimulation was introduced 
into laboratories in 1960s. In those days it was named micropolarization tech-
nique. The fi rst positive results were challenged by success in psycho-pharmacol-
ogy. Financial funding of DC-stimulation research in the west was dropped and 
for two decades the former USSR      35    remained the only place where the stud-
ies were continued. Nowadays we face a renaissance of the method. Recently, it 
was applied for rehabilitation of stroke patients. In our neurotherapy clinic of the 
Institute of the Human Brain of Russian Academy of Sciences we are using this 
method for children with ADHD and with speech delay. 

    32  Recall, that duration of each action potential is just 1     ms.    
    33  These changes are associated with increase or decrease of cortical excitability.    
    34  In 1970s in our laboratory we were looking for a simple procedure that would temporally acti-

vate or suppress impulse activity of neurons near implanted electrodes. It was shown that application of 
direct current could provide such a procedure. Professor Bechtereva was the fi rst to suggest this idea.    

    35  One good side of the USSR science system in previous years was that a scientist got the salary 
irrespectively of what he or she was doing and most of the scientists did what they wanted to do.    



lviii    Introduction: Basic Concepts of QEEG and Neurotherapy

  D.    TMS, DBS, and Other Stimulation Procedures 

It should be stressed here that electrophysiologically based methods of brain 
modulation are not confi ned by direct current stimulation and neurofeedback. 
Neurotherapy as a set of methods also includes transmagnetic stimulation (TMS), 
AC electrical stimulation, electro convulsive therapy (ECT), deep brain stimula-
tion (DBS) and some others. The basic idea of all these methods is to stimulate (or 
suppress) neurons in the corresponding cortical areas by means of using electro-
magnetic fi elds.        



  I.    INTRODUCTION 

New insights in the fi eld of electroencephalogram (EEG) 
discovered during the last few decades dramatically changed 
classical postulations which psychiatrists and neurologists 
used to learn in medical schools. These classical postulations 
presume that information processing in the human brain 
is carried out by impulse (spike) activity of single neurons. 
Oscillations of electrical events (such as EEG rhythms) were 
usually discarded and ignored, in the worst case, or considered 
as a background activity, in the best case. For example, in the 
fourth edition of  “Principles of Neuroscience ” edited by Eric 
Kandel, James Schwartz, and Thomas Jessel – the book that is 
considered as the bible for neuroscientists – electrical oscilla-
tions in EEG were missing and the chapter  “The Collective 
Electrical Behavior of Neurons: the Electroencephalogram 
and the mechanisms of Epilepsy ” by John Martin present in 
the third edition was discarded. 

           P A R T  I 

 EEG Rhythms    
  One of the most basic laws of the universe 

is the law of periodicity 

 Győrgy Buzsáki, Rhythms of the brain   

1
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During the last few years the situation is slowly changing. Now we are 
facing the renascence of EEG. This renascence is associated with appear-
ance of new methods in human EEG assessment and new experimental 
fi ndings in animal research which allowed electrophysiologists to discover 
that alterations in oscillatory patterns of EEG play a critical role in mainte-
nance of brain functions and consequently may be used as a powerful tool 
for diagnosis of brain dysfunctions. 

From a general point of view, oscillations are present in all physical and 
biological systems trying to achieve the equilibrium. In almost all cases of 
oscillations emerge when the system is controlled by two opposite pro-
cesses: the one that drives the system from the equilibrium and the one that 
returns it back. In this respect, EEG oscillations do not differ from oscilla-
tions in other biological systems. In the case of any observable EEG rhythm 
(such as alpha, beta, or theta) we always fi nd a force that drives the neuron 
or the neuronal network from their equilibrium and a force that returns 
them back. 

However, oscillations may be not only the refl ection of two oppo-
site forces in the neuronal networks but, hypothetically, can also serve as 
the source of combining factor in organization of neuronal networks. For 
example, changes in the overall local fi eld potential created by the neurons – 
generators of this rhythm may entrain other neurons that do not participate 
directly in generation of the rhythm. This entraining synchronizes activity of 
all neurons of the neuronal network with the rhythm generators. In spite of 
several attempts to prove this suggestion, we still do not know whether it is 
correct or not. 

This part of the book deals with EEG rhythms in frequency range from 
0 to 70    Hz. The band covers several categories of electrical phenomena 
recorded from the scalp. These bio-electrical phenomena are convention-
ally divided into the following types: direct current (DC) shifts, deco-
second oscillations, and slow waves, delta, theta, alpha, and beta EEG 
rhythms ( Fig. PI.1   ). It should be stressed here that the notion of rhythm 
presumes that rhythm represents regular changes in electric potential mea-
sured by electrodes from the scalp. When Fourier or wavelet transforms are 
applied to EEG recordings containing rhythms these rhythms appear at the 
corresponding spectra in a form of peaks. 

Recording of deco-second oscillations needs special amplifi es. The 
deco-second oscillations are usually discarded in conventional EEG. Delta 
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rhythms cover the frequency range from 1 to 4    Hz, theta rhythms from 
4–8   Hz, alpha rhythms from 8–13    Hz, and beta rhythms – frequency higher 
than 13    Hz. Theta, alpha, and beta rhythms are present in normal EEG 
recorded in resting (eyes closed or eyes open) state and in different task 
conditions. Delta rhythms in the normal brain are expressed on the spectro-
grams in a form of peaks only during the state of deep sleep. Although basic 
EEG rhythms are known since Berger’s time in late 1920s their neurophysi-
ological basis began to be elucidated only recently starting approximately at 
1980s. 

It should be stressed that EEG is a sensitive parameter of subject’s state 
and EEG rhythms change dramatically when the subject falls asleep and 
transfers from one stage of sleep to another. For example, at stage II spe-
cifi c oscillations called sleep spindles emerge. Sleep spindles disappear while 
theta and delta rhythms develop at further stages of sleep. During wake-
fulness, rhythms can be a sensitive measure of brain responses to different 
psychological tasks. For example, occipital alpha rhythms are suppressed 
(desynchronized) while frontal beta rhythms are enhanced (synchronized) 
in response to behaviorally meaningful visual stimuli. 

In the diseased brain normal mechanisms of EEG rhythms may be 
impaired and the rhythms may (1) become slower in frequency (so-called 
EEG slowing), (2) may appear in unusual places (e.g., alpha rhythms at 
temporal areas), (3) may become higher in amplitude (the phenomenon 
called hypersynchronization) and in more synchronicity with other areas 
(the phenomenon called hypercoherence), (4) in some severe cases (char-
acterized e.g., by disconnection of cortical areas from subcortical structures 
due to stroke, trauma, or tumor) a separate slow rhythm in delta frequency 
(1–3   Hz) may appear. In some cases normal synchronization mechanisms 

DC Infra-slow Slow

0 1

Delta Theta Alpha

Beta 1 Beta 2 40 Hz Gamma Ripples (�100 Hz)

Beta

0 5 10 20 30 40 50 Hz

FIGURE PI.1   Frequency bands in EEG spectrum. The frequencies boundaries are not strictly 
determined. However usefulness of this classifi cation was proved during the whole history of EEG. 
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may be enhanced and spike or spike/slow wave patterns appear indicating 
a so-called focus in the human brain which in some situations may cause a 
seizurer. Normative databases help an electroencephalographer to recognize 
those abnormal patterns and to assess the level of statistical signifi cance of 
the abnormality. 3D location of generators of EEG rhythms can be assessed 
by different techniques such as dipole approximation and low resolution 
electromagnetic tomography (LORETA). 

  II.    GLOSSARY 

  10–20 International system of electrode placement was accepted inter-
nationally in 1959. The name comes from the fact that any electrode is 
10 or 20 percent of some distances from another. 

  Alpha rhythms are rhythmic activities in EEG recorded from the cortex 
of primary or secondary sensory areas during eyes open or eyes closed 
rest conditions and suppressed in response to activation of these areas. 
In EEG of healthy subjects alpha rhythms are found in posterior regions 
(occipital and parietal areas) and over the sensory motor strip (mu or 
sensory-motor rhythms) within the frequency range from 8 to 13    Hz. 
Alpha frequencies change with age: younger and older subjects have 
lower alpha frequencies. 

  Amplifi er is a basic component of any EEG machine (or electroencephalo-
graph). It amplifi es a week (30–100    μ V) EEG signal. 1    μV   �   0.000001       V. 

  Barbiturates are pharmaceutical substances that bind to so-called 
 “ sedative–hypnotic ” sites at GABA A receptors and promote opening of 
Cl     �      ion channels. They belong to a class of GABA agonists. They are 
used as a sleeping medication, for example, to induce anesthesia before 
surgery as well as minor tranquilizers or antianxiety medication. 

  Beta band is a band beyond 13Hz in EEG and MEG recordings. Sometimes, 
beta band is divided into smaller categories: low beta band ( beta 1) from 13 
to 21    Hz, high beta band ( beta 2) from 21 to 30    Hz, and  gamma frequency 
band for frequencies higher than 30    Hz. 

  Bispectral index (BIS) of the EEG is an empirical, statistically derived 
variable that provides information about the interaction of brain corti-
cal and subcortical regions. BIS, which is expressed as a score between 
0 and 100, is a consistent and reliable index of state of consciousness 
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in normal subjects, with scores of 95 or greater typically indicating full 
consciousness. 

  Brodmann area is a region in the human cortex defi ned on the basis 
of its organization observed in microscope when a tissue is stained 
for nerve cells. Brodmann areas were originally defi ned in 1909 by a 
German neurologist Korbinian Brodmann and referred to by numbers 
from 1 to 52. 

  Burst of spikes is two or more discharges of a neuron followed by a period 
of quiescence. The burst mode of thalamic cells is generated in response 
to long hyperpolarization due to a rebound Ca      �      � spike. The bursts of 
cortical cells are induced in response to depolarizing injected currents. 

  Calcium spike is a rebound depolarization of the thalamo-cortical cells 
following strong hyperpolarization of the neurons. It is generated by a 
transient low threshold Ca      �      � current ( It), ion current that is inactivated 
when the neuron is depolarized and becomes deinactivated during the 
hyperpolarization state. 

  Coherence is a measure of synchronization between EEG recorded in 
different scalp locations. It refl ects a correlation between EEG powers 
computed for these two locations in the same frequency band. 

  Common average reference montage is a computational montage in 
which electrodes ’ potentials are measured in reference to  “common
average ” potential, that is, a potential averaged over all electrodes. 

  Common Mode Rejection (CMR) defi nes the ability of a differential 
amplifi er to be as close to the ideal (the output is zero when  V  1       �       V  2 ) 
as possible. It is expressed as ratio of the output signal when  V  1       �       V  2  
(they are connected to the same source) to the output signal when only 
one input is non-zero. CMR is measured in dB. 

  Contingent negative variation (CNV) is a negative slow (with time 
constant of about seconds) shift in electrode potential associated with 
preparatory activity of the subject, such as preparation to receive a stimu-
lus or to make a motor response. 

  DC potentials   are potentials recorded from the scalp by non-polarizable 
electrodes (such as silver–silver chloride electrodes) in the frequency 
range from 0.04 to 0.16     Hz. 

  Delta rhythm (cortical) is EEG rhythm generated by intracortical tha-
lamic mechanisms. It dominates in the EEG when the cortical area is 
disconnected from the corresponding thalamic nucleus. 
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  Delta rhythm (thalamic) is EEG rhythm generated in the thalamus and 
recorded from the scalp by interplay of two ion currents in the thal-
amo-cortical neurons: a cation current that depolarizes the membrane 
potential, and a transient low threshold Ca      �      � current responsible for 
generation of so-called Ca      �      �  spikes. 

  Depolarization is a decrease in neuronal membrane potential usu-
ally caused by cation (Na      � and Ca      �      �) inward currents associated with 
opening of the corresponding ion channels in membrane. The poten-
tial changes caused by these currents are named excitatory postsynaptic 
potentials (EPSP). 

  Differential amplifi er amplifi es the difference between two input poten-
tials V  1  and  V  2.

  ERD/ERS stands for event-related desynchronization/synchronization. 
It is a parameter that measures the percentage of decrease/increase of 
the EEG power in a given frequency band in a given time interval in 
response to a given event. 

  Excitatory neurons are neurons that when spiking generate a so-called 
excitatory postsynaptic potential which depolarizes (makes it less polar-
izable) the postsynaptic membrane and consequently, drives the mem-
brane potential toward the threshold of action potential and increases 
the probability of action potential discharge. Glutamate serves as a fast 
excitatory mediator in many cortical neurons. 

  Forward problem is a problem of calculating the scalp potential of a 
single dipole or a set of dipoles located within the cortex. The forward 
solution can be expressed in a physical equation and numerically solved 
by computers. 

  Hebb’s law is the law formulated by Donald Hebb in 1949 to identify a 
possible way for forming new memories. According to the law, if presyn-
aptic neuron A is active (exhibits neuronal discharges) and a postsynaptic 
neuron B is active, then the synapse AB will be strengthen. 

  High frequency fi lter is analog or digital fi lter that suppresses lower fre-
quencies in EEG signal and leave the higher frequencies intact. The fi lter 
is characterized by low cut in seconds. 

  Hippocampal theta rhythm is rhythmic activity from 3 to 10    Hz found 
in mammalian hippocampus and interconnected anatomical structures. 

  Human frontal midline theta rhythm is spontaneous or task related 
short bursts of rhythmic (from 5.5 to 8.5    Hz) activity over the frontal 
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leads with maximum at Fz. This is the only normal theta rhythm in the 
human adult brain. This rhythm is synchronized in response to behav-
iorally important events and is associated with operations such as recall-
ing from memory or encoding memory traces. 

  Hyperpolarization is an increase in neuronal membrane potential. The 
increase is usually caused by anion (such as Cl �     ) inward currents associ-
ated with opening of the corresponding ion channels in membrane. The 
potential changes caused by this current are named inhibitory postsynap-
tic potentials (IPSP). 

  Independent Component Analysis (ICA) is a method of solving the 
blind source separation problem. In EEG the problem can be formu-
lated as fi nding independent cortical generators of potentials recorded 
at the scalp. 

  Infra-slow activity is a type of EEG activity which can be recorded only 
by special (so-called DC) amplifi ers and includes oscillations with peri-
ods from few seconds to few tens of seconds. The mechanism of their 
generation is unknown but the association with slow metabolic processes 
of the brain is hypothesized. 

  Inhibitory neurons are neurons that when spiking generate a so-called 
inhibitory postsynaptic potential which hyperpolarizes (makes it more 
polarizable) the postsynaptic membrane and consequently, drives the mem-
brane potential away from the threshold of action potential and decreases 
the probability of action potential discharge. Gamma-aminobutyric acid 
(GABA) serves as a fast inhibitory mediator in many cortical neurons. 

  Inverse problem is a problem of fi nding multiple elemental dipoles in the 
cortex (sometimes named density of neuronal generators) that approxi-
mate potentials recorded by multiple scalp electrodes. Theoretically this 
problem does not have a unique solution, that is, a certain scalp distribu-
tion can be achieved by infi nite number of cortical distributions. 

  Local average reference montage is a computational montage in which 
a local average potential is averaged over a small number of electrodes 
in the vicinity of a target electrode and is subtracted from the potential 
of the target electrode. There are several types of local average montages 
(Laplacian, Lemos, Hjorth). 

  Long-term potentiation (LTP  ) is the increase of synaptic strength 
between two neurons induced by high frequency stimulation of presyn-
aptic terminals. 
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  Low frequency fi lter is analog or digital fi lter that suppresses higher fre-
quencies in EEG signal and leave the lower frequencies intact. The fi lter 
is characterized by high cut in Hz. 

  Montage is a rule according to which EEG potentials are computed. The 
simplest rule (linked ears montage) is measuring electrodes ’ potentials in 
reference to two linked electrodes located at left and right earlobes. 

  Non-polarizable electrode is an electrode that is not easily polarizable. 
It means that if you apply a current through an electrode, the potential 
of the electrode will not change signifi cantly from its equilibrium poten-
tial. Silver–silver chloride electrode is an example of non-polarizable 
electrode. 

  Notch fi lter is a very sharp fi lter that attenuates a certain frequency in 
the signal. In EEG a notch fi lter at 50 (60) Hz is used to fi lter out the 
noise from the electrical system in the room. 

  Polarizable electrode is an electrode that is easily polarizable. It means 
that if you apply a current through an electrode, the potential of the 
electrode will change signifi cantly from its equilibrium potential. Gold 
electrode is an example of polarizable electrode. 

  Polarographic method of measuring extracellular oxygen is a method of 
measuring oxygen in living tissues, in which an electric current induced 
by application of �0.63     V is proportional to the concentration of extra-
cellular oxygen. 

  Reaction of desynchronization corresponds to suppression of the cor-
responding rhythm. 

  Referential recording is a recording of EEG signal when the second (ref-
erence) electrode is usually located on the earlobes, mastoids, or the tip of 
the nose, that is, far away from the neuronal source. This is in contrast to 
sequential recording when two electrodes are located on the scalp near 
EEG generators in the cortex. 

  Sampling rate is the rate at which raw EEG signal is sampled (quanti-
fi ed). According to Naiquist theorem the sampling rate must be twice as 
much as the highest possible frequency of recorded EEG signal. 

  Slow waves of sleep is an EEG activity in a frequency range less than 
1   Hz but higher than 0.3    Hz which dominates in EEG during deep 
sleep. This type of activity is generated by cooperative mechanisms in the 
recurrent cortical circuits and includes periodic fl uctuations between UP 
and DOWN states. 
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  Spectra are computed by means of fast Fourier transformation that 
decomposes EEG signals into series of sinusoidal functions with different 
frequencies, amplitudes, and phases. Spectra show how amplitude, power 
or phase of the sinusoidal harmonic depends on the sinusoid’s frequency 
in the EEG signal. 

  Thalamus is a subcortical brain structure that controls the fl ow of sensory 
information to the posterior parts of the cortex through sensory-related 
nuclei and regulates activity in the prefrontal areas though a distinct set 
of nuclei. 

  Thalamo-cortical neurons are neurons of the thalamus that project to 
the corresponding cortical area and receive back the excitatory connec-
tions from this area. 

  Theta band  in EEG is a band from 4 to 8     Hz. 
  Vertical organization of the cortex refl ects the fact that pyramidal cells 

of the cortex with their long apical dendrites are oriented perpendicular 
to the cortical surface with distinct layers playing different roles in receiv-
ing inputs and sending outputs.   
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  I.    ORIGIN OF SCALP POTENTIALS 

  A.    Intracortical Organization 

Electrodes placed on the scalp pick up potentials mostly from the  cortical (locating 
near the surface of the head) areas. Here is the right place to describe in detail anatomy 
and physiology of cortical generators that produce potentials propagating to the sur-
face of the head and measured by scalp electrodes in a form of electroencephalogram 
(EEG). Neurons with their axons, soma, and dendrites are  primary candidates for such 
generators of potentials. One of the basic principles of the cortical organization is the 
existence of excitatory and inhibitory neurons in the  cortex ( Fig. 1.1   ). These types 
of neurons are designed by nature to shape up complex operations in the cortical 
neuronal networks, such as (1) coincidence detection      1   , (2) spatial feature extraction      2   ,

 Slow, Infra-Slow Potentials, 
and Delta Rhythms   
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C H A P T E R  1

    1  Coincidence detection is needed for enhancing signal to noise ratio of a signal processed by the 
neuronal network. When the inputs to the association cortex from the primary and secondary sensory 
areas extracting different features of the stimulus coincide in time, the coincidence detector signals that 
these inputs are not accidental but belong to the same stimulus.    

    2  Spatial fi ltration serves the same function (enhancing signal to noise ratio) as coincidence detec-
tion but explores a different mechanism. This mechanism is based on spatial (not temporal as in the 
case of coincidence detection) integration of inputs coming to a particular neuron from a spatially dis-
tributed network. The excitatory and inhibitory inputs form a sophisticated spatial fi lter. For example, 
receptive fi elds of complex cells in the primary visual cortex could be considered as Gabor-like spatial 
fi lters while the corresponding operation in the visual system is considered as spatial fi ltration.    
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(3) reverberation of neuronal activity      3   , (4) comparing inputs      4   , and some other 
approved and  hypothetical operations. 

In general terms, excitation and inhibition are balanced within the cortex. In 
particular, the cortical organization is as follows. Both excitatory and inhibitory 
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FIGURE 1.1 Organization of cortical connections. (a) Connections of excitatory neurons 
(depicted by empty circles) and inhibitory neurons (depicted by black circles) in superfi cial, middle, 
and deep layers of the cortex. (b) Connections between two cortical areas, the one located at the lower 
level (depicted at the left) and the one located at the higher level (depicted at the right) of cortical 
hierarchy. (c) Pyramidal and stellate sells in the cortex.
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    3  Reverberation of signals in the recurrent neuronal networks is needed for maintaining the 
signal in short-term memory.  The theoretical concept of reverberation was known since 1940s but 
only recently direct neurophysiological evidence was obtained.  The critical structural prerequisite for 
reverberation is the existence of recurrent pathways in neuronal networks of the brain.    

    4  Comparing two inputs - the one generated by the expected model of behavior and the one gen-
erated by the current situation – plays a critical role in sensory and executive systems. In the sensory 
system it is needed for change detection, i.e. detection any change in a monotonous sensory stimula-
tion. In the executive system the comparison operation is needed for detection mismatch between the 
planned action and the action that was actually performed by the subject. Detecting this change in its 
turn serves for monitoring behavior in general and for correcting errors in particular.    
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cortical cells receive excitatory inputs from the thalamus. The thalamus in its turn 
is considered as the gates to the cortex because all the pathways originating in 
the sensory organs (such as retina, cochlea, nucleus …) are passing through the 
so-called relay nuclei of the thalamus. The non-relay nuclei of the thalamus 
receive outputs from the basal ganglia as well as from the primary sensory cortical 
areas and project to the rest of the cortex. The input to the cortex from the thal-
amus is most heavily distributed within the middle cortical areas. In addition, 
inhibitory and excitatory neurons receive feedforward projections from the cor-
tical areas located at a lower level of cortical hierarchy and feedback projections 
from the cortical areas located at a higher level of cortical hierarchy      5   .

The excitatory neurons within the local module of the cortex are interconnected 
with each other forming a reverberation circuit, which is responsible for main-
taining local activation for a time period longer than the duration of the stimulus. 
This process is named  “reverberation ” and functionally is based on the follow-
ing local feedforward and feedback processes: when a group of neurons fi re it 
sends the excitatory potentials to neighbor neurons, which fi re with some delay 
and send the excitatory potentials back to the initial group of cells which activate 
them again (recurrently). This sequence of feedforward and feedback operations 
leads to avalanche-like behavior and is responsible for maintaining the activation 
within the local circuit. 

The inhibitory neurons receive excitatory input directly from the thalamus and 
indirectly through the surrounding excitatory neurons. The inhibitory neurons 
are projected back on local excitatory neurons. The inhibitory neurons play at 
least three important functions. First, the recurrent inhibition does not allow over-
excitation of the local cortical circuits. Second, a spatial pattern of distribution of 
inhibitory cells forms complex receptive fi elds of neurons in the cortex. Third, a 
combination of excitation and inhibition can form various types of comparison 
operations within the cortex. 

The excitatory neurons in the cortex are divided into two types: pyramidal 
cells and stellate cells      6   . Examples of the two types of excitatory neurons are pre-
sented in Fig. 1.1 . Short dendritic lengths enable the stellate neurons to process 
incoming signals fast and with high temporal precision. The pyramidal neuron 

    5  These fi rst-order and high-order thalamo-cortical interconnections, feedforward and feedback 
intercortical connections as well as local intracortical connections form complex neuronal circuits 
granting a basis for complex human behavior.    

    6  The pyramidal cells have cell bodies that appear like pyramids with dendrites covered by spines. 
Spiny stellate cells are generally smaller and their cell bodies more resemble a star shape. They also 
have spiny dendrites which are covered by glutamate receptors. Interneurons (another type of cor-
tical cells) have more rounded cell bodies and have little or no spines on their dendrites. Over the 
years anatomists have given descriptions to a number of unique subtypes of interneurons and neurons. 
Among them are chandelier cell (inhibitory cell with axons resembling candlesticks, neurogliaform 
cells (inhibitory; resembling glial cells), double bouquet cell – (inhibitory with axon collaterals and 
dendrites extend vertically in a tight bundle, basket cells (inhibitory with axonal branches terminating 
on pyramidal cells in a manner resembling a basket) and several other types.
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differs from the stellate neuron by the presence of a very long, so-called apical, 
dendrite that is 6 times longer than the basal dendrites. The apical dendrite is 
oriented perpendicular to the cortical surface. This type of dendrite orientation is 
called a vertical organization in contrast to a horizontal (along the cortical surface) 
organization. Short dendrites of pyramidal cells extend outward from the soma in 
virtually all directions and are named the basal dendrites. There is a temptation to 
suggest that apical dendrites might play a specifi c function in information process-
ing within cortical neuronal networks. This function still remains to be elucidated, 
but what we know for certain is that long apical dendrites of pyramidal cells of 
the cortex play a critical role in generation of scalp recorded EEG. 

The variety of functions of the cortical inhibition is achieved by diverse classes 
of inhibitory interneurons, such as the basket, chandelier, double bouquet, neuro-
gliaform cells. The axon of these interneurons reveal highly specifi c geometry and 
innervation patterns. The cellular mechanisms that specify inhibitory connections 
are only just beginning to be understood      7   .

  B.    Membrane Potentials 

To describe the mechanisms of generating EEG, let us start with description of 
membrane potentials. As we know from electrophysiology, membrane of neurons 
is the place where electric potentials are generated. In the resting state the mem-
brane of neurons is electrically polarized. The membrane polarization is achieved 
by an active process, called the Na      � –K �      pump ( Fig. 1.2   ). Beside this pump, 
membrane potential is determined by functioning of so-called ion channels. The 
ion channels are pathways for ion movements across membrane. The ion fl uxes 
across membrane form positively and negatively charged surfaces – a membrane 
potential     8   .

In the resting state the membrane potential is negatively charged at the intra-
cellular part in comparison to the extracellular part. So, membrane potential of 
neurons is defi ned as  Vm       �       V  in  –  V  out, where  V  in ( out) is the potential at the intra 
(extra) cellular part of the membrane. In majority of neurons  Vm varies between 
–65 and –75     mV. 

Ion channels consist of several different proteins, subunits, the  α subunit of 
which contains the ion conducting pore as well as binding sites for endogenous 

        7  For a recent review on this topic see paper by Huang, Di Cristo, and Ango (2007). 
       8  The fl ux of ions through the opened ion channels is passive, requiring no waste of metabolic 

energy. Two forces determine the fl ux: chemical gradient and electrical potential across the membrane. 
The chemical gradient forces ions to diffuse from the places with higher concentrations to the places 
with lower concentrations of the corresponding ion. The positively charged surface of the membrane 
attracts negative ions called anions and keeps away positive ions called cations, and vice versa. Na      �     , K      �     ,
Ca     �      �  ions are examples of cations. Cl �       is an example of anions.    
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ligands such as synaptic neurotransmitters (or artifi cial molecules such as some 
pharmaceutical agents). Ion channel, as a protein molecule, has several conforma-
tional states that are relatively stable. One of the states is closed state, another one 
is called inactivated state. In both states the channels do not conduct ions. There 
are several ways of opening ion channels and each channel has its own way of 
opening. According to this property ion channels are divided into several groups. 
The two of these groups are ligand-gated and voltage-gated channels ( Fig. 1.3   ). 
Ligand-gated channels are opened in response to binding of the ligand (neuro-
mediator or hormone) to its receptor on the ion channel. The energy from ligand 

FIGURE 1.2 Main elements in the neuronal membrane. (a) Schematic representation of mem-
brane with double layer of lipids forming membrane, with ion channel and K–Na pump and with 
external surface (upward) charged by positive ions (cations) and internal surface (downward) charged 
negatively. (b) Scheme of a pyramidal neuron with names of the basic parts.

Extracellular space

Ion channel

Cytoplasm

2K�
Na�/K�pump

3 Na�

� � � � � � � �� � � � � � � � � � � � � � � � � � �

� � � � � � � �� � � � � � � � � � � � � � � � � � �

(a)

Axon

Apical dendrite

Soma

Basal dendrite

(b)



16    Quantitative EEG, Event-Related Potentials and Neurotherapy

binding opens the channel. Voltage-gated channels open in response of changes 
in membrane potential and the energy for the opening the channel comes from 
electrical forces. Ligand-binding channels play a critical role in effects produced 
by pharmacological agents in treatment of different brain disorders. Voltage-gated 
channels play a critical role in effects of transcranial direct current stimulation and 
other electrophysiologically based therapeutic techniques. 

More than a dozen basic channel types are known      9   . Each basic type has several 
subtypes (closely related isoforms) that differ in their rate of opening and closing 
and sensitivity to different regulation factors of gating. The rich variety of types of 
ion channel forms the basis for variety of functions of neuronal networks. 

  C.    Synaptic Transmission 

When a neuron fi res it sends an action potential via the axon to another cell 
called a postsynaptic neuron. At the synapse, the contact between the two neu-
rons, the action potential releases a mediator. The mediator diffuses into a synaptic 

    9  In broad sense, all ligand-gated channels can be divided in two types: excitatory and inhibitory. 
Excitatory channels while opened ensure the infl ux of cations (such as N and Ca) inward the neuron 
and thus depolarize membrane, while inhibitory neurons while opened enable anions (such as Cl) to 
enter the cell thus hyperpolarizing membrane. Excitatory and inhibitory channels are divided into 
smaller categories, such as GABA-gated, glutamate-gated, dopamine-gated, and others.        
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FIGURE 1.3 Ligand and voltage ion gated channels. Ligand-gated channel opens when a media-
tor molecule (depicted as a square) binds to the receptor part of the channel.  Voltage-gated channel 
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cleft and binds to a ligand-gated ion channel on the postsynaptic membrane. The 
channel opens and enables the fl ux of cations or anions (depending on the type of 
neurons – excitatory or inhibitory) inward the dendrite. Because the net charge 
of dendrite is zero, the outward current is generated in the opposite part of the 
dendrite thus compensating the inward current. This infl ux of ions inward and 
outward the dendrite produces a small electric current ( Fig. 1.4   ). 

  D.    Pyramidal Cells as Elemental Electrical Dipoles 

The small currents of all dendrites of the same neuron sum up differently in dif-
ferent types of neurons. If a neuron is a stellate cell and excitatory synapses cover 
many dendrites oriented in different directions, the net current at the level of 
the cell as a whole will be close to zero and the net potential generated by the 
stellate cell will be negligible. But, if a neuron is a pyramidal cell and excitatory 
synapses are located on apical dendrites, the net current of the pyramidal cell will 
be directed along the apical dendrite and the neuron can be depicted as a small 
dipole with a negative part at the apical dendrites and with a positive part at the 
basal part of the neuron ( Fig. 1.5   ). Similarly, if excitatory synapses are activated at 
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FIGURE 1.4 Ion currents through membrane. (a) Schematic presentation of closed and open Na 
channel at a dendrite. (b) Arrows indicate current fl ow in extracellular and intracellular space. Note 
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the soma and the basal dendrites of the neuron the neuron becomes a dipole that 
is charged negatively at the soma and positively at the apical dendrite. 

EEG is a result of collective electrical behavior of pyramidal neurons, that is, 
a sum of hundreds of thousands small dipoles corresponding to those pyramidal 
cells. The dipoles are induced by local currents that are associated with excitatory 
and inhibitory postsynaptic potentials. Excitatory postsynaptic potentials depolar-
ize the membrane driving its potential toward the threshold of spike generation 
and making probability of discharging higher. Inhibitory postsynaptic poten-
tials hyperpolarize membrane, driving its potential from the threshold, and thus 
decreasing the probability of discharge. The duration of postsynaptic potentials 
is 10 times longer than duration of a single spike. The duration of postsynaptic 
potential depends on the type of receptor-mediator coupling, but at least lasts 
for 20–30    ms which corresponds to 30–50    Hz. The spike duration is about 1     ms 
which corresponds to 1000    Hz. In addition, the space occupied by synapses where 

FIGURE 1.5 Schematic presentation of electric currents in pyramidal and stellate cells. (a) A pyra-
midal cell with a long apical dendrite. (b) A stellate cell. In this example the Na inward current is 
induced by binding molecules of the excitatory mediator glutamate to receptors on dendrites. Note 
that the currents in the pyramidal cell form a distinct dipole, while the currents in the stellate cell 
form a zero fi eld outside the cell.
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postsynaptic potentials are generated is much larger than the space occupied by 
axonal hillocks where spike are generated. These two factors make postsynaptic 
potentials (not impulse activity of neurons) to play a critical role in generation of 
fi eld potentials recorded at the scalp in 0–70     Hz frequency range. 

When recorded by means of a grid of micro-electrodes inserted into the 
cortex, local fi eld potentials measured at different cortical layers exhibit a clear 
reversal of potential that occur in the middle layers of the cortex, experimen-
tally demonstrating dipole structure of intracortical potentials. These intracortical 
dipoles generate potentials at the scalp that can be computed according to the 
laws of physics. The problem of computing scalp potentials from the known intra-
cortical dipoles is known as the direct problem. 

Synchronization of neuronal elements is another factor that defi nes the elec-
tric potential on the scalp. Intuitively, to generate a signifi cant potential at rela-
tively remote distance from the cortical layers neurons must be not only properly 
oriented, but they must work together, in synchrony. For example, the source 
area of an epileptic spike, that pop out the background activity, was experimen-
tally estimated of about 2000     mm 2, while for other elements of EEG a cluster of 
40–200    mm 2 may be suffi cient. Anyway the synchronization of neuronal elements 
over distances of tens of millimeters is a necessary factor for the EEG element to 
be recorded at the scalp.   

  II.    INFRA-SLOW OSCILLATIONS 

  A.    Spontaneous activity 

Infra-slow potentials are measured by special amplifi ers with time constant more 
than 10     s      10    and represent periodic fl uctuations of scalp potential with periods from 
few seconds to few tens of seconds ( Fig. 1.6   ). Although infra-slow potentials were 
discovered in early 1960 their physiological mechanisms and functional meanings 
remain unclear until now. 

There exists strong empirical evidence indicating that the deco-second oscil-
lations in the human brain might be associated with periodic fl uctuations in the 
metabolic activity of the brain tissue characterized by slow oscillations in extracel-
lular oxygen and local blood fl ow. In a study that was carried out in our laboratory 
in 1970s      11   , concentration of extracellular oxygen was measured from polariz-
able (gold) electrodes by a so-called polarographic technique. In this technique 

10  Sometimes the amplifi ers for measuring infra-slow potentials are called DC amplifi ers.    
    11  In those years I was working with Parkinsonian patients to whom electrodes were implanted for 

diagnosis and therapy. Those were patients who did not responds to all conventional forms of treat-
ment and who underwent stereotactic operations. The patients bared electrodes inserted into the basal 
ganglia, thalamus and the premotor cortex.    
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a small negative voltage (–0.63      V) applied to the gold electrode induces an elec-
trical  current that is proportional to the concentration of extracellular oxy-
gen. Examples of spontaneous oscillations of pO 2 are presented in Fig. I.3 from 
Introduction      12   . Similar oscillations were recorded from the non-polarizable elec-
trodes located on the scalp of human subjects      13   . In a recent joint study from 
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FIGURE 1.6 Infra-slow, slow, and faster EEG rhythms. Example of EEG recorded from FT7 elec-
trode of a normal 19-year old subject in the eyes closed condition. (a) EEG in a wide band from 
0.016 Hz (corresponding to 10 s time constant) to 150 Hz. (b) EEG recorded in a “conventional” EEG 
band from 0.16 to 30 Hz. Note different time scales – 7.5 mm/s for the top record and 30 mm/s for 
the bottom record.

    12  Recall that these oscillations are of relatively high amplitude with time periods of 30    s (0.03     Hz). 
They have different patterns in different brain regions and change in response to the tasks performed 
by subjects.    

    13  Infra-slow oscillations became the subject of intensive research in 1970 and 1980 in the for-
mer Soviet Union. The pioneers in this fi eld are Nina Aladjalova from Moscow and Valentina Ilukhina 
from Institute of experimental medicine in St. Petersburg. In Austria similar research was carried out 
by Herbert Bouer and Gezilher Guttmann from Vienna University. Research in these early years was 
mostly associated with empirical questions of how the infra-slow oscillations change in psychological 
tasks and of how they modulate quality of performance of the tasks. In particular, the Austrian group 
has shown that negative DC shifts were associated with improvement in performance (increase the 
number of correct responses) while positive shifts of cortical potentials were associated with decline of 
performance.    
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Universities of Helsinki (Finland) and Washington (USA) (Vanhatalo et al., 2004) 
the infra-slow  oscillations were found to be strongly synchronized with faster 
activities in EEG. For example, negative phases of infra-slow oscillations were 
associated with increase in probability of occurrence of K-complexes and interic-
tal spikes. These new fi ndings support the early views on infra-slow oscillations as 
a slow, cyclic modulation of cortical gross excitability. 

  B.    Preparatory Activities 

Beside infra-slow spontaneous (i.e., not associated with observable behavioral 
changes) oscillations in cortical potentials there are specifi c slow brain activities 
associated with cognitive functions. A good example of   “slow ” cognitive function 
is given by a group of various preparatory operations. These operations emerge 
when in the absence of any behavioral event a subject is preparing to make a 
movement or to receive a stimulus. Such preparatory operations can last up to 
several seconds and more. Electrophysiological indexes of such preparatory opera-
tions are given by an EEG phenomenon called  “contingent negative variation ”
and fi rst discovered in 1950s by a famous English neurologist Grey Walter. 

In 1970 and 1980 the preparatory activities in the human brain were studied 
by means of electrophysiological methods in Tubengen University in Germany 
(Brigitte Rockstroh, Niels Birbaumer). The Tubengen theory of preparatory activ-
ity can be briefl y formulated as follows: when the brain is prepared to receive 
a stimulus or to make a motor action, apical (the most superfi cial) dendrites of 
pyramidal cells receive excitatory inputs from higher cortical areas. The pyrami-
dal cells are thus preset so that information processing in the cortical networks 
is facilitated. This facilitation was demonstrated by showing improvement of the 
quality of performance (e.g., the ability to recognize a stimulus presented with 
near-threshold expositions) during negative shifts of deco-second oscillations. 

If the theory is correct, negative shifts of DC potentials have to facilitate parox-
ysmal activity, such as spikes and spike/slow wave complexes, in the corresponding 
cortical areas, while the suppression of cortical negativity and increase of positiv-
ity might have an opposite effect – suppression of paroxysmal activity. In studies 
of the Tubengen group (Niels Birmbaum et al.) the attempt was made to use this 
regulatory function of DC potentials for treatment patients with epilepsy. Epilepsy 
patients were trained by means of neurofeedback technology to regulate their 
own slow cortical potentials. The most important fi nding was that patients with 
complex partial and secondarily generalized seizures were more likely to experi-
ence seizure reduction if they demonstrated good control of their infra-slow cor-
tical potentials at the end of their training. 

The other way of exploring regulatory function of DC potentials is expressed 
in a method of transcranial direct current (DC) stimulation. The method con-
sists of injection of the constant electric current through scalp electrodes (anode 
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and cathode) at very low intensities (below 1    mA). The systematic studies of the 
method started in 1960 but decayed because of extensive application of phar-
macological approach for treatment of brain dysfunctions. We are now facing a 
renaissance of this method which can be used as an alternative method for activa-
tion (or inhibition) of the local cortical activity in treatment of conventional brain 
disorders (such as OCD, depression) or in rehabilitation of stroke or brain trauma.   

  III.    SLOW WAVES OF DEEP SLEEP 

  A.    Up and Down States 

Slow oscillation is a dominant pattern during slow wave sleep and some forms of 
anesthesia. The frequency of slow oscillations is within 0.3–1    Hz band. Activity 
in this frequency band is also present during other states such as eyes open, eyes 
closed, and task conditions. However, the question whether the mechanism of 
these activities during wakefulness remains the same as during sleep remains to be 
answered. 

The survival of slow oscillations after extensive thalamic lesions indicates 
that the slow waves are generated within the cortex. The slow wave represents a 
sequence of UP and DOWN states of a cortical neuronal network. The UP state 
is characterized by activation (increase of discharge rate) of cortical neurons asso-
ciated with depolarization of these cells ( Fig. 1.7   ). The activity in the UP state is 
maintained for about half a second due to a precise balance between excitation 
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FIGURE 1.7    Local fi eld and intracellular recordings of slow oscillations.  Top – slow oscillations in 
local fi eld potential. Bottom – intracellular recordings. Note that negative shifts in local fi eld potential 
is associated with increase of spiking activity in neurons – UP state, while positive shifts in local fi eld 
potential is associated with suppression of neuronal discharges – DOWN state. Note also, the slow 
oscillations of membrane potential of the neuron are inverse to the local fi eld potentials. Adapted from 
Haider et al., 2006.    
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and inhibition within the recurrent neuronal network. The DOWN state is char-
acterized by suppression of impulse activity of neurons associated with hyperpo-
larization of the cortical neurons. The neuronal mechanism of slow wave remains 
unknown. One of the hypothetical mechanisms (Bazhenov et al., 2002) suggests 
that occasional summation of the miniature excitatory postsynaptic potentials 
during the DOWN state may activate the persistent sodium current and depolar-
ize the membrane    above the threshold for spike generation. 

Although the slow waves are generated by intracortical mechanisms, the peri-
odic changes between UP and DOWN states group the thalamic electrical patterns 
(such as delta rhythms and sleep spindles) by means of the cortico-thalamic path-
ways. Owing to its synchronizing infl uence on neuronal activity within the neocor-
tex and in a dialogue with thalamic and hippocampal circuitry, the slow oscillation 
has been suspected to underlie the consolidation of memory during sleep. 

  B.    Transcranial Induction of Slow Waves 

Whether slow cortical potentials and their extracellular equivalent have any 
physiological meaning per se is unclear. The attempt to test this hypothesis has 
been recently investigated by injecting the extracellular slow oscillating cur-
rents (Marshal et al., 2006). The currents were injected in young healthy humans 
through stimulation electrodes applied bilaterally at fronto–lateral locations and at 
the mastoids, with the fronto–lateral electrodes representing sites of anodal (posi-
tive) polarization ( Fig. 1.8a   )      14   . It was shown that inducing slow oscillation-like 
potential fi elds by transcranial stimulation during early nocturnal non-rapid eye 
movement sleep enhances the retention memories. The stimulation induced an 
immediate increase in duration of slow wave sleep and an increase of endogenous 
cortical slow oscillations and slow spindle activity in the cortex ( Fig. 1.8b ).   

  IV.    DELTA OSCILLATIONS 

Two types of delta oscillations have been separated in human EEG: the fi rst one 
has a cortical origin while the second one is generated in the thalamus. The neu-
ronal mechanisms of the cortically generated delta rhythm are unknown. The only 

    14  The transcranially applied currents oscillated at a frequency of 0.75    Hz with maximum current 
density of 0.5     mA/cm 2. Stimulation started 4    min after subjects had entered non-REM sleep stage 2 
for the fi rst time, that is a time when sleep is expected to progress into the stage with slow waves. 
Subjects were tested twice, in a stimulation condition and a sham condition. In each condition, in the 
evening before sleep subjects learned different memory tasks. Recall of memories was tested the fol-
lowing morning. Declarative memory was assessed by a paired-associate learning task consisting of a 
list of 46 word-pairs to be learned before sleep to a criterion of 60 per cent correct responses in a test 
of immediate cued recall. At retrieval testing in the morning after sleep, cue words were again displayed 
and the subjects were required to recall the appropriate response word.        



24    Quantitative EEG, Event-Related Potentials and Neurotherapy

FIGURE 1.8 Slow oscillatory stimulation enhances declarative memory performance and increases 
slow wave activity. (a) Time-course of experiment. Indicated are time points of learning and recall of 
memory tasks, stimulation intervals, period of lights off (horizontal grey bar), and sleep represented by 
a hypnogram. W, wake; 1–4, sleep stages 1–4. (b) Performance on the declarative memory task across 
the retention period of nocturnal sleep for stimulation and sham stimulation. Performance is expressed 
as difference between the number of correct words reported at recall testing and learning. (c) EEG 
activity (average power spectra) during intervals between periods of electric stimulation (dark gray) 
and between corresponding periods of sham (black) at the midline frontal site. Adapted from Marshal 
et al., 2006.
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thing we know is that both surgical removal of the thalamus and disconnection of 
the cortex from the thalamus result in signifi cant enhancement of delta activity 
recorded from the scalp. These facts indicate that this type of delta rhythms is gen-
erated by intrinsically cortical mechanisms, probably associated with some slow 
lasting processes within the cortex      15   .

  A.    Delta Rhythm of Sleep 

In contrast to cortically generated delta activity, the neuronal mechanisms of thal-
amically generated delta rhythms are very well known. In intracellular recordings 
in animal preparations, it was shown that delta rhythm can be generated in a sin-
gle thalamo-cortical cell, that is, in a thalamic cell projected to the correspond-
ing cortical area. The scheme of thalamo-cortical circuit involved in delta rhythm 
generation is depicted in Fig. 1.9   .

It should be stressed here that the same circuit is involved in generation of spin-
dles (around 13    Hz periodic activity) during sleep and alpha rhythms (around 10    Hz
periodic activity) during wakefulness. Those rhythmicities emerge at  different levels 

15  Delta oscillations might be related to slowly developing synaptic depression. We know that post-
synaptic depression can last hundreds of millisecond that corresponds to the delta frequency range. 
Positive and negative phases of the cortically generated delta oscillation might be associated with syn-
aptic depression that follows the recurrent activation. 

FIGURE 1.9 Generation of delta rhythm in thalamic neurons. (a) Thalamo-cortical neuronal net-
work. Excitatory neurons and excitatory connections are depicted in black. Inhibitory neurons and 
inhibitory connections are depicted in grey. (b) A shift from depolarization to hyperpolarization is asso-
ciated with the shift from single spike mode to burst mode. The burst mode is characterized by delta 
rhythmicity which in turn is a result of interplay of two currents: a cation current Ih that is activated 
when the neuron is hyperpolarized and a transient low threshold Ca�� current It that is responsible for 
generation of Ca�� spikes. (c) Opening membrane channels during the fi rst two stages of Ca�� spikes.
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of polarization of the thalamo-cortical cells: alpha rhythms appear when thalamo-
cortical neurons are relative depolarized, sleep spindles appear when these cells are 
relatively hyperpolarized. Delta rhythms emerge at the deepest level of hyperpolar-
ization of thalamo-cortical neurons. 

For generation of sleep spindles and alpha rhythms the networks properties, 
such as synchronized inhibition from reticular neurons, are needed. In contrast 
to sleep spindles and alpha rhythms delta waves are generated in single cells. The 
rhythm is generated by interplay between two intrinsic currents (and conse-
quently two types of ion channels) in the thalamo-cortical neurons ( Fig. 1.10   ). 

       16  The I t current is responsible for generation of so called Ca      �      � spikes. The Ca      �      � spike represents 
a transient inward fl ow of Ca��     ions that depolarizes the membrane of the thalamo-cortical neurons. 
The I t is controlled by two gates: activation one and inactivation one. It is activated at –70     mV, so at 
relatively low threshold and in this association is called low threshold calcium spike. This is in contrast 
to conventional Na spike which has a higher threshold for activation which corresponds approxi-
mately to –50    mV. The other difference between conventional Na spikes and low threshold Ca spikes 
is the duration of spikes. Duration of Na spikes is 1     ms, while duration of Ca spikes is 50     ms.    

FIGURE 1.10 Tonic and burst modes of thalamo-cortical neurons. (a) Schematic representation of 
tonic and (b) burst modes of a thalamo-cortical cell. (c) Schematic representation of input–output rela-
tionships for a single cell in the two modes. The input variable is the amplitude of the depolarizing cur-
rent pulse. The output variable is the fi ring frequency of the cell. The initial holding potentials are –50 mV 
for the tonic mode and –80 mV for the burst mode.
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The fi rst current is called I h. It is a cation current that is activated when the 
neuron is hyperpolarized and, as a consequence, it returns the membrane poten-
tial from hyperpolarized state back to a less polarized state. The second current is 
called I t. It is a transient low threshold Ca      �      � current      16   . During a depolarization 
state of the neuron (that is usually found in the state of wakefulness) this current 
is inactivated. It becomes deinactivated only during the hyperpolarization state. 
This hyperpolarization state is produced during deep sleep due to the suppression 
of inputs from ascending activating system of the brainstem as well as due to sup-
pression of inputs from the other brain systems. I t current is responsible for gener-
ating Ca      �      � spikes. On the top of the depolarization phase of the Ca      �      � spike the 
neuron generates a burst of conventional K      �      –Na      �  � spikes. These spikes through 
the thalamo-cortical pathways are transferred to the corresponding cortical area 
and generates postsynaptic potentials, which in turn are recorded from the scalp 
in a form of delta rhythm. 

The generation of low threshold Ca      �      � spikes by the I t current was fi rst 
demonstrated in thalamic neurons by Rodolfo Llinas in 1984 and also recorded in 
vivo by Marcelo Steriade and colleagues. A big impact in our understanding cel-
lular mechanisms of EEG was made by David McCormic and his collaborators. 

  B.    Low Threshold Burst Mode of  Thalamic Neurons 

Delta oscillations are associated with a so-called burst mode of thalamo-cortical 
cells that emerges only when the thalamo-cortical cells are deeply hyperpolar-
ized. In this mode the relationship between the input and output activity of a 
single cell represents a step-like function, refl ecting the fact the output frequency 
of thalamo-cortical neuron in this mode does not depend on the injected cur-
rent ( Fig. 1.10b ).This mode is quite different from a so-called tonic (or single 
spike) mode in which thalamo-cortical neurons respond to injecting depolarizing 
currents in a linear fashion – the larger is the input, the higher is the output 
spiking. 

Rebound Ca spike is not the only way of generating burst mode of spiking. In 
the cortex a special set of neurons fi re in burst mode. The mode may be defi ned 
by intrinsic properties of the neuron or by the properties of a neuronal network 
in which the neuron is embedded. The bursts of cortical cells that are induced by 
depolarizing currents are quite different from the bursts of the thalamic neurons 
(both reticular and relay cells) that are induced by hyperpolarizing currents. 

  C.    Pathological Delta Rhythms 

Phenomenology of appearance of delta activity in some severe brain abnormalities 
is quite complicated. In a Chapter of the famous book  “Electroencephalography ”
edited by Ernst Niedermeyer and Fernando Lopes Da Silva titled  “Nonspecifi c 
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abnormal EEG patterns ” Frank Sharbrough summarized all known phenomena 
associated with delta activities into several categories, such as intermittent rhyth-
mic delta activity (IRDA), frontal intermittent rhythmic delta activity (FIRDA), 
persistent nonrhythmic delta activity (PNDA). For example, focal PNDA is con-
sidered as one of the most reliable indications of a local severe cerebral abnormal-
ity such as stroke or brain trauma. It should be stressed here that EEG refl ects 
mostly cortical phenomena while the subcortical structures having little input to 
the scalp EEG. Consequently the cortical location of EEG abnormality and the 
3D location of the corresponding brain damage on CT or MRI scans do not 
necessarily coincide. Moreover, sometimes focal EEG abnormalities are seen with-
out any visible CT or MRI abnormalities and, vice versa, visible brain damage 
produces small changes in raw EEG. The brain damage related EEG abnormalities 
become more evident when visual analysis is supplemented by more sophisticated 
EEG spectral analysis and analysis of event related potentials.   

  V.    SUMMARY 

The frequency range below 0.1    Hz corresponds to so-called deco-second (with 
periods of tens of seconds) oscillations. Infra-slow potentials appear to be associ-
ated with slow metabolic processes. When these processes are measured by record-
ing local blood fl ow and/or by recording concentration of local oxygen the most 
striking feature of dynamics of these two metabolic parameters is the appearance 
of infra-slow quasi-periodic fl uctuations. Nowadays infra-slow oscillations are 
detected by fMRI studies and are associated with oscillations in local blood fl ow. 
Slow waves are in the range of 0.1–1    Hz. Slow waves are present in EEG during 
all states from the deep sleep to the state of focused attention. They dominate 
EEG recordings in deep sleep giving it the name  “slow wave sleep. ” Slow oscil-
lations are characterized by rhythmic cycles of cortical membrane depolarization 
(so-called UP states) following by hyperpolarization (so-called DOWN) states. 
UP states are associated with increase of discharge rate of a group of cortical 
neurons while DOWN states are associated with decrease of neuronal spiking. 
Delta oscillations of sleep (within the range 1–4    Hz) are generated by interplay 
of two ion currents (and consequently two types of ion channels) of the tha-
lamic neurons projecting to the corresponding cortical areas. The interplay of the 
excitatory and inhibitory ion currents in the thalamic membrane is responsible 
for generation of so-called Ca      �      � spikes – rebound depolarization in response to 
prolong hyperpolarization.         



  I.    TYPES OF ALPHA RHYTHMS 

A German psychologist Hans Berger was the fi rst who observed alpha rhythms 
recorded from the human brain. He recorded this type of rhythms from the 
scalp of human subjects who were sitting quietly with eyes closed. He published 
his discovery in 1929 in the paper titled  “Uber das Elektrenkephalogramm das 
Menschen” and named these electrical events  “waves of the fi rst order ” or  “α  
(alpha) waves. ”

Berger further showed that alpha waves were blocked upon eye opening or 
during certain types of mental effort, leading to the appearance of  “waves of the 
second order ” or  “β waves. ” Berger’s results were later confi rmed by several inves-
tigators, in particular, by Adrian and Matthews, who introduced the brilliant con-
cept (remains to be valid till now) stating that different cortical areas possessed 
their own alpha rhythm, which represented a  “resting ” or  “idling” state of that 
brain region. In spite of the fact, that since Berger’s time the science of electro-
physiology accumulated a bulk of knowledge regarding phenomenology of alpha 
rhythms, the number of hypothesizes concerning mechanisms and functional 
meaning of these rhythms has not converged into a common theory. This ambi-
guity refl ects, probably, the heterogeneity of alpha rhythms. 

                                                Alpha Rhythms 
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A common view depicts alpha rhythms as rhythms in the human normal elec-
troencephalogram (EEG) with frequencies that cover the range from 8 to 13    Hz. 
The defi nition of alpha rhythms as a single category of brain rhythmicity also pre-
sumes a distinct spatial distribution, a strong response to blocking the corresponding 
sensory input      1    and a distinct mechanism of generation. There are not one but several 
variants of  “alpha rhythms. ” This fact was well known since 1950s (mentioned by 
the famous English electrophysiologist Grey Walter) but became well documented 
only recently when different mapping techniques became a routine procedure. 

  A.    Mu-Rhythms 

We start our description with sensory-motor alpha rhythms      2   . Figure 2.1    depicts a 
fragment of EEG of a healthy adult subject in the eyes open condition. One can 
clearly see two distinct EEG rhythmic patterns at C3 and C4 electrodes. These 
oscillations look quite independent of each other and have a peculiar form with 
sharp negative peaks that remind the Greek letter  μ (mu). This specifi c form      3    
gives one of the names of this EEG pattern – mu-rhythm. The other name – 
sensory-motor rhythm – is given because the rhythm is localized above the 
sensory-motor strip of the cortex (see also the maps of potentials measured at two 

    1  For example, closing eyes, that is, decreasing sensory input to occipital-parietal areas, leads to 
increase of the power of posterior (occipital and parietal) alpha rhythms.    

    2  Sensory-motor rhythms are of a slightly higher frequency than the posterior alpha rhythms.    
    3  Mnemonically, mu-rhythm stands for motor.    

FIGURE 2.1    Mu-rhythms. A fragment of EEG recorded in a healthy adult subject during eyes 
open condition. Note distinct rhythms of about 10 cycles per second at C3 and C4. Insertion – two 
maps of potentials taken at two moments indicated bay black vertical lines.    
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different time points). In some papers this rhythm is also called Rolandic because 
it is found above the Rolandic fi ssure. Sensory-motor rhythms can be blocked 
by the corresponding hand movement or by touching the hand. And vice versa, 
muscle relaxation will enhance the sensory-motor rhythms      4   .

It should be stressed here that although mu-rhythms are found both at the left 
and right hemispheres (and in many cases look quite symmetrical at the EEG 
spectra) they are normally independent – that is, generated by independent gen-
erators. This is illustrated in  Fig. 2.2    by means of coherence analysis. 

  Figure 2.2  represents the spectra computed for all 19 channels in eyes open 
condition for a normal subject. As manifested in EEG spectra, two distinct 
rhythms dominate EEG, the one with maximum of EEG power at C3 with peak 

    4  The suppression of the sensory-motor rhythms to real or imagine movements seems to be caused 
by increase of the somato-sensory input from the body receptors to the sensory-motor strip. This kind 
of reactivity is similar to the reactivity of posterior alpha rhythms in response to opening eyes.    
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FIGURE 2.2   Independence of left- and right-side mu-rhythms. An example of power spectra for 
a healthy adult subject. (a) Maps of left and right mu-rhythms at the maximum of amplitude. Note, 
that they are at slightly different frequencies. (b) Coherence maps for C3 and C4 electrodes respec-
tively. Note that a positive pick of coherency at one side is associated with negative pick of coherency 
in the opposite side indicating independency of the left and right mu-rhythms. 
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frequency of 10    Hz, and the other one with maximum of EEG power at C4 with 
peak frequency of 9.5    Hz. The maps of coherences computed separately for C3 
and C4 are presented at the bottom at the right. As one can see the sensory-motor 
rhythm at C3 have the highest coherency at the left rhythm frequency (10     Hz) 
with the nearby electrodes from the left hemisphere and the lowest coherency 
with C4 electrode, and vice versa, the C4 rhythm does work in synchrony with 
the rhythm at C3 electrode at its peak frequency (9.5     Hz)      5   .

In the neurofeedback-related literature there was some confusion in defi nition 
of this rhythm. In some papers one can fi nd that this rhythm is defi ned in a fre-
quency range from 12 to 15    Hz. This is a typical example of inappropriate exten-
sion of the results obtained in animal research to humans. The point is that the 
sensory-motor rhythm was intensively studied in 1960s by Barry Sterman from 
University of California in Los Angeles, USA. In experiments with cats he found 
that instrumentally rewarding the generation of the EEG rhythm recorded from the 
sensory-motor cortex of cats resulted in their resistance to developing seizures. He 
named this rhythm as sensory-motor rhythm. In cats it happened to be in the range 
of 12–15    Hz. In humans, as research unequivocally demonstrates the frequency of 
the sensory-motor rhythm varies in the range of 9 to 13    Hz. Barry Sterman at dif-
ferent conferences and workshops himself pointed out the cause of this confusion. 

  B.    Occipital Alpha Rhythms 

High amplitude rhythms recorded from occipital electrodes of the human cortex 
represent another example of alpha rhythms.  Figure 2.3    depicts a fragment of EEG 
recorded in a healthy subject in the eye open condition. In the insertion of  Fig. 2.3 ,
power spectra for O1 and O2 electrode locations are presented. As one can see that the 
occipital rhythm in this subject is manifested in a form of a sharp peak at the spectra. 
The other thing that can be visually assessed is that in the rhythms at O1 and O2 elec-
trodes of this subject are synchronous. Synchronicity is not a necessary feature: in some 
other healthy subjects, rhythms at O1 and O2 may be independent on each other. 

The occipital rhythm is enhanced (synchronized) when a subject closes eyes. 
Grand averaged spectra in occipital leads for a group of healthy adults in eyes 
open and eyes closed conditions are presented in  Fig. 2.4   . As one can see closing 
eyes dramatically increase EEG power in alpha frequency band in occipital areas. 
This synchronization is caused by blocking the visual input to occipital areas. That 
is one of the reasons why the occipital alpha rhythm is considered as an idling 
rhythm of the occipital cortex. The occipital rhythm usually dominates in EEG 

    5   We did not fi nd in the literature any systematic research showing that the frequency of the 
sensory-motor rhythm signifi cantly changes with age. This rhythm within the same frequency range 
can be found both in infants and elderly people, probably, refl ecting an early maturation of the 
sensory-motor rhythm and mild aging.    
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FIGURE 2.4    Synchronization of the occipital alpha rhythm during closing eyes. Grand average 
spectra for a group of healthy adults in eyes closed condition in comparison to eyes open condition. 
(b) Map in eye closed condition.      

01-AvW 02-AvW

uVˆ2
2.700
1.800
0.900

5 10 Hz 5 10 Hz

Eyes closed

Eyes open

(a)

3.000

�3.000
   uVˆ2

P[10.01 Hz]

Map in eyes closed condition

(b)

FIGURE 2.3    Occipital rhythm. A fragment of EEG recorded in a healthy adult subject during 
eyes open condition. Note a distinct rhythm of about 10 cycles per second at O1 and O2. Insertion 
(top) – two maps of potentials taken at two moments indicated bay black vertical lines. Insertion 
(bottom) – EEG power spectra at O1 and O2.    
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recordings (as well in spectra) during eyes closed condition. In some rare cases, 
there exist not one, but two occipital rhythms. They may be generated in different 
areas of the occipital lobe and may reveal different peak frequencies. 

According to the literature, the frequency of the occipital rhythms changes 
with age.  Figure 2.5    depicts EEG spectra averaged over groups of healthy subjects 

FIGURE 2.5    Age dependence of occipital alpha and mu-rhythms. Note that the averaged EEG 
power in the alpha range dramatically is decreasing with age while the frequency of the maximal 
power at the averaged spectra reveals much smaller changes.    
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of age from 7 to 89 years old. As one can see, there is a slight increase of the mean 
frequency from 7 to 20 years old and a slight decrease with later aging. However 
the variance of EEG spectra represented by the width of the peak is larger than 
changes with age. The frequency of the dominant alpha rhythm in healthy elderly 
people is around 10    Hz, so that an occipital alpha frequency less than 7.5    Hz is 
usually regarded as mild abnormality      6   .

  C.    Parietal Alpha Rhythm 

In some rare cases high amplitude rhythms in the alpha frequency band can be 
found at parietal areas with maximum at Pz. This is considered as a normal vari-
ant of alpha rhythm. This rhythm can be enhanced in the eyes closed condition 
in the same way as the occipital alpha rhythm, although in some subjects we saw 
a decrease of the parietal alpha rhythm in response to closing eyes      7   . The pari-
etal rhythm may be present together with the occipital rhythm and seems to be 
independent from the occipital rhythm ( Fig. 2.6   ). The frequency of the parietal 
rhythm is usually smaller than the frequency of the occipital rhythm when mea-
sured in the same subject. The overall power of parietal rhythms increases with 
the task load and is higher in the task conditions when compared with the eyes 
open condition. The functional meaning of the parietal rhythm is not fully under-
stood. The functional analysis faces two diffi culties: (1) the parietal alpha rhythm is 
present in few subjects and (2) it is masked by the neighboring occipital rhythm. 

The recent success in developing electromagnetic tomography opens new 
possibilities in visualization of 3D generators of EEG rhythms. Low resolution 
electromagnetic tomography (LORETA) has been successfully used for these 
purposes. Nowadays LORETA is becoming a routine tool of brain imaging. 
Examples of 2D maps and the corresponding LORETA images of different types 
of alpha rhythms (occipital, sensory-motor, and parietal) in three healthy subjects 
of age 29, 19, and 18 years old are presented in  Fig. 2.7   .

    6  Because of the decline of alpha frequency with age, it has often been suggested that the frequency 
of alpha activity might refl ect cognitive functions of the brain: smarter brain run at higher alpha fre-
quencies. A group of researchers from Vrije (Free) University in Amsterdam, examined 271 twin families 
(Posthuma et al., 2001). IQ was assessed with the Dutch version of the Wechsler Adult Intelligence Scale 
(WAIS), from which four dimensions were calculated (verbal comprehension, working memory, per-
ceptual organization, and processing speed). Individual peak frequencies were assessed according to the 
method described by Klimesch (1999). Structural equation modeling indicated that both peak frequency 
and the dimensions of IQ were highly heritable (range, 66–83 per cent) but there was no evidence of a 
correlation between alpha peak frequency and any of the four WAIS dimensions. However, our expe-
rience shows that slowing the dominant rhythm below the normative range for at least two standard 
deviations must be considered as an abnormality.    

    7  This might indicate existence of at least two variants of parietal alpha rhythm.    
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The three rhythms presented in  Fig. 2.7  are found in three different subjects. 
However, in some cases all three rhythms can be found in a single normal subject. 
More over, even the alpha rhythm in a particular location (such as occipital) may 
exhibit two or more sub-rhythms with slightly different locations and different 
frequencies.   

  II.    NEURONAL MECHANISMS 

  A.    Association with Cortical Deactivation 

Electrical stimulation of intralaminar nuclei of the thalamus suppresses alpha 
rhythms (reaction of desynchronization). The high frequency stimulation of the 
thalamic nuclei seems to increase overall activity of the cortex acting as reac-
tion of arousal. In line with these observations, lesions in the thalamus lead to a 
pronounced disorganization or even complete suppression of EEG alpha activity. 
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FIGURE 2.6    Independent component analysis (ICA) on amplitude spectra. ICA was applied to 
EEG amplitude spectra computed for more than 300 healthy subjects performing the visual two stimu-
lus GO/NOGO task. Six independent components corresponding to different rhythms are presented. 
For each component, from left to right – topography of components, vertically stacking thin color-
coded horizontal bars, each representing the corresponding component for a single subject, below – 
spectral characteristics of the components.              
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These data support the early suggestions that alpha rhythms are driven by regular 
thalamic activity. 

Studies of correlation between EEG and positron emission tomography (PET) 
or functional magnetic resonance imaging (fMRI) signals support the hypothesis 

FIGURE 2.7    Maps and LORETA images of three types of alpha rhythms. Examples of maps and 
corresponding electromagnetic tomographies in three healthy adult subjects. All subjects were dur-
ing eyes open condition. (a) An individual with occipital alpha rhythm. (b) An individual with mu-
rhythms. (C) An individual with the parietal alpha rhythm. LORETA images depict generators in, 
correspondingly, occipital-parietal area, postcentral sensory-motor strip, and parietal middle area.        
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that alpha phenomena represent idling rhythms of the corresponding cortical areas. 
For occipital alpha rhythm it was shown in many independent papers. The behav-
ioral paradigm used in these studies consists of sequential opening and closing eyes 
that produce corresponding suppression and enhancement of occipital alpha activity. 
The majority of current investigations show that during occipital alpha rhythm 
episodes, there is a decrease of activation in occipital areas as measured by blood 
oxygenation, blood fl ow, or glucose metabolism      8      . Subcortical (including thalamic) 
associations of metabolic parameters with EEG alpha amplitude are less well estab-
lished and contradictive. 

  B.    Thalamo-Cortical Circuits 

One of the fi rst ideas in 1960 was that the alpha rhythms have similar neuro-
nal mechanisms as natural sleep      9    spindles. In those years Andersen and colleagues 
performed a series of elegant experiments showing that barbiturate spindles were 
generated at the level of the thalamus. The key role in generation of the barbitu-
rate spindles was played by phasically fi ring inhibitory neurons, causing postinhib-
itory rebound bursts of action potentials in cortically projecting thalamic neurons. 
These inhibitory neurons were initially thought to be local circuit interneurons, 
but later it was shown that these cells were actually inhibitory GABAergic neu-
rons located in the reticular nucleus of the thalamus. 

Here is the right place to describe in more detail a scheme and principles of 
information fl ow in the thalamus. The thalamus is a paired nucleus located near 
the center of the brain and playing critical role in controlling information fl ow 
from receptors to sensory areas of the cortex. For this function the thalamus 
received its name  “the gateway to the cortex. ” Indeed, almost every bit of sensory 
information enters the cortex through the thalamus. Besides this sensory-related 
function, the thalamus also plays important role in modulation information fl ow 
in cognitive, motor and affective cortical areas      10   .

    8  For example, in a recent study by (Feige et al., 2005) alpha component was extracted by means 
of independent component analysis while metabolic activity was assessed by blood-oxygen-level-
dependent (BOLD) parameter measured in the eyes open/closed paradigm. The thalamus was shown 
to be positively correlated with occipital alpha amplitude while widely distributed areas in occipital-
parietal cortical areas were negatively correlated with the BOLD signal.    

    9  In animal research sleep spindles in humans were modeled by barbiturate sleep.    
    10  A different view to the thalamic function is presented in a book by S. Murray Sherman and 

R.W. Giillery  “Exploring the thalamus and its role in cortical function. ” According to this view, for 
each nucleus the drivers and modulators are separated. The classical sensory afferents – visual, audi-
tory, somatosensory, gustatory – are considered as drivers to so called fi rst-order thalamic nuclei. The 
other types of drivers are the cerebellum and mamillary afferents for the ventro-lateral and anterior 
nuclei respectively. The third type of drivers are the layer 5 cortico-thalamic axons for the higher-
order nuclei. The book includes a nice review of the current research regarding thalamo-cortical 
connections and their functional role.    
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There are two major components of the thalamus: the dorsal thalamus (for 
simplicity we will call it the thalamus) with roughly 15 nuclei and the ventral 
thalamus, the major part of which is the reticular nucleus. The reticular nucleus 
forms a kind of a shield against the dorsal thalamus ( Fig. 2.8   ). It consists of inhibi-
tory GABAergic neurons that project back to the thalamus. The reticular neurons 
receive feedforward excitatory projections from the thalamus, feedback excitatory 
projections from the cortex, and inhibitory projections from the ascending acti-
vating system of the brain stem ( Fig. 2.9   ). 

Sensory-related nuclei of the thalamus can be divided into fi rst-order and 
high-order relay nuclei. The fi rst-order relay nuclei receive sensory information 
directly from receptors, while the high-order relay nuclei receive highly processed 
sensory information (1) from the sensory cortical areas by means of cortico-
thalamic projections and (2) from nuclei involved in motor actions such as orien-
ting the body, head, or eyes. Examples of the fi rst-order nuclei are the lateral 
geniculate body (LGB) in the visual modality, the medial geniculate nucleus in the 
auditory modality, and the ventral posterior nucleus in the somatosensory modality 
(Fig. 2.8 ). Examples of the high-order nuclei are the pulvinar in the visual modal-
ity, the posterior nucleus in the somatosensory modality ( Fig. 2.8 ). 

The simplest view to the thalamus emphasizes the relay function, that is, abil-
ity to relay sensory information to the cortex. However anatomical data indicate 
that even for the fi rst-order thalamic nuclei primary sensory inputs constitute less 
than 20 per cent of all synaptic inputs. This fact favors another (and more realistic) 

FIGURE 2.8    Main nuclei of the thalamus. Main sensory relay nuclei are LGB (lateral genicu-
late body), MGB (medial geniculate body), and VP (ventral posterior nucleus). A large second-order 
nucleus is Pul (pulvinar). All nuclei (except the anterior nucleus) are shielded by the reticular nucleus 
of the thalamus.    
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view to the thalamus emphasizing the signifi cance of non-sensory inputs to the 
thalamus and, consequently, the modulatory function of the thalamus. The complex 
circuits involving thalamic, reticular, and cortical nodes play critical roles in modu-
lating sensory information fl ow to the cortex. The mode of the sensory modula-
tion seems to depend critically on the state of the brain and is different for different 
stages of sleep as well as for different stages of information fl ow during wakefulness. 

  C.    Sleep Spindles 

Description of the modulatory functions of the thalamus, we start with sleep spin-
dles. Sleep spindles appear in EEG only during the light sleep (stage 2) or slow 
wave sleep (stages 3 and 4). They are rhythmic sinusoidal-like waves with frequen-
cies between 10 and 14     Hz. The waves are grouped in sequences (bursts) of 0.5–3     s 
duration that may recur with intervals of 3–10    s. Sleep spindles appear quite early 
in life (at age of 6–8 weeks), are most prominent during childhood and adoles-
cence and decline in voltage with age. Examples of sleep spindles in one healthy 
subject of 23 years old are presented in  Fig. 2.10         11   .
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FIGURE 2.9    Thalamo-cortical circuit for generation sleep spindles. (a) The same as in Fig. 1.9. 
(b) Burst of a reticular neuron produces strong inhibition of a thalamo-cortical cell, this inhibition 
deinactivates Ca �      � channels which leads to depolarization of the thalamo-cortical neuron. On the top 
of this depolarizaton the neurons produces burst of Na      �      –K      �       spikes.      

    11  There are actually two types of sleep spindles which are different both in topography and fre-
quency. Fast frequency spindles show maximum of peak frequency at 14    Hz. The maximum amplitude 
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FIGURE 2.10   Sleep spindles. EEG was recorded in a healthy subject of 23 years old during three 
phases of falling asleep. (a) In the relaxation condition, two alpha rhythms are present in EEG: occipital 
alpha (O1 record) and mu-rhythm (C3 record). Spectra and maps are presented above. (b) The drowsi-
ness phase is associated with suppression of the rhythms. (c) During the next stage of sleep, K com-
plexes (vertex negativity followed by a sleep spindle of 14    Hz) appear with maximum of amplitude at 
central leads (see record at Cz). In addition, a 12    Hz rhythm with maximum of amplitude at frontal 
leads is also present. 

of their topography is located near Cz. They are the fi rst to occur in EEG during light sleep. Slower 
(with maximum around 12    Hz) spindles appear in sleep stage 2 as sleep deepens. During transition 
from stage 2 to stage 3 even slower (around 10    Hz) spindles appear. The maximum of the topography 
of lower type of sleep spindles is located near Fz.    
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A rough scheme of generation of sleep spindles is presented in  Fig. 2.9 .
According to this scheme, the generation of spindles needs a network consisting of 
at least two elements – thalamic reticular neuron and thalamo-cortical neuron – and 
the interaction between them. According to this scheme burst fi ring of the inhibi-
tory neurons of the reticular thalamic nucleus induces strong inhibitory postsynaptic 
potentials in the thalamo-cortical neurons. This hyperpolarization deinactivates the 
low threshold Ca      �      � current. This Ca      �  � inward current induces rebound depolar-
ization of the thalamo-cortical cells (called Ca      �      � spike) and associated burst. The 
fi ring of the thalamo-cortical cell excites the reticular neurons by means of feedfor-
ward connections allowing the cycle to start again. 

Spontaneous spindles are synchronized over large cortical areas. The cortico-
thalamic pathway plays a critical role in this synchronization. Indeed, cutting this 
pathway induces desynchronization of the thalamic activity that dramatically 
changed into disorganized pattern with low spatio-temporal coherence. 

  D.    Alpha Rhythms of Wakefulness 

It should be stressed that the neuronal scheme described above is based on studies 
in anesthesized animals and explains the mechanism of a specifi c type of alpha-
like oscillations – sleep spindles. Sleep spindles consist of waxing and waning 
potential oscillations at 10–14    Hz frequency band. In contrast to alpha bursts (that 
can last for long time intervals) sleep spindles are usually shorter in duration and 
last just only 0.5–3    s and recur every 3–10     s      12   . Although some authors attempted 
to transfer the mechanisms of sleep spindles generation for explanation of alpha 
rhythmicity in the state of wakefulness, recent studies brought doubt for this sim-
ple explanation. Indeed, a close consideration shows that sleep spindles and alpha 
rhythms are different phenomena. 

First, alpha rhythms and sleep spindles occur in two very different behavioral 
states (relaxed wakefulness versus sleep or anesthesia). Second, alpha rhythms 
randomly wax and wane over episodes lasting several seconds, whereas barbitu-
rate spindles are of a shorter duration. Third, alpha rhythms in humans show a 
restricted cortical distribution confi ned by primary sensory areas, whereas sleep 
spindles are more widespread having a maximum over central areas. And fi nally, 
alpha rhythms have a lower frequency than sleep spindles. 

A new stage in search for neuronal mechanisms of alpha rhythms arrived on the 
scientifi c scene quite recently with the discovery that oscillations in alpha frequency 
band can be simulated in an in vitro slice preparation of the cat lateral genicu-
late nucleus – a part of the thalamus that conveys information to the visual cortex 
(Hughes et al., 2004). Recall that in this thalamic slice preparation the cortical part 

    12  Although occipital alpha waves may show a better  “spindle” shape (see Fig. 2.10 ) the term  “sleep
spindles” is widely used for the above mentioned EEG pattern to avoid confusion.    
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is absent and consequently there is no direct way to mimic the thalamo-cortical 
interaction. The missed modulatory cortico-thalamic feedback interaction could be 
mimicked in the experimental condition by pharmacologically activating the gluta-
mate receptors that are located postsynaptically to cortico-thalamic fi bers. 

  E.    High Threshold Burst Mode of Thalamic Neurons 

Intracellular recordings of thalamo-cortical neurons in these slice prepara-
tions reveal a novel form of burst fi ring, which occurs at relatively depolarized 
(�      �     55    mV) membrane potentials and which has been termed high threshold 
bursting      13    (Hughes et al., 2002, 2004) ( Fig. 2.11   ). The most salient property of 
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FIGURE 2.11    High threshold bursting in the thalamus. (a) A scheme of thalamic (LGB) slice 
preparation. (b) At the hyperpolarized membrane, a thalamic neuron displays low threshold Ca      �      �  
potentials and the corresponding bursting pattern. Individual bursts possess a characteristic interspike 
interval pattern consisting of short intervals between spikes at the start of the burst ( � 2–5    ms), which 
gradually increase as the burst progresses. (c) When cortico-thalamic feedback is mimicked in the tha-
lamic slice by activating subtype of glutamate receptor, thalamic neurons are subject to a sustained 
depolarization. (d) In this depolarized state they exhibit high threshold (HT) bursting. Individual HT 
bursts exhibit a temporal pattern that is distinct to that of bursts on the top of low thresholds calcium 
spikes and that comprises relatively large intervals that do not alter signifi cantly as the burst progresses. 
Adapted from Hughes et al. (2004).          

13With regard to ionic conductance, high threshold bursts appear to be critically reliant on the activa-
tion of dendritic It current, which is a transient Ca�� current. However, it should be stressed here that 
high threshold bursts are quite distinct from the low threshold bursts during sleep both in temporal 
pattern and in the level of hyperpolarization of thalamo-cortical neurons.
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high threshold bursting is that it occurs repetitively in a wide frequency range, which 
encompasses the alpha and theta bands (i.e., 4–13    Hz), with the particular frequency 
at any one time being determined by the degree of neuronal depolarization. It has 
been found that a stronger activation of glutamate receptors leads to emergence of 
alpha frequency rhythms, whereas a reduction in the level of activation brings about 
theta waves. Thus, at the thalamic level, alpha and theta waves form a continuum of 
activity that is generated by the same intrinsic neuronal behavior. It might be also 
speculated that in vitro a decrease in the level of thalamic glutamatergic activation 
corresponds to a decrease of arousal state in vivo. Consequently, observation of slow-
ing alpha (say below 7.5    Hz for occipital alpha rhythm in the wakefulness) in a par-
ticular subject may be associated with a decreased level of arousal in this subject. 

A question arises: what makes the thalamo-cortical cells oscillate synchro-
nously? In vitro experiments have demonstrated that the synchronization of high 
threshold bursts accompanying rhythmic alpha and theta activities are reliant on 
gap junction connectivity      14    between the thalamic neurons. Hughes et al. (2004) 
showed that alpha and theta rhythms in their slice preparations were susceptible to 
a large range of substances that target gap junction function but persist following 
a blockade of conventional chemical synaptic transmission. 

Rhythmic bursts of spikes of the thalamo-cortical neurons in the alpha range 
are transferred to the cortical neurons via thalamo-cortical pathways. The arriv-
ing spikes generate postsynaptic potentials that are measured from the scalp in a 
form of alpha rhythms. The spatial distribution of cortical generators of different 
types of alpha rhythms (obtained by LORETA) indicates three different thalamic 
sources of alpha rhythms corresponding to three types of the alpha rhythms. 

The fi rst thalamic generator is located in the ventral posterior nucleus and cor-
responds to the sensory-motor rhythm ( Fig. 2.12   ). This rhythm is generated at the 
postcentral strip of the parietal lobe which corresponds to the primary somatic 
sensory cortex. As we know from anatomy and physiology, this part of the human 
cortex receives projections for the ventral posterior nucleus of the thalamus – the 
fi rst-order thalamic nucleus in the somato-sensory modality. 

The two other thalamic generators correspond respectively to occipital and 
parietal alpha rhythms ( Fig. 2.13   ). The occipital alpha rhythm is generated near 
the culcarine fi ssure that corresponds to the primary visual cortex. This area of 
the occipital cortex receives projections from the LGB – the fi rst-order relay 
nucleus in the visual modality. The parietal alpha rhythm is generated in the 
Brodmann area 7. This area receives projections from the pulvinar nucleus of 
the thalamus – the second-order relay nucleus in the visual modality. 

    14  A gap junction is a morphological structure of the electrical synapse – a quite rare type of con-
nectivity between neurons in the brain. In contrast to conventional chemical synapses where transmis-
sion of the signals involves release and diffusion of a chemical substance – mediator – in the electrical 
synapse the conduction of electrical signal from one neuron to another takes place through the passive 
electric currents between pre- and postsynaptic membranes.    
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FIGURE 2.12    Generators of mu-rhythm. Mu-rhythm is recorded over the sensory-motor strip 
with maximum of amplitude at C3, C4 electrodes (see EEG record). Electromagnetic tomography 
(LORETA) indicates the somato-sensory cortex. The cortex receives inputs from the ventral posterior 
nucleus of the thalamus.    
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FIGURE 2.13    Generators of occipital and parietal alpha rhythms. Occipital alpha rhythm is 
recorded over occipital areas with maximum of amplitude at O1, O2 (see EEG record) while parietal 
alpha rhythm is recorded over the parietal area with maximum of amplitude at Pz (see EEG record). 
Electromagnetic tomography (LORETA) indicates the culcarine tissue for the occipital alpha rhythm 
and middle parietal cortex for the parietal alpha rhythm. The occipital and parietal areas receive inputs 
from the LGB and pulvinar respectively.    
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As one can see from  Figs 2.12 and 2.13 , only nuclei located in the posterior 
part of the thalamus (ventral posterior, pulvinar, lateral geniculate nucleus) are 
involved in generation of alpha oscillations in the healthy human brain. We do not 
know if this fact refl ects the relatively lower level of depolarization of thalamo-
cortical neurons in these nuclei or some other intrinsic cellular or network prop-
erties of the posterior nuclei      15   .  

  III.    RESPONSES TO TASKS 

According to the theory of alpha wave generation presented above, any increase in the 
corresponding sensory input must suppress the associated alpha rhythm. This kind of 
suppressive reaction is named reaction of desynchronization, because high amplitude 
alpha rhythms can be considered as the result of synchronization in neuronal net-
works. The reaction of desynchronization of alpha rhythms to sensory stimulation has 
indeed been observed in many studies. These studies also provide some new insights 
regarding mechanisms of alpha rhythms generation and their functional meaning. 

  A.    Event-Related Desynchronization of Mu-Rhythms to 
Motor Actions 

The leading role in this fi eld has been played by a group from Technical 
University in Graz, Switzerland headed by Gert Pfurtscheller. He was the fi rst 
who in 1979 published the method for parametric assessing of the EEG desyn-
chronization. The parameter was coined ERD – event-related desynchronization. 
In some specifi c cases instead of suppression of alpha activity, the enhancement of 
alpha wave power was observed – this reaction was named synchronization and 
the parameter corresponding to it – event-related synchronization-ERS      16   .

    15  The fi rst suggestion looks more realistic. If it is correct then the lower level of depolarization 
might be explained by fewer excitatory inputs to the thalamo-cortical neurons of fi rst-order and 
second-order relay nuclei of the thalamus. In line with this suggestion, any behavior directed to 
decreasing the sensory input (such as closing eyes in the visual modality or muscle relaxation in 
somato-sensory modality) enhances the corresponding alpha rhythm. Another way of decreasing the 
depolarization in the thalamo-cortical cells might be associated with decrease of the overall excitation 
of cortical neurons projecting back to the thalamus.    

    16  The classic method to compute ERD/ERS includes the following stages. Fist, bandpass fi ltering 
must be done on EEG recorded during trials in a given psychological task. This procedure enables the 
researcher to separate a distinct alpha rhythm. Nowadays, together with temporal fi ltration spatial fi ltra-
tion based on independent component analysis of raw EEG is sometimes applied. The second stage con-
sists of squaring of the EEG signals. The procedure provides the power of EEG signal as the output. The 
third stage consists of averaging of power samples across all trials. The fourth stage is needed to smooth 
the data and to reduce variability and consists of averaging the obtained dynamics over time. And fi nally, 
relative values for ERD/ERS are obtained. The relative values may be calculated in percents (for more 
details see Methods of Part 1).    
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For spatial mapping of ERD/ERS local average montages or Laplassian-like 
transformations are usually applied. An example of ERD computing and map-
ping is shown in  Fig. 2.14   . The data are taken from a healthy adult subject from 
the Human Brain Institute Database. In EEG spectra of this subject strong mu-
rhythm has been observed both in eyes open and eyes closed conditions. The sub-
ject also performed the two stimulus GO/NOGO task and auditory oddball task. 
ERDs in response to stimuli required motor actions were computed according 
to the method designed by Pfurtscheller. In  Fig. 2.14a  ERD/ERS are presented 
between the fi rst warning stimulus      17    and the second stimulus which can be either 
GO or NOGO stimuli. One can see that the preparatory period is accompanied 
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FIGURE 2.14   ERD during preparation to make a movement and during movement per se. (a) 
ERDs are computed for a healthy adult subject performing a two stimulus GO/NOGO task. Pairs of 
visual images of animals and plants in different combinations are presented with the task to press a but-
ton in response to two animals. Note a left-side mu-rhythm desynchronization accompanied by ERS 
at the right side during preparation to make a movement. (b) ERS are computed for the same subject 
performing an auditory oddball task. Strong ERD are observed to movements in response to targets. 
Note the desynchronization in one area is accompanied by an opponent reaction – synchronization – in 
the adjacent area. 

    17  Indicating that the subject has to wait for the second stimulus presentation while no movement – 
right fi nger pressing – is required.    
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by desynchronization of the mu-rhythm in the contra-lateral hemisphere and 
synchronization in the ipsi-lateral hemisphere.  Figure 2.14b  shows ERD/ERS in 
response to auditory stimuli: the target one (rare) that required right fi nger press-
ing and the non-target one to which no movement was needed. One can see that 
only the target stimulus induces strong desynchronization of mu-rhythm. 

Using ERD/ERS methodology in behavioral paradigms associated with vol-
untary movements, the Graz group reported existence of several sub-types of 
Rolandic rhythms (Pfurtscheller et al., 1997). They showed that mu-rhythms 
may be differentiated on the basis of their spatial location. For example, face and 
foot areas in the sensory-motor strip produce different mu-rhythms. The Graz 
group also showed that mu-rhythms may be separated on the basis of frequency 
(Pfurtscheller et al., 2000). The lower frequency (8–10    Hz) mu-rhythm shows a 
widespread movement-type – unspecifi c ERD pattern similar for fi nger or foot 
movement, whereas the higher frequency (10–13    Hz) mu-rhythm shows a more 
focused, movement-type – specifi c ERD pattern, clearly different for fi nger and 
foot movement. Both are blocked before and during movement and should there-
fore be considered mu-rhythms      18   .

According to the Graz group data the desynchronization of upper mu-rhythm 
is somatotopically specifi c and topographically restricted. The desynchronization 
of this rhythm starts over the contralateral hand area 2    s before unilateral voluntary 
hand movement onset. The desynchronization is often accompanied by synchroni-
zation in central-parietal areas and has been coined as  “focal ERD/surround ERS ”
(Pfurtscheller, 2003) . In general, this term describes the observation that desyn-
chronization of rhythmic activity in the alpha band does not occur in isolation 
but can be accompanied by synchronization in neighboring cortical areas. The 
areas of lateral synchronization may correspond to the same sensory modality or 
to another modality. 

To explain the focal ERD/surround ERS phenomenon Gert Pfurtscheller 
suggested a thalamic gating mechanism (Pfurtscheller, 2003). He argued that the 
same thalamic model that has been used for sleep spindles can be applied for mu-
rhythm generation. The critical role in his scheme is played by interplay between 
thalamo-cortical cells and inhibitory neurons of the thalamic reticular nucleus. 

    18  In contrast to the focal and somatotopically specifi c desynchronization in the upper frequency 
band the widespread non-specifi c desynchronization of lower mu-rhythm found over frontal, central, 
and parietal areas may indicate the existence of a distributed non-specifi c neural network in the senso-
rimotor cortex. This network is activated by different types of motor behavior, but it is not necessarily 
critical to support a specifi c movement. One hypothesis suggests that this system may act as a relatively 
non-specifi c mechanism that presents somatosensory and motor neurons before a specifi c motor act. 
Another interpretation of this non-specifi c, low-mu related system could be that this system serves as 
a neurophysiologic mechanism for general motor attention to all cortical areas involved in a motor 
task including premotor and parietal areas in addition to primary sensorimotor. Indeed, lower alpha 
desynchronization is also obtained in response to a variety of non-task-specifi c factors that may be 
best summed up under the term  “attention. ” This ERD is topographically widespread over the scalp 
and probably refl ects general task demands and attentional processes.    
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The latter forms a topographically organized inhibitory feedback mechanism that 
is capable of controlling the information fl ow through the thalamus. This con-
trolling function of the reticular inhibitory neurons is named  “gating. ” When the 
gate is closed, the thalamic neurons fi re in the burst mode which is manifested in 
emergence of cortically recorded mu-rhythm. When the gate is open, the thalamic 
neurons fi re in the tonic mode which is manifested in desynchronization of mu-
rhythm. According to the proposed mechanism, the lateral inhibition that exists 
between the reticular neurons is responsible for the ERD-center/ERS surround 
phenomenon     19   . Summarizing the above mentioned results, we can conclude that 
Rolandic mu-rhythms are suppressed in response to real or imaginary movements. 

  B.    ERD of Occipital Rhythms to Visual Stimuli 

Similar results are shown for posterior alpha rhythms: they are suppressed in 
response to visual stimuli. Moreover, reactions in alpha band refl ect the amount of 
mental effort associated with these stimuli. This is illustrated in  Fig. 2.15    that pres-
ents the data taken from the Human Brain Institute database. ERD/ERS for the 
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FIGURE 2.15    ERDs of the occipital alpha rhythms in response to visual stimulation. Grand aver-
age ERD calculated for 8–12 frequency band for relevant and irrelevant stimuli in the two stimulus 
GO/NOGO task. As an example, a group of healthy subjects of 12–13 years old was selected. Note that 
relevant stimulus elicits a longer response but with the same amplitude as irrelevant one at initial stages.    

    19  It should be stressed here the reticular thalamic nucleus is not the only place with lateral inhibi-
tion in the brain. A similar effect may be produced by the lateral inhibition in the striatum – a part 
of the basal ganglia – that is in position of controlling the information fl ow from the thalamus to the 
executive cortical areas – areas that are involved in action programming.    
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alpha (8–12    Hz) frequency band were computed for a group of healthy subjects of 
12–13 years old. They performed a two stimulus visual task. ERDs in occipital areas 
in response to relevant and irrelevant stimuli are presented at the left. Presentation 
of the relevant stimulus in the pair indicated that the subjects had to wait for the 
second stimulus (after which GO or NOGO response were required) while presen-
tation of the irrelevant stimulus indicated that the whole trial had to be ignored. As 
one can see, at the fi rst stage of information processing (up to 240    ms poststimulus) 
both types of stimuli elicited the same occipital alpha desynchronization. However, 
the later stages of information processing are associated with more occipital alpha 
desynchronization for the relevant stimulus in comparison to the irrelevant one      20   .  

  IV.    FUNCTIONAL MEANING 

  A.    Alpha Rhythms as Idling EEG Activity 

As fMRI studies show that the amount of synchronization of alpha rhythms is 
negatively correlated with metabolic activity. Consequently alpha rhythms are 
considered as idling rhythms. According to this view we might expect that appear-
ance of alpha rhythms in specifi c sensory areas would inhibit the sensory infor-
mation processing in those areas      21   . As we learned from above, alpha rhythms are 
epiphenomena that refl ect thalamic regular bursting transferred to the cortex. This 
bursting refl ects the level of neuronal depolarization, which in turn refl ects the 
dysbalance between excitatory and inhibitory postsynaptic potentials arriving to 
the thalamo-cortical cells ( Fig. 2.16   ). If excitation is strong enough the thalamo-
cortical neurons are depolarized, do not generate bursts, and the information from 
the receptive organs is transferred to the cortex without any constrain. We call 
such a sensory pathway as an active channel. 

  B.    Lateral Inhibition in Activation of Alpha Rhythms 

If the excess of inhibition or the lack of excitation drives the membrane potential 
toward the hyperpolarization state, the neurons start fi ring in bursts. The lack of 

    2 0  Also note that preparation to the second stimuli that could be followed by the right fi nger press-
ing is associated with ERD of mu-rhythm in C3.    

21This hypothesis was tested in a recent study by Ergenoglu et al. (2004). In this study visual stimuli 
were presented on a threshold so that approximately in 50 per cent of trials subjects could not detect 
stimuli. The intensity of stimuli was tailored to each subject according to his or her specifi c abilities. 
Trials were separated into two groups: trials with detected and undetected stimuli. Between the two 
conditions, a signifi cant ( p       �     0.01) difference was observed in the relative power of the alpha band, 
which was signifi cantly lower before detected stimuli in line with signifi cantly ( p       �      0.001) higher 
amplitudes of the ERPs. These results show that short-lasting changes in brain’s excitability state are 
refl ected in alpha rhythms of the EEG. 
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excitation can be achieved by suppressing the sensory input to the relay thalamic 
nuclei, for example, by closing eyes in visual modality. The excess of inhibition 
can be achieved by means of lateral inhibition that is produced by reticular neu-
rons in the nearby (active) channel, which are excited through connections from 
neurons in the active channel both at the cortical and at the thalamic levels. 
The thalamo-cortical neurons in such a channel, that we call the suppressed chan-
nel, generate bursts at alpha frequencies. In order the alpha rhythms to be recorded 
from the scalp, neurons in the suppressed channel must be synchronized. In this 
synchronization mode the transfer of sensory information to the cortex is limited. 
It is not completely blocked as during early stages of sleep when the thalamic neu-
rons generate sleep spindles, but it is limited to some extent, so that stimulus recog-
nition in this mode is insuffi cient. 

And fi nally, the frequency of bursts generated in the state of wakefulness in 
the suppressed channel networks is defi ned by the level of polarization of the 
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FIGURE 2.16   Lateral inhibition in the thalamo-cortical circuits. Two channels, the active one 
and the suppressed one, are schematically presented. Inhibitory neurons of the reticular nucleus in the 
active channel are activated and inhibit thalamo-cortical neurons in the adjacent channel. The neurons 
in the suppressed channel are hyperpolarized and generate alpha rhythms. 
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thalamo-cortical neurons: the more they inhibited, the low is the frequency. In 
some pathological cases this frequency may become lower than 8     Hz in adults.   

  V.    ABNORMALITY OF ALPHA RHYTHMS 

  A.    Complete Absence of Alpha Rhythms 

Moruzzi and Magoun in 1949 were the fi rst to show that stimulation of the 
brain stem reticular formation activates the cortex and transfers the high voltage, 
low frequency EEG, that is, EEG with prominent alpha rhythms, into low volt-
age, high frequency EEG      22   . In the normal brain alpha rhythms of EEG appear to 
be the largest in amplitude. So, when alpha rhythms are absent, the EEG records 
look lower in voltage. Such EEGs are called low voltage records. If the higher fre-
quency rhythms are not suppressed in comparison to norms, the records are called 
low voltage high frequency EEG. On power spectra such EEG records lack any 
signifi cant peaks in the alpha frequency band both in eyes open and eyes closed 
conditions. Empirically, low voltage record is defi ned as a record during eyes open 
and eyes closed conditions with amplitude in the linked ears montage no greater 
than 20    μV over all cortical areas. As one can see this defi nition is quite subjective, 
very loosely defi ned. 

Low voltage records are found in 4–10 per cent of normal adults depending on 
criteria and can be hardly considered as abnormality. Rather, low voltage records 
can be related to a certain personality trait. The low voltage records are found in 
families of alcoholics and drug addicts. Consumption of alcohol seems to work as 
a self-medication in this population with the objective to decrease the hyperacti-
vation of the cortex. 

  B.    Alpha Rhythms in Unusual Sites 

In children and young adult EEGs alpha activities may be found in occipital areas 
(O1, O2), parietal area (Pz), and over the sensory-motor strip (C3, C4). However, 
the scalp distribution of alpha activities (especially in eyes open condition) 
changes with age and in elderly people temporal alpha rhythms become promi-
nent. Ernst Niedermeyer (1997) considers the  “temporal alphoid rhythm ” found 
mainly over the anterior temporal and midtemporal region as of mildly abnormal 
character and suggests that it could be a sign of early cerebrovascular disorder. 

    22  This effect is mediated, in part, by thalamic midline nuclei. Electrical stimulation of intralaminar 
nuclei of the thalamus alone also induces the same effect. Actually the reaction of activation consists of 
suppression of alpha rhythms (reaction of alpha desynchronization) and of increase of high frequency 
activity (reaction of beta synchronization).    
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He also mentioned that in early adulthood this pattern could be found over tem-
poral lobe harboring an epileptogenic focus. The rhythmical alpha activity may 
camoufl age a rhythmical paroxysmal discharge type without revealing any sharp/
spiky component. 

Our experience of working with normal subjects and patients enable us to 
propose the following rule: if in a particular patient: (1) the maximum of rhythmic 
activity within a range of 7–13    Hz is localized in leads different from mentioned 
above, and (2) the rhythm itself is a prominent one, so that there is a signifi cant 
deviation from normality both in absolute and relative power, then this rhythm 
must be considered as an abnormal. In our practice maximums of distributions of 
abnormal alpha rhythms were found in posterior temporal areas (e.g., in connec-
tion with tinnitus or whiplash), in left parietal areas (in connection with dyslexia), 
in the middle temporal areas and in the anterior temporal areas (in connection 
with aging cerebrovascular disorder). Only in few cases, abnormal alpha rhythms 
were found in frontal areas. 

An example of spectral characteristics of EEG of a patient      23    with abnormal 
alpha rhythms is presented in  Fig. 2.17   . As one can see, raw EEG recording of 
this patient exhibits two types of rhythms within alpha band: the fi rst one with 
frequency of 9.5    Hz located in the left middle temporal area and the second one 
with frequency of 7.3    Hz located at Fz. The results of comparison with the nor-
mative database and s-LORETA images are presented in  Fig. 2.17a. 

In general, alterations in the normal functioning of the thalamo-cortical loop 
might result in neurological disorders: such as some types of epileptic seizures and the 
tremor of Parkinson disease both of which have rhythmic components. Stimulation 
or lesion of the appropriate portion of the thalamus (the ventral tier nuclei) is now 
a common method to alleviate movement tremor, presumably through a disruption 
of the oscillatory network activities. Abnormal rhythmic activity of thalamic cells 
(as revealed by recordings in patients with stereotactically implanted electrodes) is 
also present in some neurological disorders with behavioral symptoms that are not 
obviously rhythmic. For example, recordings of thalamic neurons in patients suffer-
ing from chronic pain as the result of sensory deafferentation (so-called phantom 
pain) show the presence of abnormal rhythmic bursts of action potentials. And again, 
stereotactic lesions of the thalamic nuclei lead to lessening phantom pain     24   .

    23  This is a patient of 13 year old and IQ of 88. He visits a special school. He has Incontinentia 
Pigmenti – a rare disease from a group of gene-linked diseases known as neurocutaneous disorders. These 
disorders cause characteristic patterns of discolored skin and also involve the brain, eyes, nails, and hair. 
In most cases, IP is caused by mutations in a gene called NEMO. Discolored skin is caused by excessive 
deposits of melanin (normal skin pigment). Neurological problems include cerebral atrophy, the formation 
of small cavities in the central white matter of the brain. About 20 per cent of children with IP will have 
slow motor development, muscle weakness in one or both sides of the body, mental retardation, and sei-
zures. They are also likely to have visual problems, including crossed eyes, cataracts, and severe visual loss.    

24The condition in which thalamo-cortical loops generate inappropriate rhythmic activity (such as 
slow rhythmic burst fi ring in the awaked brain) has been coined as  “thalamic dysrhythmia ” by Llinás and 
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FIGURE 2.17    A case of abnormal localization of alpha-like rhythms. (a) A fragment of 
EEG in eyes open condition. Deviations from normality in EEG spectra and corresponding maps. 
(b) s-LORETA images of the abnormal rhythms.      

colleagues (Llinás et al., 1999).  “Dysrhythmia ” in this sense is present in some forms of epilepsy and 
tremorgenic syndromes, both of which represent abnormal states of the thalamo-cortical network 
accompanied by stereotyped behaviors such as rhythmic hand movements in tremor or 3    Hz spike-
and-wave oscillations in the electroencephalogram during generalized absence seizures. Could similar 
thalamo-cortical  “dysrhythmias ” underlie other disorders, including neuropsychiatric ones? At present, 
this interesting and provocative suggestion of Llinás and colleagues should be considered as strictly 
hypothetical and needs more research.
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  C.    Alpha Asymmetry 

Another important characteristic of abnormality is alpha asymmetry. As was men-
tioned above, in spite of the fact that grand average spectra are quite symmetrical 
it is not uncommon for a healthy individual to reveal an asymmetry at the range 
of 10–50 per cent. However, if the asymmetry is larger than 50 per cent this might 
be an indication of pathology. In such cases the comparison with the database can 
show how much the observed asymmetry is deviant from normality. An exam-
ple of abnormal alpha asymmetry is presented in  Fig. 2.18    that depicts spectral 
characteristics of EEG of a patient with sensory neglect produced by a lesion in 
the right occipital-parietal area. Note a big (almost 100 per cent) asymmetry of 
occipital alpha rhythm both in eyes open and eyes closed conditions. 

Grand average EEG power spectra in alpha band for different age groups look 
quite symmetrical ( Fig. 2.19   ). In other words left and right hemispheres produce 
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FIGURE 2.18    A case of abnormal asymmetry of the occipital alpha rhythm. (a) Spectra (for eyes 
open and eyes closed conditions) and spectra map (for eyes closed condition) of EEG recorded in a 
patient with the right parietal lobe stroke. (b) Asymmetry map for eyes closed condition.      
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averaged EEG patterns of similar amplitude and frequencies. But, when measured 
in individuals the power asymmetry could be big enough. The question arises if 
this asymmetry might be a measure of some individual character, such introversion/ 
extraversion division, or prevalence of positive/negative affective states. 

More than two decades ago, several researchers started to investigate EEG asym-
metry during emotional states. The research was inspired by Richard Davidson’s 
theory regarding asymmetrical involvement of the frontal cortex in the emotional 
reactions (for review see Davidson, 2004). Roughly, according to his theory the left 
hemisphere is biased to processing positive emotional stimuli, while the right hemi-
sphere processes mostly negative emotional stimuli. This research led to the pro-
posal that frontal EEG asymmetry in a resting state refl ects a trait-like asymmetry 
of anterior cortical activity, which acts as a diathesis for emotion-elicitors and is a 
contributory factor for individual differences in affective/motivational behaviors      25   .

Many fi ndings supported the Davidson’s theory, but several authors noted sub-
stantial inconsistencies in the evidence. Recently, this situation stimulated a search 
for methodological factors that may contribute to the divergence of fi ndings. For 
review of methodological issues see (Hagemann, 2004)   . According to our expe-
rience, the inconsistency is due to two factors. First, the asymmetry index is a 
ratio of two random variables one of which is a difference between two variables. 
Consequently, a standard deviation of the alpha asymmetry as a ratio is propor-
tional to the sum of two standard deviations of both parts of the ratio. The differ-
ence between EEG power at the left and right sides is quite small in many healthy 
subjects, consequently the error in computing the asymmetry index is quite big. 
Moreover, the recordings are made laterally, where a lot of muscle and eye move-
ment artifacts are present. The second factor lies in the actual absence of promi-
nent alpha activity at frontal areas. It is illustrated by  Fig. 2.19 . Note absence of 
any peak in alpha frequency band in EEG spectra at F3, F4 sites which unequivo-
cally indicate absence of alpha rhythm generators at frontal areas.   

 VI.    SUMMARY 

During relaxed wakefulness in eyes closed condition, the human brain exhibits 
several types of distinct rhythmic electrical activity in the alpha frequency band 

    25  In a typical study the steps of experimental procedure are as follows. The spontaneous EEG in 
a resting state is recorded in human subjects. The alpha power (P) asymmetry sites is computed as a 
ratio: P(L)–P(R)/P(L)      �     P(R), where P(L) and P(R) are alpha power at the left (L) and right (R) 
homologous electrodes. This ratio serves as a measure of anterior asymmetry of cortical activity. Taking 
into account that alpha is an idling rhythm, the positive asymmetry P(L)      �     P(R) serves as indicator of 
more cortical activation at the right side, and vice versa, the negative asymmetry P(L)   �     P(R) serves 
as indicator of more cortical activation at the left hemisphere. Facets of affective style are measured 
with experimental procedures or questionnaires. The statistical analysis is focused on the associations 
between asymmetry and affect.    
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(8–13   Hz). At least three main types of alpha rhythmicity are separated. They are: 
(1) the posterior alpha rhythms, recorded at occipital or occipital-parietal areas, (2) 
the Rolandic or mu-rhythm, recorded over the sensory-motor strip, and (3) mid-
temporal, the so-called third, rhythm which in normal conditions can be recorded 
only in magneto-encephalogram (MEG). These oscillations are driven by rhyth-
mic activity from thalamic nuclei: each rhythm having an origin in a correspond-
ing thalamic nucleus. The frequency of the occipital alpha rhythm slightly changes 
with age reaching its maximum at the age of 15–20. Posterior alpha rhythms are 
suppressed in response to visual stimulation while Rolandic rhythms respond by 
desynchronization (decrease of amplitude) to actual or imaginary actions. Alpha 
rhythms must be separated and distinguished from sleep spindles. These two distinct 
categories of rhythms are observed in different states (sleep versus wakefulness), 
have different spatial distribution (sleep spindles have broad central distribution 
while alpha rhythms are located near the primary sensory cortical areas), different 
frequencies (sleep spindles are about 13–14    Hz in contrast to alpha frequencies that 
vary between 8 and 13    Hz). The mechanisms of sleep spindles generation have been 
explored in detail in animal models. As far as alpha rhythms concerns, the mecha-
nisms of their generation are still poorly understood. The power of alpha activity is 
inversely correlated to metabolic function of the corresponding cortical area giving 
rise to a functional explanation of alpha rhythms as idling rhythms of the cortex.                



  I.    TYPES OF BETA RHYTHMS 

Beta rhythms manifested in distinct peaks on the spectrograms may be found in 
various locations of the cortex in normal subjects. In the frequency between 13 
and 30    Hz beta rhythms are more often found in frontal or central areas when 
compared to posterior regions of the cortex. At least two distinct beta rhythms can 
be separated: beta rhythms with maximums at electroencephalogram (EEG) spectra 
located over the sensory-motor strip – Rolandic beta rhythms and beta rhythms 
located more frontally – frontal beta rhythms. These rhythms are manifested in a 
form of peaks on individual spectra. However, quite few healthy subjects reveal 
a distinct peak on spectra and, as a consequence, grand average spectra both in 
eyes open and eyes closed conditions do not exhibit clear maximums in the beta 
frequency band. The amplitude of beta rhythms when measured in reference to 
linked ears is less than 20      μV     1   .

              Beta Rhythms   
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 C H A P T E R  3 

    1  The asymmetry of beta rhythms usually does not exceed 35–40 per cent. Empirically, any asym-
metry more than 50 per cent may be considered as abnormal and needs additional attention.    



60    Quantitative EEG, Event-Related Potentials and Neurotherapy

  A.    Rolandic Beta Rhythms 

The Rolandic beta rhythms are observed as spontaneous activity during eyes open 
and eyes closed conditions in healthy subjects over the sensorimotor area (C3, Cz, 
C4). Although Rolandic beta rhythms quite often have a frequency of about 20     Hz 
(i.e., two fold frequency of mu-rhythm) they should not be considered as a sub-
harmonic of this lower frequency oscillations. Indeed, as magneto-encephalogram 
(MEG) studies show, mu and beta rhythms have different sources in the primary 
somatosensory and the motor cortex, respectively (see Hari and Salmelin, 1997 for 
a review). In EEG beta Rolandic rhythms can be found in absence of Rolandic 
mu-rhythms as well together with Rolandic mu-rhythms but in different 
locations. The latter case is illustrated in  Fig. 3.1   . The frequency of Rolandic beta 
rhythm (the maximum of peak at spectra) may vary from subject to subject in a 
broad range from 14 to 30     Hz. It also depends on age. 

  B.    Desynchronization/Synchronization Pattern 
to Motor Actions 

The Rolandic beta rhythm is modulated during various motor and cognitive 
tasks. An example of dynamics of Rolandic beta rhythm during GO/NOGO task 
in a group of 15–16 years old adolescents is presented in  Fig. 3.2   . As one can see 
in Fig. 3.2 , the Rolandic beta rhythm recorded at C3 is clearly suppressed dur-
ing fi nger pressing after the second stimulus presentation in GO trials as well as 
during preparation periods when subjects were preparing to make a movement 
both in GO and NOGO trials, but not in Ignore trials when no preparation to 
make a movement was involved. Note also that the suppression of Rolandic beta 
rhythm (named desynchronization) is accompanied by a suppression of EEG 
power in alpha frequency range – mu-rhythm desynchronization. Note also that 
suppression of Rolandic beta rhythm associated with fi nger pressing is followed 
by rebound beta synchronization. This synchronization takes place during con-
tinuation of mu-rhythm desynchronization indicating that Rolandic beta and 
mu-rhythms exhibit different dynamics      2   .

Because movement is associated with overall activation of neurons in the 
sensory-motor strip, we can speculate that the Rolandic beta appears when the 
corresponding neuronal system in the sensory-motor strip is relaxing after a strong 

    2  It should be stressed that in the studies presented above stimuli presentations serve as synchroniza-
tion events. However, because Rolandic beta rhythms are associated with movements, it is reasonable 
to use as synchronization events for computing ERDs movements themselves but not stimuli trigger-
ing movements. In experiments carried out in Graz by a group headed by Gert Pfurtscheller subjects 
with multiple electrodes located over the sensory-motor strip were asked to press a button voluntarily 
in a convenient pace. The studies showed that movement itself is accompanied by suppression of beta 
Rolandic beta activity. The suppression is followed by a strong rebound effect – beta synchronization.    



FIGURE 3.1    Midline central beta rhythm. (a) A fragment of 19-channel EEG in eyes open condition in a healthy subject of 48 years old.      (b) Spectra in alpha 
and beta bands with the corresponding maps. Note that together with mu-rhythms recorded at C3, C4, EEG reveals a strong spindling beta rhythm recorded at Cz. 
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FIGURE 3.2    Suppression of Rolandic beta rhythms by motor actions. Grand average data for a group of 15–16 years old healthy children performing a two 
stimulus GO/NOGO task. (a) The power–time–frequency representations (wavelet transformation) of EEG responses in GO, NOGO, and Ignore conditions (in 
column from top to bottom) for C3 location. (b) Maps of responses in the frequency band of 18–24     Hz and time intervals shown by arrows.      
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activation phase. In other words, the Rolandic beta increase is a rebound phe-
nomenon that can be considered as postactivation trace (for a recent review see 
Neuper et al., 2006). 

  C.    Frontal Beta Rhythms 

A second type of beta rhythms is associated with frontal beta rhythms. The frontal 
beta rhythms are usually expressed in spectrograms of frontal leads as wide picks 
with small amplitude. This appearance on spectrograms refl ects low amplitude of 
these rhythmicities and their irregular pattern. Beta waves in the linked ears ref-
erence montage seldom – approximately at 2 per cent of normal population – 
exceed 20    μV. This is in contrast to alpha rhythms of central and posterior regions 
which usually have more regular patterns and expressed in narrow picks on spec-
trograms. An example of such activity is presented in  Fig. 3.3   . In F3, Fz, and F4 
locations EEG spectra reveal distinct maximums at around 19    Hz. 

  D.    Desynchronization/Synchronization Pattern to 
Cognitive Tasks 

In contrast to Rolandic beta rhythms (that appear in motor-related tasks) frontal 
beta rhythms emerge in cognitive tasks related to stimulus assessment and decision 
making. In some subjects the frontal beta synchronization may be preceded by the 
beta desynchronization. But in all cases it needs several hundreds of milliseconds 
poststimulus for the frontal beta to develop. Frontal beta rhythm may be present in a 
subject together with the Rolandic beta rhythm. This is illustrated in  Fig. 3.4   . As one 
can see, the fi rst stimulus presentation in GO and NOGO trials elicits a sequence 
of initial beta desynchronization and rebound beta synchronization in frontal areas 
(F3, F4). In contrast, beta in the sensory-motor strip (C3) desynchronizes during 
preparation for a movement with the beta rebound right after movement. 

We have selected for the above example of rebound frontal beta synchronization 
a healthy adult subject with a prominent frontal beta rhythm. It is not a typical case. 
However similar data can be obtained for groups of healthy subjects. An example 
is given in  Fig. 3.5    where grand average time–frequency representations of EEG 
responses in GO/NOGO task for a group of 15–16 years old adolescents are shown. 
Note that beta synchronization in response to the fi rst stimuli in GO and NOGO 
pairs starts with considerable delay and reaches its maximum at around 800    ms. No 
frontal beta synchronization is observed in Ignored trials, that is, trials in which the 
presentation of the fi rst stimulus indicated that the whole trial must be ignored. 

Frontal beta synchronization induced by task can be also measured as a dif-
ference between overall EEG power in the beta frequency band in the task con-
dition     3    and the corresponding parameter in eyes open condition. The difference 

    3  Spectra are computed for the whole epoch of EEG recorded during the task.    



FIGURE 3.3    Frontal beta rhythm. (a) A fragment of 19-channel EEG in eyes open condition in a healthy subject of 53 years old. (b) Spectra in alpha and beta 
bands with the corresponding maps. Note that together with occipital alpha rhythm recorded at O1, O2, EEG reveals a strong spindling beta rhythm recorded at 
frontal areas with maximums at F3, F4. Note also that power of the beta rhythm is 3 times smaller than the power of the alpha rhythm.      
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FIGURE 3.4    Rebound synchronization of frontal beta rhythm (single case). Data taken from a 
healthy 45 years old subject performing a two stimulus GO/NOGO task. (a) Power–time–frequency 
representations (wavelet transformations) of responses in GO and NOGO trials for F3 electrodes as 
well as responses in GO trials for C3 electrode. (b) Dynamics of relative EEG power in 18–24    Hz band 
and maps taken at the moments marked by arrows. Note that stimulus presentation (requiring decision 
making and not triggering movement) induced a small suppression of the frontal beta activity followed 
by rebound beta synchronization at 500     ms latency.      
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spectra in the beta frequency band might be a reliable measure of frontal lobe 
activation during task conditions. This is illustrated in  Fig. 3.6    where EEG spec-
tra for two different tasks (mathematical and GO/NOGO) are superimposed on 
spectra computed in eyes open condition. The map of the difference in the beta 
frequency band shows that the task-induced beta is distributed frontally. Moreover, 
the amount of frontal beta increase depends on the diffi culty of the task      4   .  

    4  For comparison changes in beta activity associated with two psychological tests are depicted in 
Fig. 3.6 . The fi rst test is a quite diffi cult mathematical task that requires intense involving of working 
memory. The second test is an easier GO/NOGO task. In this test subjects are required to react only 
in 25 per cent of trials while performing a simple discriminating task. Diffi culty of tasks is expressed in 
the number of errors which are much larger for the math task than for GO/NOGO task. One can see 
that the diffi cult task leads to increase of EEG activity in the frequency range from 14 to 20    Hz that is 
twice as much as the increase in beta activity generated by the simple task.    
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FIGURE 3.5   Rebound synchronization of frontal beta activity (group average). Averaged data 
from a group of 15–16 years old healthy subjects. Figure legends are the same as in  Fig. 3.4 .

FIGURE 3.6    Task-related beta synchronization revealed by power spectra. Averaged data from a 
group of 13–14 years old healthy subjects. (a) Superimposed EEG power spectra computed in the 
mathematical (diffi cult) and two stimulus GO/NOGO (easy) tasks in comparison to the eyes open 
condition. (b) Difference spectra with vertical bars ( p       �     0.05) indicating the confi dence level of 
difference.        
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  II.    NEURONAL MECHANISMS 

  A.    Association with Cortical Activation 

There is a close relationship between EEG power in beta band and metabolic 
activity in the corresponding cortical area of the human brain. It has been shown 
both for spontaneous EEG and evoked responses. 

One of the most cited attempts in this respect was done by a group of scien-
tists from UCLA (Cook et al., 1998). They performed simultaneous recording of 
multi-channel EEG and positron emission tomography (PET) scanning (by using 
radioactive water) in normal adult subjects, both at rest and during a simple motor 
task     5   . On the basis of their studies the authors concluded that (1) topographic 
EEG mapping can accurately refl ect local brain function in a way that is com-
parable to other methods, and (2) the choice of EEG measure and montage have 
a signifi cant infl uence on the degree with which EEG refl ects the local meta-
bolic activity. In relation to beta activity, the results show that EEG power in the 
beta frequency range of local average reference montage positively correlated with 
metabolic activity in a corresponding local cortical area (see  Fig. 3.7   )      6   .

A strong relationship between EEG power and metabolic activity of the 
human brain suggests that absolute values of changes in all EEG bands may serve 
as an index of metabolic activation of the cortex in specifi c tasks. A comparison 

    5  EEG data were processed using three different montages while two EEG power measures (abso-
lute and relative power) were examined. The results of the studies showed that relative EEG power had 
much stronger associations with perfusion than the absolute power. In addition, calculating power for 
bipolar electrode pairs and averaging power over electrode pairs sharing a common electrode yielded 
stronger associations with perfusion than data from referential or single source montages.    

    6  It should be noted that EEG power in other frequency bands is also correlated with metabolic 
activity but in different ways: alpha activity, for example, is negatively correlated with perfusion.    
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FIGURE 3.6    (c) Maps of the difference for 14–16 frequency band.        
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between functional magnetic resonance imaging (fMRI) and evoked electromag-
netic activity was made in a study of Singh et al. in 2002. They recorded MEG 
and fMRI data during a covert letter fl uency task. The changes in MEG power 
were normalized and averaged across subjects. The results show that frequency-
specifi c, task-related changes in cortical synchronization, detected in MEG, match 
those areas of the brain showing an evoked cortical hemodynamic response with 
fMRI. The majority of these changes were event-related desynchronizations 
(ERDs) in beta and alpha frequency ranges. 

  B.    Sensitivity to GABA Agonists 

The most striking feature of beta rhythms is their sensitivity to GABA agonists. 
Indeed, power of beta rhythmicity is enhanced after administration of barbiturates, 
some non-barbiturative sedatives, and minor tranquilizers      7      . Figure 3.8    schemati-
cally explains the action of the above mentioned drugs. It shows a Cl      �      ligand-
gated channel. When the channel is open it allows an infl ux of Cl      �      ions inside the 
neuron. This infl ux hyperpolarizes the membrane and decreases the probability of 
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FIGURE 3.7    EEG-metabolism relationships. Relationship between local PET perfusion values 
and relative EEG power for relative source derivation montage. Statistical signifi cance is indicated by 
horizontal dashed line representing the magnitude at which a correlation coeffi cient attains signifi -
cance p       �      0.001. Adapted from Cook et al. (1998).    

    7  Note that in contrast to increase of the power of the beta rhythm, the average frequency of the 
Rolandic beta rhythm decreases after administration of benzodiazepines (see Jensen et al., 2005).    
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neuronal discharge. The channel is a complex molecule that has several binding 
sites: the GABA binding site, the sedative, and anti-anxiety sites. The GABA site 
has affi nity to GABA itself. The sedative site has affi nity to alcohol or barbiturates 
such as phenobarbital. The anti-anxiety site binds benzodiazepines such as Valium, 
Librium, Halcion      8   . Inhibitory synapses differ in their position on the membrane 
from excitatory ones. Excitatory synapses usually occupy dendritic trees while 
inhibitory synapses are located on cell bodies. 

The idea that oscillations may be generated as collective behavior of neuronal 
networks because of recurrent interaction between neurons appeared a long time 
ago. Many attempts were made to simulate such networks. Those attempts are in the 
frames of a separate, theoretical branch of neuroscience named neuronal networks. 

  C.    Inhibition in Cortical Circuits 

The research in neuronal networks simulation has shown that inhibitory neurons 
may play a critical role in generating oscillations. Networks generating oscillations 
consist of two types of reciprocally connected networks: inhibitory and excitatory. 
Imagine now that inhibition is blocked in such a net. Because of recurrent excita-
tion the heavily interconnected network produces an avalanche behavior with a 
positive feedback. In such feedback the more neurons are active, the more they acti-
vate other neurons through feedforward connections, and the more they get exci-
tation via feedback connections. The positive feedback may lead to over-activation 
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Cl�
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FIGURE 3.8    Scheme of GABA A receptor. Shown a ligand-gated Cl – channel that has three differ-
ent sites (sedative site, anti-anxiety site, GABA receptor) with affi nity to different substances depicted 
as different shapes.    

    8  Because of their different actions on GABA receptors, sedative and anti-anxiety drugs should 
never be taken together. The combined doses of two types of drugs can produce coma or death.    
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of the net. In reality, this over-activation is limited by inhibition. Inhibitory neu-
rons impose breaking regulation on these avalanches: they periodically terminate 
over-activation of the network. The frequencies of these periodical terminations 
depend very much on duration of inhibitory postsynaptic potentials. The sequence 
of events in such neuronal network is schematically presented in  Fig. 3.9   . The net-
work contains excitatory and inhibitory cells with interconnections between them 
and inputs from external sources. The external inputs serve as driving sources. 

The above scheme of collective neuronal oscillations is a simplifi ed and a hypo-
thetical one      9   . Intuitively, such oscillations occur (1) if external inputs are quite strong 
to start an avalanche behavior, (2) if excitatory connections are strong enough to keep 
the excitation, (3) if the inhibitory connections are strong to stop the avalanche     10   .  

  III.    GAMMA ACTIVITY 

Gamma rhythms ( �30   Hz) have low energy and are diffi cult to record. Indeed 
50 (60)    Hz artifacts of electrical mains need special, so-called notch fi lters to 
eliminate those artifacts. The notch fi lters need to be very sharp to allow analysis 
in frequencies outside 50 (60)    Hz. When special measures are taken to avoid the 

Excitatory neuron

Inhibitory neuron

FIGURE 3.9    Neuronal model of beta oscillations. A simplifi ed model of oscillations in a network 
with excitatory and inhibitory neurons. Note that activities in inhibitory and excitatory neurons are 
roughly reciprocal.    

    9  However, it refl ects quite well internal connections of the canonical cortical circuit which is con-
sidered as good approximation of the real cortical networks.    

    10  A new support for GABA receptor involvement in beta activity generation has recently come 
from combined electroencephalographic/molecular genetics studies. The strongest linkage with EEG 
power for the beta frequencies was observed on the short arm of chromosome 4. This region contains 
a cluster of GABA A  receptor genes (Porjesz et al., 2005).    
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50 (60)    Hz artifacts and to record EEG in the frequency range higher than 30     Hz, 
gamma oscillations can be analyzed. 

  A.    Temporal Binding 

In animal experiments the synchrony between neuronal elements at 40    Hz has 
been proposed as a special mechanism of neural cooperation, called temporal 
binding. This temporal coordination in spiking of spatially distributed neurons 
coded different features of the same image is needed to glue together represen-
tations of these different features of the image into a single percept. Much of 
the work in this fi eld was done in Max-Planck-Institute for Brain Research in 
Frankfurt, Germany in a group headed by Wolf Singer. Recently, it was speculated 
that neuronal synchrony may be also critical for conscious processing (see, e.g., 
Engel and Singer, 2001). 

In humans, scalp EEG recordings consistently reveal the existence of synchro-
nized oscillatory activity in the gamma range when subjects experience a coherent 
visual percept. This was demonstrated by Tallon-Baudry and Bertrand in 1999. In 
this study the authors presented quasi-random dotted pictures to subjects. Naïve 
subjects perceived such stimuli as meaningless blobs. However, when the subjects 
were trained to detect the Dalmatian dog that was hidden in the pictures those 
now meaningful dotted pictures induced gamma activity at 280    ms after stimulus 
onset at occipital EEG recordings. A plausible interpretation of these fi ndings is 
that objects giving rise to a coherent percept recruit visual areas that are synchro-
nized in the gamma range. 

Intracranial recording made by the same authors (Tallon-Baudry et al., 2005) 
showed that gamma induced synchronization can be found in the lateral occipi-
tal cortex and the fusiform gyrus. These areas consistently displayed large gamma 
oscillations during visual stimulus encoding, while other extrastriate areas remained 
systematically silent      11   .

In our intracortical recordings of local fi eld potentials in epileptic patients 
strong gamma synchronization was observed in Brobmann area 41 – the primary 
auditory cortex – in response to novel stimuli in the auditory odd-ball paradigm. 
This is illustrated by averaged wavelet transformations of responses in local fi eld 
potentials in Fig. 3.10   . As one can see only novel stimuli irrespectively whether 
condition of the task was passive (the patient just was watching a TV while the 
auditory stimuli were presented) or active (the patient had to press the bottom 
in response to deviant stimuli and to ignore both deviant and novel stimuli) elicit 
a strong (about 100 per cent) increase of the intracranial EEG power within the 

    11  Simultaneously with wavelet analysis of induced EEG the authors also computed ERPs described 
in detail in Part III of the book. They showed that induced gamma activities and ERPs are different enti-
ties, because they could be present or absent in different intracranial areas independently of each other.    
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frequency range from 40 to 55    Hz and the latency of 120–250    ms. The func-
tional signifi cance of this response is not clear. Robert Knight who found similar 
responses in his intracranial studies associates this type of gamma synchronization 
with coding salient features of the auditory stimuli.   

  IV.    FUNCTIONAL MEANING 

Beta synchronization in tasks related to the visual modality can be observed not 
only in somato-sensory and frontal areas, but also in occipital areas ( Fig. 3.11   ). In 
these areas beta synchronization occurs in response to Ignore or NOGO stimuli, 
that is, stimuli that were followed by subject's  “relaxation, ” but not to stimuli (such 
as GO stimuli) that needed further processing or reactions.  Figure 3.11  shows 
grand averages for wavelet transformations and ERD/ERS in beta frequency band 
for the left occipital area (O1 electrode). As one can see   , beta synchronization in 
the occipital area is preceded by strong desynchronization both in alpha and beta 
frequency bands. 
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FIGURE 3.10    Synchronization of gamma activity in intracranial recording. Local fi eld potentials 
were recorded in an epileptic patient to whom electrodes were implanted for diagnostic purposes into 
different areas of the left lateral (areas 41, 22) temporal cortex and the structures of the left medial 
temporal area (hippocampus, amygdala). The strongest synchronization of gamma activity was found in 
response to novel stimuli in the primary auditory cortex. Note that both local fi eld potential ERPs and 
wavelet decomposition do not differ between the passive and active conditions indicating that informa-
tion processing in the primary auditory cortex is attention independent. Stimuli of 100    ms duration start 
on 0    ms.    
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  A.    Beta Rhythms as Postactivation Traces 

In Fig. 3.11  the most important fact, in regard to neuronal mechanisms, is the 
observation that beta synchronization was preceded by enhanced negative fl uc-
tuations in event-related potentials (ERPs) recorded simultaneously from the 
same electrode      12   . As will be shown in Part II of this book positive components of 
evoked potentials (at least in occipital areas in response to visual stimuli and for this 
particular age) are associated with excitatory postsynaptic potentials, while nega-
tive evoked potentials are, at least in part, associated with inhibitory postsynaptic 
potentials     13   . Taking this into account, we can conclude that beta synchronization 

FIGURE 3.11    Beta synchronization in occipital areas. Grand average data taken from a group of 
healthy subjects of 14–15 years old. (a) Grand averaged power–time–frequency representations (wavelet 
transformations) of EEG responses at O1 electrode for NOGO and Ignore conditions. (b) ERD/ERS 
in beta band (16–21    Hz) in NOGO and Ignore conditions superimposed on each other. (c) ERPs 
computed for the same electrode and the same task conditions.        
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    12  The differences in negative components in response to the second stimuli between NOGO and 
Ignore conditions became evident 200    ms before any observed differences in beta synchronization. 
This observation indicates that beta synchronization follows changes in ERPs with signifi cant delay.    

    13  Note that this statement is a strong simplifi cation and appears to be valid only for this partic-
ular case.    
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is postactivation trace that follows a strong activation of occipital cortex. This post-
activation trace is started by turning on inhibitory connections in the cortical net-
work ( Fig. 3.12   ). 

This conclusion is in line with observations in regard to Rolandic and frontal 
beta synchronizations. Recall, that we associated beta event-related synchronization 
(ERS) with postactivation (rebound) effects in somato-sensory cortex and in fron-
tal cortex. We speculate here that different types of beta synchronization (in a band 
from 14 to 30    Hz) observed in the tasks in response to stimuli and movements may 
be considered as a single phenomenon – postactivation trace. 

FIGURE 3.12    Beta synchronization as postactivation trace. A schematic representation of synaptic 
events in a cortical circuit in response to a sensory input. (a) Time course of postsynaptic excitatory and 
inhibitory potentials in response to a stimulus. (b) The main event during the two consecutive stages of 
information processing. The fi rst stage is associated with activation of neurons via recurrent excitatory 
synaptic connections. During this stage beta rhythm is suppressed and information is processed actively. 
The second stage is associated with turning on inhibitory neurons and suppressing excitatory neurons. 
Increase of inhibition leads to strong synchronization of beta rhythm (middle). Functionally this post-
activation trace resets the neuronal network for further processing new information.      
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  B.    Reset of Information Processing 

The functional meaning of this trace is not clear. It could be a memory trace 
that the neuronal system keeps after its activation. However, under such assump-
tion, the trace must be stronger for relevant stimuli. But we observe quite oppo-
site, the trace is much stronger when stimulus is irrelevant and memory is needed 
no more. The most probable explanation of the observed phenomena is that beta 
synchronization, as a single entity, represents a reset operation. This operation is 
needed to erase the results of previous activation and corresponding computations 
and to prepare the system for new operations. 

Anyway, beta activity must be considered as a delayed index of cortical acti-
vation. It occurs as a reaction to strong activation of cortical neuronal networks, 
when inhibitory neurons get enough excitation from the input and nearby excit-
atory neurons. During this phase of signal processing the inhibitory neurons start 
fi ring to suppress this strong activation. This inhibition occurs in cycles and each 
cycle is a wave of beta activity recorded at the scalp. In the normal brain, beta 
activity seems to act as a reset operation that clears all sequences of strong acti-
vation in neuronal networks and that enables the networks to process informa-
tion again and again. In abnormal brain, when it occurs almost constantly and is 
refl ected in too high level of beta activity it may be considered as an index of 
hyperactivation, irritation of the corresponding cortical area. Beta synchronization 
can be also enhanced if the inhibitory connections become potentiated such as 
after consumption of sedative and anti-anxiety drugs.   

  V.    ABNORMAL BETA RHYTHMS 

  A.    Need for Normative Databases 

As we mentioned above beta rhythms are related to some specifi c states of the cor-
tex. These states are characterized by a high level of external excitatory input and 
relatively strong intracortical inhibition. These states occur during a postactivation 
stage of information processing in response to a short stimulus presentation when 
inhibitory neurons switched on to suppress the neurons activated during the fi rst 
stage of sensory processing. To defi ne whether beta rhythm in a particular person 
is too large or too small one must rely on comparison with a normative database. 

When the excess or lack of beta activity is found one have to interpret it with 
caution. First, the scalp distribution of beta excess is important. Uncommon loca-
tions, such as parietal or temporal must be paid more attention than sensory-
motor or frontal locations. Second, asymmetry of beta activity itself (higher than 
50 per cent) must be considered as additional indication of abnormality. Third, 
reactivity of the observed excessive beta rhythm is an important index of its func-
tioning. If the excessive beta activity does not synchronize in response to task 



76    Quantitative EEG, Event-Related Potentials and Neurotherapy

conditions in the way observed in the normative group, then this observation 
serves as additional indicator of abnormality. Fourth, patient's complains must be 
taken into account when a neurotherapy protocol or medication are to be recom-
mended or prescribed. 

  B.    Cortical Irritability 

Increase of beta activity and a corresponding over-activation may be seen in areas 
associated with epileptic focus, for example, during pre-epileptic auras. Another 
example can be given by cortical hyperactivity associated with hallucinations. 
Auditory hallucinations are ones of the positive symptoms associated with schizo-
phrenia. PET studies show that hallucinations are associated with hypermetabo-
lism in the auditory cortical areas. In line with association beta activity with local 
brain metabolism, MEG studies show increase of beta activity (12.5–30    Hz) in the 
left auditory cortex that accompanies hallucinations (Ropohl et al., 2003)   .

Sometimes increase of beta activity can be visualized as spindling beta rhythms. 
This pattern has been reported to be associated with  “cortical irritability, ” viral 
or toxic encephalopathies and epilepsy. This abnormal beta is seen in waxing and 
waning spindles over the effected cortex. Excess of beta activity has been found in 
less than 10 per cent of the ADHD population.   

  VI.    SUMMARY 

Beta band in EEG stands for the frequency above 13    Hz. Beta rhythm was fi rst 
described by Hans Berger and was associated with focused attention. There are sev-
eral types of rhythms in the beta band. To refl ect this heterogeneity, the beta band is 
conventionally divided into the following sub-bands: low beta – from 13 to 20    Hz, 
high beta – from 21 to 30    Hz, gamma activity – from 31Hz and higher. Sometimes, 
a special type  “40   Hz activity ” is separated in addition to the listed ones. This type of 
beta activity attracted a big interest of scientists in 1980s. The research was focused 
on a so-called binding problem in perception. Networks of inhibitory interneurons 
have shown both theoretically and experimentally to be crucially involved in gen-
erating beta rhythms. The involvement of inhibitory neurons is supported by the 
sensitivity of beta rhythms to GABAergic agonists – pharmaceuticals that mimic 
the action of GABA, the main inhibitory mediator in the central nervous system. 
GABA agonists such as barbiturates and benzodiazepines increase the power of high 
frequency bands. In the normal brain, beta activity was shown to be positively corre-
lated with metabolic activity in the cortical area underlying the recording electrode.                         



  I.    CHARACTERISTICS 

  A.    Spatial Distribution 

According to the international nomenclature, the  theta band is  “the frequency band 
from 4 to under 8     Hz, ” and the theta rhythm is the  “rhythm with a frequency of 4 
to under 8    Hz”   . In 1950, Arellano and Schwab observed a 4–7 cycle/s rhythm in 
the midline just anterior to the vertex which occurred during problem solving. 
Ishihara and Yoshii in Japan induced the electroencephalogram (EEG) theta activ-
ity by administering a mental task consisting of continuous arithmetic addition. 
This theta activity was a train of rhythmic waves at a frequency of 6–7    Hz with 
a maximum amplitude around the frontal midline. The authors named this theta 
rhythm as the frontal midline theta. 

An example of frontal midline theta activity recorded in one of the healthy 
subjects from our normative database is presented in  Fig. 4.1   . A 19 years old 
student participated in the task in which she has to make a simple arithmetic 
operation – to add two digits presented on the screen for 100    ms – and then to 
compare the result with a number presented 1    s later. As one can see, an effort asso-
ciated with a mathematical operation evokes bursts of 2–3 cycles in the theta band. 

                 Frontal Midline 
Theta Rhythm   

77

 C H A P T E R  4 
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FIGURE 4.1    Frontal midline theta rhythm in a healthy 19 year-old subject. (a) Raw EEG 
recorded in three different trials at Fz during the math task. Visual stimuli were presented in pairs. The 
fi rst stimulus (St1) in the pair was a brief presentation of two digits connected by a math operation 
(i.e., 2      �     2). The second stimulus whether corresponded to the result of the mathematical operation 
(i.e., digit 4) or did not (i.e., digit 5). The subject had to press button in response to the right stimulus. 
Note emergence of the not stimulus-locked bursts of the theta rhythm. (b) The s-LORETA images of 
the potential generators of those theta bursts are presented. (c) The averaged wavelet decomposition of 
EEG responses in the task.  X-axis – time,  Y-axis – frequency, color (see color scale) codes the averaged 
relative changes of EEG (event-related synchronization – ERS) in the theta frequency range. (d) The 
map of the ERS measured at  t       �      700    ms.          
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These bursts were not synchronized (time locked) with stimulus presentations 
and, consequently, could be revealed only by ERD/ERS method (see methods). 
The bursts of theta were observed not in every trial but randomly every 3 or 5 
trials with a time period between separate bursts around 20    s. s-LORETA images 
indicate that those bursts are generated in the medial part of the prefrontal cortex 
(including anterior gyrus cingulate). 

Frontal midline theta rhythm belongs to a separate category of brain rhythms 
and, consequently, is independent on alpha rhythms. This statement is illustrated 
in Fig. 4.2   . Independent component analysis (ICA) was applied to raw EEG of a 
healthy subject performing the mathematical task. As one can see at the bottom 
the map of EEG spectra taken at 6.8    Hz (the mean frequency of theta rhythm 
recorded in the subject) overlaps with the maps of alpha rhythms (occipital and 
parieto-central) recorded in the subject. However application of the ICA method 
to the raw EEG clearly separate fi ve different components with the fi rst one 
belonging to the frontal midline theta rhythm. 

In a study of Hiroshi Asada and colleagues (Asada et al., 1999), to clarify the 
source of rhythmic activity, magneto-encephalogram (MEG) and EEG were 
simultaneously measured in healthy volunteers during different mental tasks using 
whole head MEG system. MEG records were averaged every one cycle of fron-
tal midline theta rhythms using individual positive peaks of frontal midline theta 
waves in Fz EEG as a trigger. Averaged theta components of MEG signals were 
analyzed with a multi-dipole model. Two sources were estimated to the regions 
both of the prefrontal medial superfi cial cortex and anterior cingulate cortex 
(ACC). These regions were alternatively activated in about 40–120 grades phase 
shift during one frontal midline theta cycle      1      .

  B.    Personality Traits of People Generating the Rhythm 

During the resting state with eyes open or eyes closed, the frontal midline theta 
as a prominent peak at EEG spectra is found only in minority of normal subjects. 
The rest of normal population does not reveal any signs of this rhythmicity. One 
explanation could be that because of deeply located generators the frontal mid-
line theta becomes visible on the scalp only in rare cases. Indeed, for any cortical 

    1  In a study of another Japanese group (Sasaki et al., 1996) medial location of FMT generator was 
questioned. This group demonstrated that current dipoles responsible for frontal theta 5-7    Hz burst 
activities scatter successively in wide cortical areas of the frontal lobes of both the cerebral hemispheres 
during mental calculation and mental tasks related to music. They gave an interpretation for this con-
tradiction as follows: the theta activities generated in wide areas of both frontal cortices appeared to 
be seemingly maximal on the midline with EEG, because extracellular electrical currents generated in 
pyramidal neurons of wide frontal areas on both sides are summed, and fl ow densely along the midline 
through the volume conductor with several layers of different electrical impedances surrounding the 
hemispheres, mainly due to a shunting effect caused by the low impedance of the cerebrospinal fl uid.    
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FIGURE 4.2    The frontal midline theta as a separate EEG rhythmic component. EEG was 
recorded in a healthy 20 year old subject performing the math task of the normative database. (f) Maps 
of EEG spectra computed at three different frequencies. The results of the ICA decomposition of raw 
EEG are presented in columns. For each component: left – topography, bottom – spectrum, right – 
color coded components for sequential 4    s epochs of analysis with the fi rst time intervals of the task is 
shown at the bottom.                
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rhythm to be recordable from the scalp the following requirements must be ful-
fi lled. First, the sources have to be near the surface, but not too deep in the brain. 
Second, the sources must be synchronized over relatively large spatial scales. Third, 
the sources must be strong enough to be recorded on the skin of the head      2   .

The incidence of frontal midline theta emitting subjects reported by the 
Japanese research groups is 43 per cent in young adults (18–28 years of age), and 
11 per cent in older subjects. In their studies (for review see Inanaga, 1998) the 
normal subjects were divided into three groups according to the amount of the 
frontal midline theta generated in an arithmetic task at Fz: low, moderate, and 
high frontal midline theta groups      3   . The high frontal midline theta group showed 
the lowest anxiety score, the highest score in the extraversion scale, and the low-
est score in the neurotic scale. The low frontal midline theta group, on the other 
hand, showed an opposite association; they showed the highest anxiety score, the 
lowest extraversion score, and the highest neurotic score. No differences were 
observed in these three groups in respect of the quality of the task. From these 
results, it is suggested that the appearance of the frontal midline theta showed a 
close relationship to personality trait and/or anxiety level of the subject.   

  II.    NEURONAL MECHANISMS 

  A.    Association with Cortical Activation 

In contrast to alpha rhythms frontal midline theta was associated with activation 
and increase of metabolic activity in the medial frontal area and anterior cingu-
late cortex. In patients with intracranial recording for epilepsy assessment, electrical 
stimulation of the anterior cingulate cortex has been found to induce a 3–8    Hz
rhythm in fronto-medial recordings as well as autonomic changes (Talairach et al., 
1973). A research group from Harvard University and University of Wisconsin, 
USA (Pizzagalli et al., 2003) was the fi rst that studied the link between frontal theta 
midline activity and metabolism in the human brain. Concurrent measurements 
of brain electrical activity (EEG) and glucose metabolism (PET) were performed 
in healthy subjects at baseline. EEG data were analyzed with a source localization 
technique that enabled voxel wise correlations of EEG and PET data. For theta, 
but not other bands, the rostral ACC (Brodmann areas 24/32) was the largest clus-
ter with positive correlations between current density and glucose metabolism. 

    2  The other possibility could be that frontal midline theta depends on genetic factors and is revealed 
only in a specifi c group of normal population.    

    3  In order to evaluate the personality traits and the anxiety level of the subject, Maudsley Personality 
Inventory and Taylor’s Manifest Anxiety Scale were adopted and completed by the subjects after the 
EEG measurements.    
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  B.    Association with Hippocampal Theta Rhythms 

Frontal midline theta rhythm in human EEG is often associated with hippocampal 
theta in mammals. The reason for this association is straightforward: the most striking 
feature of the hippocampus in mammals is the ability to generate theta rhythm. This 
rhythmicity can be globally recorded by macro electrodes in all parts of the hippo-
campus and in majority of interconnected anatomical structures. This type of global, 
extracellular recorded phenomenon refl ects cooperative behavior of large number 
of hippocampal pyramidal cells. The hippocampal pyramidal cells, all having similar 
orientations, fi re in synchrony and periodically to produce theta oscillations. The fre-
quency of these oscillations varies in a quite broad range from 4 to 10    Hz depending 
of species and functional state. These types of oscillations are usually combined under 
single name hippocampal theta rhythms or, in a broader sense, limbic theta rhythms. 

  C.    Limbic System of Hippocampal Theta Rhythms 

  Brain structures in which theta rhythms can be observed are depicted in  Fig. 4.3   .
These structures actually represent a loop      4   . The information fl ow in this loop 
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FIGURE 4.3    Anatomical structures where theta rhythms are observed. Hippocampus (Hip) 
receives multi-modal sensory inputs mixed with inputs from the gyrus cingulus, processes them and 
sends the results to mamillary bodies (MB) of hypothalamus through the pathway named Fornix, 
where they are integrated with other inputs to be sent to anterior nucleus (A) of the thalamus. The 
anterior nucleus serves as a relay nucleus to the gyrus cingulus (GC).    

    4  This loop is also called Papez circle. In 1937 an American neuroanatomist John Papez described a 
brain circuit (or loop) beginning and ending in the hippocampal formation. He proposed that this cir-
cuit plays a critical role in emotional experience. Unlike its persistence as anatomical entity the func-
tion of the Papez circle has been less resilient. The early notion that Papez’s circuit is associated with 
emotions has been abandoned and replaced by the proposal that it is primarily involved in mnemonic 
functions. This proposal was made on the results of studies showing that lesions of each of the major 
components of the circuit disrupt episodic memory but not affective functions.    
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could be simplifi ed as follows: (1) the hippocampus receives polysensory signal 
through the rhinal cortex of the medial temporal lobe from various temporal and 
parietal sensory areas and a signal from the anterior part of the gyrus cingulus, 
(2) the hippocampus integrates this information and sends the results of process-
ing to the mamillary bodies (MB) of the hypothalamus by means a bundle of 
axons called the fornix, (3) the MB send the information further to the anterior 
nucleus of the thalamus by means of so-called mamillo-thalamic bundle, (4) the 
anterior nucleus of the thalamus relays the information to the anterior gyrus cin-
gulus, which through its connection to the hippocampus closes the loop. 

  D.    Classic Model of Hippocampal Theta Rhythms 
Generation

As clinical evidence indicate, hippocampus is critical for consolidation of episodic 
memory. Despite intensive experimental research the link between memory-
related phenomena at the cellular–molecular level, on one hand, and computa-
tions at the network level, on the other hand, remains unknown. One of the key 
issues of the current research is to understand how theta rhythm is generated 
by collective behavior of single neurons and what role this rhythmicity plays in 
memory formation. With this goal, hippocampal theta rhythms have been exten-
sively studied in animal models, especially in rats. These studies revealed a classic 
model of theta generation in the hippocampus (see Fig. 4.4   ). 

According to this model the theta rhythm originates in the brainstem as a 
non-rhythmic neuronal activation (indicated by arrow in  Fig. 4.4 ). The neuro-
nal elements of the brain stem include noradrenergic cells in the locus coeruleus, 
serotoninergic cells in the raphe nuclei, dopaminergic cells in the ventral tegmen-
tal area, and the substantia nigra pas compacta. Activation of these cells directly 
by sensory collaterals or indirectly through feedback projections from the cortex 
leads to activation of cells in septal nuclei – nuclei in the basal forebrain. The acti-
vation of septal neurons starts the burst of theta rhythm. 

A critical role in theta rhythm generation is played by reciprocal connections 
of neurons in the septal region      5    with neurons in the hippocampus. In the resting 
state, a background activity of inhibitory neurons in the hippocampus suppresses 
the hippocampal pyramidal cells so that no sensory information is encoded into a 
memory trace. If a behaviorally meaningful stimulus (e.g., emotionally competent 
event) is presented, this stimulus through ascending activating system of the brain 
stem activates the septal excitatory and inhibitory neurons. The septal inhibitory 
neurons inhibit the inhibitory cells in the hippocampus. This inhibition of inhibi-
tory cells (also named disinhibition) removes the background inhibition from the 

    5  The area includes the medial septum and diagonal band of Broca.    
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pyramidal cells and eventually gates the pyramidal cells. This sequence of neuronal 
events starts a theta cycle. 

Further on, the activation of pyramidal cells in the hippocampus inhibits the 
inhibitory cells in the septal nuclei, which in turn removes inhibition from hippo-
campal inhibitory neurons, and they in turn inhibit the pyramidal cells. This ends 
the cycle. In this scheme, the septal region is considered as the nodal point where 
ascending non-rhythmical inputs from the reticular system of the brain stem are 
converted into rhythmical signals of the septal neurons that are further transmitted 
to hippocampus. Hippocampal theta depends strongly on the strength of the input 
from the septal region: when a certain critical level of activation of septal neurons 
is reached, the hippocampal theta rhythm materializes      6   .

  E.    Involvement in Memory Operations 

Several lines of evidence support the concept that the theta rhythm plays an 
important role in specifi c memory operations. First, long-term potentiation (LTP) 

    6  There seem to be not one but at least two types of theta rhythmicity in the animal hippocampus. 
Type 1 theta, associated with voluntary movements, is resistant to atropine or to cholinergic depletion. 
Type 2 theta, sometimes present during immobility, is abolished by atropine and occurs spontaneously 
during urethane anesthesia (Kramis et al., 1975).    

FIGURE 4.4    (a) Neuronal network for generating hippocampal theta rhythm. The network seems to 
be designed by nature to transform strong transient activation of the inputs from brain stem and multi-
modal cortical areas into a burst of theta rhythm. The network consists of excitatory and inhibitory neu-
rons located in the septal region and hippocampus. The septal neurons through inhibition of inhibitory 
hippocampal neurons gate the sensory information fl ow through the hippocampus. Reciprocal inhibi-
tory connections between the septum and the hippocampus generate a burst of theta rhythm. Excitatory 
neurons and excitatory connections are marked by black, while inhibitory connections – by gray. 
(b) Bursts of action potentials generated by different parts of the network.      
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as a mechanism of synaptic modifi cation      7       is sensitive to the phase of the theta 
rhythm, with potentiation favored at the peak of the cycle and depotentiation 
favored at its trough (Huerta and Lisman, 1993). Second, a number of studies have 
reported that induction of LTP is optimal when the time interval between stimuli 
is approximately 200    ms, that is, in theta range. Third, septal lesions not only block 
theta in the hippocampus but also produce severe impairments in memory func-
tion. These fi nding suggests that the theta rhythm acts as a windowing mechanism 
for synaptic plasticity      8   .

It should be stressed that the hippocampus is not the only area in the brain 
revealing theta rhythm. This rhythm was found in a large number of brain struc-
tures: parahippocampal cortex, anterior gyrus cingulus, MB of hypothalamus, 
medial dorsal nucleus of the thalamus ( Fig. 4.3 ). All these structures belong to 
the limbic system. Although these structures cannot generate theta activity alone 
they are interconnected with each other and provide a complex network with 
several functions and, consequently, with several possible roles for theta rhythms. 
Gyorgy Buzsáki, the    world expert in this fi eld, suggested using the term  “limbic
theta oscillations ” instead of hippocampal rhythm, refl ecting the complexity and 
distributed nature of theta oscillations. 

  F.    Theta Quantum 

In line with this functional view on the limbic system is the discovery of LTP 
and its relation to the hippocampal theta rhythm. Indeed, as we mentioned above, 
induction of LTP is optimal when the stimulus is repeated with periodicity in theta 
range. To induce LTP a rhythmic stimulation at theta frequency is not needed: just 
two high frequency bursts with 200    ms interval are suffi cient to induce long-term 
changes in synaptic strength. These data explicitly show that for memorizing the 
brain does not need sustained theta, only two incomplete cycles are suffi cient. That 
is why a theta cycle may be considered as information quantum. This quantum 
seems to serve for functional linkage of different limbic structures allowing encod-
ing of a certain episode of our daily life into a memory chunk. 

    7  LTP was discovered in the mammalian hippocampus by Terje Lømo in 1966 (for review see 
Lømo, 2003). In vitro and in vivo experiments condition a series of short, high-frequency elec-
tric stimuli to a synapse strengthen, or potentiate, the synapse for minutes to hours and days. LTP is 
considered as one of the major mechanisms of memory formation.    

    8  Theta appears to play a role in the neural coding of place (O’Keefe and Recce, 1993). As a rat tra-
verses a place fi eld, hippocampal  “place cells ” fi re at a progressively earlier phase of the ongoing theta 
oscillation. This information may signifi cantly improve accuracy in reconstructing the animal’s posi-
tion in space (beyond rate-coded information alone). Another view (Bland and Oddie, 2001) suggests 
that theta rhythm plays a role in sensory-motor integration. Consistent with this hypothesis, human 
theta oscillations occur during exploratory search and goal-seeking behaviors, as well as during virtual 
movement, when sensory information and motor planning are both in fl ux; compared with periods of 
self-initiated stillness.    
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  G.    Hippocampus as a Map of Episodes 

The most popular view of the hippocampal function is that hippocampus encodes 
in compressed form and temporally stores the neocortical representation of an 
episode (McNaughton, 1989). There are actually two parts of any episodic event: 
sensory-related part (including neuronal elements encoding different properties of 
visual images, acoustic signals, body sensations …) and action-related part (including 
neuronal elements encoding executed action, emotional state, motivation …). These 
two parts of the episode are encoded in different cortical areas of parietal-temporal 
lobes for the sensory-related part and in different cortical areas of the frontal lobe 
for the action-related part. The anterior gyrus cingulus serves as intermediate inte-
grating area in the prefrontal lobe. It integrates all information from various prefron-
tal areas and sends the results of processing to motor areas and to the hippocampus. 
Although the posterior and anterior parts are interconnected with each other they 
encode quite different representations of the episode. We suggest that the hippo-
campus is a place in the brain where all various and spatially distributed representa-
tions of the episode converge into a single activation pattern or segment      9    ( Fig. 4.5)   .

  H.    Theta Rhythm and Memory Consolidation 

Without hippocampus and related structures      10    the trace in these areas can be kept 
only in the working memory in a form of reverberation of neuronal impulses in 
recurrent neuronal networks. This working memory trace lasts few seconds and is 
very sensitive to interference – any new episode activates a distributed trace that 
overlaps with the trace of the previous episode destroys it. 

We hypothesize that the hippocampal trace lasts for longer time intervals. The 
duration of the hippocampal trace might be determined by strong LTP induced 
by high frequency bursts of spikes that follow each other with an optimal (at theta 
period) time intervals. This process is proposed to allow the hippocampal system 
to rapidly learn new information without disrupting old memory stored in the 
neocortex, while at the same time allowing gradual integration of the new infor-
mation into the older, structured information. 

The above model actually suggests that the hippocampus serves as a temporally 
storage mechanism for the episode. An important episode induces a burst of theta 
activity which refl ects synchronous activation of hippocampal cells associated with 
a compressed trace. If an episode is not important enough it does not evoke a 
theta burst and it will not be consolidated. 

    9  Anatomically the hippocampus ideally fi ts a mapping mechanism. The hippocampus consists of a 
large number of segments aligned in long linear strip. Activation of a limited number of segments would 
successfully map the cortical representations of episode into a spatial pattern of hippocampal activity.    

    10  Such as MB of the hypothalamus and anterior nucleus of the thalamus.    
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The hippocampal representation later becomes active either in explicit recall, 
or in implicit processes such as sleep. This gives rise to reinstatement of the corre-
sponding neocortical memory, resulting in incremental adjustment of neocortical 
connections, probably involving local, synaptic consolidation. So, the hippocam-
pus uses its representation of the episode to recreate repeatedly the neocortical 
representation until it becomes consolidated, integrated, and independent of the 
hippocampus     11   . This temporal representation of the episode in the hippocampus 

    11  Much evidence suggests that sleep plays a pivotal role in synaptic plasticity and memory. It has 
been shown that sleep is essential after visual training for the consolidation of some forms of proce-
dural memory, such as visual discrimination skills. However, the facilitating effect of sleep is not limi-
ted to procedural memory, as sleep deprivation produces marked impairments of episodic memory. 
It was proposed that the facilitating effect of sleep on memory consolidation depends on the syn-
chronized neuronal activity of slow wave sleep. For instance, an infl uential model of episodic memory
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FIGURE 4.5    Hippocampus as a mapping memory device. The sensory part of the episode is 
mapped in the sensory-related posterior regions of the cortex, while the action part of the episode is 
mapped in the prefrontal areas. These two representations are in turn mapped into the hippocampus. 
The reverberation-based traces in the prefrontal-posterior regions are stored only for a short time 
(traces depicted in interrupted line) while the LTP-based traces in the hippocampus (because of strong 
LTP in hippocampal cells) are stored for a longer time (traces depicted in gray) before they become 
consolidated and kept in the permanent memory (traces in black).    
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is relatively insensitive to interference because separate episodes are mapped into 
spatially separate parts of the hippocampus.   

  III.    RESPONSES TO TASKS 

  A.    Increasing with Memory Load 

Inspired by animal research, human theta has been studied extensively in memory 
tasks during the last two decades. In one of the fi rst studies performed by Alan 
Gevins from EEG systems Laboratory and SAM technology in San Francisco 
(Gevins et al., 1997), changes in cortical activity during working memory tasks 
were examined with EEGs sampled from 115 channels and spatially sharpened 
with magnetic resonance imaging (MRI)-based fi nite element deblurring tech-
nique. Subjects performed tasks requiring comparison of each stimulus to a pre-
ceding one on verbal or spatial attributes. A frontal midline theta rhythm increased 
in magnitude with increasing memory load. Theta signals increased, and overt per-
formance improved, after practice on the tasks. 

  B.    Two Types of Theta Responses 

The leading role in studies of theta rhythms in humans belongs to a group of 
Wolfgang Klimesch from Saltzburg, Austria (for review see Klimesch, 1999). The 
group gained the evidence that there seem to be several theta activities with dif-
ferent associations to memory and attention. The fi rst type of theta activity may 
be related to sustained attention or working memory. This type of attention-
related theta activity is expressed in long lasting, tonic oscillations in the theta 
frequency band. As far as phasic bursts of theta activity concerns there seem to 
be two types of transient theta responses: the parietal theta activity that is associ-
ated with encoding of episodic memory and the frontal activity that is associ-
ated with retrieval operation. This conclusion is supported by numerous studies of 
the Klimesch ’s group who found that the extent of theta synchronization during 
encoding predicts later memory performance and that event-related theta syn-
chronization during recognition for old words is larger than for new words. 

(Buzsáki, G., 1989) postulates that during waking, information is initially stored in the CA3 region of 
the hippocampus, through changes in the strength of connections between pyramidal neurons. Later, 
during slow wave sleep, synchronized population discharges of CA3 neurons would  “replay ” the repre-
sentations stored in the CA3 network and, via the rhinal cortices, reactivate associative cortical neurons 
representing features of the event of interest. Ultimately, this replay of stored representations would 
lead to long-term synaptic changes in associative cortical networks.    
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A support of existence of two phasic theta responses also comes from a study 
by Nobuaki Nishiyama and Yoko Yamaguchi from Brain Science Institute (BSI), 
RIKEN in Japan (Nishiyama and Yamaguchi, 2001). They recorded EEG from 64 
channels during human virtual maze navigation. Theta oscillations were observed 
as bursts composed of several cycles. These burst were usually localized at two 
regions, the frontal region and the parietal-temporal region. The former is identi-
fi ed as the frontal midline theta. The activity in the parietal-temporal region was 
accompanied by bursts of the frontal midline theta while the phase difference 
between the two regions varied from time to time. 

Two types of theta-like activity have been also observed in the data obtained 
from the Human Brain Institute Normative Database. Grand average power–time–
frequency representations of EEG responses in the two stimulus GO/NOGO task 
are shown in  Fig. 4.6   . Stimuli are divided into two categories: meaningful and 
meaningless     12   . One can see that these stimuli induce synchronization of theta-like 

    12   “ Meaningful” stimuli are pictures of  “animals” at the fi rst place in pairs of stimuli. After presenta-
tion of these stimuli subjects had to prepare for the next stimulus presentation and to press a button if 
the second stimulus matched the fi rst one.  “Meaningless” – are pictures of plants at the fi rst place. After 
presentation of these stimuli subject were able to relax and to ignore the whole trial.    
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FIGURE 4.6    Two types of theta-like activity (wavelet analysis). Grand averaged wavelet transfor-
mations of EEG responses in the two stimulus GO/NOGO task. Meaningful (animal at the fi rst place 
in the pair) and meaningless (plant at the fi rst place) stimuli evoke theta-like activities in frontal and 
parietal areas: These induced rhythms have quite different temporal pattern: the parietal theta has a 
shorter latency: 350    ms versus 500    ms for the frontal rhythm. The frontal theta depends critically on the 
behavioral meaning of the stimulus, while the parietal theta does not depend on the stimulus meaning.    
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activity in frontal and parietal areas. These theta-like activities are different not 
only in relation to spatial distribution (frontal versus parietal) but in relations to 
time dynamics, attention and mode of habituation to repeated trials. Indeed, fi rst, 
the peak latencies of responses in the parietal areas are shorter than those in the 
frontal areas. Second, the frontal theta synchronization in contrast to the parietal 
theta synchronization is higher to Meaningful in Comparison to Meaningless 
stimuli. And third, frontal theta habituated to repeated trials while parietal theta 
did not habituate at all (not shown in  Fig. 4.6 ). 

Two types of theta-like activities may be revealed by simple subtraction of spec-
tra in the eyes open condition from spectra in the task condition (the mathemati-
cal task is selected for example). The results of subtraction for a group of healthy 
13–14 years old subjects are presented in  Fig. 4.7   . Note that the task is associated 
with larger EEG power in the theta (4–8    Hz) frequency range at the frontal area 
Fz and with larger EEG power in the frequency range from 5.5 to 9.5    Hz at the 

FIGURE 4.7    Two types of theta-like activity (spectral analysis). (a) The result of subtraction spec-
tra computed for eyes open from spectra in the math task condition for a group of healthy 13–14 years 
old children. (b) Maps of difference spectra for different frequencies.      
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parietal area Pz      13   . Note also suppression of EEG power over the sensory-motor 
cortex due to constant button pressings which, as we know from above, induces 
suppression of mu-rhythm at the sensory-motor cortex. 

The tasks in which frontal midline theta is most prevalent are those in which 
the subject is engaged in focused, but also relaxed, concentration. In examples 
presented above the tasks were the two stimulus GO/NOGO test and the mathe-
matical task. Other examples of tasks associated with induction of the frontal mid-
line theta rhythm are games such as Tetris, driving tasks  … In one study (Laukka 
et al., 1995), subjects were engaged in a simulated driving task in which they had 
to learn how to navigate through a series of streets represented as animation on 
a computer screen. It was found that the power of frontal midline theta activity 
increased as the subjects grew better at the task, making more correct decisions. 

  C.    Appearance in Hypnosis 

A condition that is also associated with appearance of the frontal midline theta is 
hypnosis. In order to be hypnotized, people have to focus their attention on them-
selves and the person that is hypnotizing them. If they are distracted, the trance is 
broken. Highly hypnotizable people exhibit signifi cantly more theta before and 
during hypnosis than low hypnotizables (Crawford, 1994). Another unique human 
condition linking theta activity to attention is meditation. During zen medita-
tion, EEG in experienced practitioners has been recorded (Takahashi et al., 2005). 
As the zen-practitioners reach deeper and deeper meditative states or trances, the 
typical patterns of EEG activity begin with alpha activity (8–10    Hz) and gradually 
move into the theta range as the trance progresses.   

  IV.    FUNCTIONAL MEANING 

  A.    Associating Two Types of Human Theta Responses with 
Two Types of Theta in Animals 

A detailed analysis of wavelet transformation of neuronal responses in different 
tasks obtained in the Human Brain Institute Normative Database shows that there 
are at least two types of theta-like activities. The fi rst one is frontal midline theta 
rhythm. It is expressed in short bursts of activity within the range of 5–8    Hz. This 
rhythm increases with task load, is higher to meaningful stimuli and habituates 
if the same stimulus is presented several times. The second, parietal alpha–theta 
rhythm can be hardly seen on spectra computed for eyes open or eyes closed 

    13  This type of rhythmic activity occupies the range of alpha and theta activity. That is why we call 
it alpha-theta rhythm.    
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conditions and appears only with task load. The parietal alpha–theta rhythm seems 
to appear even in shorter bursts in comparison to the frontal midline theta. It is 
on average of lower amplitude than the frontal midline theta rhythm, it does not 
depend on behavioral meaning of the stimulus, and it does not habituate with 
repetition of the stimulus. This rhythm was quite recently observed and was not 
investigated in detail. 

Mechanisms of generations of those rhythms are unknown. Their relation-
ships to hippocampal theta rhythms have not been clearly proved. However there 
are some analogies between these human rhythms and two types of theta activity 
found in hippocampal system in animal studies which we can not avoid to men-
tion in this context. In animal studies two types of hippocampal theta rhythms are 
distinguished on the basis of pharmacological sensitivity, frequency, and behavior. 
Type 1 is not blocked by acetylcholine antagonists, but is sensitive to anesthetic 
agents such as urethane, ethyl ether, and alcohol, has 6–10    Hz frequency, and 
occurs during voluntary (exploring) motor movements. Type 1 theta does not 
habituate. In human scalp recordings this high frequency theta may be associated 
with the parietal theta rhythm. It is evoked in short bursts, does not habituate and 
seems to be related to sensory encoding. 

Type 2 theta in animals is eliminated by muscarinic (cholinergic) receptor 
antagonists such as atropine. Peak frequency of his rhythm is usually 4–6    Hz (lower 
than Type 1). This type occurs during locomotion, immobility, and urethane anes-
thesia. Type 2 theta, in contrast to Type 1 theta, habituates in the intact animal. Type 
2 theta appears    in response to sensory stimuli when an animal is in  “aroused ” state. 
Spontaneous production of Type 2 theta in the rat is exceptionally rare and of a 
very short duration. Type 2 theta is observed during conditioning and appears to be 
associated with learning. Type 2 theta generation is mediated by cholinergic inputs 
to the hippocampal formation from the medial septum      14   . In human scalp record-
ings the analog of this rhythm might be associated to the frontal midline theta 
rhythm which strongly habituates and seems to be related to episodic memory. 

The frontal midline theta in the resting state can be found in the raw EEG 
only in a small group of normal population and seems to be related to a geneti-
cally determined behavioral trait, which is low in anxiety scale, low in neurotic 
scale, and high in extraversion scale. There are also studies suggesting that the 
frontal midline theta refl ects feelings of relief from anxiety      15   . We are now aware of 

    14  The most intriguing part of this story comes from the observation that the same pyramidal neu-
rons can participate in generation of part 1 and part 2 theta oscillations indicating that the same ana-
tomical structures can be involved in generating both rhythms.    

    15  For example in a study of a Japanese group, EEG was recorded in patients with generalized anxi-
ety disorder while the Hamilton Rating Scale for Anxiety and the State Anxiety Scale of Spielberger’s 
State-Trait Anxiety Inventory were evaluated once a week. The data suggest that the appearance of 
frontal midline theta might be closely related to an improvement in the anxiety symptoms associated 
with generalized anxiety disorder (Suetsugi et al., 2000).    
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at least three different ways of inducing the frontal midline theta. They are medi-
tation, neurofeedback, and binaural-beat technique      16   .  

  V.    ABNORMAL THETA RHYTHMS 

Clinical signifi cance of the normal frontal midline theta rhythm and the parietal 
alpha–theta rhythm is limited for several reasons. First, these rhythms are of short 
duration and appear only in task conditions, closely depending on the task dif-
fi culty. Second, even in task conditions they can be seen in EEG spectra in a form 
of peaks only in some part of healthy population. Third, the diffi culty of recording 
these rhythms creates diffi culty in systematic studies of their neuronal mechanisms. 

  A.    Frontal Midline Theta Subtype of ADHD 

At the current stage of research, we are now aware of one condition that is asso-
ciated with abnormality in generating the frontal midline theta rhythm. This is 
a rare sub-type of attention defi cit hyperactivity disorder (ADHD) population. 
In the symptoms that this group is exhibited the most important are poor social 
relationships and inability to correct behavior. From electrophysiological point of 
view this ADHD-subtype is characterized by very long runs of the frontal mid-
line theta rhythm. The presence of the rhythm is expressed in extremely high 
and sharp peak on EEG spectra at Fz in frequency range from 5.5 to 8    Hz and 
extremely low theta synchronization in response to meaningful stimuli in the 
two-stimulus GO/NOGO and math tasks conditions. 

  B.    Theta Rhythms in Non-frontal Areas 

Appearance of theta rhythms in other than Fz (and to some extant at Pz) elec-
trode positions must be considered as abnormal. In such cases comparison to the 
normative database is necessary to determine the confi dence level of observed 

    16  Binaural-beat stimulation is an important element of a patented auditory guidance system devel-
oped by Robert A. Monroe. In this method individuals are exposed to factors including breathing 
exercises, guided relaxation, visualizations, and binaural beats. The last factor is based on ability of the 
brain to detect differences in frequencies of auditory tones presented in the left and right ears. This 
perception of the binaural-beat is at a frequency that is the difference between the two auditory inputs. 
Binaural beats can easily be heard at the low frequencies ( � 30    Hz) that are characteristic of the EEG 
spectrum. The perception of the binaural-beat is associated with an EEG frequency following response. 
This phenomenon is described by Atwater (1997).    
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FIGURE 4.8    Abnormal theta rhythm. (a) A fragment of EEG recorded in a 32 years old patient 
after 5 days from the closed brain injury. (b) Spectrum at F3, deviation from normality at F3.        
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abnormality. An example of such case is given by EEG parameters presented in 
Fig. 4.8   . The EEG was recorded in a patient after several days of closed brain 
injury. One can see a high amplitude theta rhythm at F3, F4 locations the power 
of which is signifi cantly ( p       �     0.001) different from the normative data. Note also 
that deviations in the theta band are accompanied by extremely low power of beta 
activity widely distributed over the cortex.   
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  VI.    SUMMARY 

Theta rhythm is the  “rhythm with a frequency of 4 to under 8     Hz. ” Japanese scien-
tists were the fi rst who induced the EEG theta activity by administering a mental 
task consisting of continuous arithmetic addition. This theta activity was a train of 
rhythmic waves at a frequency of 6–7    Hz with maximum amplitude around the 
frontal midline and was labeled as the frontal midline theta rhythm. The frontal 
midline theta rhythm is often associated with the hippocampal theta rhythms. It 
was hypothesized that the hippocampal theta oscillations are involved in mem-
ory encoding and retrieval. Recordings in human hippocampus are available only 
in rare cases of stereotactic operations in epileptic patients with depth electrodes 
implanted for diagnostic purposes. The frontal midline theta shows individual dif-
ferences and is related to certain personality traits: the amount of frontal midline 
theta negatively correlates with scores in the anxiety scale, while positively cor-
relates with the scores in the neurotic and extraversion scales. The frontal midline 
theta correlates with changes in anxiety levels induced by anti-anxiety drugs.                            
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images of generators of theta rhythm.        



96

  I.    SPIKES 

In visual inspection of electroencephalogram (EEG), abnormal patterns are basi-
cally divided into two groups: slower waves      1    and spikes. The spike is a paroxys-
mal (i.e., suddenly appearing) electrical  “explosion” that pop out the background 
activity and looks like a large nail. Recall that in the normal brain excitation 
and inhibition within the cortex are well balanced. The balanced cortex dur-
ing wakefulness produces normal regular electrical events such as alpha rhythms, 
beta rhythms, and the frontal midline theta rhythm. These rhythms are recorded 
on the scalp due to synchronous activations of millions of neurons. If the bal-
ance is disrupted so that excitation exceeds inhibition and neuronal networks 
become hypersynchronized the cortex starts producing abnormal patterns called 
paroxysms      2   . These abnormalities in majority of cases can be recorded from the 
scalp by conventional EEG in a form of specifi c electrographic patterns. There 
are several types of paroxysmal events, the most common of them are spikes, sharp 

             Paroxysmal Events   

 C H A P T E R  5 

    1  Abnormal slow waves were described in the previous chapters portraining delta, theta, and alpha 
rhythms.    

    2   Paroxysms in EEG stand for abnormal patterns of excessive synchronization.    
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waves, spike-slow wave complexes. In extreme cases the cortical hypersynchroniza-
tion in the focus may produce seizures    – stereotyped and involuntary paroxysmal 
alterations in behavior, such as jerking movements and convulsions accompanied 
by a transient loss of consciousness. The extent of seizures varies: some patients may 
shake and fall down, for others a seizures may be perceived only by most attentive 
family members. 

  A.    Spatial-Temporal Characteristics 

There are three characteristics that defi ne a spike or a sharp wave in EEG. They 
are paroxysmal character, high degree of sharpness, and short duration. These 
parameters are presented in  Fig. 5.1         3   .

Paroxysmal character of spike is partly associated to its amplitude: the spike 
pops up from the background activity. The amplitude of spike in turn depends on 
several factors: (1) position of the focus within the brain with lower amplitudes 
generated by deeper sources; (2) the volume of the focus with lower amplitudes 
generated by smaller foci, (3) orientation of the electric dipole corresponding to 
spike with tangential dipoles generating smaller amplitudes in comparison to radi-
ally oriented dipoles. The amplitude parameters that we are using in the Human 
Brain Institute Database for automatic spike detection are presented in  Fig. 5.1 .
The degree of spike sharpness can be estimated by the second derivative of EEG 

    3  The parameters are taken from the paper of Ktonas, P.Y. (1987). Automated spike and sharp wave 
(SSW) detection. In Methods of Analysis of Brain Electrical and Magnetic signals. EEG Handbook 
(revised series,  Vol. 1) Gevins A.S., and Remond A. (eds)., Elsevier Science Publishers, B.V. 211–241.    

FIGURE 5.1    Temporal and amplitude parameters of waveforms used for automated spike detection. 
See explanations in text.    
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signal. The second derivative computed at the maximum (or minimum) of the 
spike was set larger than 0.3      μ V/ms 2. The other parameter of sharpness is slope, 
defi ned as the maximum magnitude of the fi rst time-derivative during the leading 
(trailing) edge of an EEG wave. It was set larger than 1      μV/ms. By defi nition, the 
duration of spike is less than 70    ms, while the duration of sharp wave is between 
70 and 200    ms. The durations of certain time parameters of the spike are presented 
in Fig. 5.1 . For example, duration between two successive maxima or minima is 
set less than 150     ms (but more than 50     ms). 

Our experience shows that the selected parameters enable us to detect 
reliably most of the spikes that can be visually detected by an experienced 
electroencephalographer. 

Another paroxysmal event is called spike and wave complex. It refers to a spike 
that is followed by a prominent wave. If the spike is associated with synchronous exci-
tation of many neurons, the following wave is associated with the inhibitory postsyn-
aptic potentials that follow excitation. It should be stressed here that the appearance of 
the wave after the spike does not place this paroxysmal event in a new category. Both 
belong to paroxysmal events and refl ect synchronous activity in the focus. 

The spatial position of an epileptogenic focus within the cortex strongly defi nes the 
character of a seizures. The locations of the focus differ from patient to patient. They 
can be frontal (i.e., premotor, mesial, or orbital), Sylvian, temporal (anterior, medio-
basal, posterior), parietal, occipital. In some cases the epileptogenic focus is located in 
hippocampus and related structures. In such cases identifi cation of spikes from the sur-
face is diffi cult because of low amplitude of spikes recorded from the scalp. 

  B.    Automated Spike Detection 

An example of automated spike detection is presented in  Fig. 5.2   . EEG was 
recorded in an epileptic patient of 7 years old. Because the spikes are detected 
in a period between seizures they are called interictal spikes      4   . The advantage of 
automatic spike detection is that the procedure enables us to average the detected 
spikes and to get a reliable picture of potential distribution, spatial distribution of 
generators by means of s-LORETA    and location of the equivalent dipole within 
the brain. The results of spike averaging are presented in  Fig. 5.2       5   . As one can see 

    4  The parameters of the detected spike fi t all above listed parameters both in amplitude and tem-
poral characteristics. For example, Aa      �      130    μV,  T2      �      40    ms. The program automatically detects the 
spike that could be visually separated.    

    5   According to the algorithm presented above the program automatically detects spikes by running 
separately through all channels. Further, the detected spikes in a channel are averaged. Potential distri-
bution over the head at the time of the peak is approximated by a single dipole. The squired difference 
between the real potential and its approximation is averaged over all channels and divided by the total 
energy. The computed parameter is called a relative residual energy that defi nes how well the spike can 
be approximated by the dipole.    
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in Fig. 5.2  spikes at the electrode location with the maximum of amplitude at F8 
are of negative value. This negativity is a scalp refl ection of strong depolarization 
that takes place in the epileptic focus. However, because the dipole is oriented tan-
gentially to the surface, a small positive peak can be simultaneously detected at Fz. 

  C.    Intracranially Recorded Spikes 

It should be stressed that there is no direct relationship between epilepsy and par-
oxysmal patterns. Sometimes, spikes can not be seen from the scalp and can be 
seen only with implanted electrodes ( Fig. 5.3   ). 

Sometimes, vice versa, raw spontaneous EEG shows spikes but they are not 
expressed in epileptic seizures and the subject might never have them. The last 
case is the situation when we have to be very cautious. The point is that having a 
focus in the cortex may not evoke visible seizures      6   , but the hypersynchronization 
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FIGURE 5.2    Automated spike detection. – (a) A fragment of EEG recorded in an epileptic 7 years 
old patient. Spikes (marked by a vertical line and a bottom box with the number of the channel of 
maximal amplitude) were detected by the computer algorithm realized in the Human Brain Institute 
software on the basis of temporal-amplitude parameters presented in  Fig. 5.1 . Bars in the bottom of 
the event-related potential (ERP) traces show confi dence levels of deviation from the background. 
(b) Averaged spike and its 2D map. (c, d) Dipole approximation and s-LORETA image.          

    6   Or seizures are so subtle that can remain un-noticed by patients and others.    
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in the focus may disrupt the normal information fl ow in the cortex and may be 
associated with brain dysfunctions specifi c to a particular location. An example of 
such case is presented in  Fig. 5.4   .  

  II.    NEURONAL MECHANISMS 

  A.    A Lack of Inhibition 

Most of our knowledge regarding mechanisms of epilepsy comes from experi-
ments in animals. The interictal spikes refl ect synchronous activity of many hun-
dreds of thousands (or millions) of neurons. The excess of synchronization can be 
achieved by a shift of a balance between excitation and inhibition toward excita-
tion. It could be due to increase of excitation or decrease of inhibition or both. 
Intracellular recordings in cortical neurons in the experimental epileptic focus 
show that the initial component of spike is accompanied by a so-called parox-
ysmal depolarization shift. The depolarization shift is generated by excitatory 
postsynaptic potentials that are enhanced and subsequently amplifi ed by intrinsic 
voltage-dependent membrane responses. The enhancement may be due to a vari-
ety of mechanisms. One of them is reduction of intracortical inhibition. This was 

FIGURE 5.3    Spikes in intracranial recordings. Local fi eld potentials were recorded from hippo-
campus and adjacent structures in an epileptic patient to whom electrodes were implanted for diag-
nostic purposes. Note two distinct types of spikes generated in different structures. Also note that scalp 
electrodes (T3 is presented for comparison) do not reveal any noticeable spikes.    
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recently found in focal cortical dysplasia      7    which is a common cause of medically 
intractable epilepsy (Calcagnotto et al., 2005). 

  B.    Neurofeedback 

Having recurrent  unprovoked seizures is a sign of epilepsy – a common chronic 
neurological condition      8   . Epilepsy is the fi rst disorder for which neurotherapy has 
been applied. In certain types of epilepsy when medication either does not help or 
has undesired side effects training of the 12–14    Hz activity over the sensory-motor 
strip has reported to signifi cantly decrease the number of seizures. Barry Sterman 
from University of California in Los Angeles was the fi rst who introduced this 
methodology into clinical practice. 
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FIGURE 5.4    Spikes in EEG of a 6 year old patient without epileptic seizures. The girl was having 
speech diffi culties. (a–d) Averaged spike, 2D topography, 3D s-LORETA image, dipole approximation. 
(e) Slice view of generators of the spike.            

    7  This term refers to a condition where the cortex does not form properly in the developing fetus. 
Dysplasia means  “bad form ” in Greek.    

    8    As one can see from this defi nition, simply having a seizure is not diagnostic of epilepsy, because 
seizure can be provoked by acute events, such as trauma, oxygen deprivation, tumor, expose to toxic 
chemicals, or high temperature. In the past, epilepsy was associated with religious experiences and even 
demonic possession. Nowadays seizures are associated with excessive synchronous neuronal activity in 
the brain. About 0.5–1 per cent of the population suffers from epilepsy. Epilepsy is usually controlled 
with medication, in diffi cult cases surgery may be considered as an alternative way of treatment.    
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  C.    Epileptology 

There are many different types of epilepsy, each presenting with its own unique 
combination of seizure form, age of onset, EEG correlates, methods of treatment, 
and prognosis. Epilepsy as a subject of a separate branch of medicine – epileptology –
is beyond the scope of this book. Here we just want to stress that EEG recordings 
in cases of suspicious epilepsy are accompanied by  “activating ” procedures such as 
hyperventilation (HV)      9   , photic stimulation, and sleep deprivation while paroxysmal 
patterns are detected by visual inspections of qualifi ed clinicians. In contrast quanti-
tative electroencephalogram (QEEG) mostly focuses on quantitative parameters of 
EEG in eyes open, eyes closed, and task conditions, which are specifi cally designed 
to study sensory, affective, executive, and memory functions of the brain. So QEEG 
analysis is mostly used for other brain disorders, such as attention defi cit hyperac-
tivity disorder (ADHD), depression, schizophrenia … However, our experience 
working with QEEG shows that some behavioral problems (such as symptoms of 
ADHD) in rare cases might be consequences of having the focus in the cortex      10   .  

  III.    SUMMARY 

In the normal brain excitation and inhibition within the cortex are well balanced. 
The balanced cortex during wakefulness produces normal regular electrical events 
such as alpha rhythms, beta rhythms, and the frontal midline theta rhythm. If the 
balance is disrupted so that excitation exceeds inhibition the cortex starts produc-
ing abnormal patterns called paroxysms. These abnormalities in majority of cases 
can be recorded from the scalp by conventional EEG in a form of specifi c electro-
graphic patterns. There are several types of paroxysmal events, the most common 
of them are spikes, sharp waves, spike-slow wave complexes. Spikes are usually 
generated by a local area in the cortex – called focus. Using modern techniques 
of electromagnetic tomography, such as low resolution electromagnetic tomog-
raphy (LORETA) or dipole approximations, focuses can be localized within the 
cortex with a good precision. Since 1950s detection of spikes by visual inspection 
remained the only method for many years. In the last 10–20 years, quite reliable 
methods for automatic spike detection were developed. Nowadays, most of the 
modern QEEG systems have additional tools for automatic spike detection that 
help practitioners for detecting and analyzing paroxysmal events in the brain.            

    9  For example, in recent study with video-EEG monitoring of 97 eligible patients, in 24 patients 
clinical seizures associated with ictal EEG changes was found during HV, mostly in the fi rst 4     min 
(Guaranha et al., 2005).    

    10   If paroxysmal patterns are observed in EEG in any of conditions (EO, EC, or task) the patient is 
recommended to be referred to an epileptologist for more careful examination.    



In the introduction of the book we presented a concept of endophenotypes as 
biological markers of the brain disease. Endophenotype must obey the following 
requirements: (1) endophenotype must be stable and reproducible in time inter-
vals during which behavioral patterns associated with the state of the brain remain 
unchanged; (2) endophenotype must refl ect a function of a certain brain system 
that in a specifi c way determines the human behavior, (3) endophenotype must be 
inherited, that is, in the homozygotic twins it must be quite similar. In this chapter 
we are going to show that spectra, or better to say amplitude of the background 
electroencephalogram (EEG) in certain frequency bands, obey these requirements 
and, consequently, can be considered as endophenotypes. 

  I.    TEST–RETEST RELIABILITY 

EEG basic oscillations (such as alpha rhythms and the frontal midline theta 
rhythm) wane and wax in time. The degree of variability of the basic oscillation 
depends on the frequency band and the state (eyes open, eyes closed, task) of the 
subject. For example, alpha spindles in posterior regions vary with periods of few 
seconds, burst of the frontal midline theta appear with interburst periods of 
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few deco-seconds. However, if averaged over suffi ciently long time intervals the 
resulting spectra become quite stable characteristics of the brain. The question 
arises, what is the minimal length of spectral analysis      1    that would give us a stable 
and reliable measure. 

To give the reader a sense of EEG variability, in  Fig. 6.1a    we present raw EEG 
recorded in a healthy subject from O 2 electrode in eyes closed condition. The 
EEG spectra computed for sequential 4, 40, and 120    s intervals are presented 
below. One can see that at 4    s intervals spectra varied tremendously, however at 
120   s interval of analysis they become almost identical. Several studies have been 
performed addressing the variability of different EEG spectral parameters using 
the variance, coeffi cient of variation (CV      2   ) and test–retest reliability measured 
as correlation coeffi cient between consecutive measurements. A recent study 
was performed by a group of scientists from Karolinska Hospital in Stockholm, 
Sweden (Maltez et al., 2004). EEG was recorded in healthy subjects during 15     min 

    1  Do not mix the length of analysis with epoch for fast Fourier transformation. The epoch defi nes 
the frequency resolution of spectra with longer epochs corresponding higher resolution. The length of 
analysis defi nes the reliability of the spectra.    

    2  Coeffi cient of variation is defi ned as standard deviation divided by the mean.    

FIGURE 6.1    EEG variability. (a) Occipital alpha waves wane and wax over 1    s range. (b) Fourier spectra 
computed for 4    s sequential periods of analysis, for 40 and 120    s periods of analysis. Each period of analysis 
was divided into 4    s epochs. Fourier transform (left, bottom) was applied to each epoch separately and the 
resulted spectra were averaged. One can see that variability in spectra declines with the length of analysis. 
(c) Effect of sample length on EEG spectra variability.  Y-values are the coeffi cients of variation (CV) for the 
power in the alpha frequency band when increasing the sample size ( X-axis) from 4 to 400    s. For each sam-
ple size, values were obtained by calculating the CV of 100 randomly selected samples, resulting in a curve 
for each individual recording that was averaged across subjects. Adapted from Maltez et al. (2004)     .       
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with the subjects instructed to open (5    s) and close the eyes every 60     s      3   . Epoch for 
fast Fourier transform (FFT) was selected of 4    s. CV varied proportionally to the 
inverse of square root of time (a schematic presentation of such dependence is 
presented in  Fig. 6.1c . Alpha had the highest and theta the lowest CV. 

On the basis of the graphics in  Fig. 6.1  we can estimate that to get a coeffi -
cient of variability smaller than 0.05 we need to have recording length at least of 
3   min. An example of the variability of spectra for 3    min recording is shown in  Fig. 
6.2  . One can see that spectra obtained from EEG recordings made during 3     min 
eyes open condition with 7 days interval between recordings are very similar and 
could be considered as a reliable and stable estimation of the brain functional state. 

  II.    REFLECTION OF FUNCTIONING 
BRAIN SYSTEMS 

EEG is a complex combination of rhythms. For example spectra of EEG of a 
patient presented in  Fig. 6.2  include frontal theta rhythm, posterior alpha rhythm, 
posterior temporal low beta activity, and central high beta activity. When com-
pared with the normative database, frontal theta activity and posterior temporal 
low beta activity are out of the normal range. 

Different oscillations refl ect different mechanisms. Alpha rhythms refl ect the 
state of thalamo-cortical pathways. Frontal midline theta rhythm refl ects function-
ing of the limbic system. Beta rhythms are more local and refl ect the state of local 
cortical areas. In the above chapters we tried to show the links between EEG 
rhythms and brain systems and correspondingly brain dysfunctions. So, defi ning 
abnormal rhythmic activities in EEG and associating these abnormalities with dis-
tinct brain systems fi t the second requirement for endophenotypes as biological 
markers of disease. 

  III.    HERITABILITY 

There is strong experimental evidence indicating that spectral characteristics of 
EEG are inherited. The measures of heritability in EEG spectra are schemati-
cally presented in  Fig. 6.3   . The curves at the left are take from the Human Brain 

    3  The test–retest reliability within the recording was evaluated when each recording was split into 
two sets of data. When splitting fi rst half versus second half, the Pearson correlation coeffi cient was 
quite high ranging from 0.93 to 0.98 for alpha, beta, and theta power. When splitting the recordings 
in odd closed eyes periods versus even closed eyes periods the Pearson correlation coeffi cients were 
0.97–0.99 for all power bands. The effect of the sample size on the variability was studied by calculat-
ing CV while varying the number of 4    s epochs chosen randomly from each recording with a mini-
mum of 4    s (1 epoch) to a maximum of 400    s (100 epochs). For each sample size CV was calculated 
from an average of 100 selections and the obtained values were averaged across subjects.    
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Institute Database while a schematic representation of heritability of EEG spectra 
are based on the results from a recent study by a group from Vrije Universiteit 
Amsterdam, in The Netherlands (Smit et al., 2005)      4   . The results show that across 
the scalp and most of the frequency spectrum, individual differences in adult EEG 
are largely determined by genetic factors. 

Endophenotype is becoming an important concept in the study of complex 
psychiatric diseases. The term was coined in 1966 and applied in psychiatry by 
Gottesman and Shileds in 1972 (for a review see Gottesman and Gould, 2003). 
It is gradually substituting other semantically similar terms such as  “biological 
marker, ”“vulnerability marker, ”“subclinical trait, ” and even  “intermediate pheno-
type”      5   . For example, according to a MEDLINE search, the term was used in 16 
papers in 30 year period before 2000, but in 116 papers in just 1 year in 2007. 
The notion of endophenotype is based on assumption that a more correct psychi-
atric diagnose can be made using the knowledge about the state of brain systems. 
Functional MRI has been recently used for imaging neuronal circuits involved in 
brain diseases such as depression, schizophrenia, and ADHD. In this chapter we 
have shown that spectral characteristics of background EEG might be also used as 
endophenotypes. 

  IV.    SUMMARY 

In psychiatry, endophenotype denotes a measurable index of brain functioning. 
Endophenotype obey the following requirements: (1) endophenotype must be 
stable and reproducible in time intervals during which behavioral patterns asso-
ciated with the state of the brain remain unchanged; (2) endophenotype must 
refl ect a function of a certain brain system that in a specifi c way determines the 
human behavior, (3) endophenotype must be inherited, that is, in the homozy-
gotic twins it must be quite similar. In this chapter we showed that EEG spectra 
obey these requirements.      

    4  It was a twin study that compared the intrapair resemblance between two types of sibling relation-
ships, namely genetically identical (monozygotic twins, MZ) and non-identical twins (dizygotic twins, 
DZ). If MZ resemblance (r) for EEG power is higher than DZ resemblance, this constitutes evidence 
for genetic infl uences on the EEG. A simple formula computes the relative contribution of genetic 
infl uences to the total variance, also called heritability (h2), as: h2   �   2(rMZ – rDZ), where rMZ and 
rDZ quantify the intrapair resemblance for MZ and DZ twins. Nineteen-lead EEG was recorded with 
eyes closed from 142 monozygotic and 167 dizygotic twin pairs and their siblings, totaling 760 subjects.    

    5  An endophenotype may be neurophysiological, biochemical, endocrinological, neuroanatomical, 
or neuropsychological in nature. Endophenotypes represent simpler clues to genetic mechanisms than 
the behavioral symptoms.    



  I.    ANATOMICAL BASIS 

  A.    Sleep and Wakefulness Promoting Nuclei 

During the day the brain does not remain the same, it exhibits a super slow 
rhythm that roughly follows light–dark changes produced by the rotation of the 
earth around the sun. This rhythm is called circadian rhythm (from Latin  “circa ” – 
about, and  “dies” – daily). Roughly the circadian rhythm can be divided into two 
phases: wakefulness and sleep. On average, we spend 30 per cent of our lives asleep. 
Sleep duration in humans shows a bell shaped distribution, with an average sleep-
ing duration of 7.0–7.9    h. Behaviorally sleep is defi ned by four criteria: (1) reduced 
motor activity; (2) decreased response to external stimuli, (3) stereotypic postures; 
(4) and easy reversibility (distinguishing it from coma). 

During World War I, the world was swept by a pandemic of encephalitis lethar-
gica, a viral infection of the brain. The infection caused a profound and prolonged 
state of sleepiness in most individuals. A Viennese neurologist, Baron Constantin 
von Economo, reported that this state of prolonged sleepiness was due to injury 
to the posterior hypothalamus and rostral midbrain. He also reported that one 
group of patients had the opposite problem: a prolonged state of insomnia. It was 
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associated with lesions of the preoptic area and basal forebrain. Based on his obser-
vations, von Economo suggested that the region of the hypothalamus near the optic 
chiasm contains sleep-promoting neurons, whereas the posterior hypothalamus 
contains neurons that promote wakefulness with lesions in it causing narcolepsia      1   .

In subsequent years, his observations on the sleep-producing effects of posterior 
lateral hypothalamic injuries were reproduced by lesions in the brains of monkeys, 
rats, and cats. However, the basic neuronal circuitry that causes wakefulness was 
clearly defi ned only in the 1980s and early 1990s, and the pathways responsible for 
the hypothalamic regulation of sleep began to emerge only in the past fi ve years 
(Fig. 7.1   ). As neurophysiological data indicate, the ventrolateral preoptic nucleus 
(VLPO) contains GABAergic and galaninergic neurons that are active during sleep and 
that inhibit the monoaminergic cell groups in the ascending activating system (such 
as the raphe nuclei and locus coeruleus), and consequently, are necessary for normal 
sleep. The posterior lateral hypothalamus (PLH) contains orexin/hypocretin neurons 
that are crucial for maintaining normal wakefulness, while their damage leads to nar-
colepsy. A model is proposed in which wake- and sleep-promoting neurons inhibit 
each other (not shown in  Fig. 7.1 ), which results in stable wakefulness and sleep.   

  II.    EEG CORRELATES OF SLEEP 

  A.    REM and NREM Sleep 

For centuries, sleep has been regarded as a simple halt of behavioral activity. Today 
we know that sleep is a complex and highly organized global state that in turn can 

To cortex

VLPO PLH

Raphe
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FIGURE 7.1    Brain nuclei involved in sleep-wakefulness regulation. VLPO – ventrolateral preoptic 
nucleus, PLH – posterior lateral hypothalamus, Raphe – Raphe nuclei of the brain stem, LC–locus 
coeruleus.    

    1  A disease in which individuals have a tendency to fall asleep at inappropriate times.    
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be divided into distinct stages. During sleep cortical neurons undergo slow oscil-
lations in membrane potential, which appear in electroencephalograms (EEGs) as 
slow wave activity (SWA) of  � 4    Hz. The amount of SWA is homeostatically regu-
lated, increasing after wakefulness and returning to baseline during sleep. It has 
been suggested that SWA homeostasis may refl ect synaptic changes underlying a 
cellular need for sleep. 

In mammals, there are two types of sleep – rapid eye movement (REM) and 
non-REM (NREM). They are defi ned in terms of electrophysiological signs 
that are detected with a combination of electroencephalography (EEG), electro-
oculography (EOG), and electromyography (EMG), the measurement of which 
in humans is collectively termed polysomnography. REM sleep (also known as 
paradoxical, active or  “desynchronized ” sleep) is characterized by the following 
features: wake-like and  “activated ” (high frequency, low amplitude, or  “desynchro-
nized”) activity in the EEG; singlets and clusters of REMs in the EOG; and very 
low muscle tone (atonia) in the EMG. 

  B.    Stages of NREM Sleep 

NREM sleep is divided into four stages, corresponding to increasing depth of 
sleep, as indicated by progressive dominance of the EEG by high voltage, low fre-
quency ( “synchronized ”) wave activity. Such low frequency waves dominate the 
deepest stages of NREM (stages III and IV, also termed slow wave sleep)      2   . The 
fi rst steps of falling asleep represent a complex sequence of events. The state of 
relaxation is characterized by high incident of alpha rhythms in occipital or cen-
tral areas. Periods of drowsiness (the fi rst stage of sleep) are associated with sup-
pression of those rhythms. In the second stage of sleep a new phenomenon called 
sleep spindles appear in EEG. Stage II NREM is also characterized by a slow 
(� 1    Hz) oscillation, which infl uences the timing of K-complexes. NREM and 
REM sleep alternate in each of the four or fi ve cycles that occur in each night of 
adult human sleep. Early in the night, NREM sleep is deeper and occupies a dis-
proportionately large amount of time, especially in the fi rst cycle, when the REM 
epoch might be short or aborted. Later in the night, NREM sleep is shallow, and 
more of each cycle is devoted to REM.   

    2  The cyclic organization of sleep varies within and between species. The period of length of each 
REM–NREM epoch increases with brain size across species, and the depth and proportion of the 
NREM phase in each cycle increases with brain maturation within species. NREM sleep complexity 
is a function of brain systems, such as the thalamo-cortical circuitry, that reach their maximum devel-
opment in mature humans. It can therefore be concluded that the differentiation of sleep is a function 
of brain differentiation, a rule that indicates both mechanistic and functional links between sleep and 
other brain functions.    
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  III.    FUNCTIONAL MEANING OF SLEEP 

The functional meaning of sleep still remains unknown despite a number of facts 
and even larger number of theories. This ignorance is probably the main reason 
why our society has little respect for sleep presuming that sleep simply takes away 
precious moments of our life. Now we know that our immune system, cogni-
tive ability      3   , and mental health are all affected by sleep. Disruption of the sleep/
wakefulness cycle results in a broad range of disorders, including poor attention 
and memory, depression, reduced motivation, metabolic abnormalities, immune 
impairment, and a greater risk of cancer. 

  A.    Memory Consolidation 

Evidence from both animal and human studies indicates that there is a strong 
association between sleep and so-called  “sleep-dependent memory processing. ”
In many animal studies, sleep deprivation after learning tasks has been shown to 
impair performance in subsequent tests. In humans, the learning of various tasks 
improves signifi cantly following a night of sleep. Furthermore, the selective dis-
ruption of REM, but not NREM, sleep abolishes this performance gain. In more 
detailed studies individuals were selectively deprived of slow wave sleep (SWS), 
stages III and IV of NREM, and REM sleep. It was concluded that memory con-
solidation was initiated in SWS and then enhanced during REM sleep. If the 
sleep-dependent memory processing hypothesis is correct then one aspect of sleep 
disruption will be impairment of the mechanisms of brain plasticity. 

  B.    Immune System 

In humans the activity of natural killer cells can be lowered by as much as 30 per 
cent after only one night without sleep. Loss of sleep also impairs many other 
aspects of the immune system, including circulating immune complexes, second-
ary antibody responses, and antigen uptake. Sleep disruption and sustained psy-
chological stress increase cortisol concentrations in the blood. One night of lost 
sleep can raise cortisol concentrations by almost 50 per cent by the following 
evening. High levels of cortisol suppress the immune system, so excessively tired 
people are more susceptible to illness. 

    3  When people are sleep restricted to 3 or 5    h per day over 7 consecutive days, there is a dose-
dependent decline in vigilance and performance. Similarly, when the length of sleep periods is gradu-
ally increased after cumulative sleep restriction, performance improves. Interestingly, the fi rst few hours 
of sleep seem to be particularly important for recovery. This might explain why sleep naps of as little as 
10    min have been shown to improve subjective alertness.    
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  C.    Psychiatric Disorders 

Psychiatric dysfunctions are almost always associated with disturbances in sleep. 
Insomnia and early morning awakening are hallmarks of major depression. 
Furthermore, sleep disturbance is a strong predictor of a relapse into depression in 
medicated patients. Depression is often accompanied by anxiety disorders, which 
are also closely related to chronically disturbed sleep. When we experience excessive 
anxiety, our sleep, work, sense of pleasure, and relationships often suffer. Panic dis-
order, posttraumatic stress disorder, generalized anxiety disorder, and social phobia 
are all anxiety related disorders that are associated with sleep disruption. A popula-
tion study involving several European countries indicated that anxiety is related to 
insomnia in 50 per cent of individuals who have a history of a psychiatric disorder.   

  IV.    BISPECTRAL INDEX 

A good measure of brain changes in a sleep-wakefulness cycle is provided by 
bispectra     4   . Bispectral analysis was fi rst developed in the early 1960s to characterize 
the phase relationships and non-linear properties of wave motion during atmo-
spheric pressure changes. Application to EEG analysis occurred with the onset 
of high speed, microcomputer technology. Bispectral analysis was adapted as an 
EEG processing tool in the late 1980s and early 1990s even though a theoreti-
cal link between neural network physiology in the cerebral cortex and frequency 
coupling had not been established. Current theories hypothesize that strong EEG 
phase relationships are inversely related to the number of independent EEG pace-
makers in the brain. 

  A.    Association with Anesthetic Depth 

The bispectral index (BIS, Aspect Medical Systems, Natick, MA) is a com-
plex parameter, composed of a combination of time domain, frequency domain, 
and high order spectral subparameters      5   . It is unique among the quantitative 

    4  The bispectrum analysis is the next level beyond spectral analysis. Whereas the phase spectrum 
produced by Fourier analysis measures the phase of component frequencies relative to the start of the 
epoch, the bispectrum measures the correlation of phase between different frequency components (for 
more details see Methods).    

    5  The particular mixture of subparameters in BIS was derived empirically from a prospectively col-
lected database of EEG and behavioral scales, representing approximately 1500 anesthetic administra-
tions (almost equal to 5000    h of recordings) that used a variety of anesthetic protocols. BIS was then 
tested in other populations. The weighting assigned to each EEG derivative varies with the approxi-
mate depth of anesthesia. Further, devices that implement BIS are the only ones currently approved 
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electroencephalogram (QEEG) parameters because it integrates several indepen-
dent descriptors of the EEG into a single variable. The BIS is a dimensionless EEG 
parameter ranging from 0 to 100. It is derived from Fourier and bispectral calcula-
tions performed on artifact-free EEG data. The BIS is calculated from an algorithm 
that relates three factors: (1) degree to which EEG waveforms are in phase (bico-
herence); (2) amount of EEG power in the delta (1–4    Hz) versus beta (13–30    Hz)
range (power spectrum); and (3) proportion of the EEG that is isoelectric. The 
degree of bicoherence of the EEG increases with increasing anesthetic depth 
(Fig. 7.2   ) and is inversely related to the derived BIS.   

by the Food and Drug Administration for marketing as monitors of anesthetic effect on the brain. 
Although bispectral analysis involves complicated mathematics, modern computers are powerful 
enough for real-time computations. A BIS sensor is required for obtaining the EEG from a patient. 
The sensor is usually a 1-piece sensory strip that has location markers to facilitate placement.    
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FIGURE 7.2    BIS values in association with various degrees of narcosis. Loss of responsiveness to 
noxious stimuli can occur over a range of BIS values from 0 to 65. Values larger than 65 are associ-
ated with increases in intraoperative responsiveness and postoperative recall of intraoperative experi-
ences. For the various sedation scales used in these studies, the BIS value was inversely correlated with 
increasing depth of sedation. Values of 90–100 are associated with EEG pattern in focused attention 
and a value of 0 is associated with a completely suppressed EEG (isoelectric pattern).    
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  V.    SUMMARY 

Sleep is a global state that is distinct from wakefulness both behaviorally and neu-
rophysiologically. Sleep is defi ned by reduced motor activity; decreased response to 
external stimuli, stereotypic postures; and easy reversibility (distinguishing it from 
coma). Wakefulness and sleep can be further divided into separate periods with 
different behavioral patterns. Sleep consists of four stages (from drowsiness to deep 
sleep without eye movements and with eye movements). Each of these periods is 
characterized by distinct neurophysiological mechanisms generating different EEG 
patterns. As neurophysiological data indicate, the anterior part of the hypothalamus 
contains GABAergic that are active during sleep and inhibit the monoaminer-
gic cell groups in the ascending activating system, and consequently, are neces-
sary for normal sleep. The posterior hypothalamus contains orexin/hypocretin 
neurons that are crucial for maintaining normal wakefulness, while their damage 
leads to narcolepsy. A model of sleep suggests that wake- and sleep-promoting 
neurons inhibit each other which results in stable wakefulness and sleep. EEG may 
be considered as the best of known imaging method that enables us to index the 
states of sleep. The BIS is a complex parameter derived from Fourier and bispec-
tral calculations performed on artifact-free EEG data. The BIS is calculated from 
an algorithm that relates three factors: (1) degree to which EEG waveforms are in 
phase; (2) amount of EEG power in the delta versus beta range; and (3) proportion 
of the EEG that is isoelectric. The degree of bicoherence of the EEG increases 
with increasing anesthetic depth and is inversely related to the derived BIS.             



  I.    ANATOMICAL LOCATIONS 

To describe locations of different anatomical brain structures a specifi c termi-
nology is used ( Fig. 8.1   ). The directions are named as: lateral – medial, anterior 
(rostral) – posterior (caudal), dorsal – ventral. Sections of the brain made with dif-
ferent planes are named as: coronal, horizontal, and sagital sections. 

  II.    BRODMAN’S AREAS 

The term cortex means  “bark” because as in tree bark it contains many infoldings. 
The infoldings are sulci (the infolded regions) and gyri (the crowns of the folded 
tissue). About 2/3 of the cortex is confi ned within the depth of the sulci. When 
unfolded, the whole human cortex constitutes the area of about 2     m 2.

The whole cortex in each hemisphere is divided into four lobes: occipital, 
temporal, parietal, and frontal lobes. Cortex consists of 52 anatomically distinct 
areas described by a German anatomist Korbinian Brodmann in 1909 ( Fig. 8.2   ). 
This classifi cation is still in use. It should be noted that the numbering refl ects 
just the order in which Brodmann sampled the brain and does not have any other 
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systematic meaning. In addition to its Brodmann’s number (such as Brodmann’s 
area 17) a cortical area may be referred to by its cytoarchitectonic name (such 
as striate cortex due to its appearance at the microscope), anatomical position 
regarding sulci, and gyri (such as calcarine, i.e., surrounding calcarine fi ssure) 
and its functional name according to a suggested function of the region (such as 
 primary visual cortex). 

FIGURE 8.1 Anatomical terms used in neuroscience. A scheme of the brain is cut by horizontal, sagital,
and coronal planes. Directions (medial – lateral, dorsal – ventral, rostral – caudal) are depicted by arrows.

FIGURE 8.2 Brodmann’s areas. A scheme of the human cortex with numbers corresponding to 
numbers of Brodmann areas defi ned by Brodmann in 1909 on the bases on the cytoarchitectonic 
organization of the cortex.
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    1  The name comes from the fact that any electrode is 10 or 20 per cent of some distances from 
another. In the direction from nose to back of the head this distance is defi ned by the circumference of 
the head measured from the nasion to the inion. In the direction from one ear to another the distance 
is defi ned by the circumference of the head measured from the small fossa just anterior to the one ear 
canal over the central vertex to the opposite ear. The distance between the peripheral electrodes is 
defi ned as 10 per cent of the circumference of the head measured just above the eyebrows and ears.    

  III.    10–20 INTERNATIONAL SYSTEM OF 
ELECTRODE PLACEMENT 

In 1959 the fi rst standards in electroencephalogram (EEG) recordings were laid 
down. Among them was the system of placement of electrodes. This system is 
called the 10–20 International System of Electrode Placement or simply 10–20 
system ( Fig. 8.3   )      1   .

The names of electrodes include the fi rst letter associated with the area where 
the electrode is placed, and the number indicating the side and placement within 
this area. Fp1, Fp2 – prefrontal, F3, F4,– frontal, Fz – frontal midline, C3, C4 – 
central, Cz – central vertex, P3, P4 – parietal, Pz – parietal midline, F7, F8 – anterior 
temporal, T3, T4 – mid temporal, T5, T6 – posterior temporal, A1, A2 – earlobes. 
Odd numbers indicate left hemisphere. Even numbers indicates right hemisphere. 

  IV.    ELECTRODES 

In almost all commercially available electrodes ’ sets electrodes are made of metal. 
Theoretically the optimal electrodes for measuring slow shifts of potentials are non-
polarizable electrodes such as silver–silver chloride electrodes, that is, electrodes made 
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of silver (Ag) and covered with AgCl layer. Practically for recording conventional EEG 
(e.g., within the range from 0.1 to 70    Hz) other metals can be used      2   .

Any metal electrode placed in a conducting solution forms a so-called double 
electric layer between the solution and the metal. This electric layer is formed due 
to the fl ow of ions from the metal surface to the solution and back. The double 
electric layer is the source of potential difference between the metal electrode and 
the solution. The value of this potential is a complex function of the electrode 
material, the electrolyte composition, and the temperature. In Ag/AgCl electrodes 
the exchange of ions in the double electric layer is very high so that any current 
applied to the electrode can not change the double layer potential, and such elec-
trodes are called non-polarizable electrodes      3   .

In the EEG machine the amplifi ers magnify the potential between an EEG 
electrode and a reference one. Recall that each metal generates its own double 
layer potential between the electrode and gel. When the same metals are used for 
reference and recording electrodes these double layer potentials cancel each other, 
but using different metals for EEG and references electrodes can lead to a signifi -
cant dysbalance between potentials and can alter the normal conditions of EEG 
recordings. That is the reason why all electrodes for EEG recordings must be made 
of the same metal. 

    2  Such electrodes are made of gold (e.g.,, by Grass-Telefactor, USA), of tin (Electro-Cap 
International, USA), of silver (Technomed Europe, The Netherlands), of platinum (Ad-Tech Medical 
Instrument Corporation, USA), or stainless steel (Ad-Tech Medical Instrument Corporation, USA).    

    3   “ Non-polarizable ” literally means that when applying electric current to the electrode, the poten-
tial of the electrode does not change signifi cantly from its equilibrium.    

FIGURE 8.3 10–20 International system. Each electrode position (lead) has a letter (to identify the 
lobe) and a number or another letter to identify the location within the lobe. Any electrode is 10 or 
20 per cent of some distances from another.
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Electrical scheme for measuring the cortical potential by two electrodes is 
shown in  Fig. 8.4   . Note that a part of measured potential is falling on electrodes ’
resistors according to Ohm’s law      4   . This is the reason why electrodes ’ resistance 
(some times referred to by a general name  “impedance”) is usually kept as low 
as possible. The requirements for scientifi c papers usually demand the electrode 
impedance for EEG recordings to be less than 5     Kohm. 

    4  Ohm’s law defi nes the relationship between voltage and current in a conductor. This relationship 
states that: The potential difference (voltage) across a conductor is proportional to the current through 
it. The constant of proportionality is called the  “resistance, ”R.   

Voltmeter

Electrode 2

gelgel

Electrode 1

Head

(a)

FIGURE 8.4 A simplifi ed electric scheme of EEG recording. (a) Metal electrodes are attached to 
the skin by means of electro-conducting gel, while the voltmeter is measuring the potential difference 
between two electrodes. (b) The potential Vcortex is amplifi ed by the amps. Vcortex – is the potential 
generated by the cortex, R1 and R2 – are resistances of electrodes or better to say resistances of contacts 
of electrodes with the head mostly defi ned by the electro-conducting gel and by the quality of contact 
between the electrode and the skin. Ramp – is the resistance of the amps.
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  V.    AMPLIFIERS 

The basic component of any EEG machine (or electroencephalograph) is an 
amplifi er. It amplifi es a week EEG signal. Recall that in adult EEG recording the 
signal is about 30–50      μV. Modern EEG machines comprise from 19 to 128 ampli-
fi ers or channels. The EEG machines use differential amplifi ers ( Fig. 8.5   ). 

The differential amplifi er simply magnifi es the difference between two inputs. 
One goal of differential amplifi ers is to get rid of common artifacts (affecting both  V  1  
and V  2) such as induced potentials from mains and other external sources of electri-
cal signals. Ideally, when two inputs have the same common input the output signal is 
zero. In practice the output signal is small but different from zero. The ability of amps 
to be as close to the ideal as possible is refl ected in a parameter called common mode 
rejection (CMR) expressed as ratio of the output signal when  V  1     �     V  2 (they are 
connected to the same source) to the output signal when only one input is non-zero. 
CMR is measured in dB. For example, CMR   �         �     100   dB at 50    Hz. 

  VI.    EEG DIGITIZING 

Nowadays most of EEG machines are digital. They transfer continuous  (so-called 
analog) EEG signals into a set of numbers. Numbers represent an electrode poten-
tial measured at discrete points. The amount of measuring points per second is 
called the sampling rate of the EEG machine. For example, sampling rate of 250    Hz 
means that the EEG signal from one electrode during 1    s is represented in  computer 
as a set 250 numbers. At such sampling rate the interval between two sequen-
tial measurements is 4    ms. It is essential that the sampling rate is more than twice 
larger than the highest expected frequency in the incoming signal (Shannon’s sam-
pling theorem)      5   . Numbers are stored in computers in a binary form, that is, in set 

    5  Conservative design actually calls for sampling at a rate 4–10 times higher than the highest fre-
quency of expected signal.    

FIGURE 8.5 Differential amplifi er. A simplifi ed scheme of a differential amplifi er. It amplifi es the 
difference between two potentials V1 and V2. K is the coeffi cient of amplifi cation.
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of bits      6   . If the EEG machine uses 14 bit analog to digital (A/D) converter, its reso-
lution is 1/8192 or approximately 0.0001 of the maximal output. So, if the machine 
is designed to measure a signal within the range of  �1      V and �1      V, the step size in its 
14 bit conversion is 0.1      μV. 

  VII.    MONTAGES 

  A.    Linked Ears Reference 

In EEG machines with differential amplifi ers we are measuring electrode poten-
tials in reference to some other potential or potentials   . However, traditionally 
one sort of measuring when a referential electrode is located on a part of the 
head presumably picking up a small amount of signals from the cortical neurons 
is called referential. In the referential recording a reference electrode is usually 
located on the earlobes, mastoids, or the tip of the nose. This type of recording is 
also named a monopolar recording. When two electrodes are located on the scalp 
near EEG generators in the cortex, this type of recording is named sequential or 
bipolar recording. 

There are many schemes of EEG measurements. All of them are united under a 
common name – montages      7   . Montage – is a rule according to which EEG poten-
tials are measured. The simplest rule (a so-called linked ears montage) is measur-
ing electrodes ’ potentials in reference in two linked electrodes located at the left 
and right earlobes. Linked mastoids, chin or the tip of the nose can be also used as 
reference electrodes      8   . Ideally, the reference electrode must be electrically neutral, 
that is, its potential does not change throughout the recording. Unfortunately, due 
to the conductivity of the scalp, all locations on the head are in a sense electrically 
active and there is no place in which a reference electrode could be attached to 
meet the criteria of the ideal reference. This means that the electrical potential 
recorded from any single electrode will depend on the reference. 

    6  A bit is a smallest chunk of information and can be 0 or 1. So, a number that includes 14 bits is a 
number between –10 13  and  � 10 13  or – 8192 and  � 8192.    

    7  The advantage of modern digital EEG systems (in comparison to old analog systems) is that the 
digital EEG system allows the montage and fi lter settings to be determined at the time the EEG is 
reviewed, rather than at the time it is recorded. The EEG is usually recorded with minimally restrictive 
analog fi lter settings and with potentials at all electrodes measured with respect to a single reference 
(such as nose or linked ears). A computer program can then process the data as they are displayed on 
a screen or printer, reformatting the original referential montage to any desired referential or bipolar 
montage and digitally fi ltering the data as needed. If necessary, the same segment of EEG can be dis-
played repeatedly, using different montages and fi lters. Historically, in electroencephalograpy many dif-
ferent montages have been used. The variety of these montages was defi ned by technical abilities that 
were available in the previous days.    

    8  Note that in the book, if not mentioned otherwise, EEG was recorded in reference to linked ears.    
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  B.    Common Average Montage 

One method, that tries to deal with this problem, is the common average ref-
erence montage. It was developed in the early 1950s. The procedure is straight-
forward: the potential is averaged over all electrodes (called common average 
potential) and is subtracted from any single potential. The procedure is expressed 
in the following formula: 

V V V ni i j� � � /∑    

   where  Σ  is a sum over all electrodes ( Fig. 8.6   ).   
If the head were a sphere and electrodes could be placed in all places of this 

sphere, then the common average would be zero and the  “common average montage  ”
would be a perfect solution. However, in reality this is not the case: the head is 
not a sphere and electrodes are attached only to the upper and lateral surfaces of 
the head. 

  C.    Local Average Montage 

Another montage is a  “local average reference montage.  ” The term local average refer-
ence refers to the construction of a unique reference for each electrode. In this 
case, a small number of electrodes in the vicinity of a target electrode are used to 
compute the synthetic reference. 

FIGURE 8.6 Three montages. (a) In the linked ears montage an electrode potential is measured 
in reference to the potential of two physically linked earlobe electrodes. (b) In the common average 
montage an electrode potential is measured in reference to the potential averaged over all electrodes. 
(c) In the local average montage the electrode potential (e.g., Cz) is measured to a potential averaged 
over adjacent (local) electrodes. Reference electrodes are depicted in black.

Common average

Reference potentials

Linked ears Local average

(a) (b) (c)
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In the formula presented above  Σ now is a sum over the electrodes surround-
ing the i-th electrode      9   . In general terms, any montage can be defi ned by the 
formula: 

V V w Vi i ij j� � ×∑    

   where  wij are the weights. Consequently, any montage is characterized by its 
weights  wij. The values of the weights can be found in Setup of any modern 
software.   

An example of a local average reference is the Laplacian montage. Constructing 
the Laplacian montage involves estimating the Laplacian operator for each elec-
trode. Mathematically, the Laplacian operator is a second spatial derivative of the 
potential fi eld. From the point of view of physics, the second spatial derivative is 
proportional to the current fl ow entering and leaving the skull at the correspond-
ing point. In its turn, the current fl owing toward or away from a point on the 
skull enables us to estimate the strength of the underlying neural generator. 

Originally described by Pitts in 1952 the method required a 3D array of 
closely spaced electrodes, a situation that requires the use of intracranial depth 
electrodes. Modifi cations to allow applications to surface potentials were devel-
oped by Hjorth in 1975. Hjorth was able to show that calculations could be sim-
plifi ed by making a number of assumptions about the structure of the cortex. 
Hjorth assumed that within a particular layer of the cortex there exists homo-
geneity of conductivity. As a result, potential fi elds orientated parallel to the each 
layer are homogenous. A 1D derivation is therefore appropriate as the only fi elds 
perpendicular to the lamina are of interest. In this manner, the second spatial 
derivative of the potential fi eld is confi ned to current fl ow perpendicular to the 
cortical surface      10   . The Horth method was later modifi ed by Lemos. 

  Figure 8.7    represents maps of EEG spectra computed for two frequencies for 
the two montages: monopolar and local average (Lemos) montages. In this particu-
lar EEG recorded in a healthy subject taken from the Human Brain Institute (HBI) 
DataBase there are two distinct alpha rhythms with overlapping frequencies: mu-
rhythm and parietal alpha rhythm. Note that a better spatial resolution and clear 
separation of the sensory-motor rhythm from the parietal rhythm is provided by 
the local average montage. In fi gures presented in the present book the local aver-
age montage is referred to as AvW while the linked ears montage is labeled as Ref.   

    9  For example if we wish to determine the local reference for, say, Cz, we have to compute an aver-
age over the electrodes surrounding Cz, in this case: Fz, C3, C4, Pz. For our Cz electrode, we would 
have the following expression for a local average :  V  ’ Cz        �        V  Cz   2      ( V  Fz        �        V  C3        �        V  C4        �        V  Pz )/4.    

    10  A number of limitations are associated with the Laplacian montage. First, the spatial accuracy is 
highly dependent on the number of electrodes and interelectrode distance. Second, potentials at the 
periphery of the measurement area cannot be reliably estimated since electrodes at these points are not 
encompassed by a complete array of surrounding electrodes. Third, the location of diffuse sources may 
be signifi cantly distorted or even neglected. In view of these limitations it is clear the Laplacian is best 
suited for localization of relatively focal sources.    
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  VIII.    FOURIER ANALYSIS 

  A.    Spectra 

One important element of EEG is its rhythmicity. As we learn in this part of 
the book there are several EEG rhythms that differ by their frequency, location, 
mechanisms of generation, and functional meaning. Rhythms are evolved in time, 
they wax and wane. As a representative EEG recording usually takes three or more 
minutes it is quite diffi cult to grasp the whole information about rhythms from 
viewing at each time only few seconds of EEG recording. Humans are limited! 
A powerful method of compressing the information about rhythmicity over time 
is given by Fourier analysis. 

The Fourier theorem states that any signal  X ( t) within the time limits from 0 
to T       11    can be decomposed into a set of simple sinusoidal functions, called Fourier 
series (see e.g.,  Fig. 8.8   ), that is, 

    11   T is the epoch for Fourier analysis or the sampling epoch. The larger is the epoch, the larger is 
the number of harmonics and the higher is the frequency resolution for spectra. For example, for the 
epoch of 4 s the frequency resolution is of 1/4       �       0.25    Hz.    

FIGURE 8.7 Comparison of two montages. Power spectra maps in a healthy subject in eyes closed 
condition in linked ears (a) and local average (b) montages. Note that the local average montage pro-
vides a more localized distribution of the potential sources.
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X t A A nft nn( ) sin( )� � �0 ϕ∑    

   where  Σ is a sum over all frequencies (harmonics),  f – is a fundamental frequency 
of the signal f        �       1/T,  φ – is a phase,  n        �     1,2,3, … An – amplitude,  φ  n – phase 
of a sinusoidal component ( n –  is a harmonic number).   

The goal of Fourier analysis is to fi nd these parameters. They can be repre-
sented in a form of amplitude spectra (An versus  nf ), power spectra (squared ampli-
tude A2  n) and phase spectra ( φ  n versus  nf ). The direct integral-based approach in 
computing An and φ  n is computationally very laborious. In 1965, Cooly and Tukey 
published a more effi cient algorithm for computation Fourier series, called the fast 
Fourier transform (FFT) algorithm. 

The time interval of EEG recording, for example in eyes open condition, is 
usually about 3    min. It means that this interval can be sliced in 45 four-second 
epochs. The slicing of a continuous signal stream into fi nite epochs can introduce 
contamination of spectra by artifactual frequencies created by the abrupt transi-
tions at the ends of the epoch. This type of distortion is minimized by multiplying 
each time domain amplitude point within the epoch against the corresponding 
value of a window function. A window function is a numerical series contain-
ing the same number of elements as the number of signal samples in the epoch. 
Window element values tend toward zero at both ends and toward unity in the 
middle. A variety of window functions have been described, including the rect-
angle, the triangle, the Hanning, and the Blackman functions. 

Applying different time windows produce another problem: fragments near 
the beginning and the end of epochs of analysis give a smaller input to spectra in 

FIGURE 8.8 Decomposition of a step-like signal into sinusoidal harmonics. A signal (a) is decomposed 
into harmonics (b) with different frequencies and amplitudes (depicted as a number at the right). The more 
harmonics are added, the better the result of summating harmonics (c) corresponds to the signal.
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comparison to the middle fragments. To compensate for this distortion, epochs are 
selected with overlapping. The overlapping usually constitutes a half of the epoch     12   .

  B.    Spectra Dynamics and Averaged Spectra 

Spectra can be displayed in different ways. One of them represents a dynamics 
of spectra computed for each epoch (or a number of epochs) sequentially. An 
example is presented in  Fig. 8.9a   . As one can see peaks at spectra corresponding 

FIGURE 8.9 Two representations of EEG power spectra. (a) Dynamics of power spectra computed 
for three channels (C3, Cz, and C4) with time pointed from top to bottom. (b) EEG spectra averaged 
over all epochs. Montage – local average montage according to Lemos. Epoch  �  4 s. In dynamics of 
spectra, each spectrum is an average over four sequential epochs.

    12  The parameters of Fourier analysis can be adjusted to the goals of a specifi c task. The parameters 
are: the length of epoch (usually from 1 to 8    s), type of overlapping between epochs (usually 50 per 
cent of overlapping is chosen), type of the time window (the best results are achieved by Hanning 
time window). In almost all commercially available software these parameters can be set up by the user.    
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to mu-rhythms at sequential time intervals wane and wax. The other way of pre-
sentation of spectra is averaging spectra over the whole interval of recording ( Fig. 
8.9b)     13   . Averaged spectra are more stable and can reliably characterize the state of 
the subject. Three minutes is a minimal duration of EEG recording in order to get 
a relatively stable spectra. 

  C.    Relative Spectra 

Amplitude of EEG recorded in a particular subject depends on many factors 
including neurophysiological, anatomical, and physical properties of the brain and 
surrounding tissues (skin, bone, duramater, and piamater). These parameters vary 
from one subject to another and are basically unknown. These variations result in 
large variations in absolute EEG spectra ( Fig. 8.10a   ). To compensate for this varia-
tion, relative EEG power is sometimes computed ( Fig. 8.10b ). As one can see, the 
variability of the absolute power is higher than the variability of the relative power. 

13Power spectra presented in Fig. 8.9 are calculated in following steps: (1) the epoch Length is set 
equal to 4 s, (2) the entire record interval (without intervals containing artifacts) is divided into the 
equal epochs, (3) the overlapping of the epochs is set equal to 50 per cent, beginning with the second 
epoch, the fi rst 50 per cent of each epoch overlaps the fi nal 50 per cent of the previous epoch, (4) 
Hanning time window is selected, (5) The power spectrum is computed by means of “fast Fourier 
transformation,” (6) the average spectrum is calculated by averaging over all EEG epochs for each 
separate channel.

FIGURE 8.10 Absolute versus relative power spectra. Absolute (a) and relative (b) power spectra 
for a group of 28 healthy subjects of 15 years old are superimposed on each other. Note that variabil-
ity is smaller for the relative power in comparison to the absolute power.
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So, when  Z-scores      14    are computed to assess the level of statistical signifi cance 
of deviation of an individual spectrum from the mean averaged over a group of 
healthy subjects, large variations of the absolute EEG spectra in the normal group 
would lower the level of statistical signifi cance of deviation from normality. 

 The formula for computing relative spectra is straightforward: 

Pr( ) ( )/ ( )f Pa f Pa fi� ∑( )
   

   where Pr( f ) is a relative EEG power at frequency  f, Pa( f ) is an absolute EEG power 
at the same frequency and  Σ is a sum of EEG power over the whole spectrum or a 
part of it.     

  IX.    EEG MAPPING 

When EEG is recorded from many electrodes that cover the whole cortex it is 
possible to compute a 2D representation of a measured EEG characteristics. The 
characteristics could be either a current potential or an averaged power (ampli-
tude, phase …) taken at a particular frequency      15   . Two types of maps are presented 
in Fig. 8.11     .

  X.    FILTERING 

  A.    Low and Highpass Filters 

Digital fi lters play an important role in EEG analysis. Filters function by blocking 
(suppressing) given frequency components in a signal and passing the original sig-
nal minus these suppressed components to the output. In contrast to analog fi lters, 
digital fi lters work by performing mathematical operation on the signal. 

In regards to function, there are many types of fi lters, such as lowpass, high-
pass, and bandpass … A  lowpass fi lter allows only low frequency signals (below some 
specifi ed cutoff) brought to its output. A  highpass fi lter does just the opposite, by 
rejecting only frequency components below some specifi ed cutoff. Filters are 
usually defi ned by their responses to the individual frequency components that 
constitute the input signal. 

    14   Z-score for a statistical distribution is the ratio of deviation from the mean value divided by the 
standard deviation (variability).    

    15  The idea of EEG brain topography was fi rst suggested by Grey Walter in 1936. He used this 
technique for identifi cation of abnormal electrical activity in the brain areas around a tumor. Nowdays 
mapping of EEG characteristics became a routine procedure.    
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  B.    FIR and IIR Filters 

In regards to algorithm, there are  fi nite impulse response (FIR) and infi nite impulse 
response (IIR) or recursive fi lters      16   . For FIR fi lters the current output ( yn) is calcu-
lated solely from the current and previous  input values ( xn, x n       �     1, xn       �     2, …). A  recur-
sive fi lter is one which in addition to input values also uses  previous output values. 
The word  recursive literally means  “running back, ” and refers to the fact that pre-
viously calculated output values go back into the calculation of the  latest output. 
The expression for a recursive fi lter therefore contains not only terms involving 

    16  The impulse response of a digital fi lter is the output from the fi lter when a  unit impulse (a single 
value of 1 at time  t       �       0) is applied at its input. The response of a FIR fi lter is of fi nite duration. The 
response of an IIR fi lter theoretically (but not practically) continues for ever, because of the recursive 
nature of the fi lter.    

FIGURE 8.11 Two types of EEG mapping. (a) A fragment of EEG with two vertical lines mark-
ing two moments, t1 and t2. (b) Maps of potentials made for the fi rst and second moments. (c) Map of 
power spectra at 11 Hz averaged over 3 min of recording.
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the input values ( xn, xn      �    1, xn      �    2, …) but also terms in  yn      �    1, yn      �    2, …To achieve 
a given frequency response characteristic using a recursive fi lter generally requires 
a lower order fi lter, and therefore fewer terms to be evaluated by the processor, 
than the equivalent non-recursive fi lter. To fi lter out the 50 (60)    Hz noise from the 
mains in the room, a so-called notch fi lter is applied.   

  XI.    BISPECTRUM 

Spectra represent second-order statistics of EEG signals. They do not provide 
information of how oscillations at different frequencies interact with each other. 
Higher order statistics include the bispectrum. Specifi cally, bispectral analysis 
examines the relationship between the sinusoids at two primary frequencies,  f  1  
and f  2, and a modulation component at the frequency  f  1       �       f  2. This set of three 
frequency components is known as a triplet (  f  1, f  2, and  f  1       �       f  2). For each triplet, 
the bispectrum, B(  f  1, f  2), a quantity incorporating both phase and power informa-
tion, can be calculated. The bispectrum can be decomposed into (1) the phase 
information as the bicoherence, BIC(  f  1, f  2), and (2) the joint magnitude of the 
members of the triplet, as the real triple product, RTP(  f  1, f  2). A high bicoher-
ence value at (  f  1, f  2) indicates that there is a phase coupling within the triplet of 
frequencies  f  1, f  2, and  f  1       �       f  2. Strong phase coupling may imply that the sinusoi-
dal components at f  1 and f  2 have a common generator. So, functional meaning of 
bicoherence is straightforward: whereas the phase spectrum in the conventional 
Fourier analysis measures the phase of component frequencies relative to the start 
of the epoch, the bicoherence measures the correlation of phase between different 
frequency components. The bicoherence, BIC(  f  1, f  2), is a number that varies from 
0 to 1 in proportion to the degree of phase coupling in the frequency triplet. We 
are still uncertain what exactly these phase relationships mean physiologically, but 
the simplest model suggests that strong phase relationships relate inversely to the 
number of independent EEG pacemaker elements. 

  XII.    COHERENCE 

  A.    Physiological Meaning 

From structural (anatomical) point of view, the most striking feature of the brain 
is the abundant connectivity between neurons. From functional point of view, this 
connectivity is refl ected in synchronous activities within the brain: neurons in 
anatomically connected structures tend to fi re synchronously. Electrophysiological 
data show that this synchronicity is performed in bursts repeating at different fre-
quencies. The frequency of the synchronization seems to defi ne the functional 
meaning of connectivity. For example, alpha frequencies are idling rhythms of 
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sensory systems and synchronization at 10    Hz frequency indicates the state of 
the sensory system when neurons do not relay sensory information but ready to 
commence when a relevant stimulus will appear. Oscillatory synchronization in 
gamma band has been proposed as a binding mechanism for combining different 
features of an object into a single percept. Synchronization at 40    Hz frequency 
indicates the synchronous activation of neurons responsible for detecting different 
features of the same stimulus. The disruption of  “normal ” synchronization may be 
a sign of neurological or psychiatric dysfunction. For example, an abnormal pat-
tern of synchronizations between different parts of the basal ganglia seems to be 
responsible for tremor and dyskinesia in Parkinson’s disease. 

  B.    Representations of Deviations from Normality 

In EEG the measure of synchronization between two different scalp locations is 
given by a parameter named coherence      17   . From functional point of view, coher-
ence is a measure of correlation between EEG powers computed in the same 
frequency band but in different locations      18   . Mathematically EEG coherence is 
computed as follows: 

Coh | ( )| / ( ) ( )xy xy xx yyS f S f S f� 2

   

   where Sxy( f ) is the cross power spectral density at a given frequency  f, Sxx( f ) and 
Syy( f  ) are power spectral densities of  x  and  y  at the same frequency.   

  Figure 8.12    shows the results of comparison of EEG coherences computed in 
a 45 year old subject with the normative data. This is a subject with a normal 
adaptive behavior, without any psychiatric and neurological complains but with 
a partial atrophia of the corpus collosum      19   . On the right, the results of subtrac-
tion of the normative coherences from the coherences computed for the subject 
are depicted. The coherences are computed for two electrodes ’ pairs: C3–C4 and 
F3–F4. EEG was recorded in three different conditions: eyes open, GO/NOGO, 
and mathematic task. In this picture only symmetrical interhemispheric connec-
tions are depicted. The EEG bandwidths were adjusted according to the individual 
characteristics of EEG spectra. This way of presenting the data clearly shows that 

    17  Coherence is computed for two channels, so if one have 19 electrodes it gives a total number of 
pairs 19       �       18/2       �      171. This number of values is impossible to map in one picture. Several ways of 
presenting coherence have been suggested. In  Fig. 8.12  we present one of them.    

    18  The correlation coeffi cient is defi ned by:  R        �       (	xy )/( �  x  2  �  y2 ), where  x and y are deviations 
from the means of two variables. In our particular case  x and y correspond to EEG power measured in 
two electrode locations in a certain frequency band.  R varies between –1 and  �1. So, if two variables 
x and y change coherently and in the same direction in time, the correlation coeffi cient between these 
two variables is positive and close to 1. If two variables change in out of phase mode the correlation 
coeffi cient between these variables is negative l.    

    19  The axonal pathways connecting two hemispheres.    
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the coherences between two hemispheres in this subject are persistently smaller 
than in the normal group.   

  XIII.    EVENT-RELATED DESYNCHRONIZATION 

The term desynchronization refers to a common observation that  presentation 
of a relevant visual stimulus  “desynchronizes ” posterior alpha rhythm. This is 

FIGURE 8.12 A lack of interhemispheric coherence in a subject with corpus collossum atrophy. 
(a) Connection diagrams for three frequency bands and three conditions of recording. Only interhemi-
spheric connections in which the coherences are below thresholds (�0.03 and �0.06) are depicted. 
(b) Examples of deviations from normality in coherences for two pairs of electrodes.
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 exemplifi ed in  Fig. 8.13   , which represents a fragment of EEG signal during a 
trial of GO/NOGO task. As one can see visual stimuli followed by the subject’s 
response induce a decrease of alpha activity recorded at O1, O2. 

To compute an index of  “desynchronization ” Gert Pfurtsheller in 1977 sug-
gested the following method. It consists of several steps: fi rst, EEG is fi ltered at 
a certain frequency band (in the case presented in  Fig. 8.13  alpha band from 9 
to 11    Hz was selected), then, the fi ltered EEG is squared to get EEG power and 
smoothed (actually in the variant suggested by Pfurtsheller smoothing is performed 
on the further stages), and fi nally power samples are averaged across all trials. 
To obtain relative values for the index of desynchronization, the mean EEG power 
in the background interval (i.e., the interval preceding the stimulus) –  P  bg – is 
calculated and the relative decrease (or increase) of EEG after stimulus is calculated 
according to the following formula: 

ERD /i i bg bgP P P� �( )⎡
⎣⎢

⎤
⎦⎥    

   The parameter was named event-related desynchronization (ERD). However 
in other frequency bands and also for the alpha frequency band but in different 
time intervals increase of EEG power was observed instead of desynchronization. 
The increase was labeled as synchronization and the corresponding parameter was 
named – event-related synchronization.    

FIGURE 8.13 Computing event-related desynchronization/synchronization – ERD/ERS. (a) A 
fragment of EEG in GO/NOGO task fi ltered in alpha frequency band. (b) Stages of computing ERDs 
with description in the text.
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  XIV.    WAVELET TRANSFORMATION 

In Fourier analysis an EEG signal is decomposed into a set of sinusoidal func-
tions of different frequencies, amplitudes, and phases. These functions are infi nite 
in time domain. Consequently Fourier analysis lacks time dynamics. This trans-
formation does not work when we want to study how different rhythms in EEG 
respond to brief presentations of stimuli or to brisk movements. In such cases, it 
is natural to decompose EEG not into continuous sinusoidal functions, but into 
discontinuous (fi nite length) oscillating waveforms ( Fig. 8.14b   ). The discontinuous 
waveforms presented in  Fig. 8.14  are named wavelets. In mathematics the wavelet 
transform refers to the representation of a signal in terms of a fi nite length oscil-
lating waveform. This waveform is scaled and translated to match the input signal. 

 The mostly used functions are complex Morlet’s wavelet, defi ned by equation: 

w t f A t t s i ft( , )  exp( ( - ) / ) exp( )� � 0
2 22 2 π    

    w ( t, f ) have a Gaussian shape both in the time (around time  t  0) and in the fre-
quency domain (around frequency  f ): The wavelets have the same number of 
cycles for different frequency bands, resulting in different wavelet durations.   

The signal to be analyzed s ( t) is convoluted by wavelets in similar way as it is 
convoluted with sinusoidal functions: 

P t f w t f s t( , ) | ( , ) ( )|� ∗ 2
   

   The result is squared and gives the time-depending power of EEG around fre-
quency f. Repeating this calculation for a family of wavelets, having different 
frequencies  f, provides a time–frequency–power representation of the signal com-
ponents ( Fig. 8.14  continued).    

FIGURE 8.14 Computing power–time–frequency representation (wavelet analysis). (a) EEG sig-
nal – s(t). (b) Morlet’s functions, also called wavelets. (c) A schematic 3D presentation of the signal 
decomposition into Morlet’s wavelets. (d) Time–frequency–power representation of the signal averaged 
over trials Y axis – frequency, X axis - time. Relative (in reference to the background) EEG power is 
color-coded at scale presented at Right.
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  XV.    BLIND SOURCE SEPARATION AND ICA 

EEG is a sum of different rhythms produced at different frequencies by generators 
located in different cortical areas. For example, generators of 9-13    Hz mu-rhythm 
are located in the sensory-motor strip, while generators of the midline theta 
rhythm are located in the medial prefrontal cortex and anterior cingulate. Any 
electrode placed at the frontal–central area picks up a sum of these two rhythms. In 
a similar way, event-related potentials (ERPs) (see Part II of the book) represent the 
sum of different components generated by different cortical generators at different 
time intervals. For example, generators in the early (from 80 to 200    ms) stages of 
visual information processing are located in different areas of the posterior cortex 
such as the striate, pre-striate cortex, ventral visual stream (inferiotemporal cortex), 
and dorsal stream (parietal cortex). In these two examples, if we want to fi nd inde-
pendent generators that produce mixed potentials at the cortex we need to solve a 
so called blind separation problem. 

  A.    Mathematical Formulation 

Mathematically, this problem can be formulated as follows. Suppose, we have  N  
source signals or variables (such as neuronal dipoles that reside in a particular cor-
tical area and produce a particular rhythm)  s      �     { s  1, s  2, … , sN  } . Where  si is a vec-
tor     20    and a function of time      21   . If we further consider time as a sequence of discrete 
time points t then the time dynamics of si can be considered as a matrix S with 

    20  Vectors are a subject of linear algebra, a branch of mathematics concerned with the study of vec-
tors, vector spaces, linear transformations, and systems of linear equations.    

    21  In a special case, when the signal is transformed by Fourier or wavelet transformation into fre-
quency domain, time can be replaced by frequency.    

FIGURE 8.14 (Continued)
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N rows (sources) and T columns (time intervals). Suppose further, that according 
to the laws of physics ( such as volume conduction of electrical potentials) these 
signals almost instantly project to the surface of the head and are linearly mixed at 
a given electrode location. If a total number of electrodes is  N  then: 

  P   �    MS, where  P   �   {P  1, P  2,…,P  L  } is a matrix of time dynamics of potential 
(consisting of N rows and T columns), M is a so called mixing matrix that  “mixes ”
independent sources into scalp potentials recorded by distinct electrodes: 

M M  M , , M
M  M , , M

M M , , M

N

N

N N NN

� 11 21 1

12 22 2

1 2

…
…

…    

   The goal of the blind source separation problem mathematically can be formu-
lated as calculating an estimation of the vector S by fi nding a matrix W so that:   

U WP (note that U as an estimation of S)�    

   Note, that the matrix W is called  “unmixing” matrix because it inverts the mixing 
potentials into their sources.   

 According to the linear algebra defi nitions: 

P � �W U1
   

   where W      �     1  is the inverse matrix of W  (recall that W      �     1  is called mixing matrix).   
 Further, according to linear algebra: 

P Pi i i� � �W U1∑∑    

   Where  Pi is i-th component of the potential P and is the product of two vectors, 
the i-th column of matrix W      �     1  and the i-th row of U.    

  B.    Spatial Filters for Decomposing Independent 
Components

Note that the i-th row of the matrix W      �     1 is called a spatial fi lter (or topography) 
of the corresponding component because it extracts (fi lters out) the independent 
component from the mixed combination of all of them. These fi lters can be con-
sidered as topographies of the corresponding components and visualized in a form 
of maps (see maps in Fig. 8.15c   ). 

The source locations of independent components are assumed to be station-
ary, that is, not changing in space during time of recording. The activations of the 
corresponding sources (U i) can be considered as the waveforms of independent 
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components. Note that obtaining the actual amplitude of the independent source 
on the scalp requires multiplication of the waveform and the corresponding topog-
raphy. Because the only meaningful value is the actual amplitude of the source on 
the scalp, we can multiply both topographies and waveforms by –1 without chang-
ing this value. This creates the ambiguity in defi ning polarities of waveforms and 

FIGURE 8.15 Blind source separation in EEG. (a) Raw EEG, (b) Time dynamics of the indepen-
dent components (Ui). Raw EEG is the sum of Wi

�1Ui, (c) Topographies of the extracted independent 
components (Wi

�1).
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topographies. So, neither the sign of the topography nor the sign of the waveform 
are meaningful in themselves. 

Let us present the blind source separation problem in a graphical form. Here 
we have to stress that it is diffi cult to imagine a multi-dimensional space and even 
more diffi cult to imagine linear transformations in this space. So, for simplicity, 
we consider a 2D space ( Fig. 8.16   ). Suppose, we have two independent sources 
(variables) that determine two parameters of a given system, such as  X depicted 
at the horizontal axis, and  Y depicted at the vertical axis. The  X and Y parameters 
can be measured while the task is to fi nd the independent sources. If the variables 
are independent and they vary in time, the set of the system states could look 
like that presented in  Fig. 8.16  where each dot corresponds to a state of the sys-
tem in sequential time intervals      22   . Note also that in  Fig. 8.16  the variables are not 
Gaussian, that is, they are highly sparse. So, the blind source separation problem 
would be to separate vectors that correspond to the independent variables (or 
sources) knowing only the measured parameters of the system  X  and  Y.

  C.    Independent Component Analysis Versus Principle 
Component Analysis 

There exist several attempts to solve the blind source separation. The most pow-
erful of them is independent component analysis (or briefl y ICA). ICA was fi rst 

    22  Note, that in this example, information about time dynamics of the system is not taken into 
account.    

FIGURE 8.16 Comparison of ICA and PCA methods. ICA (a) refl ects the nature of the distribu-
tions. A non-orthogonal mixture of two distributions at X–Y plane was separated by two methods. 
PCA (b) provides orthogonal axes ranked in terms of maximum variance. 
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introduced in early 1980s and for EEG was applied in 1995 for artifact correction. 
In general terms, ICA is a special fi eld of mathematics and for its implementation 
uses numerical algorithms. These algorithms are based on optimization (fi nding 
minimum or maximum) of some objective functions. ICA is superfi cially related 
to classic methods such as principle component analysis (PCA) and factor analysis. 
But ICA is a much more powerful technique capable of fi nding the underlying 
variables or sources when these classic methods fail completely. The last statement 
is illustrated in Fig. 8.16 . The fi gure represents a case of two independent, non-
orthogonal and non-Gaussian variables that are mixed into two measured vari-
ables ( X -axis and  Y -axis). 

The solutions given by PCA and ICA methods are schematically represented 
by thin line vectors. Clearly the ICA axes capture much more about the structure 
of these data than the PCA. 

The key assumption used in ICA is that the sources are statistically  independent.
This assumption seems to fi t EEG data quite well. Indeed all experimental evi-
dence presented in this part of the book indicates that EEG is formed by poten-
tials generated by different sources located in different cortical areas. The statistical 
independence means that measuring potential generated in a separate source (say, 
of the left sensory-motor strip that generates mu-rhythm) at a given moment does 
not allow any prediction regarding the source in an other brain region (say, in 
the right sensory-motor strip, or occipital area, or anterior gyrus cingulate) at the 
same moment. The assumption of statistical independence seems to be also true 
for components observed in ERPs (for more details see Part II of this book). 

Most ICA methods are performed using information-theoretic unsupervised 
learning algorithms. Different laboratories are using different variants of the learn-
ing algorithms, such as JADE, infomax ICA, and FastICA. When these algorithms 
are compared, they generally perform near equally good. In the HBI Normative 
DataBase we are using the gradient-descent algorithm implemented for rou-
tine use by Makeig  et al. ( http://www.cnl.salk.edu/~scott/ica.html ). It should 
be stressed that these ICA algorithms consider only statistics of the data maps 
recorded at different moments, without taking into consideration the time order 
of these maps      23   .

An example of application of ICA to the raw EEG data is presented in  Fig. 
8.17   As one can see from EEG time dynamics (raw EEG traces) and from com-
pressed frequency representations (spectra) the given EEG is generated by three 
distinct sources located correspondingly in vicinity of C3, C4, and O1, O2 chan-
nels. These sources correspond to the left mu-rhythm, the right mu-rhythm, and 
posterior alpha rhythm. The mean frequencies corresponding to these rhythms 
are quite close to each other, constituting 9.5, 9.3, and 10.2    Hz respectively. We 
applied the ICA method to 3    min of EEG recording. The topographies of three 

    23  The so-called second-order blind identifi cation (SOBI) approach has been designed in 1994.    
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independent components are presented in Fig. 8.17(b). These topographies can be 
considered as spatial fi lters.  Figure 8.17  at the left represents the results of application 
of such fi lters to the raw EEG. In the middle the low resolution electromagnetic 
tomography (LORETA) images of selected components are presented.   

FIGURE 8.17 Decomposition of raw EEG into independent components. (a) Independent 
components with the corresponding electromagnetic tomograms. (b) A fragment of EEG signal of a 
healthy 19 years old subject during performing a GO/NOGO task with topographies of three inde-
pendent components depicted below. (c) Power spectrum with a map at 9.5 Hz. 
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  XVI.    ARTIFACT CORRECTION BY SPATIAL 
FILTRATION 

  A.    Eye Movements 

EEG is contaminated by various artifacts. Eye movement artifacts are quite often 
the largest ones. They are generated by vertical and horizontal eye movements. 
The main source of the artifacts is the potential of the eyeball. The eyeball acts 
as an electric dipole with the positive pole oriented anteriorly. Eye blink results 
in refl exive upward vertical eye movement that produces positive defl ection at 
frontal areas with maximum at Fp1, Fp2 electrodes. Eyes closing is associated with 
a similar artifact, while eyes opening results in downward vertical eye movement 
and negative defl ection at Fp1, Fp2 electrodes. Horizontal eye movements (also 
called saccades) produce opposite changes of potentials at F7, F8 electrodes.  Figure 
8.18   represents a sequence of horizontal eye movement (saccade) and eye blink. 

FIGURE 8.18 Horizontal and vertical eye movement artifacts.(a) Fragment of EEG recorded in 
the task condition in a healthy subject of 17 years old.Note: horizontal eye movement (at the left of 
recording) with a corresponding topography of potential (negativity at F7 and positivity at F8), and 
eye blink (at the right) with a corresponding topography (positivity at Fp1, Fp2). (b) The model of the 
eye as an electric dipole with the positive pole oriented anteriorly.
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  B.    Correcting Eye Movement Artifacts 

One way of correcting eye movements is to record the oculogram and to com-
pute the proportion of ocular contamination in each EEG channel. Then the 
electrooculogram (EOG) signals are scaled by the estimated proportion and are 
subtracted from the original EEG signals. 

Recently, a new method was suggested which is based on ICA approach. The 
basic idea is the decomposition of the EEG signal into two components: the one 
that corresponds to neuronal electric activity, the other one that corresponds to 
artifacts. Each component consists of a waveform, describing the time course of 
the modeled activity, and a topography vector, describing how the waveform con-
tributes to each recorded signal. Artifact activity can be reconstructed as a product 
of artifact topographies and waveforms. 

In Fig. 8.19    an example of application of ICA method for artifact correction is 
presented.   

  XVII.    OTHER TYPES OF ARTIFACTS 

EEG as a week signal may be contaminated by artifacts from various non-cortical
sources. Beside slow shifts of potential associated with vertical and horizontal eye 
movements there are many other types of artifacts. We list here only the most 
common artifacts, such as muscle, ECG, and pulse artifacts. 

  A.    Muscle Artifact 

  Muscle artifacts arise from electrical activity of muscles. In particular, frontalis and 
temporalis muscles are the most common source of myogenic activity respectively 
in frontal electrodes (mostly Fp1 and Fp2) and in temporal electrodes (mostly T3, 
T4). An example of temporal muscle activity is presented in  Fig. 8.20   . Usually, it 
is not diffi cult to separate muscle activity from beta cortical activity. Indeed, at the 
spectra the range of muscle artifact is usually broader than the range of beta activity. 
Because of that, at recordings muscle activity looks like a thicker line when com-
pared with genuine EEG      24   . Single muscle discharges may look like epileptic spikes, 
but muscle  “spikes ” are shorter in duration and are limited to only one electrode. 

  B.    ECG Artifact 

In individuals with short necks and large hearts electrical fi elds of the heart 
may be detected by ears or other basal electrodes. It is diffi cult to confuse ECG 

    24  One must remember that central electrodes such as Fz, Cz, and Pz are located over the places 
without strong muscle and avoid recording muscle activity.    
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FIGURE 8.19 Artifact correction by spatial fi ltration. (a) A fragment of raw EEG with eye blinks, ICA topographies are presented 
below: the largest component corresponds to vertical eye movements and the smallest component – to horizontal eye movements. 
(b) The result of fi ltration of raw EEG by a spatial fi lter based on the topography of vertical eyes movements. 
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artifacts with epileptic spikes because these artifacts are regular and usually seen 
with the same polarity in many electrodes ( Fig. 8.21 ). Simultaneous ECG record-
ing usually helps to differentiate these artifacts (labeled as  ECG artifacts), but an 
experienced electroencephalographer can easily do it without such recording. 

  C.    Cardio-Ballistic Artifact 

Another common type of non-brain-related potential changes is called  cardio-
ballistic artifact. This type of artifact is caused by a periodic (with a period of heart 
beating) movement of electrode located just above a blood vessel of the head. 
Pulsation of the vessel moves the electrode which induces a periodic artifact. The 
cardio-ballistic artifact is usually observed under one electrode. This is the reason 
why it can be better seen when a local average montage is applied (compare EEG 
traces in Fig. 8.22    made for two montages: referential and local average montages). 
This artifact can be easily detected on the map of EEG spectra as a local peak in 
about 1     Hz frequency.   

FIGURE 8.20 Muscle artifacts. (a) A fragment of EEG contaminated by myogenic artifacts at T3, 
T4 electrodes. (b) Power spectra of muscle activity (T3) in comparison to beta activity (P4).
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  XVIII.    FORWARD SOLUTION AND DIPOLE 
APPROXIMATION 

As we learnt from this part of the book, an element of EEG generator can be con-
sidered as a dipole located within the cortex and oriented perpendicular to the 
surface of the cortex. In some cases of EEG patterns, such as epileptiform spikes, 
a single dipole model may be a good approximation of the neuronal generator 
of the EEG pattern. For the cases, when the generator of the EEG patterns are 
localized and can be approximated by a single dipole, the scalp distribution of the 
potential can be expressed in a physical equation and mathematically computed. 

FIGURE 8.21 ECG artifact. A fragment of EEG with periodic (approximately one pulse per 
second) ECG artifact. Because of the low background EEG activity T3 record reveals the most distin-
guishable artifact.
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In physics this is called the forward problem and its solution is called the for-
ward solution. To solve the forward solution we need to know (1) location of the 
dipole on the cortical surface, (2) the orientation of the dipole, (3) the conduc-
tance of the shells (such as bone, skin  …) that surround the dipole. A good solu-
tion can be given by the three or four concentric spheres models. Recently the 
realistic head models were introduced. They take into account parameters such as 
head shape and head anisotropy. 

If the dipole model is correct, we can solve the inverse problem, that is, we 
can fi nd the position, orientation, and strength of the dipole that fi ts the observed 

FIGURE 8.22 Cardio-ballistic artifact. A fragment of EEG with periodic cardio-ballistic artifact. 
This artifacts pops out when a local average montage is applied and when a spectra map is made at the 
pulse frequency.
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potential most of all. From mathematical point of view the procedure is fi nding 
a minimum of a functional that expresses the difference between the real and the 
simulated distributions. The procedure can be accomplished by several algorithms. 
Almost all of them are giving quite good and similar solutions. 

In the Human Brain Institute software we are using the four-shell spheri-
cal volume conductor model of the head. This model seems to be the simplest 
approximation that considers the brain as consisting of four concentric spheres, 
which respectively represent (1) cortex, (2) cerebrospinal fl uid, CSF, (3) skull, and 
(4) scalp. Least-square solution of inverse problem is performed by Nelder-Meade 
simplex method. 

  XIX.    LORETA 

  A.    Ambiguity of Inverse Problem 

Spikes are quite rare patterns of EEG. In majority of cases EEG patterns are gen-
erated by distributed sources, that is, by cortical generators spread over wide areas 
of the cortex. In these cases the EEG potential recorded from a given electrode 
is a sum of numerous elemental dipoles located not only under the electrode but 
also in remote parts of the cortex. The problem of fi nding these multiple dipoles 
by knowing only potentials recorded by multiple scalp electrodes is called the 
inverse problem. 

Theoretically the inverse solution is ambiguous, that is, there is infi nitive num-
ber of different source confi gurations that would fi t the measured electric fi eld      25   .
In 1984, Hämäläinen and Ilmoniemi were the fi rst to introduce a tomographic 
solution to the EEG/MEG inverse problem: the well known minimum norm 
solution. However, the minimum norm solution misplaces actual deep sources 
onto the outermost cortex and thus produces excessively large errors in localizing 
cortical sources. 

A better accuracy in localizing test sources is given by a methodologi-
cal approach called low resolution tomography or briefl y LORETA. LORETA 
was fi rst introduced in 1994 by Roberto Pascual-Marqui and his colleagues. 
LORETA is based on certain electrophysiological and neuroanatomical constrains. 
It assumes that neighboring      26    cortical areas produce similar local fi eld poten-
tials, which electrophysiologically could be a result of synchronous activation of 

    25  Non-uniqueness of the inverse problem was pointed out the fi rst time by an outstanding 
German physician and physicist Hermann von Helmholtz almost 150 years ago.    

    26  Neighboring in this context means those that have a spatial resolution of order of 7    mm. In our own 
studies with implanted electrodes we used bundles of electrodes with 3    mm interelectrode distance. Gold 
electrodes were stereotactically implanted into heads of patients for diagnostic purposes. In these studies, 
local fi eld potentials recorded from neighboring electrodes in majority of cases looked quite similar.    
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neighboring neurons. From mathematical point of view these physiological con-
straints imply the smoothness of the spatially distributed generators. In essence, 
LORETA gives the smoothest of all possible inverse solutions. Its inverse solution 
corresponds to the 3D distribution of electric neuronal activity that has maximum 
similarity (i.e., maximum synchronization), in terms of orientation and strength, 
between neighboring neuronal populations (represented by adjacent voxels). 

  B.    Matrix for Solution of the Inverse Problem 

In LORETA approach, cortex is modeled as a dense grid of volume ele-
ments (voxels) in the digitized Talairach atlas (Brain Imaging Center, Montreal 
Neurological Institute). In the old version of LORETA, the number of voxels was 
2394 that corresponded to a spatial resolution of 7     mm. 

The current densities  J in those voxels defi ne the potential Φ      27    according to 
the Laplacian law of physics, that is, knowing the current densities in the cortex 
we can defi ne potentials at any point in the scalp according to the formula      28   :

Φ � �K J c×    

   where  K  is a known operator      29     .

  C.    Minimizing the Functional 

Mathematically the inverse solution is to fi nd  J by knowing  Φ. One way of fi nd-
ing the inverse solution can be obtained by minimizing the following functional: 

F K J c BW J� � � �� � � �Φ × 2 2α    

   where  α is a regularization parameter,  B is the Laplacian operator. This functional 
is to be minimized with respect to  J and c, for given  K, Φ, and  α. The explicit 
solution to this minimization problem is obtained:   

J T� Φ    
   where:   

T WB BW K H HK WB BW K H H H IT T T T T T� � � �� �
�

( )   ( )   , /1 1 11 1 1α⎡
⎣⎢

⎤
⎦⎥      

    27  Note that Φ is a vector, that is, not one but many values corresponding to potentials recorded at 
different locations.    

    28  This is a mathematical expression of the so-called  “forward ” solution.    
    29  Matrix  K is computed according to the formula of physics which analytically expresses the 

potential generated by an electric dipole.    
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As one can see T is a matrix that can be explicitly computed for a given 
position of electrodes and the regularization parameter. Knowing potentials  Φ  
recorded from a given set of scalp electrodes in a given time interval we can com-
pute the current density of sources generating these potentials simply by multipli-
cation of the vector  Φ by the matrix T. These are computations that are preformed 
by the LORETA software      30   .

An example of application of LORETA for mapping N1 components of ERPs 
in response to visual and auditory stimuli is presented in  Fig. 8.23   . Note that gen-
erators are located in the occipital area for the visual stimulus and in the temporal 
cortex for the auditory stimulus. Those locations fi t quite well our knowledge 
about information processing in the human brain. 

We have to stress here that all currently available inverse tomographic repre-
sentations are not precise solutions but rather approximations of the reality. The 
ability to correctly localize neuronal sources of potentials is the only criteria for 

    30  LORETA-KEY is free academic software unrelated to any form of profi t-making undertak-
ings. The software package that we are using in the Human Brain Institute Database is the same that 
Roberto Pacual-Marqui and his group use at the Key-Institute for Brain-Mind research in Zurich.    

FIGURE 8.23 Low resolution electromagnetic tomography (LORETA). (a) LORETA images of 
visual and (c) auditory N1 components for a healthy subject. 1000 Hz tone of 100 ms duration served 
as an auditory stimulus, digit 9 presented for 100 ms served as visual stimulus. (b, d) ERPs and corre-
sponding 2D maps.
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validation of any method in electromagnetic tomography. Practice is the criteria of 
truth. During the last decade many studies with EEG and ERP recordings showed 
a good correspondence between LORETA images and expectations that could be 
made on the basis on various neurophysiological studies      31   .

  D.    s-LORETA – Zero Localization Error 

Despite all previous efforts LORETA solutions produced images with systematic 
non-zero localization errors. One of the problems that pose the localization errors 
is variability of the  “thickness” of cortical generators across the cortical mantle. 
One way to avoid the systematic localization error is to compute and depict a 
standardized current density. Roberto Pascual-Marqui in 2002 proposed a method 
in which localization inference is based on a standardization of the current density 
estimates. The free software can be found on his web-site. In the most of fi gures 
presented below in the book we are using s-LORETA images.   

    31  The list of these publications can be found on the web-site of the Key Institute:  www.unizh.
ch/keyinst/NewLORETA     

FIGURE 8.23 (Continued)
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  XX.    BOLD fMRI 

Although the book deals with electrophysiology we can not avoid discussing 
the method of functional magnetic resonance imaging (fMRI). This method has 
been widely used in numerous laboratories all over the world and during the last 
decade was the main source of our knowledge regarding brain functions. The 
parameter that is detected in fMRI studies is so-called  “blood oxygen level depen-
dent” or briefl y BOLD. The signal for computing this parameter comes from 
hydrogen atoms, which are abundant in the water molecules of the brain      32   .

After absorbing the radiofrequency waves, the hydrogen atoms emit energy at the 
same radiofrequency until they gradually return to their equilibrium state. The MRI 
scanner measures the total sum of the emitted radiofrequency energy. The radiofre-
quency signal decays over time, owing to various factors, including the presence of 
inhomogeneities in the magnetic fi eld ( Fig. 8.24   ). 

    32  As we already learnt in Introduction the MRI method is based on the fact that in the presence 
of magnetic fi eld hydrogen atoms absorb energy that is applied at a characteristic radio frequency 
(� 64     MHz for a standard, clinical 1.5–Tesla MRI scanner).    

FIGURE 8.24 BOLD measure of metabolic activity. Blood fl ow in the vessel brings oxygen to 
neurons by means of oxyhemoglobin. After oxygen consuming by the neurons oxyhemoglobin turns 
into deoxyhemoglobin. Deoxyhemoglobin as a paramagnetic introduces inhomogenity which is mea-
sured by a sharper decay of MRI signal.
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Greater inhomogeneity results in decreased image intensity, because each 
hydrogen atom experiences a slightly different magnetic fi eld strength, and after a 
short time has passed (commonly called T2), their radiofrequency emissions can-
cel one another out. BOLD fMRI techniques are designed to measure primarily 
changes in the inhomogeneity of the magnetic fi eld, within each small volume of 
tissue, that result from changes in blood oxygenation      33   .

  A.    Transform Model of fMRI response 

In EEG–fMRI correlation studies we need to take into account that changes in 
blood fl ow are quite slow and follow fast changes in electrical neuronal activity 
with a long (about several seconds) delay. A model of the hemodynamic response 
assumes that there are three phases of the BOLD fMRI response to a transient 
increase in electric neuronal activity (see  Fig. 8.25   ): an initial, small decrease below 
baseline due to the initial period of oxygen consumption, followed by a large 
increase above baseline as a consequence of an oversupply of oxygenated blood, 
and then by a decrease back to baseline again. 

Given the measured time course of neuronal activity, it is possible to compute 
the time course of the fMRI response. In EEG–fMRI correlation studies this is 
the way of fi nding association between EEG fast changing patterns and slow met-
abolic fl uctuations measured by fMRI. It should be noted that most fMRI studies 
go the other way around: they infer the underlying neuronal activity from the 
fMRI response.   

    33  Deoxy- and oxyhemoglobin have different magnetic properties; deoxyhemoglobin is paramag-
netic and introduces an inhomogeneity into the nearby magnetic fi eld, whereas oxyhemoglobin is 
weakly diamagnetic and has little effect. Hence, an increase in the concentration of deoxyhemoglobin 
(due to consumption of oxygen by nearby neurons) would cause a decrease in image intensity.    

FIGURE 8.25 The transform model of fMRI responses. (a) Neuronal impulse response. 
(b) Hypothetical hemodynamic impulse response function (HIRF) measured as the response to a brief 
pulse of neuronal activity.
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  XXI.    CORDANCE 

Cordance as a complex EEG characteristic was fi rst suggested by a group of sci-
entists from University of California in Los Angeles (Cook et al., 1998). Cordance 
is computed by a normalization (deriving  Z-scores) of absolute and relative EEG 
power values and adding these values. Cordance values are calculated in three 
steps: fi rst, EEG power values are computed using a so-called re-attributional elec-
trode montage in which power values from pairs of electrodes that share a com-
mon electrode are averaged together to yield the re-attributed power      34   . Relative 
power is calculated as the percentage of power in each band, relative to the total 
spectrum. Second, these absolute and relative power values for each individual 
EEG recording are normalized across electrode sites, using a  Z-transformation sta-
tistic for each electrode site  s in each frequency band  f yielding Anorm ( s, f ) and 
Rnorm ( s, f ) respectively. It should be noted that these  Z-scores are based on the 
average power in each band for all electrodes within a given quantitative elec-
troencephalogram (QEEG) recording, and are not  Z-scores referenced to some 
normative population (as in the  “neurometrics ” approach, see below). The nor-
malization process places absolute and relative power values into a common unit 
(standard deviation or  Z-score units) which allows them to be combined. Third, 
the cordance values are formed by summing the  Z-scores for normalized absolute 
and relative power for each electrode site and in each frequency band: 

Z s f A s f R s f( , ) ( , ) ( , ) norm norm� �    

   Cordance values have been shown to have higher correlations with regional cerebral 
blood fl ow than absolute or relative power alone (Leuchter et al., 1999). This measure 
was used for predicting response to antidepressants in a group of depressed patients.    

  XXII.    NORMAL DISTRIBUTIONS AND DEVIATION 
FROM NORMALITY 

  A.    Normative Database 

Recording EEG and computing spectral characteristics such as power and coher-
ence are only initial stages of QEEG analysis. The most important stage is com-
paring the computed parameters with the normative data      35   . The defi nition of a 

    34  This is similar to a local average montage, but cordance recombines the power values whereas a 
local average method recombines voltage signals.    

    35  It should be stressed here that we are talking about QEEG and not clinical (or medical) EEG 
assessment. The last one is based on visual inspection and search for meaningful EEG patterns such 
as spikes, slow waves, and different types of paroxysms. QEEG analysis does not exclude but actually 
implies clinical EEG assessment as one of necessary steps.    
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normative database as a representation of the range of  “normal ” within the whole 
population raises the issue of what is meant by normal. It is assumed that a nor-
mative database must be comprised of many individuals in a population who are 
rigorously screened for neuropsychiatric disorders, brain damage, for using drugs 
and medication, for history of neurological and psychiatric disorders. These are 
exclusive criteria for a normative database. The healthy (normal) individuals 
must be functioning well in family, school or work, and in society. The database 
must represent the mix of ages, gender, ethnicity, socioeconomic status, and other 
demographic factors present in the overall population. These are inclusive criteria 
for normative database. Special concerns apply to pediatric databases where dra-
matic developmental changes occur over relatively short time intervals. Such data-
bases need quite many children for each year of age      36   .

  B.    Normal and Log-Normal Distributions 

It is a well known fact that any parameter of the normal population, if it depends 
on many factors, fi ts a normal (Gaussian)      37   , or log-normal distributions      38   . In the 
case of log-normal distribution the so-called normalization procedure consists 
simply of taking a logarithm of the parameter. 

The Gaussian (normal) distribution of a given random value  x is character-
ized by only two parameters – mean ( X) and standard deviation ( σ). The mean 
refl ects the averaged value of the parameter, while the standard deviation refl ects 
how much an individual parameter differs from this average value – sometime this 
parameter is called  “deviance. ”  

  C.     Z -Scores 

So, intuitively we feel that if, for an individual parameter  x (e.g., the EEG power in 
9–10   Hz frequency band computed for a single individual) we divide the fl uctuation 

    36  Practically no database fi ts these strict criteria. Consequently, the currently available databases are 
more appropriately considered  “reference ” rather than  “normative ” databases. However, for practical 
purposes the databases provide enormously signifi cant information and they enable the practitioner to 
assess the patient’s abnormality quite precise.    

    37  In its simplest form, the Central Limit Theorem states that the sum of a large number of inde-
pendent observations from the same distribution has, under certain general conditions, a normal dis-
tribution. It has been empirically observed that various natural phenomena, such as the heights of 
individuals, follow approximately a normal distribution. A suggested explanation is that these phenom-
ena are sums of a large number of independent random effects and hence are approximately normally 
distributed by the central limit theorem.    

    38  A variable might be modeled as log-normal if it can be thought of as the multiplicative product 
(not a sum as in the normal distribution) of many independent factors.    
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from the mean by the standard deviation we get a measure of fl uctuation from nor-
mality for this individual value  x. In statistics this measure is called  Z-score: 

z x X� �( )/σ    
   The Z-score distribution is presented in  Fig. 8.26    where  Y-axis represents the 
probability density. So, the probability of  Z-score to be smaller, for example, than 
2 and larger than –2 is defi ned by the area under the corresponding curve. In con-
trast, for | z|   �   2 this area is quite small and constitutes about 0.05. That defi nes 
the probability for which  Z-score in a normal individual is larger than 2. In clinical 
practice the confi dence level of 0.05 seems to be a reliable indicator of abnormality.     

  XXIII.    CURRENTLY AVAILABLE DATABASES 

  A.    NxLink 

The fi rst normative database was developed by group of researchers from the 
University of New York headed by Roy John. It became available in late 1980s. The 
term  “neurometrics ” was fi rst used by this group to describe an analogy to psycho-
metric assessment, commonly used in clinical psychology. The Neurometrics data-
base is using the following EEG features: absolute power, relative power, coherence, 

FIGURE 8.26 Normal distribution. See text.
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mean frequency within band, and symmetry (left–right and front–back) extracted 
from approximately 2    min of EEG recorded in eyes closed condition and selected 
for being minimally contaminated by artifact. The analyzed EEG frequency range 
extends from 0.5 to 25    Hz. Extracted features were transformed to assure a Gaussian 
(normal) distribution. Two thousand and eighty-four (2084) variables are com-
puted for each member of the database. The correlation of EEG features with age 
was noted and  “best fi t ” age regression equations were developed to account for age 
effects. Univariate and multivariate  Z-scores were computed for the purpose of char-
acterizing an individual’s deviations from the mean of the population. The NxLink 
database includes measures from some 782  “normal ” individuals. Of this total 356 
cases were between the ages of 6–16 and 426 cases were between the ages 16–90. 
Over 4000 clinical cases were used in the discriminant section of the software. The 
limitations of the database are as follows: (1) only recordings made with eyes closed 
at rest were analyzed and normed      39   , (2) the comparisons are made only with banded 
EEG characteristics such as delta, theta, alpha, and low frequency beta bands      40   .

  B.    Neuroguide 

The database developed by Robert W. Thatcher (Thatcher Lifespan Normative 
EEG Database-Neuroguide) currently contains information from 625 individuals, 
covering the age range 2 months–82.6 years. Advanced methods are used includ-
ing more extensive cross-validation and tests of Gaussian distributions for average 
reference, linked ears, Laplacian, eyes open and eyes closed. The NeuroGuide data-
base has been tested and re-tested and the sensitivity of the statistical distributions 
has been calculated for each montage and condition. Nine hundred and forty-
three (943) variables are computed for each subject including measures of abso-
lute and relative power, coherence, phase, asymmetry, and power ratios.  Z- score 
transforms are available in single Hz bins. Sliding averages are used to compute 
age-appropriate norms. Results are inspected for Gaussian distribution. The main 
limitation of the database is the absence of recordings in task conditions. 

  C.    SKIL 

The SKIL database developed by Barry Sterman and David Kaiser currently 
includes 135 adults ranging from 18 to 55 years old. The reference population is 

    39  Recent studies show that the diagnostic power of EEG in eyes closed condition is inferior than 
EEG in eyes open and task conditions. Indeed, the dominant posterior alpha rhythm present in most 
of recordings in eyes closed condition masks other rhythms present in EEG.    

    40  The analysis of a fi ne structure of EEG rhythms is impossible in such approach. However, as 
we saw above identifi cation of several independent rhythms within a broad band may be of clinical 
importance.    
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comprised of students and laboratory personnel (50 per cent), volunteers recruited 
from the community (25 per cent), and US Air Force personnel (25 per cent). The 
SKIL database incorporates recordings at rest (eyes closed and open) and during 
task conditions including reading, math, and some others. A correction for the 
time of day of recording is available which is based on combined cross-sectional 
and longitudinal data rather than the preferred method of tracking within- subject
changes over time. The SKIL database covers a restricted range of frequencies, 
from 2    Hz to 25    Hz. The database provides norms for each single Hz increment 
over this frequency range. The SKIL database relies exclusively on the linked ear 
reference. The limitations of the database are: (1) no normative information is 
currently available for children, (2) the tasks were not standardized in order to 
obtain ERPs. 

  D.    Neurorep 

Bill Hudspeth offers the  “Neurorep AQR ” (Adult QEEG Reference Database      41   ). 
One of the most useful features of Hudspeth’s work is the emphasis on  reliability  
of measures obtained from individual patients, and the importance of EEG vari-
ability over time as a clinical index. EEG data are available for both eyes open 
and eyes closed conditions. The database includes measures of absolute and rela-
tive power for 19 scalp electrodes, and all combinations of pair wise electrode 
comparisons for coherence, phase, asymmetry, and correlation indices. The total 
number of individuals in the AQR is now rather small ( �50) but additional data 
is being collected. 

  Frank H. Duffy, MD also has constructed an EEG database. This database 
includes both eyes closed and eyes open conditions, and spans a wide age range, 
including both children and adults. EEG data are available for 19 electrodes, and 
auditory and visual evoked potential measures also are included. This database was 
previously used in several commercial neurodiagnostic instruments (Nicolet, QSI) 
but to our knowledge, is not currently commercially available. 

  E.    Novatech LORETA Database 

First LORETA database was developed by Marco Congedo and Leslie Sherlin 
from the NovaTech. The database currently has 84 cases, and is actively adding 
new cases. This EEG imaging technology allows for a tomographic representation 
of EEG sources in 3D space. This database is useful in not only identifying devia-
tions but in approximating the location of brain regions involved. 

    41  Can be found at  www.neurorep.com     
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  F.    BRC Database 

One of the most exciting developments in this area during the last few years is the 
development of the fi rst standardized International Brain Database. It overcomes 
the problems about the databases presented above. A consortium of leading neu-
roscientists was consulted to resolve an optimal choice of tests that tap the brain’s 
major networks and processes in the shortest amount of time. Six sites have been 
set up with identical equipment and software (New York, Rhode Island, London, 
Holland, Adelaide, and Sydney) under the auspices of a publicly listed company 
(The Brain Resource Company      42   ), with new sites to be added progressively. 
Hundreds of normative subjects have been acquired and the assessment of clinical 
patient groups has also recently begun. 

The BRC Database involves data collection not only of EEG and ERP param-
eters in a battery of simple tasks (such as the auditory and visual oddball tasks), but 
also a comprehensive psychological test battery undertaken using a touch-screen 
monitor     43   . Structural and functional MRI data are also obtained for many selected 
individuals. Further, genetic information will be systematically collected for com-
parison to neuroanatomical, neurophysiological, and psychometric measures. 

  G.    HBI Database 

The Human Brain Institute (HBI) DataBase was recently developed as a joint ven-
ture of three people: programmer Valery Ponomarev, psychologist Andreas Mueller, 
and the author of this book. This database relies on the methodology developed 
in the laboratory for neurobiology of action programming of the Institute of 
the Human Brain of Russian Academy of Sciences (Director J.D. Kropotov)44.
The methodology is presented in the present book and here there is no need to 
describe it even in a short form. But what is important to describe is the history of 
developing the database. It started in Cascais, a beautiful resort in Portugal, where 
the author of the book together with Jay Gunkelman was having a workshop 
on QEEG and neurotherapy. Andreas Mueller was among the attendees. He was 
impressed by the methodology of QEEG/ERP assessment and decided to collect 
the normative data. He invested quite a bit of his own money. With the help of his 

    42  The information about this company can be found in  www.brainresource.com     
    43  Psychological test battery includes: choice reaction time (speed of motor performance), timing test 

(capacity to assess time), digit span (short-term memory), memory recall test, spot the word test, span of 
visual memory test, verbal fl uency test, malingering test, verbal interference test, switching of attention.    

44Note, that the name “HBI” is not the name of the Institute of the Human Brain (IHB) but 
rather refl ects the fact that the database incorporates scientifi c knowledge obtained during fundamen-
tal research of the Human Brain obtained by one of the authors (Juri Kropotov) during the last thirty 
years at the Institute of Experimental Medicine of Russian Academy of Medical Sciences and at the 
Institute of the Human Brain of Russian Academy of Sciences in St. Petersburg.



160    Quantitative EEG, Event-Related Potentials and Neurotherapy

co-workers at Institute of the Human Brain and Norwegian University of Science 
and Technology and students from St. Petersburg State University we were able 
to collect EEG data in 1000 healthy subjects of age from 7 to 89 years old. The 
database includes EEG recorded in eyes open, eyes closed resting conditions, and 
in fi ve different tasks conditions (two stimulus GO/NOGO task,  mathematic task, 
reading task, auditory recognition task, and auditory oddball tasks). It also includes 
recordings of more than 500 attention defi cit hyperactivity disorder (ADHD) 
children and adolescents, as well as numerous recordings in other kind of patients 
(patients with epilepsy, obsessive-compulsive disorder – OCD, addiction, depres-
sion, whiplash, etc.) 

To reduce the amount of time for preprocessing the data some procedures (such 
as artifact correction and spike detection) are automated. To assess both global 
and local features of EEG three montages (linked ears, global average, and local 
average) are used. Absolute and relative amplitude and power spectra, coherences, 
wavelet-transformations and ERPs are computed off-line and mapped into 2D 
representations or into 3D images using LORETA and s-LORETA technology. 
Dipole approximation methods are also provided. In addition, ERPs are subjected 
to ICA. Using this methodology, separate components associated with distinctive 
psychological operations are extracted. Each component is characterized by 
time dynamics and topography. Spatial fi lters are built up on the basis of these 
topographies and enable the users to extract the amplitude and latency of each 
component from the individual ERPs. Comparing these parameters with the 
normative data gives insights concerning different stages of information processing 
in the individual under assessment.                               



  I.    INTRODUCTION 

The book is equipped with an educational software. The software is a com-
puter program (EdEEG.exe) that exploits basic algorithms of electroencepha-
logram (EEG) processing described in the book      1   . The software is stored in a 
zipped form and are provided via a web site created and hosted by Elsevier, and 
accessed through this one common URL: www.elsevierdirect.com/companions/
9780123745125. There are two different pieces of software – EdEEG and Psytask. 
They are available separately in compressed zip fi les. After downloading, the user 
will need to extract the zip fi le and run  ‘Setup.exe ’ to install the software. Note 
that in this Part of the book you will need only EdEEG program. Besides the 
computational software, there are some EEG fi les recorded in normal subjects as 
well as in patients. For this part of the book we selected the EEG recordings in 
resting condition with eyes open and eyes closed (EO EC) conditions. It should 
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    1  The software was written by Valery Ponomarev – a senior research fellow from the author’s labo-
ratory at the Institute of the Human Brain of Russian Academy of Sciences in St. Petersburg. It is 
based on the methodological principles developed in the laboratory. The extended version of this soft-
ware is commercially available.    
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be stressed that we are not going to present a complete atlas of the various EEG 
patterns      2   . Rather the goal of the educational software is to help the reader prac-
tice the basic methodological principles of background EEG analysis. 

  A.    Categories of EEG Processing 

The whole set of methods of background EEG analysis can be divided into the 
following categories: (1) EEG data format management, (2) EEG preprocess-
ing including artifact correction, (3) representation of electric potentials on the 
head in a form of cortical generators by means of electromagnetic tomography or 
dipole approximation, (4) Fourier analysis that includes computing absolute and 
relative EEG spectra for separate channels, coherences for pairs of channels, (5) 
wavelet analysis including computing event-related de/synchronization (ERD/
ERS), (6) comparison of EEG parameters with a normative database including 
computation of z-scores as measures of statistical signifi cance of deviation of the 
individual parameter from the normal distribution computed for healthy subjects 
of the corresponding age, (7) management of the fi les that store the results of 
EEG analysis, (8) compiling reports, that is presenting the results of processing in 
short and meaningful form with conclusions and recommendations for therapy. 

These categories of EEG processing are schematically presented in  Fig. 9.1   . For 
the educational software we selected only few categories of EEG analysis. Those 
methods that are not included in the EdEEG software are briefl y listed below to 
give the reader a fl avor of what the methods might offer to the practitioner. 

  B.    EEG Data Formats 

As we learnt from this part of the book EEG is recorded by means of ampli-
fi ers. The amplifi ers magnify low amplitude potentials of the human head into 
larger signals that are further converted into a digital form by means of analog-
to-digit (AD) converters. To read the output of the AD converter the software, in 
its turn, needs a special routine called a driver      3   . The driver enables the software 
to “read ” values of brain potentials from AD converters and to store them on the 
disc. There are several standard protocols (formats) of storing the EEG data on the 

    2    For a modern atlas of EEG patterns and corresponding LORETA images see Zumsteg et al. (2004).    
    3   In general terms a driver is a program that controls a device. Every device, such as a printer or 

an EEG amplifi er, must have a driver program. Common drivers come with the operating system. For 
the EEG amplifi er you need to load a new driver when you connect the amplifi er to your computer. 
In Windows environments, drivers often have a DRV extension. A driver acts like a translator between 
the device and the program that uses the device by accepting generic commands from the program 
and translating them into specialized commands for the device.    
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FIGURE 9.1    Methods of EEG processing. The methods are divided into categories (presented 
from top to bottom in rows). The items presented in EdEEG are marked. The categories are (from top 
to bottom): (a) EEG data format management, (b) EEG preprocessing, (c) 2D mapping and LORETA, 
(d) Fourier analysis, (e) wavelet decomposition, (f) management of the fi les, (g) comparison with a 
normative database, (h) compiling reports.                  
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disc such as European Data Format (with extension .edf ), Universal Data Format 
(with extension .udf ), and EEG ASCII format (with extension .txt). The data fi les 
store numbers corresponding to potentials measured at sequential time intervals 
in each of the EEG channels in a form of tables (channels versus time). In addi-
tion, the data fi les store specifi c information, such as patient’s name, date of birth, 
number of channels, sampling rate. In addition to standard data formats some 
companies make their own data formats specifi c to their EEG acquisition/process-
ing systems      4   .

  C.    Data Management 

When the number of recordings that the user made in his/her practice exceeds 
a few hundreds it becomes diffi cult to manage the data      5   . Special tools enable the 
user to manipulate the data. One of them is an individual database      6   . The individ-
ual EEG Database is a structured collection of the EEG records obtained by the 
user. The records are stored in a computer in a special order so that a management 
program can consult it to answer queries. For example, raw EEGs and results of 
their processing (such as spectra, wavelet transformations, or event-related poten-
tials) are usually stored in different folders. These different categories of fi les are 
described by a structural description known as a schema. For example, the schema 
describes the objects that are represented in the database by the patient’s name, 
date of birth, date of recording, gender, diagnosis, computed parameter, etc. The 
schema becomes important when we want to make grand averages for a given age, 
gender, or diagnosis. It also helps to search for a particular patient or a particular 
date of recording. The computer program used to manage and query a database is 
known as a database management system. The fi rst database management systems 
were developed in the 1960s. In the EEG fi eld they became a standard tool. 

  D.    Editing and Compiling QEEG Reports 

Viewing and analyzing EEG data are usually accompanied by editing procedures for 
compiling a fi nal report on a patient’s EEG.   These procedures enable the practitioner 

    4    For Example, the Lexicor company has a specifi c data format with extension *.dat, while the 
Mitsar Ltd uses a specifi c format with extension *.EEG.    

    5   For example, the user wants to test his impression that many from the recorded  “whiplash” patients 
who visited his offi ce during the last year has excess of alpha activity in the temporal areas. To test this 
hypothesis the user needs to select the data of all whiplash patients of a certain age (for example, from 
20 to 30 years old), to average the data for a certain condition of recording (for example, to obtain 
grand average spectra in eyes open condition) and to compare the result with the normative data.    

    6   Do not mix it with the normative database. The individual database comprises the data obtained 
by an individual practitioner.    
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to paste into the report all available information regarding the raw data (such as frag-
ments of EEG in various conditions) and the results of processing (such as power, 
amplitude or relative EEG spectra, event-related desynchronization, etc.). Compiling 
also includes the interpretation of the observed results and recommendation for 
therapy, including recommendation for protocols of neurofeedback procedures and 
electrodes ’ placement in transcranial direct current stimulation.   

  II.    EdEEG SOFTWARE 

  A.    Installation 

The procedure of installation of the program is a conventional one and consists of 
the following steps. After unzipping the downloaded fi le with EdEEG software run 
the SETUP.EXE program. Follow the instruction on the screen. Press  “Finish” but-
ton to complete the setup. The program will be installed on the hard disc of your 
computer into the folder EdEEG. 

  B.    Folders for Data Processing 

In the subfolder DATA ( Fig. 9.2   ) you will fi nd fi les that store digital EEG 
recorded in normal subjects and in patients. The fi les have extension .eeg      7   . There 
are four EEG fi les: S1_EO EC, S2_EO EC, S3_VCPT, S4_VCPT recorded in 
healthy subjects and patients in correspondingly the EO EC resting conditions 
and during the two stimulus GO/NOGO task. Beside  DATA subfolder, the 
EdEEG main folder includes three sub-folders named  SPEC,   ERD, and  ERP.
These sub-folders will store the results of EEG analysis that you are going to per-
form while practicing with the software. The sub-folders are supposed to include 

EdEEG

ERDSpec

**.spc**.eeg **.erd **.erp

Examples ERP

FIGURE 9.2   Organization of fi les in the EdEEG folder. Within boxes – names of folders, under 
boxes – extension of fi les that are stored in the corresponding folder. 

    7  The fi les comprise 19-channel EEG  � 1 channel of button press markers recorded by Mitsar 
amplifi ers (Mitsar Ltd, St. Petersburg, Russia).    
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the fi les with the corresponding extensions: **.spc for spectra, **.erd for event-
related ERD/ERS and wavelet transformations, **.erp for event-related potentials. 

To practice basic principles of background EEG analysis follow the steps 
described below. Note that in developing the software we pursued the main prin-
ciples of Microsoft products. So, for those who are using the MS Windows plat-
form the functional meaning and position of the main menus will appear familiar. 

  Step 1. Opening EEG fi le: Start EdEEG.exe program from the folder EdEEG. 
The following three windows will be opened up ( Fig. 9.3   ). They are the Main, 
Dipole (left), and Map (right) windows. 

In the main window you can see the following menus:  File, View, Analysis, Setup.  
Each menu has its own  Commands (see Fig. 9.4   ). Some of the most common com-
mands are presented as  Toolbars.  

To view an EEG record stored in the subfolder  DATA go to File menu and 
click Open File command. Select any fi le and open it. The  EEG window similar to 
that presented in  Fig. 9.5    will pop up. 

  Step 2. Viewing EEG record: The Main (EEG) window is used for viewing the 
recorded EEG. It has three bars: the  Channel Names bar placed on the left side of 
the computer screen, the  Status bar placed in the bottom, and the  Filters Bar placed 
in the top. The  Channel Name bar  is used for indication and selection of channels. 

Selection of the channel is performed simply by clicking a box on the  Channel
Name Bar with the corresponding name (for example, Fz). The box is highlighted. 
Selection of a time fragment needed for further analysis is made by two vertical 
markers. This is done within  the time bar positioned just above the EEG record. 
The numbers in the  time bar correspond to the time of recording measured in 
seconds. The left vertical time marker is set by clicking the left key of the mouse 
within the time bar. The right vertical marker is set by clicking the right key of 
the mouse. The selected interval is highlighted at the top. 

FIGURE 9.3    Main, dipole, and map windows of the EdEEG program. A view from the computer 
screen after starting EdEEG.exe. Big window – main (EEG) window which enables the user to view 
EEG records and make all types of EEG analysis. Small left window – dipole window that depicts length 
and orientation of electric dipole that fi ts the current distribution of the scalp potential. Small right 
window – map window that depicts 2D maps of the scalp potential at the left and right time markers.    
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FIGURE 9.4 Commands of the File, View, and Analysis menus. Below File, View, and Analysis 
menus – main commands and corresponding tool bars.
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FIGURE 9.5 Viewing an EEG fragment. The main components needed for visualization and simple 
preprocessing are depicted. Filters bar – parameters of digital fi ltration for Low Cut, High Cut, and Notch 
fi lters. Time bar – current time of recording in seconds. Left and right vertical time markers are activated 
within this bar. Channel bar – names of channels (“active” electrode – Reference) and gain in μV/cm. 
Status bar – voltage at the left (L) and right (R) markers. T[R-L] – time interval between right and left 
markers, A – peak-to-peak EEG amplitude for the selected interval. F – “Average” frequency in the selected 
interval. Map window – 2D maps of the potentials at the left and right time marker. Dipole window – two 
equivalent dipoles that fi t the distribution of cortical potentials at the left and right vertical time markers.
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The 2D maps of the potentials at the left and right time markers are presented 
in the Map Window correspondingly on the left and right sides of the Window. 
In addition to 2D maps the software computes the parameters of two equiva-
lent dipoles that fi t the distribution of cortical potentials measured at the  “left”
and “right ” time markers. These dipoles are presented in the  Dipole Window in red 
color for the  “left” marker and in blue color for the  “right ” marker. And fi nally, the 
software enables the user to perform the electromagnetic tomography (LORETA) 
either on instantaneous potentials at the left and right markers or on EEG cross-
spectra computed for the interval between the markers      8   . To perform low resolu-
tion electromagnetic tomography (LORETA) on the EEG potentials defi ned by 
the two time markers, go to  Analysis/Source Distribution (LORETA). To perform 
LORTEA on the cross-spectra of EEG between the two markers, go to  Analysis/
Spectra power distribution (LORETA). When doing it the fi rst time the program will 
need to know the pathway to  Main folder of LORETA software that must be 
already installed on the user’s computer. 

The Status bar of the EEG window presented on the bottom of an EEG record 
displays parameters for a selected channel, such as L, amplitude of potential in the 
selected channel at the left marker; R, amplitude of potential in the selected chan-
nel at the right marker; T[R-L], time interval between markers; R-L, potential 
difference between the markers; A, peak-to-peak EEG amplitude for the selected 
interval (difference between maximal and minimal values); F,  “Average ” frequency 
of the EEG fragment in the selected channel. 

  Step 3. Preprocessing EEG-record-fi ltering: The  Filter bar is a multi-bar which 
enables the user to set up the  Low Cut and High Cut parameters of the digital 
fi lters as well as to change time ( Speed) and amplitude ( Gain) scales. The  Speed bar  
is used to choose horizontal (time) scale. The  Gain bar is used to choose vertical 
(amplitude) scale. To change gain only for a selected channel, hold  Ctrl pressed. 
The High Cut (Hz) bar is used to choose the EEG bandpass high frequency cutoff. 
To change the high cutoff only for a selected channel, press and hold  Ctrl. The  Low
Cut (Hz) bar is used to choose the EEG bandpass low frequency cutoff. To change 
low frequency cutoff only for a selected channel, press and hold  Ctrl. The  Notch 
(Hz) bar is used to turn notch 50 or 60    Hz fi lter on or off. To change notch only 
for a selected channel, hold  Ctrl. The  Baseline bar is used to change the baseline of 
EEG recording. To change baseline only for a selected channel, hold  Ctrl pressed. 

In some cases      9    there is a need to fi lter EEG records in a narrow frequency 
range. This is made by bandpass fi ltering in the  Analysis menu (see  Fig. 9.6   ). But 

    8   In order to be able to perform this option the user has to install LORETA-free software. The 
software is found on the site of The KEY Institute for Brain-Mind Research in Zurich, Switzerland 
 http://www.uzh.ch/keyinst/NewLORETA/ . The program was developed by Roberto D. Pascual-
Marqui. To install the LORETA program follow the instructions on the site.    

    9  These are, for examples, cases of computing ERD/ERS or cases of performing electromagnetic 
tomography (LORETA).    
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before doing it the user has to defi ne the parameters of the fi lter. This is done by 
SETUP menu in EEG bandranges. In the example presented in  Fig. 9.6  we selected 
the Kaiser digital fi lter of the order of 512 within 9.00–11.00    Hz frequency range. 
One can also use the default parameters, such as standard EEG bands or 1    Hz bands. 

  Step 4. Preprocessing EEG record – setting montage: The EEG is recorded and 
stored on the disc in the linked ears montage within the full bandwidth of EEG 
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FIGURE 9.6 Electroencephalogram digital fi ltration. (a) Raw EEG, (b) fi ltered EEG, (c) EEG 
bands conventionally used for fi ltration, the bands can be changed by the user as well as new bands 
can be added, (d) parameters of an individual fi lter.
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amplifi ers. For viewing and analyzing the data other montages can be selected. 
This can be done by pressing  Select Montage command in the View Menu. The 
Montage Parameters window  will pop up. 

In the Montage Parameters window there are fi ve dialog boxes:  Channels, 
Referents, Colors, View, Electrodes    . Note the difference between electrodes and chan-
nels.  Electrodes are physical places where the metal electrodes are applied. Each 
electrode position is defi ned by two spherical coordinates on the head      10   . They are 
presented in  Fig. 9.7    as Theta and Phi values. 

A channel by defi nition is a referential recording that measures potential differ-
ence between a physical  electrode and a reference. Recording of the channel is depicted 
in the Main ( EEG) window as an amplitude–time graphic. Several types of  References  
are presented in the dialog box  View ( Fig. 9.8   ). They are from the left to the right: 
linked ears reference ( Ref ), common average ( Av) and local average ( AvW). 

To defi ne a channel one has to defi ne the parameters of recording presented 
in Fig. 9.9   . These parameters are  Electrode (for the  “active ” site of recoding) and 
Reference (for the reference site of recording). Electrode and Reference are set to 
the defi ned channel simply by pressing the corresponding names at Electrode and 
Reference. Note that the user can design his/her own montage using this simple 
procedure. To add the channel use  Add key, to delete the channel use  Delete key. In 
default montages all these parameters are defi ned and the user does not need to 
worry about them. But in some cases the parameters have to be defi ned specifi -
cally by the user. 

FIGURE 9.7    Coordinates of electrodes in 10–20 system. Each electrode position is defi ned by 
two spherical coordinates on the head – Theta and Phi values.    

    10  The coordinate system is as follows: X-axis goes from the left ear to the right one, Y-axis – from 
the nape to the forehead, Z-axis – upwards.    
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We recommend starting with  DataBase montage. For selecting it you just need 
to select DataBase in the list of montages from the Montage Parameters window 
(Fig. 9.10   ). 

  Step 5. Artifacting: Artifacting stands for methods of eliminating and correct-
ing artifacts. We are presenting three methods: Manual Delete (or simply  Clear ), 
Automatic Mark Artifacts, and  Artifact Correction. These methods represent different 
ways of dealing with artifacts. 

There is a special toolbar ( Clear) in the Edit Menu to implement the Delete 
function. Before pressing the toolbar, one has to fi nd an artifact by visual inspec-
tion     11   , select it by means of two vertical lines. After pressing the  Clear bar you will 
see a gray bar instead of the deleted fragment. 

The visual inspection mode of deleting artifacts is time consuming, subjective, 
and leads to different results depending on the experience and bias of the user. 
We offer a method that performs an automatic search for artifacts. The automatic 
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FIGURE 9.8   View of electrodes ’ montage. Electrodes are schematically presented in boxes. The 
boxes are connected with each other or with reference electrodes according the montage. In the 
example above the local average montage is presented. 

    11   Finding an artifact by visual inspection is an art. The methodology is described in the book  “The
art of artifacting ” by D. Corydon Hammond and Jay Gunkelman, published by Society for Neuronal 
Regulation in 2001.    
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FIGURE 9.9    Channels window. Channels are defi ned by Electrode, Reference, Gain, Low, High 
Cut, and Notch frequencies. These parameters can be changed from the right part of the window and 
are depicted at the left part of the window. The montage name is shown at top right.    

FIGURE 9.10 Reference window. The type of local (weighted) average montage is defi ned by click-
ing  from the right. Electrodes to be averaged in common average montage are defi ned from the left.
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Marking artifacts is done by the corresponding command from the  Analysis menu. 
The search for artifacts is made on the basis of preset parameters. An example of 
such a set of parameters is presented in  Fig. 9.11   . The parameters were defi ned 
experimentally. EEG fragments that fi t the following criteria are considered as 
artifacts: (1) the amplitude of the raw signal exceeds 100      μV, (2) the amplitude of 
slow waves in the frequency range from 0 to 1    Hz is higher than 50      μV, (3) high-
frequency activity in the frequency range from 20 to 35    Hz is higher than 35      μV. 
To run this procedure, press key  Mark artifacts in Analysis Menu. The program will 
mark the artifacts with a blue mark and will not take the marked fragments into 
account for further analysis. 

And fi nally, the third method of Artifacting is the method of spatial fi ltra-
tion (note that for actual EEG analysis one has to perform the spatial fi ltration 
of artifacts and then the marking artifacts). The best results of the spatial fi ltration
method are obtained for eye movement artifacts. The procedure starts with defi ning

FIGURE 9.11   Parameters for automated artifact elimination. Left – channels that are going to 
be processed for artifacts. Right – amplitude threshold in  μV, threshold parameters for slow and high 
frequency artifacts.    
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an EEG epoch. This epoch will be used as a template for constructing the fi lters 
for artifacts. After defi ning the EEG epoch the procedure is initiated by press-
ing the command Artifact Correction from  Analysis menu. The software decomposes 
the selected EEG fragment into components using principle component analysis 
(PCA) or independent component analysis ( ICA). Time dynamics and topogra-
phies of the PCA components are presented at the right of the window which 
pops up after pressing the  Artifact Correction command ( Fig. 9.12   ). Some of the 
components correspond to EEG signal while others correspond to artifacts such 
as vertical or horizontal eye movements as marked in  Fig. 9.12 .

We recommend the reader to use the ICA method for artifact correction. To per-
form this function, click the corresponding icon ( ICA) in Method of the Artifact correc-
tion window. Note that the ICA method needs quite long-time interval for analysis. 
We recommend selecting the whole EEG fragment by pressing the left button of the 
mouse within the time window at the beginning of the record and the right button 
at the end of the record. After clicking the  ICA icon the program will decompose 
the raw EEG into independent components. Note that the computations might take 
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FIGURE 9.12   The window of artifact correction Bottom – scroll bar, Gain, Speed buttons, and 
Method of spatial fi ltration (PCA or ICA). Right – topographies of components extracted by PCA or 
ICA. Top (from left to right) – Raw EEG, Corrected EEG, Excluded artifacts, and time dynamics of 
extracted PCA or ICA EEG components. 
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a few minutes! Time dynamics and topographies of the ICA components will appear 
at the right side of the window. 

The user has to select the topography of the artifact that needs to be corrected. 
Topographies of vertical and horizontal eye movements are marked in  Fig. 9.12 
by arrows. The selection of the needed component is made by simply clicking on 
the corresponding topography on the right of the Window and the correspond-
ing topography is highlighted by red. On the basis of the selected topographies a 
spatial fi lter is computed. This spatial fi lter is further on applied to the EEG record 
after pressing the  OK  key on the  Artifact Correction Window.

  Step 6. Fourier analysis: After eliminating and correcting artifacts we can per-
form Fourier analysis of the EEG signal. This is done by clicking command  EEG
spectra from  Analysis menu. The Window  Parameters of spectra computation will 
appear (see Fig. 9.13   ). The parameters describe (1) the part of the EEG record we 
are going to analyze:  Selection (a time interval defi ned by the left and right verti-
cal time markers),  Fragment (a fragment that was defi ned during recording such as 
EO, EC), or  full EEG record; (2) parameters of Fast Fourier Transformation such as 

FIGURE 9.13 The window of parameters for spectral analysis. From top to bottom – interval of 
analysis, parameters of Fast Fourier Transformation, additional processing with the number of averaged 
epochs used for spectra dynamics. 
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Epoch length, mode of  Overlapping, and type of  Time window; (3) types of additional 
processing such as computing spectral dynamics, calculating coherence, and phase 
spectra; and (4) number of averaging epochs for computing dynamics of spectra. 

We recommend downloading the parameters of spectral analysis from the data-
base by clicking the corresponding dialog box ( Load from database). After pressing 
OK button the spectra will appear in a way depicted in  Fig. 9.14   . In this fi gure 
each electrode is presented as a single graph with EEG power (squired amplitude) 
along the Y-axis and EEG frequency along X-axis. The EEG power at a selected 
frequency can be mapped into a 2D topography. To make a map, one has to select a 
certain frequency by activating a cursor in any of the graphs. This is done by hold-
ing the right button of the mouse pressed within any graph. When this button is 
released a pop-up menu appears on the screen. Use the  Add Map command to add 
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FIGURE 9.14   An example of results of spectral analysis. (a) Spectra of 19 electrodes positioned 
similar to electrodes ’ location on the scalp. Y-axis, EEG power in  μ V 2, X-axis, EEG frequency in Hz. 
(b) Maps of EEG power at three different frequencies (10.5), (12.9), (5.6). Scales are presented at right 
of each map.      
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the map for the selected frequency. Spectra can be also presented in absolute ampli-
tude, relative power, and logarithmic values. Use the corresponding  Value to choose 
the parameter you want to depict in graphs and topograms: In  Fig. 9.14  we present 
the power spectra of 19 channels of EEG. Each spectrum is averaged over 3    minute 
of the EO condition. Three maps made for three different frequencies are shown at 
the bottom of Fig. 9.14 . The frequencies are defi ned by peaks of EEG spectra and 
correspond to the mu-rhythm (with peaks at C3, C4), parietal alpha rhythm (with 
peak at Pz), and central theta rhythm (Cz). 

  Step 7. Comparison with normative database: After fi nding peaks on the spectra 
and mapping them, we need to know whether the EEG power of the individual 
spectra signifi cantly differs from the normative data or not. In this context  “sig-
nifi cantly ” is defi ned by a confi dence level of deviation of a particular feature of 
the individual spectra (absolute power or amplitude, relative power, coherence) 
from the mean value computed for a group of healthy subjects of the same age. To 
perform this operation in the  Analysis menu click tool bar  Comparison of results. In 
the following dialog press  Load Database and you will get the window presented 
in Fig. 9.15   . At the left of this window you can see the name of the patient you 
are analyzing and the date of recording. At the right of the window you can see 
different options for comparison. If you are analyzing EEG spectra in EO condi-
tion click EEG spectra Eyes Open  and then press  OK.  

The program will compute differences between the individual spectra and the 
mean values of the normative group. The difference spectra (patient-norm) will be 

FIGURE 9.15   Window of comparison with the database. Left – name of the patient and date of 
recording. Right – EEG spectra, Event Related Potentials, and Independent Components of Event-
Related potentials. Right categories are downloaded from the normative database by clicking button 
from Right Bottom – Load DataBase. 
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displayed for each channel. Below the difference spectra you can fi nd vertical bars 
that correspond to the confi dence level of deviation from normality. Depending 
on the length the following confi dence levels are depicted: small bars –  p     �   0.05, 
middle bars –  p     �   0.01, long bars –  p     �   0.001. In addition, the exact value of the 
confi dence level is displayed at the right side of the window when you position the 
cursor (by pressing the right button of the mouse) at a particular frequency on a 
spectra corresponding to the channel of your interest (for example, Cz in the case 
at Fig. 9.16   ). Together with the confi dence level the program displays the frequency 
and the amplitude of the parameter under analysis ( Fig. 9.16  right, bottom).   

  III. EXERCISES 

The EdEEG software is provided with two EEG fi les, S1_EO_EC.EEG and S2_
EO_EC.EEG: one for a healthy subject and the other one for a patient. Both sub-
jects belong to the same age group of 13–14 years old. EEG was recorded in two 
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FIGURE   9.16   The results of comparison of the EEG spectra with the HBI normative database. Graphs –
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resting conditions with eyes open (EO) and eyes closed (EC). The corresponding 
fragments are labeled as  Eyes open  and  Eyes closed.

We suggest the reader to exercise with the two fi les and to answer the follow-
ing questions: 

  1.    Which fi le corresponds to a healthy subject and which one corresponds to a patient?   
  2.    What normal rhythms can be found in the EEG records?   
  3.    What type of brain dysfunction is found in the EEG record of the patient?   
  4.    What brain disorder (ADHD, OCD, or Dyslexia) can be associated with the 

observed brain dysfunction?     

To answer these questions perform the steps of EEG analysis described above. 
Briefl y the actions are as follow: 

  1.   Start  EdEEG.exe  program. 
  2.   From  File menu  click  Open File  command. 
  3.   Open fi le from  EdEEG  folder  Data  subfolder (which if installed Typical is 

located on Disk C). There are two fi les, S1_EO EC and S2_EOEC. Analyze 
each of the fi les separately. 

  4.   Use buttons from the Input Control toolbar ( �   �  �   �   �   �  � ) to view 
the record. These buttons correspond to Stop, Fast rewind back, Slow 
rewind back, Slow play back, Fast play back. You can also view the 
EEG at different time intervals by moving the scroll bar located just below 
the EEG record. 

  5.   From  View menu  click  Select Montage  and in the window  Montage Name  
select DataBase Version 1 montage . This montage name is the last in the list 
of montages. By clicking  References  dialog box in the  Montage parameters  
window make sure that it is the  Weighted average by Lemos  montage. Then 
press  OK . The EEG record will appear in the selected montage. 

  6.   By visual inspection fi nd artifacts of vertical and horizontal eye 
movements. 

  7.   Select the whole record. This is done by clicking the  left button  of the 
mouse at the beginning of the record and the  right button  at the end of the 
record. Clicking must be done within the  time bar  located above the record. 
After clicking the right button  the time bar will become yellow. 

  8.   From  Analysis menu  click  Artifact correction  command. The program will 
automatically decompose the EEG fragment into 19 components by 
means of the Principle Component Analysis (PCA). From  Method  menu 
(presented at the bottom) select ICA (Independent Component Analysis) 
and click OK. The program will start iteration procedure of extracting 
independent components from the EEG fragment. The procedure usually 
takes more than 20 seconds and consists of 100 iterations or more. In 
topographies presented on the right of the appeared window the fi rst (from 
the top) topography is highlighted by a red circle. This component is 
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 the most strong and corresponds usually to Eye blink artifacts. Make sure 
that this is the case and click OK . The software will fi lter out this type of 
artifacts from the whole EEG record. By visual inspection of the record 
make sure that the corresponding artifact is corrected. 

 9.   From  Analysis menu  click  Mark Artifacts  command. Load the parameters 
of artifact rejection from the database by clicking command  Load from 
database . After pressing  OK  the software will mark the artifacts that fi t the 
criteria. 

  10.   From  Analysis menu  click  EEG spectra  command. Load the parameters 
of EEG spectra calculation from the database by clicking command  Load
from database . Select the time interval of by clicking  Fragment  and further 
Eyes Open    . The software will compute spectra for  Eyes open  condition for 
each electrode separately and present them in a form 19 graphs located in 
a way similar to which the electrodes are located on the scalp. 

  11.   From  Analysis menu  click  Comparison of results  command. The window 
named Processing Results comparison  will appear. To load EEG spectra 
from the normative database click  Load Database  bar. At the left of the 
window the name of subject’s EEG spectra is present while at the right 
the names of EEG spectra from the normative database are present. Click 
the spectra of the subject from the left and the  EEG spectra Eyes Open  
condition from the right. Press  OK.

  12.   The difference spectra (subject-database) will appear in  Comparison 
Window  (an example is presented in  Fig. 9.16 ). Note that the confi dence 
level of deviation from normality is presented in a form of small vertical 
bars below the spectra graphs.    

Do the same analysis with the second fi le and try to answer the questions 
presented above.                     



  I.    INTRODUCTION 

As was presented in Part I different electroencephalogram 
(EEG) rhythms are characterized by different neuronal 
mechanisms. These rhythms are observed in resting states 
with eyes open and eyes closed and are considered to rep-
resent background or spontaneous activities. In response to 
stimuli or movements alpha and beta rhythms are suppressed 
(desynchronized) during the fi rst 200    ms. These dynamic 
characteristics of alpha and low beta rhythms in healthy brain 
indicate that the beta and alpha rhythms themselves do not 
participate in signal processing per se but rather modulate the 
information fl ow in the brain. Here is the right time to stress 
the difference between two distinct functions in information 
processing in the brain: (1) the function associated with fl ow 
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of sensory-related and action-related information in neuronal networks of 
the brain, and (2) the function associated with modulation of the informa-
tion fl ow. As was shown in Part I of the book, modulation of informa-
tion fl ow is manifested in synchronization and desynchronization of EEG 
rhythms. 

The stages of information fl ow are measured by event-related potentials 
(ERPs). In contrast to EEG rhythms the necessary condition for eliciting 
ERPs is time locking to a certain event, either a stimulus or a movement. 
The tasks that are used to elicit ERPs cover a big variety of human sensory, 
motor, and cognitive functions. They include various types of detection 
and recognition tests in different sensory modalities, delayed response tests 
for measuring working memory, GO/NOGO tests for assessing executive 
functions and many, many others. Each task is associated with a group of 
distinct psychological operations such as detection and recognition of stim-
uli, updating working memory, initiation of action and action suppression, 
monitoring the results of actions and so on. Each psychological operation in 
turn involves temporal activation/inhibition pattern of neurons in a certain 
brain area. The sum of synchronously generated and event-locked postsyn-
aptic potentials is recorded at the scalp in a form of an ERP component – 
a potential defl ection that is spatially localized and temporally confi ned. 

At the early years of ERP studies the components were associated with 
peaks and troughs on ERPs themselves or on ERPs difference waves. The 
difference waves were obtained by subtraction of ERPs in a task condition 
that presumably did not involve a studied psychological operation from 
ERPs in another task condition that presumably included this operation      1      .
Potential defl ections at difference waves could be divided into classes on 
the basis of their latency and direction of deviation (positive or negative) 

    1  A simple example of such task could be a threshold recognition task used in one of our studies 
(Bechtereva and Kropotov, 1984). In this task visual stimuli (digits) were briefl y presented to subjects. The 
exposition of stimuli was individually tailored so short that approximately in 50 per cent of trials the sub-
jects could not recognize the stimuli, while in other 50 per cent of trial they recognized digits. The sub-
jects had to name the digit or to say NO one second later the digit presentation when a trigger stimulus 
appeared. It was logical to assume that two categories of stimuli ( “recognized, ”“non-recognized ”) differ 
from each other by one psychological operation – object recognition and the difference wave between 
responses to these categories of stimuli would give us a spatial–temporal correlates of this psychological 
operation.    
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such as P100, N100, N200, P200, P300, N400, where P stands for positiv-
ity, N – for negativity, and the number stands for the peak latency in milli-
seconds. However, latency of peaks and troughs does not really capture the 
essence of a component. For example, the peak latency of a so-called P3b 
component may vary by hundreds of milliseconds depending on the dif-
fi culty of the target–non-target discrimination. Even polarity of a certain 
components may depend on conditions of recording. For example, the C1 
wave, which is generated in area V1 of visual cortex, is negative for upper-
fi eld stimuli and positive for lower fi eld stimuli due to the folding pattern 
of area 17 in the human brain. 

Another type of classifi cation of components presumes their functional 
meaning. There are several ERP components that are elicited in certain 
type of behavioral paradigms and that have specifi c names according to 
their presumed function      2   .

ERPs method was introduced in cognitive neuroscience more than 40 
years ago – in 1960s. The fi rst attempts to decompose ERPs into separate 
components were made in 1970 by means of factor analysis and principle 
component analysis. However these techniques provided only orthogonal (in 
a strict mathematical sense) components, while it was clear that the ERP 
components had not necessarily to be orthogonal. Recently emerged meth-
ods of objective separation of components (such as independent component 
analysis) lack this disadvantage of old methods and open a new horizon in 
this fi eld. Accumulating knowledge shows a diagnostic power of independent 
ERP components as endophenotypes of brain dysfunctions. 

This part of the book is devoted to ERP components, their generation, 
functional meaning, and diagnostic value      3   . We classify components on the 
basis of their functional meaning. We presume that the ERP components 
refl ect distinct psychological operations carrying out in distinct systems of 
the brain. 

    2  The most studied of them are the mismatch negativity (MMN) as indicator of change detection 
in repetitive sound, the processing positivity (PN) as indicator of focused attention to a certain sensory 
channel, error related negativity (ERN) as indicator of errors in continuous performance task, N2 
NOGO component as indicator of motor suppression, P3b components as an index of updating the 
working memory, P3a components as indicator of involuntary switch of attention.    

    3  For introduction to the ERP technique I recommend to read a clear written and detailed descrip-
tion of ERPs methods presented in the recently published book by Steven Luck (2005).    
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  II.    GLOSSARY 

  Affective state is a state of the brain characterized by drives, emotions, 
and motivations. 

  Agnosia is a condition of a patient who, when faced with a visual object, 
is unable to name it, show its use, or sort it into a group of morphologi-
cally dissimilar objects with identical functions. Shape, color, and move-
ment agnosias are separated. 

  Amygdala is a nucleus that receives sensory information from polimodal 
areas of the temporal and parietal cortex through the hippocampus and 
sends the results of processing to the prefrontal cortex via the thala-
mus. Its main function is to express fear and initiate associated with fear 
behavioral reactions. 

  Anticipating schemata are cognitive structures that prepare the per-
ceiver to accept certain kinds of information rather than others. 

  Attention  , from psychological point of view, is a cognitive mechanism that 
enables one to process a selected source of sensory information in more 
detail in comparison to unselected sources by means of limited resources 
of the brain processor. Attention could be also defi ned as a state of readi-
ness to receive a certain stimulus – that is, a state for looking forward 
for a sensory event. In this defi nition, attention must be separated from 
motor preparatory set as a state of readiness to make a movement. 

  Bottom–up processing is the fl ow of information from lower to higher 
centers transferring sensory information in a hierarchical manner. These 
bottom–up processes are usually accompanied by top–down processes in 
recurrent neuronal networks of the brain, so that separation of bottom–up 
processing from top–down processing is only of theoretical signifi cance. 

  Canonical cortical circuit is a hypothetical neuronal network that enables 
the cortex to perform complex computations of its input. The circuit was 
fi rst described by Rodney Douglas and Kevan Martin in 1989. The basic 
idea of the model is that cortical circuits are organized in recurrent excit-
atory and inhibitory local pathways and that this organization leads to a 
number of important emergent properties. 

  Comparison operations are hypothetical operations performed in sen-
sory cortical areas with the goal of detecting any deviation from the 
anticipatory schemata and adjusting human behavior for those deviations.



Event-Related Potentials    185

An example of such operation in auditory modality is given by the so-
called mismatch negativity – a component of ERPs elicited in response 
to a deviant acoustic stimulus presented at background of repetitive 
standard stimulus. 

  Disengagement operation – a process opposite to the engagement 
operation, which involves inhibition of prepared resources needed for 
action execution. 

  Dorsal and ventral streams in the visual system originate in segre-
gated areas of the primary visual cortex of the occipital lobe and target 
correspondingly temporal and parietal cortical areas. The ventral stream 
is involved in recognition of separate objects (mostly defi ned by shape 
and color) while the dorsal stream is involved in encoding spatial rela-
tionships between objects and in controlling actions with those objects 
such as manipulating with them and orienting toward them. 

  Emotion is a behavioral response (change in heart rate, facial expression, 
speech) to a reward (positive emotion), punishment (negative emotion), 
or images of those behavioral events. Emotion as a psychological entity 
can be divided into two parts: emotional response and feeling. 

  Emotional response is defi ned by somato-sensory (facial and body) 
responses as well as endocrine responses to emotion-triggered stimuli-
rewards and punishers. 

  Engagement operation is an operation performed by the executive sys-
tem and involved activation of cortical–subcortical resources needed for 
action execution. The engagement operation implies the existence of an 
active process within the brain that exerts disinhibition of cortical neu-
rons that are preset in a recent past to perform a certain action: either 
motor or cognitive. 

  Episodic memory is memory for specifi c events that are temporally 
dated. It also includes memory for relationships between different events. 

  ERPs (event-related potentials) brain potentials associated with infor-
mation fl ow in the cortical areas evoked by some event (e.g., a repetitive 
stimulus presenting sequentially during a sensory discrimination task or 
repetitive fl exing a fi nger during a simple motor task). ERPs are usually 
obtained by averaging technique that enhances the signal to noise ratio. 

  Executive functions refer to operations of control and monitoring of 
motor, sensory, and cognitive actions in goal-directed behavior. These 
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functions are mostly attributed to frontal lobes however the basal gan-
glia and some other subcortical structures are necessarily involved. 

  Explicit memory (that is, conscious memory) is a memory which is 
stored and retrieved consciously. This type of memory can be acquired 
during an episode and declared by the subject afterward. It is often is 
called declarative memory. 

  Feeling (or emotional feeling) is a subjective experience of the state pro-
duced by emotion-triggered stimuli. Examples of emotions are joy and 
sadness, courage and fear, anger and happiness, love and hate… The cor-
tical center for mapping emotions into separate activation patterns is the 
orbito–frontal cortex. 

  Implicit memory is an acquired skill or knowledge that a subject can 
demonstrate without explicit awareness of it. It is often is called non-
declarative memory or procedural memory. 

  Information processing in the brain is a broad class of transformations 
of impulse activity of output neurons of the receptive organs (such as 
retina) to impulse activity and to slower membrane potentials of neurons 
within different neuronal networks of the brain. In its turn informa-
tion processing can be divided into two functions:  information fl ow and 
information modulation. These two operations are maintained by two dif-
ferent classes of neuromediators:  fast acting mediators (such as glutamate 
and GABA) and  slow acting mediators (such as dopamine, norepinephrine, 
serotonin, and acetylcholine). 

  Lateral inhibition is a type of connectivity in neuronal networks in which 
neurons inhibit the surrounding neurons and thus unable the spreading 
of activation in the lateral direction. Lateral inhibition was fi rst described 
in retina of the eye in 1950s. The function of the lateral inhibition in the 
visual system is to emphasize the highest gradients of luminosity in visual 
images (such as Mach bands). 

  Leukotomy is a procedure of psychosurgery by which a leukotome (a spe-
cial knife) is inserted through the eye socket and the inferior/ventral part 
of the prefrontal cortex is disconnected from the rest of the brain. This 
operation was started by a Portuguese neurologist Egas Moniz and was 
very popular in 1950 until the discovery of anti-psychotic drugs. 

  Limbic system – the term was coined by Paul Broca to defi ne under the 
same name a group of structures that form a border around the brain 
stem. Limbic system plays an important part in emotional reactions. 



Event-Related Potentials    187

  Long-term potentiation (LTP) is an enduring increase in the ampli-
tude of excitatory postsynaptic potentials as a result of high frequency 
(tetanic) stimulation of afferent pathways. LTP is considered to be a cel-
lular model of learning and memory. 

  Memory consolidation at neuronal level is a process of developing 
irreversible changes in synaptic transmission. At psychological level, 
memory consolidation is associated with forming of long-term memory 
which decays very slowly (comparable with a life span). 

  Monitoring as a new concept defi nes a hypothetical psychological opera-
tion that enables the brain to evaluate the quality of action execution 
and alerts the executive control mechanisms to allocate resources for 
compensating the confl ict between intended and executed actions. 

  Motivation is desire or drive that steer the behavior by determining goals. 
  Motor preparatory set is a cognitive mechanism that enables one to 

focus on performing a certain motor action while suppressing all other 
irrelevant actions. It is expressed in preparation to make a movement. 
Attention and motor preparatory set are elements of working memory. 

  Negative reinforcer (or punisher) is a stimulus that increases behavior 
pattern directed to avoid the punisher. 

  Neglect is a neurological syndrome in which patients with brain lesions 
show a marked defi cit in the ability to attend to sensory information 
presented in the contralesional fi eld. Neglect is often associated with 
lesions in the right parietal lobe, however lesions in subcortical struc-
tures (such a thalamus, basal ganglia, and superior colliculus) can be also 
responsible for neglect. 

  Neuromodulator is a slow acting neuromediator that modulates (slowly 
changes) the information processing. 

  Neuronal network is a net of neurons in the brain that maintains a dis-
tinct function. In this book we distinguish this concept from the notion 
of neural net  that stands for a model of the real neuronal network. 

  Neurotransmitter is a fast acting neuromediator that provides the fl ow 
of information within neuronal networks. 

  Orbitofrontal cortex is a part of the prefrontal cortex that receives strong 
inputs from all sensory systems and maps rewards and punishers into 
separate spatially temporal patterns. Patients with damage of the orbi-
tofrontal cortex (such as famous Phineas Cage) lost the ability to map 
effectively rewards and punishers and consequently lost their ability to 
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make appropriate decisions between selecting appropriate rewards and 
avoiding punishers. 

  Positive reinforcer (or reward) is a stimulus that increases the frequency 
of a behavior pattern leading to acquisition of reward. 

  Priming is the facilitation of recognition, reproduction, or biases in the 
selection of stimuli that have recently been perceived. 

  Receptive fi eld of a cell in the sensory system is a discrete area in the 
extrapersonal space (for vision and audition) and in the intrapersonal 
space (in somato-sensory modality) where the presentation of a cor-
responding stimulus causes activation or inhibition of the cell. Stimuli 
presented outside of this receptive fi eld do not affect activity of the 
neuron. 

  Representation is a localized or distributed neuronal network which 
stores particular information (memory) and when activated, enables 
access to this information. Representations can be genetically determined 
or formed during learning. 

  Scotomas is a loss of visual perception in a local part of the visual fi eld 
due to a localized damage in the primary visual areas. 

  Selection operation is a process of activation of a representation. In 
temporal domain the selection operation seems to be accompanied by 
synchronous oscillations in theta (4–8    Hz) and gamma (around 40     Hz) 
frequency bands. These synchronous oscillations form an optimal mode 
of recall from memory. 

  Semantic memory is a memory for factual information about the world, 
concepts, and word meaning. 

  Sensory modality refers to a sensory system that processes a certain type 
of receptor information. The most well-studied sensory systems are: visual 
system (seeing form, color, depth, motion, spatial relationships of visual 
objects), auditory system (hearing and localizing sounds), somatic sensory 
or somato-sensory system (feeling touch, pain, thermal sensations, mechan-
ical displacement of muscles and joints). 

  Sensory systems include receptor organs and subcortical and cortical 
neuronal networks that specifi cally respond to activation of the corre-
sponding receptors. 

  Top–down processing is a fl ow of information from  “higher” to  “lower ”
centers within hierarchy of sensory systems, controlling (modulating) 
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sensory information processing in lower levels by extracting memories 
from the higher levels. 

  Working memory implies an active manipulation with the temporary 
stored information in order to perform sensory-motor and cognitive 
actions such as language, planning, decision making, etc.      
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We assess changes inside and outside us by means of different types of receptors      1   .
They can be divided into two types – extra- and inter-receptors. Extrareceptors 
tell us about the external interactions with environment, while intra-receptors tell 
us what happens inside the body. The activity of some of the intra-receptors never 
reaches our consciousness. The sensory elements for perception of the external world 
are highly specialized from species to species      2   . There are different  sensory modalities  
that give us sensations of images, sounds, body movements and produce pain, taste, 
touch, smell. 

It is important to stress that we are aware not of objects themselves but of 
impulse discharges of output neurons in receptor organs. This neuronal activity 
in turn is induced by interaction of the objects with receptors. The brain regions 
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    1  The specifi c receptor cells transfer stimuli in specifi c modality into discharges (impulse activity) of 
output cells in receptor organs. For example, cones in the retina are sensitive to light and not sensitive 
to sound and transfer their reactions to the light toward ganglion cells of the eye.    

    2  Mammals, for example, can not see in infrared light or perceive a magnetic fi eld. The architecture 
and function of vision of hunting animals is different from those that eat the grass. Moreover the abil-
ity of perception depends very much upon experience. Eskimos people that spend their life among 
snow can distinguish many hues of snow. A good musician can distinguish absolute note of the sound.    

Sensory Systems   

  Knowledge comes to man through the door of senses

  Heraclitus, 6th century, B.C.   
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where neurons respond to stimulation of a certain type of receptors are usually 
referred to as a corresponding  sensory system (visual, auditory, system). Visual system 
is the most studied of them. In this chapter we confi ne the analysis by considering 
only visual, somato-sensory and auditory modalities, which are the most studied 
and carrying to the brain the most of sensory information. 

  I.    ANATOMY 

  A.    Brodmann Areas and Thalamic Nuclei 

Sensory signals from receptive organs enter the cortex at the primary sensory 
areas through relay nuclei of the thalamus. The basic modalities are mapped into 
the following cortical areas: Brodmann’s area (BA) 17-primary visual cortex or 
area V1, BA 41-primary auditory or area A1, and BA 1-primary somato-sensory 
cortex or area S1. The relay thalamic nuclei are lateral geniculate body (LGB) for 
visual modality, medial geniculate body (MGB) for auditory modality, and lateral 
posterior nucleus (LP) for somato-sensory modality. 

  B.    Topographical Organization 

Each primary sensory area is characterized by topographical order of projections      3   .
The primary sensory areas and corresponding thalamic relay nuclei form heavily 
interconnected neuronal networks. A striking feature of these thalamo-cortical 
networks is ability to generate rhythms in alpha frequency band (for more details 
see Chapter 2). As was shown in Part I the function of such rhythms is to keep the 
sensory areas in an idling state – the state in which the cortex does not actively 
process the sensory information but can be switched to the active processing 
mode in a fraction of a second. 

  C.    Parallel Pathways 

Let us describe information fl ow in the visual modality      4   . If we look at the world 
around us from mechanical point of view, we can say that there are nothing in 
the world but different objects located in different parts of the space and moving 

    3  Topographic representation literally means that adjacent cells in the receptive organ project to 
adjacent cortical neurons thus forming a map of the receptor organ within the cortex.        

4  In the visual modality the information from the retina of the eye is carried to the cortex by a 
bundle of approximately 1,000,000 axons while in the auditory modality we have only 30,000 axons 
carrying information from the cochlea of the ear.    
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with different speeds. Vision provides us with a tool to know (1)  what is located in 
the space, (2)  where in this space  “the what ” is located, and (3)  how the subject can 
manipulate “the what ” and make directional movements toward it. 

To answer these different questions nature has developed different brain path-
ways (or streams) of information fl ow dealing with different kind of visual informa-
tion. These pathways originate as early as at the LGB of the thalamus. This thalamic 
relay nucleus comprises two types of cells locating in different layers of the nucleus: 
smaller (parvocellular) and larger (magnocellular)      5   . These two systems (parvocellular 
and magnocellular) remain segregated at the level of the primary visual area (BA 17) 
and give rise to the two streams. 

One of the streams is named the ventral or  “What” stream (see  Fig. 10.1   ). The 
stream includes the ventro-lateral prestriate cortex (parts of BA 18, 19) and the 
inferiotemporal cortex. The striate, prestriate, and inferiortemporal cortical areas 
compose a hierarchical structure in which signals are transferred from the fi rst to 
the second level, from the second to the third and so on: The main goal of the 
hierarchical structure of this visual pathway is to decompose the initial image      6    into 
different sub-images characterized by different features such as orientation, spatial 
frequency, and color. 

Speed and position of the visual image are decomposed in the hierarchical struc-
ture of the so-called dorsal visual stream. The dorsal stream includes areas of the 
parietal cortex. It should be stressed that the parietal cortex (as well as the dorsal 
stream in general) is involved not only in mapping spatial relationships in the visual 
scene ( “Where ” function), but also in organizing visually guided motor procedures 
(“How ” function). Posterior parietal areas are interconnected with premotor regions 
of the frontal lobe and provide pathways that enable the human being to execute 
a class of orienting and manipulating motor actions, such as positioning eyes in 
direction of the selected object, grasping the object, and manipulating with it. 
In this respect the dorsal stream is closely related to procedural memory (see 
Chapter 14). 

The ventral and dorsal streams can not be considered as pure parallel: they 
interact with each other at different levels of hierarchy. In addition, in both path-
ways there are recurrent connections by which the higher levels send back the 
information to the lower levels. The recurrent connections provide top–down 
processing necessary for attention and working memory while connections 
between parallel pathways coordinate information processing and seem to partici-
pate in binding different sensory features into a single percept. 

    5  Smaller cells are located in the upper four layers of the lateral geniculate nucleus and constitute 
about 80 per cent of all relay cells in the LGB. Larger cells are located in the lower two layers and con-
stitute respectively 20 per cent of the neurons.    

    6  Talking about the initial image I mean the activities of ganglion cells of the eye that encode the 
light projecting to a distinct spot on the retina into bursts of action potentials.    
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FIGURE 10.1 Ordered cortical projections in sensory systems. (a) Sensory-related thalamic nuclei 
(bottom) serve as gates to the primary sensory areas (top) in the cortex. Three modalities (visual, audi-
tory, and somato-sensory) are depicted. (b) Schematic representation of ventral and dorsal streams in 
the visual modality. LGB – lateral geniculate body, MGB – medial geniculate body, LP – lateral poste-
rior nucleus.
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  D.    Pulvinar Nucleus as Coordinator of Information Flow 

The information processing in ventral and dorsal pathways of the prestriate, tem-
poral, and parietal cortical areas is not confi ned by mere cortical interconnec-
tions. An important role in coordination and modulation of information fl ow in 
these cortical areas is played by a thalamic nucleus – the pulvinar (see  Fig. 10.1 ). 
Recent studies show that neurons in the pulvinar enhance their responses to 
attended (behaviorally relevant) events while suppress their activities to irrelevant 
stimuli      7    thus indicating the involvement of the pulvinar in control of information 
fl ow within the cortex, particular in attention operations. Some pulvinar neurons, 
for example, respond to moving stimuli during periods of fi xation, while do not 
respond during saccadic movements, thus discriminating movements of the stimuli 
from eye movements. Control of the cortical information fl ow by the pulvinar is 
not confi ned by the visual modality: there is some evidence of pulvinar responses 
to somatic and auditory stimuli. 

The sensory information after processing (1) transfers to the prefrontal cortex 
through the ordered (posterior–frontal) pathways and (2) funnels to the hippo-
campus through the rhinal cortex. Additionally, there exist  “feedback” projections 
to ventral and dorsal streams areas from the prefrontal cortex and hippocampus.   

  II.    VISUAL INFORMATION FLOW 

  A.    ON and OFF Receptive Fields 

Most of our knowledge regarding neuronal mechanisms of visual information 
processing comes from single neuron studies in animals. In a typical experiment, 
impulse activity of a single neuron is recorded while various visual stimuli are 
presented to the animal. For example, in the visual modality light spots, oriented 
bars, spatial gratings have served as stimuli. Such experiments enable researchers to 
defi ne the properties of receptive fi elds of neurons. Two classes of cells labeled as 
ON and OFF neurons were separated on the basis of their responses to lightness 
and darkness. These cells are mostly found at the lower levels of visual informa-
tion fl ow      8   . The receptive fi elds of these types of cells can be approximated by 
difference of two Gaussian functions (a so-called DOG function – see  Fig. 10.2   ) 
characterized by respectively small and large spatial distributions: the one cor-
responding to excitatory inputs and the other one corresponding to inhibitory 
inputs to the neuron. This fi nding clearly indicates that the lateral inhibition plays 
a critical role in forming such receptive fi elds (see also Fig. 10.3   ). 

    7  For review see (Robinson and Petersen, 1992).    
    8  The lower levels include ganglion cells in the retina and neurons in the LGB of the thalamus.    
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FIGURE 10.2 Receptive fi elds of neurons in the thalamus and visual cortex. DOG fi lter corre-
sponds to the difference of two Gaussians and approximates the receptive fi elds of neurons in the LGB. 
Gabor fi lter is a product of a harmonic and Gaussian functions and approximates the receptive fi elds of 
the simple cells of neurons in the primary visual cortex.

19

18

Cortex

Gabor filter

Thalamus DOG filterLGB

17

ON

ON Receptive field

OFF-neuron ON-neuron

OFF

OFF

(a)

FIGURE 10.3   ON- and OFF-neurons in the visual system. (a) Receptive fi elds of ON- (right) 
and OFF-(left) cells. Gray (black) color indicates the part of the receptive fi eld in which the neurons 
responds by activation (inhibition) to a small dot of light. (b) Responses of the two types of neurons to 
stimuli representing  “light” and  “dark” stimuli shown at the right.      

  B.    Spatial Filtration at Thalamic and Cortical Levels 

At the level of the primary visual cortex, neurons exhibit quite different receptive 
fi elds when compared with those of the thalamic neurons (compare the two fi lters 
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corresponding to the receptive fi elds of neurons in the LGB and the visual cortex 
in Fig. 10.2 ). The cortical receptive fi elds in the visual cortex can be approximated 
by Gabor functions      9    while the thalamic and retinal receptive fi elds can be approx-
imated by DOG functions. 

In 1990s in our laboratory we developed a so-called canonical cortical module 
that simulated the structure and function of the visual cortex (see Methods of 
Part II of the present book for more details). This model was based on spatial seg-
regation of ON and OFF cells in the inhibitory layer of the visual cortex. We also 
presumed that ON and OFF cells are distributed in segments forming the pin-
wheel structure. As a consequence of this spatial distribution and inhibitory nature 
of these input neurons shaping responses of the output cells, receptive fi elds of the 
simple cells of the module were approximated by Gabor functions. 

The involvement of inhibitory neurons is a necessary condition for extracting 
specifi c features from the sensory input at all levels of the visual information fl ow 
in the brain. Indeed DOG and Gabor functions describing receptive fi elds of neu-
rons in the visual system include both positive (excitatory) and negative (inhibi-
tory) parts. In scalp recordings activation of excitatory and inhibitory neurons may 
be expressed in opposite fl uctuations of the potential. For example, if the arrival 
of sensory information to the layer IV of the striate cortex is associated with scalp 
recorded positivity over the occipital areas, while the activation of the inhibitory 
neurons is associated with an opposite (negative) component. 

    9  A Gabor function is a linear fi lter whose impulse response is defi ned by a harmonic function 
multiplied by a Gaussian function. The fi lter is convolved with the signal, resulting in a so-called Gabor 
space that is very useful in technical vision.    
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FIGURE 10.3 (Continued)
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  C.    Ventral and Dorsal Streams 

Visual cortex in the macaque comprises about 60 per cent of neocortex. 
The experimental fi ndings show that the retinal images are mapped into mul-
tiple cortical areas. The number of these representations (the number of visual 
areas) in monkeys is more than 20      10   . Anatomically and functionally visual corti-
cal areas can be separated into two streams: the dorsal and ventral pathways fi rst 
described by Ungerleider and Mishkin as early as in 1980 (for a recent review 
see Creem and Proffi tt, 2001). They suggested that these streams are associated 
with different capabilities: (1) the parietal stream is involved in visual assess-
ment of spatial relationships; (2) the temporal stream is concerned with visual 
recognition of objects. Further studies showed that the functional streams in 
the visual system may be divided into fi ner pathways. These pathways origi-
nate within distinct subdivisions called blobs and interblobs of the primary visual 
cortex      11      . Neurons in the blobs are involved in color perception, while neurons in 
the interblobs participate in processing form and motion. In the secondary visual 
cortex (BA 18) neuronal representations of color, form, and movement remain 
segregated, but in a way different from the one in the primary visual cortex      12   .

Within the dorsal and ventral streams of information fl ow distinct representa-
tions of visual world (such as shape, color, motion, and spatial relationships) are 
separated from each other by means of segregated streams associated correspond-
ingly with different functions such as recognition of separate objects, differentia-
tion of spatial relations between objects, and defi ning how these objects can be 
approached and manipulated. For example, neurons in the ventral stream show 
response selectivity for stimulus attributes as shape, color, and texture. By contrast, 
neurons in the dorsal stream are not tuned for these attributes; rather, they show 
response selectivity for the speed and direction of stimulus motion, or to stimuli 
presented in the attended spatial location. 

Recall that neurons in the dorsal stream are mainly associated with the mag-
nocellular (M) system originated in the larger cells of the LGB. In recent studies it 

    10  In theory, a visual area should be identifi ed by combination of several criteria, including separate 
representation of visual world (topographical representation is one of them), specifi c anatomical con-
nections, and specifi c (different from others) neuronal response properties, architectonics and behav-
ioral defi cits resulting from ablation. In practice, application of all these techniques is very diffi cult and 
as a result identifi cation and localization of specifi c areas is not yet complete.    

    11  These subdivisions may be visualized when the cortex is stained for the enzyme cytochrome 
oxidase. This enzyme plays an important role in cell metabolism. When stained, the images of the tan-
gential sections of the primary visual cortex under microscope appeared like random blobs (Wong-
Riley et al., 1993).    

    12  When stained for the cytochrome oxidase BA 18 appears as a pattern of thick and thin stripes 
intermixed with pale zones.    

    13  This study was done by Mathew Schmolesky et al. in 1998 using the same experimental and 
analytical techniques for all brain areas.    
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was shown that neurons in the dorsal stream respond with faster latencies      13    when 
compared with the ventral (associated with the parvocellular) stream. For example, 
in monkey latencies of responses in M-system at the thalamus constitute 30    ms on 
average, while latencies of the P-system are at least 20    ms longer. At the cortical 
level the differences between the corresponding areas in the dorsal and ventral 
streams become even larger reaching 40    ms. 

  D.    Hierarchical Organization 

Within the visual streams the processing of information is hierarchical ( Fig. 10.1 ). 
For example, processing of the shape of the image begins with Gabor fi ltering in 
BA 17 while the cells the inferior temporal cortex respond selectively to global 
object features, such as specifi c shapes of hand, face  … Likewise, the average 
receptive fi eld size increases along the pathway from the occipital lobe toward the 
temporal one      14   . Consequently, neurons in the primary visual cortex process local 
features of visual images, while regions in the inferior temporal cortex appear to 
deal with visual objects as a whole – a term known as Gestalt. Indeed, patients 
with right anterior temporal lobotomy are markedly impaired in recognition of 
complex visual patterns (such as faces and irregular abstract designs). To describe 
this syndrome the term psychic blindness was initially used. Later, Freud intro-
duced the term agnosia. Visual agnosia denote the conditions of patients who, 
when faced with a visual object, were unable to name it, show its use, or sort it 
into a group of morphologically dissimilar objects with identical functions, but 
at the same time shows evidence of preserved vision in the usual test of central 
visual acuity and peripheral visual fi elds      15   .

  E.    Computational Maps 

Each hierarchical level of cortical organization represents an ordered map of a 
distinct feature of visual images. For example, single cortical cells in the primary 
visual cortex selectively respond to light bars at certain orientations      16   . Cells with 
these features were named line detectors. The line detectors are organized in an 

    14  At parafoveal eccentricities, RFs of neurons are about 1.58 grades in BA 17, and about 48 in 
the area 37, whereas neurons in area 38 have a median receptive size of 26      �     268. It thus appears that 
large receptive fi elds in the higher levels of cortical hierarchy are built up from smaller receptive fi elds 
at the lower levels.    

    15  The impairment is specifi c to the visual modality, and performances are normal when the patient 
touches the objects or hears its characteristic sound. Visual agnosia is divided in smaller categories such 
as motion and color agnosia depending on the location of lesion within the ventral stream.    

    16  For these studies carried out in 1960s David Hubel and Torsten Wiesel from Johns Hopkins 
University were awarded the Nobel Prize.    
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ordered fashion: the parameter of orientation changes slowly along the cortex and 
has a regular pattern. This regularity has lead to the notion of repeated compu-
tational maps in the visual cortex. The computational map now is viewed as a 
key building block in the infrastructure of information processing in the brain. 
Further, maps of neurons tuned to movement direction and spatial frequencies 
were experimentally found in higher levels of visual information processing      17   .

  F.    Schemata 

Imagine a person having a cataract disease of the eye manifested in a clouding of 
the lens of the eye or of its surrounding transparent membrane that obstructs the 
passage of light into retina. Further, suppose that this patient has undergone an 
operation – the lens has been removed and a new artifi cial one has been installed. 
The signals from retina are now coming to the brain!!! But could he or she see the 
world as we do? The psychological observation shows that if the person has had this 
disease from early childhood the patient can not deal with the visual world properly 
and considers the operation as unsuccessful. This simple observation shows that per-
ception needs some kind of a guide that directs the sensory information in a proper 
way. This  “guide” seems to develop during maturation on the basis of genetically 
determined neuronal structure. We are actively learning to deal with objects in the 
external world step by step from early childhood. We explore the world by shifting 
our heads and eyes, manipulating with objects by our hands and fi ngers. 

This idea of schemata as an organizing factor in visual perception was fi rst 
expressed by Neisser. According to his view the schemata are anticipatory cogni-
tive structures that prepare the perceiver to accept certain kinds of information 
rather than others. The schemata not only direct perceptual activity, but are modi-
fi ed during perception (Neisser, 1978) . In recent literature the Neisser scheme is 
modifi ed into notions of bottom–up and top–down processing while the concept 
of schemata is replaced by concepts of representations (memories) for objects and 
their spatial relationships. 

  G.    Face Recognition 

One of the most striking human abilities is processing face images. With a brief 
look at the face we can recognize whether a person is familiar or unknown to 
us, we can judge his/her emotional state, and in some cases we even can read the 
subject’s mind from the face expression. In several laboratories attempts were made 

    17  It was shown that a local cortical area of approximately 500     mcm      �      500    mcm includes all pos-
sible types of orientations and spatial frequencies. This structure was labeled  “cortical module. ” In our 
study in order to describe the modular organization of the visual cortex mathematically we suggested 
a model of the canonical cortical module (see Methods of Part II).    
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to fi nd so-called  “grandmother ” neurons, that is, neurons which are selectively 
responded to a certain face. Although, such cells were indeed found in the inferior 
temporal areas it is diffi cult to prove conclusively that the neurons encode infor-
mation that is specifi cally related to a certain face. It is possible that these neurons 
are signaling information about either a broader class of complex objects or some 
simple pattern such as topography that is common to faces. 

  H.    Multiple ERPs Components 

In a recent study of John Foxe and Gregory Simpson from Department of 
Neuroscience at Albert Einstein College of Medicine high density event-related 
potentials (ERPs) were acquired from 128 scalp electrodes. Visual stimuli were 
bilateral red discs. They were presented on a computer monitor with duration of 
280   ms. The surface Laplacian transformation was applied to the ERPs. This local 
transformation enabled the scientists to reveal an elaborated structure of a so-called 
C1 component, presumably originated within the striate cortex. The data obtained 
in the above mentioned study indicate that multiple visual generators are active in 
the latency range of the traditional C1 component of the ERP with the dorsal 
generators associated with shorter latencies than the ventral generators. The other 
striking result was an observation that the dorso-lateral frontal cortex is involved 
in visual processing as fast as 80    ms after stimulus onset. Given that the occipi-
tal cortex was activated at 56    ms it means that the widespread system of sensory, 
parietal, and prefrontal areas is activated in less than 30    ms, which is considerably 
shorter than typically assumed in the human ERP literature. 

  I.    Cortical Topography 

Cortical topography is one of the fundamental organizing principles of the brain      18   .
Topographical representations are present not only at lower hierarchical levels 
of information fl ow but can be also found at higher levels. Within the high levels of 
the visual cortex different object categories activate areas with specifi c eccentricity 
biases. In particular, faces, letters, and words appear to be associated with central 
visual-fi elds, whereas images of buildings are associated with peripheral ones. For 

    18  Clinical evidence supports the topographical organization of striate and prestriate cortex. Patients 
with small lesions (caused by small strokes or tumors) are not able to see objects located in the corre-
sponding part of the visual scene. This kind of brain dysfunction is called visual cortical (to emphasize 
the involvement the cortex in conscious visual perception) blindness and visual defi cits are named 
scotoma. It is amazing that all of us have this kind of defect. It is induced by a so-called blind spot of 
the normal retina – a small (about 2    mm) area in the retina without retinal receptors where the optic 
nerve leaves the eye. Since the disc is medial to the fovea in both eyes, light coming from a single point 
in the binocular zone never enters both optic discs, so we are normally unaware of this blind spot.    
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example, in a recent functional magnetic resonance imaging (fMRI) study  it was 
explicitly shown that faces activate cortical areas superimposed on areas associated 
with fovea topographical representations while objects such as buildings whose rec-
ognition entails large-scale integration activate representations of peripheral fi elds 
(for review see Malach et al., 2002). 

  J.    Enhancement of N170 ERPs Component in Response 
to Faces 

In line with the fMRI experiments are ERPs recordings. Roxane Itier from The 
Rotman Research Institute in Toronto and Margot Taylor from Paul Sabatier 
University in Toulouse, France recorded ERPs in response to brief presentation 
of different categories of pictures such as faces, houses, textures, etc. Their data 
show that the N170 component of ERPs was signifi cantly higher in amplitude 
for human faces, both upright and inverted ( Fig. 10.4   ). 

Although the authors did not perform low resolution electromagnetic tomog-
raphy (LORETA) analysis of the obtained data, the dynamics of 2D maps of 
ERPs show that the distribution of the N170 component is spatially different 
from the distribution of ERPs to other stimulus categories. Their data also indi-
cate one of advantages of ERPs in comparison to other imaging methods. The 
advantage is expressed in superior temporal resolution of ERPs. Indeed, ERPs can 
index brain operations with a time resolution of few milliseconds while positron 
emission tomography (PET) and functional magnetic resonance imaging (fMRI) 
are limited by a few seconds time scale. This distinctive feature of ERPs enables 
scientists to study stages of information processing in the human brain.   

FIGURE 10.4 ERPs to different categories of visual stimuli. (a) Examples of stimuli from the nine 
categories used in the experiment. (b) Grand-average ERPs displayed between 0 and 400 ms for the 
two categories of stimuli at a parietal (P8) site. Note larger P1 and N170 components for faces com-
pared to all other categories. Adapted from Itier and Taylor (2004).
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  III.    DECOMPOSITION OF SINGLE TRIAL EVOKED 
POTENTIALS INTO INDEPENDENT COMPONENTS 

In the same way as the background electroencephalogram (EEG) is composed of 
several rhythmic components, evoked potentials represent sums of several com-
ponents generated by different cortical areas at different time intervals. This state-
ment is illustrated in Fig. 10.5   . ERPs have been computed in a single healthy 
subject of 26 year old in response to visual stimuli of the same category and to 
combinations of visual stimuli of the other category with auditory stimulation. 
The visual stimuli are short (100    ms) presentations of images of different plants 
or people while auditory stimuli are random temporal sequences of 20    ms tones 
of different frequencies. Because the tones in different trials are sequentially pre-
sented in different combinations, the auditory stimuli sound quite new every 
time they are presented. The subject is supposed just to view and hear stimuli 
without any particular response to them. 

As one can see from the evoked potentials averaged over trials in  Fig. 10.5a , the 
visual stimuli presented alone elicit a widely distributed fl uctuation of potential 
which at 160    ms after stimulus has a negative value at the occipital regions. The 
visual stimuli presented simultaneously with  “novel ” auditory stimuli in addition 
to the occipital negative fl uctuation elicit a positive fl uctuation at 120    ms at the left 
temporal area and a widely centrally–frontally distributed fl uctuation with maxi-
mum of positivity at Cz at latency of 200    ms. Consequently, one can hypothesize 
that ERPs to the visual   �   auditory stimuli consist of at least three different com-
ponents differently distributed over the frontal–temporal–occipital areas and reach-
ing extremes at different time intervals. 

Say in order to prove this hypothesis we need to use the information regarding 
raw EEG from each trial. To be able to do it we need to know how potentials at 
different electrodes correlate with each other. Indeed, we presume that the poten-
tials of electrodes that peak up activity from generators of the one component 
correlate with each other much stronger than electrodes potentials belonging to 
two different generators. This information is refl ected in a so-called covariance 
matrix. During many years scientists tried to solve the problem of separation 
components from the covariance matrix. One way of solving the problem, a so-
called principle component analysis (PCA), was suggested as early as in 1960s. 
From a mathematical point of view the method is a technique used to reduce 
multidimensional data sets (in our case 19-channel EEG) to lower dimensions (in 
our case three or more components). Unfortunately, the PCA produces orthogo-
nal components while the physiologically meaningfull components are not neces-
sarily orthogonal      19   . For this reason, the PCA obtained a limited application for 
analysis of biological data in general and EEG/ERP data in particular.        

19In 1980s in our laboratory we developed the PCA method for analysis of neuronal reactions in 
the brain of patients with implanted multiple electrodes. The discharge rate of single- and  multi-units 



FIGURE 10.5 Decomposition of single trial EEG responses into independent components. 19-channel EEG was recorded in a healthy 26 year old subject perform-
ing the two stimulus GO/NOGO task. 50 per cent of trials were irrelevant (requiring no response of the subject) and composed of sequential presentation of two stimuli 
“plant–plant” and “plant–human � acoustic novel stimulus.” ERPs in response to the second stimulus averaged over the “plant–human � acoustic stimulus” trials together 
with the maps of averaged potential taken at different times are presented at (a). The results of application of the ICA to single trials EEG in response to simultaneous pre-
sentation of visual and acoustic stimuli are presented at (b). Topographies, single trial dynamics, and s-LORETA images are presented at (b). Note that components are gen-
erated in different cortical locations and reveal different dynamics.
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    recorded from different electrodes in response to repeated trails was computed, the covariance matrix 
and eigen-vectors were assessed. Strong changes in component weights in response to stimuli were 
observed, but interpretation of these changes was so ambiguous that after few years of trying to fi nd 
any physiological sense in these reactions we stop using the PCA method.    

    20  In Part I we presented basics of ICA analysis. It was described in association with fi nding indepen-
dent generators of background EEG rhythms in raw EEG. The method was applied to the individual raw 
data and to a set of individual spectra. In the fi rst approach we were able to separate individual sources 
while in the second approach we separated general sources common for all healthy subjects. Theoretically, 
the same procedures can be made with ERPs recorded in response to stimuli or movements.    

A few years ago a new method called the independent component analysis (ICA) 
appeared. The method was based on assumption that the sources of components are 
statistically independent (not necessarily orthogonal as in the PCA analysis). This 
assumption seems to fi t the nature of generators producing different components in 
ERPs. Indeed, the information fl ow in the brain induced by  stimulus presentation 
sequentially activates different cortical hierarchically organized areas so that the gen-
erators of different components are activated in different time intervals and at differ-
ent cortical locations. 

The results of application of the ICA to single trial multi-channel evoked 
responses are presented in  Fig. 10.5b . Note that single trial responses are decom-
posed into three components with different localization of generators and differ-
ent latencies. 

Note that single trial ERPs components look quite noisy. Indeed the maximal 
amplitudes of averaged evoked potentials varied from 6 to 8      μV while the maximal 
amplitudes of raw EEG varied around 10      μV. These parameters are associated with the 
signal to noise ratio about 1. At the same time, averaging EEG over 100 trials increases 
the signal to noise ratio 10 times. So, it looks like that working with averaged ERPs 
we might get better results. However in this case we need to have not a single subject 
but quite many subjects (more than 100–200 depending on conditions). 

  IV.    DECOMPOSITION OF AVERAGED ERPS INTO 
SINGLE COMPONENTS 

ICA can be applied to a set of individual averaged ERPs. In this case the extracted 
components will refl ect generators that are common for the selected group of sub-
jects. Below we are going to illustrate this particular approach. Individual ERPs 
are taken from almost 1000 healthy subjects of the Human Brain Normative 
Database     20   .

In the case of ERPs data the goal of ICA is to utilize the differences in scalp 
distribution between generators of ERPs common for the whole population of 
healthy subjects to separate their activation time courses. We suggest that different 
stages of information fl ow are associated with activities in distinct cortical areas and 
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with different (and to some extent independent) time patterns. Recall, that com-
ponents are constructed by optimizing the mutual independence of all activation 
time curves. In more detail, ICA decomposition for ERP analysis is based on the 
three general assumptions: (1) generators located in different cortical areas produce 
potentials that are linearly summed at the recorded scalp electrodes, (2) ERPs rep-
resent the sum of activations in a specifi c set of spatially stable brain networks, and, 
(3) the time courses of activation in different subjects are temporally independent      21    
(see Methods of Part II for details). 

As an example, we are going to use the two stimulus GO/NOGO task devel-
oped specifi cally for the Human Brain Institute Database. The task consisted of 
400 trials presenting to a subject every 3    s ( Fig. 10.6   ). In the task we selected four 
categories of stimuli: (1) 20 different images of animals – referred to later as A, 
(2) 20 different images of plants – P, (3) 20 different images of humans presented 
together with an artifi cial novel sound – HS      22      . Trials consisted of presentation of 
a par of stimuli with interstimulus interval of 1.1    s. Four categories of trials were 
selected: A-A, A-P, P-P, and P-HS. The trials were grouped into four sessions with 

  

    21  The assumptions 2 and 3 are based on numerous experimental fi nding in animals indicating the 
activations of neurons in different brain areas are associated with different stages of information fl ow. 
These stages are characterized by stimulus properties encoded and by temporal pattern of activation.    

    22  The randomly varying novel sounds consisted of fi ve 20    ms fragments fi lled with tones of differ-
ent frequencies (500, 1000, 1500, 2000, and 2500    Hz). Stimulus intensity was about 75    dB SPL at the 
patient’s head.    

FIGURE 10.6 Stimuli for the two stimulus GO/NOGO task. See text for description.
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100 trials each. In each session a unique set of fi ve A stimuli, fi ve P, and fi ve HS 
stimuli was selected. Each session consisted of a pseudo-random presentation of 
100 pairs of stimuli with equal probability for each category and each stimulus. 

ICA decomposition was performed as described in (Makage et al., 1997)    after 
re-referencing to common average reference. In  Fig. 10.7    we present the results of 
ICA analysis of the whole set of ERPs computed for a group of healthy subjects 
from 7 to 89 years old. Only ERPs to the second stimulus in P-P pairs have been 
subjected for analysis. We will refer to this condition as  “Irrelevant ” condition. 
As you can see, in response to irrelevant visual stimuli (i.e., stimuli not changing 
behavior) the following main independent components are separated ( Fig. 10.7 ). 

The fi rst component is generated in occipital–parietal areas. The time dynamic 
of this component dramatically depends on age. At age from 7 to 13 years the fi rst 
fl uctuation in this component is of positive value with latency of 116    ms. After age 
of 13 the positive initial fl uctuation turns into a negative fl uctuation      23   .

The second component has a peak latency of 132    ms. It is amazing that in contrast 
to the early part of the fi rst component, the early positive fl uctuation of the second 
component is not changed signifi cantly with age. The component is independently 
generated at the occipital–temporal areas of the left and right hemispheres. 

The third component starts later than the previous components. The early part 
of this component represents a positive fl uctuation with a peak latency of 148     ms. 
The fi rst positive fl uctuation is followed by a sequence of negative/positive waves. 

We can speculate that the fi rst and third components represent sequential stages 
of information fl ow in the dorsal (Where) stream, while the second component is 
associated with information fl ow in the ventral (What) stream. 

  A.    ERP Component as a Sequence of Excitatory–
Inhibitory Events (Model) 

The time dynamics of the components presented in  Fig. 10.8    explicitly shows 
that neuronal responses in a distinct cortical area are refl ected in several phases of 

    

    23  We do not know why electrophysiological correlates of visual processing differ between children 
and adults so dramatically. However we know from MRI studies that the brain anatomy undergoes 
quite large changes during adolescence (Lenroot and Giedd, 2006). This issue needs a further correla-
tional research.    

    24  The fi rst component is generated in the occipital cortex. The component exhibits three temporal 
phases: (1) a very small and short positive phase with peak latency at 116    ms, (2) a strong negativity at 
about 150    ms for adults and a strong positivity for children (age 7–12 years old) at the same latency, 
and (3) a strong positive phase at 260    ms. The second two components are generated in areas of the 
ventral pathway (near the middle temporal gyrus) at the left and right hemisphere correspondingly. 
The components exhibit three phases: (1) a positive fl uctuation with peak latency of 130    ms, (2) a 
negative fl uctuation at 184    ms, and (3) a small positivity at 260    ms for adults and at about 360    ms for 
children (age 7–12 years old). The fourth component is generated in the parietal areas of the dorsal 
visual pathway. It consists of two positive fl uctuations with peak latencies at 148 and 330    m, separated 
by a negative phase with peak latency of 220     ms.    



FIGURE 10.7 Independent components for “Irrelevant” visual stimuli in the two stimulus GO/NOGO task. From left to right – (1) topography of com-
ponents with numbers below corresponding to the variance of the component, (2) vertically stacking thin color-coded horizontal bars, each representing the 
corresponding component for a single subject, almost 800 healthy subjects of age from 7 (bottom) to 89 (top) are depicted, (3) time courses of components with 
arrows and numbers corresponding to latency of the fi rst positive peak, (4) s-LORETA images of cortical generators of components. Scales are presented near 
corresponding pictures.
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positive and negative fl uctuations of the scalp recorded potential      24   . With a certain 
caution, these positive and negative fl uctuations may be associated with periods 
of excitation and inhibition of neurons in the corresponding neuronal networks. 
This inference regarding phases of excitation and inhibition fi ts quite well obser-
vations in animals with recordings of impulse activity of neurons. In animal stud-
ies the fi rst phase of activation of single neurons was often followed by a phase 
of inhibition exhibited in the absence of spiking. These excitation and inhibition 
phases were usually followed by a second activation. 

In more detail, mechanisms behind successive phases of excitation/activation 
phases might be as follows. Let us fi rst consider activity in the primary cortical 
area 17. The excitatory neurons in the primary visual cortex receive excitation 
from the relay nucleus (LGB) of the thalamus. Via local excitatory interconnec-
tions this initial activation spreads over the local neuronal network. The spread 
of activation excite the local short axon intracortical neurons. Because of short 
time constants of excitatory postsynaptic potentials the phase of excitation is very 
fast. When inhibitory neurons become activated they inhibit nearby neurons and 

FIGURE 10.8 Sequence of events in primary and secondary cortical areas (scheme). (a) Positive 
and negative potentials associated with excitatory and inhibitory postsynaptic potentials. (b) Neuronal 
networks of primary (left) and secondary (right) cortical areas. Empty circles – excitatory neurons, 
black circles – inhibitory neurons. See explanation in text.
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because of the slower time constants of inhibition, the phase of inhibition lasts 
longer that the one of excitation      25   . The phase of the second activation might be 
associated with either a local rebound effects following inhibitory phase      26    or with 
a recurrent activation coming back via feedback connections in cortical networks. 
Figure 10.8  illustrates the second option. In any case, the consecutive stages of 
information fl ow in a distinct cortical area as revealed in scalp recorded ERPs 
indicate that information is processed twice (or may be more) in order to extract 
the needed content of the sensory input.   

  V.    AUDITORY INFORMATION FLOW 

  A.     “ What” and  “Where ” Streams 

The cortical part of primate auditory system is organized into a  “core ” of primary 
auditory cortical areas      27    that project to a surrounding  “belt, ” with the belt pro-
jecting to  “parabelt” areas. Each of these regions – core, belt, and parabelt – has a 
distinctive histological composition, specifi c thalamo-cortical and cortico-cortical 
connections, and unique physiological and functional characteristics. 

The concept of multiple, parallel processing streams similar to those in the 
visual modality has been recently established for the auditory modality ( Fig. 10.9   ). 
Electrophysiological studies in primates and f MRI studies in humans indicate a 
functional dissociation between anterior and posterior streams. A  “What” stream 
associated with vocalizations (presumably subserving auditory object identifi ca-
tion) involves the anterior belt and parabelt, that are further projected to anterior 
temporal and ventro-lateral frontal (not shown) regions. A  “Where ” stream for 
sound localization involves the posterior belt and parabelt, and posterior tempo-
ral and dorso-lateral frontal (not shown) regions. Posterior auditory regions have 
been shown to respond to spatial auditory cues in similar way as parietal neurons 
respond to visual spatial cues supporting the existence of posterior temporal–parietal 
stream in the processing of auditory spatial information. Zatorre and coauthors 
(Zatorre et al., 2002) suggest that this  “dorsal ” route of processing might subserve 
perception of spectral dynamics of sound refl ecting its fast changes in time      28   .

    25  It looks like that in case of young (below age of 13 small) healthy children, the excitation exceeds 
inhibition and we do not see a negative phase in ERP components. With maturation the fi rst exci-
tation is gradually decreased and inhibition starts exhibiting in the negative fl uctuation of the scalp 
potential.    

    26  The mechanism of such rebound effect may be similar to those discovered for cortico-thalamic 
neurons, that is, associated with calcium spikes.    

    27  In humans, the  “core ” or primary auditory cortex is located in the fi rst transverse gyrus of Heschl 
(BA 41). It receives thalamic input for the MGB of the thalamus.    

    28  The property to respond to fast changes in spectral power is important for localizing and orient-
ing to the sound.    
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  B.    Cortical Tonotopy 

Tonotopy (ordered maps of sound frequency selectiveness) is present at all stages 
of auditory processing. It is noticeably found in the core regions that respond to 
pure tones. Further, projections of belt and parabelt areas beyond the auditory 
region are also topographically organized. And fi nally, belt and/or parabelt (but 
not core) areas project to the caudate and putamen (part of the basal ganglia) in a 
topographic fashion. 

  C.    Speech Processing 

Activation specifi c to intelligible speech is observed in the left anterior superior 
temporal sulcus. This region is multimodal, receiving projections from auditory, 
visual, and somato-sensory cortex in primates, and may be important in repre-
senting the meaning content of utterances. In humans, support for the role of this 
part of the cortex in extracting semantic information      29    comes from patients with 
semantic dementia, who having grey matter loss in the left anterior temporal lobe 
exhibit a progressive deterioration in the comprehension of single words. In its 
turn, the temporoparietal junction, which forms the interface between auditory 
cortex and parietal and frontal systems, is anatomically heterogenous. A recent 

    29  In this context semantic means accessing word meanings.    
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study in humans indicates at least four distinguishable areas on the anterior planum 
temporal alone. 

Early babbling and word production require neuronal activity in cortical areas 
controlling face and articulator movements and actions. These areas are located in 
the inferior motor cortex and adjacent inferior prefrontal areas. The articulations 
cause sounds that activate neurons in the auditory system, including areas in the 
superior temporal lobe. Strong fi ber bundles between inferior frontal and supe-
rior temporal areas provide the substrate for associative learning between neurons 
controlling specifi c speech motor programs and neurons in the auditory cortical 
system stimulated by the self-produced language sounds. 

  D.    ICA of ERPs (HBI Database) 

The method of decomposition of a set of many individual ERPs into independent 
components described for visual processing above enables us to separate different 
stages of auditory information fl ow. As an example, we are going to use the Audi-
tory task developed specifi cally for the Human Brain Institute Database. The task 
consisted of random presentation of tones with different frequencies but with the 
same duration of 100    ms. Occasionally the duration of a stimulus became longer 
(400   ms instead of 100    ms). The subject’s task was to press a button to longer stim-
uli. ERPs to short auditory stimuli were computed for each subject and were fur-
ther analyzed by means of ICA. In  Fig. 10.10    we present the results of ICA of the 
whole set of ERPs computed for short (Irrelevant) auditory stimuli for a group of 
healthy adult subjects of age from 7 to 89 years. 

As one can see, two symmetrical components are generated in the temporal 
areas correspondingly at the left and right hemispheres in vicinity of the primary 
auditory areas. The peak latency of the right temporal component is 84     ms      30   .
These temporal components are multi-phasic in a way similar to that found in the 
visual-related occipital component. The third component was generated in the 
posterior gyrus cingulus, while the fourth component – in the parietal area. Note 
that the third and the fourth components exhibit just opposite changes with age: 
the posterior cingulate component is getting stronger with age while the parietal 
component decreases in amplitude with age. 

One can speculate that the two components generated in the temporal lobes 
in auditory ERPs correspond to the ventral (What) stream in auditory modality, 
while two other components are associated with the dorsal (Where) stream of 
auditory information fl ow.   

    30  Note that the fi rst early component in the visual modality peaks at 116    ms almost 30 ms later 
the early auditory component. This fact refl ect difference in reactivity of thalamic nuclei in visual and 
auditory modality as well as difference in complexity of information processing in the two modalities.    



FIGURE 10.10 Independent components for “Irrelevant” auditory stimuli in the auditory task. From left to right – (1) topography of components with 
numbers below corresponding to the variance of the component, (2) vertically stacking thin color-coded horizontal bars, each representing the corresponding 
component for a single subject, around 600 healthy subjects of age from 7 (bottom) to 89 (top) are depicted, (3) time courses of components with arrows and 
numbers corresponding to latency of the fi rst positive peak, (4) s-LORETA images of cortical generators of components. Scales are presented near corresponding 
pictures.
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  VI.    SOMATO-SENSORY MODALITY 

Our bodies are covered with sensory receptors that give us feelings of pain, vis-
ceral function, and touch. These receptors are located on the surface and deeper 
layers of the skin as well as they are embedded within muscles, tendons, and joints. 
Somato-sensory receptors can be classifi ed into three groups: nocio receptors, car-
rying information about pain and temperature, hapsis receptors, carrying informa-
tion about fi ne touch and pressure, and proprio receptors carrying information 
about position of the body and its parts. In addition to the receptors telling us about 
external surfaces of our bodies there are receptors conveying information about the 
internal (visceral) parts of our organisms      31   .

  A.    Somato-Sensory and Insular Cortical Areas 

External somato-sensory receptors are projected to the somato-sensory cortex 
(Brodmann’s areas 1, 2, and 3) through the ventro-posterior nucleus of the thala-
mus, while internal visceral receptors are projected to the insular cortex through 
the ventro-medial nucleus. The insular cortex is located deep within the brain 
and we know little about oscillations that are generated in this cortical area. The 
somato-sensory cortex lies at the outer surface of the cortex just under the cen-
tral electrodes C3, C4, Cz. This cortex is known to generate mu-rhythms (see 
Chapter 2).   

  VII.    CHANGE DETECTION 

  A.    Functions of Change Detection 

In real life, the sensory world is refl ected in continuous activity of neurons of the 
sensory systems. Some part of the world remains constant for a relatively long 
time and we often are not aware of this unchanging world      32   . But if a change 
occurs, such as somebody touches the sleeve of our dress, or the engine of the car 
changes its regularity, or a mushroom appears within our gaze, this change might 
enter our consciousness. It seems the brain is constantly monitoring the sensory 

    31  In somato-sensory modality there is a sub-modality called the sense of fl utter. Flutter is felt when 
we touch a vibrating object. The frequencies of mechanical vibration we can feel vary from 5 to 50     Hz. 
The fl utter is mediated by rapidly adapting cutaneous mechanoreceptors. The modality is similarly 
organized in monkeys and humans.    

    32  Recall, that we do not feel the pressure of the clothing on our body, we are not aware of a gentle 
noise of the car we are driving in, and we do not see minor changes in the visual scene when we are 
in the forest and occupied by our thoughts.    
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world and is comparing incoming stimuli with a sensory model formed by a pre-
vious stimulation. In a similar way the brain is monitoring actions in order to cor-
rect behavior if a real action does not fi t a planned action. In this book, these basic 
operations will be referred to as comparison operations. Historically, in sensory 
systems comparison operations are named change detection. 

Two types of comparison operations are associated with two models of the 
world that are built up in our brain: a sensory model and a model of actions. 
These models are stored in different parts of the brain, named sensory systems and 
executive system. Although the systems are heavily interconnected, each of them 
has a distinct neuronal circuitry, distinct mechanisms of information processing 
and serves different functions. Consequently, in the human behavior detecting 
changes in the world serves two different purposes. 

First, a change in the sensory world shifts attention either voluntarily (atten-
tion dependent) or involuntarily (automatic). For example, a sudden change in the 
humming of the car engine can be assessed by the driver when he pays attention 
to a road or when he attentively listens to the engine. In this case a  sensory model 
is constructed in the sensory system and a change in the current stimulus not 
matching the model activates the corresponding part of the sensory system. The 
sensory model is formed on the basis of previous experience with the sensory 
world. So, the purpose of this type of change detection is confi ned by the sensory 
system itself – selecting the source of a change in sensory information with a pur-
pose of more detail processing      33   .

Second, a change can indicate that the actions which are prepared in a given 
situation are not valid any more and, consequently, have to be suppressed or 
changed. Imagine a subject who is ready to cross a street to a green light but is 
stopped by a sudden change of the light into red. In this case, an  action model – to 
cross the street – is constructed within the executive system. A change in the cur-
rent behavioral situation means that a prepared action is not appropriate and must 
be suppressed. So, the purpose of this type of change detection is to inhibit the 
executive system in order to suppress the prepared action. 

  B.    Mechanisms of Change Detection (Model) 

The mechanisms of sensory-related change detection have been most extensively 
studied in auditory modality. So, we start with this modality. The leading role 
in this research belongs to the Cognitive Brain Research Unit at University of 
Helsinki founded by Professor Risto Näätänen in 1980s. Näätänen was one of the 

    33  The change can be further detected by executive system and navigate the body or the eyes 
(overtly or covertly) toward the selected source of sensory information, but the change can be also 
remained without any notice from the executive system.    
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fi rst who suggested existence of two mechanisms of change detection in the audi-
tory modality      34   .

The fi rst mechanism is refl ected in the early component of ERPs and is associ-
ated with the information fl ow in the primary and probably secondary auditory 
cortical areas ( Fig. 10.11a   ). Risto Näätänen associated the fi rst mechanism with N1 
component of auditory ERPs. The existence of two types of neurons (stable and 
refractory neurons) in these areas is hypothesized. The stable neurons do not change 
the response to the stimulus with repetition. The refractory neurons decrease their 
response while the same stimulus is repeated several times. The phenomenon of 
decreasing responses to repeated stimulus is called refractoriness. Although synap-
tic depression      35    seems to be the main cellular mechanism of decrease of neuronal 
response to repetitive stimulus, complex interactions between neurons also play 
some (albeit still undetermined) role in this phenomenon. 

In addition to these two types of neurons the existence of a separate mecha-
nism, called change detection, is hypothesized. The hypothetical neurons associ-
ated with this mechanism respond only to the change of the stimulus. Having

    34  This hypothesis is presented in his book  “Attention and Brain function ” published by Lawrence 
Erlbaum Associates in 1992. This is clear written review of all available in that time literature and 
deserves reading even now after 15 years.    

    35  At synaptic level depression is associated with decrease of postsynaptic potential in response to 
repeated stimulus.    

FIGURE 10.11 Scheme of change detection. Neuronal responses (a) and connections between 
neurons (b) in three hypothetical cortical areas. At the right, black color – excitatory neurons and 
excitatory connections, gray color – inhibitory neurons and inhibitory connections. The model pos-
tulates that comparison operations are preformed in neuronal networks consisting of three cortical 
areas. The fi rst (rigid) area receives inputs directly from the thalamus. The responses of this area to the 
repeated stimulus are stable. This area is projected to excitatory neurons of the second (plastic) area 
and to inhibitory neurons of the third (change detectors) area. The second area in its turn is projected 
to neurons in the third area that receive inhibitory inputs for the local inhibitory neurons. Thus error 
detectors compare (that is, compute the difference) two inputs – a rigid one and a plastic one. If the 
stimulus is new, excitation exceeds inhibition and the neuron fi res. If the stimulus is a repeated one, 
inhibition exceeds excitation the neurons remains silent.
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in mind the non-linearity of neurons      36    it is easy to suggest a neuronal 
network for change detectors (see  Fig. 10.11b ). The model suggests that the asso-
ciation cortical area (cortical area 3 in  Fig. 10.11 ) receives two inputs: the one 
from the primary cortical area that depends only on physical characteristics of the 
input and does not habituate with repetition of the stimulus and the other one 
from the secondary cortical area that decreases with the stimulus repetition. 
Neurons in the association area compare these two inputs by means of lateral 
inhibition so that some neurons in this area fi re only when a new stimulus is 
presented.      37    

Auditory stimuli possess not only physical properties (such as frequency and 
intensity) but also an integrated property which could be named regularity. For 
example, in the auditory modality regularity is present in many auditory signals 
of our daily life, such as hammering of the engine in the car, steady noise of com-
puter ventilator, monotonous speech of a lecturer  … As we know from neuro-
science, distinct properties of stimuli are assessed by neuronal elements located 
in distinct areas of the sensory systems. Regularity as a separate feature seems to 
be assessed in a separate location in the auditory cortex. Moreover, this feature is 
probably extracted by a specifi c mechanism. Indeed, in contrast to physical features 
of the stimuli regularity is formed on the basis of integration over quite long (for 
tens of second) periods of time. Mechanisms of such integration are still unknown. 
However electrophysiological correlates of brain response to regularity change are 
very well studied during the last 30 years. In auditory modality such electrophysi-
ological index is coined as mismatch negativity (MMN). 

  C.    MMN in Oddball Paradigm 

The MMN is an electric response to a discriminable change in regularity of audi-
tory stimulation. This response usually peaks at 150–200    ms from change onset and 
is elicited even in the absence of attention. The MMN has been fi rst observed 
in the auditory modality and its presence in the visual modality is still debated      38   .

    36  In this case the non-linearity means that the excitatory neurons at the cortical area 3 fi re only if 
the excitatory inputs to these neurons exceed the inhibitory inputs by a threshold of fi ring.    

    37  It should be noted here that the scheme we presented here is only one of the many possible. The 
real neuronal networks for change detection are not fully understood.    

    38  The reason for that lies in the nature of the comparison operation. It is based on compari-
son with a memory trace. This trace is formed by reverberation processes and synaptic depression/
potentiation processes in the sensory short-term memory. In the auditory modality the duration of 
echoic memory is quite long – up to 10    s, while the duration of iconic memory is very short – less 
than few hundreds of milliseconds. So, the property of regulatory is formed during the conventional 
auditory oddball paradigm but can not be formed in a visual variant of the oddball paradigm. It should 
be stressed here that the MMN disappears when interstimulus interval becomes longer than 10    s which 
is in agreement with the estimated duration of the auditory sensory memory.    



218    Quantitative EEG, Event-Related Potentials and Neurotherapy

The behavioral paradigm for studying the MMN in auditory modality is an odd-
ball paradigm. In its simple form, the oddball task consists of repetitive sequence 
of an auditory stimulus – standard (e.g., 1000    Hz tones of 100    ms duration) which 
is rarely interrupted by a deviant auditory stimulus (e.g., 1100    Hz tones of 100    ms
duration)     39     . For more details see Methods of the Part II. 

The MMN was discovered in 1978 in a classic work by Näätänen, Gaillard, 
and Mantysalo. A commonly accepted interpretation of the MMN is that it is 
generated by an automatic change-detection process in which a disconcordance (a 
mismatch) is found between the deviant stimulus and the memory representation 
(the trace) of the preceding repetitive auditory standard stimuli      40   . Grand-average 
ERPs in the oddball paradigm for a group of healthy subjects of age from 15 to 
89 years are presented in  Fig. 10.12a   . Note that the deviant stimuli in comparison 
to the standard tones generate an enhanced negative potential distributed over 
frontal–central areas. 

Using the ICA method, the ERPs are decomposed into three independent 
components presented at  Fig. 10.12b . The fi rst of the components is generated 
near the primary auditory cortical area with peak latency of 116    ms. The com-
ponent is practically the same for standard and deviant stimuli. The second com-
ponent generated over the association auditory cortical areas, has a latency of 
132   ms and twice larger for deviant stimuli in comparison to the component 
generated by the standard stimuli. And fi nally, the third component is generated 
near the anterior cingulate cortex. At latency of 236    ms the component for devi-
ant stimuli is associated with an additional positive fl uctuation that is absent in 
response to standard stimuli. 

  D.    Intracranial Correlates of MMN 

In a joint study of our laboratory with a Finnish group headed by Risto Näätänen 
(Kropotov et al., 2000)  we showed the existence of at least three separate neuronal 
mechanisms that form the basis of MMN generation. They are presented in  Fig. 
10.13   as local fi eld potentials recorded from intracranial electrodes implanted in 
Brodmann areas 41, 42, and 22 of the temporal cortex. As one can see, responses in 
the primary auditory area (BA 41) are stable. They do not habituate with repetition 
and appear to encode physical properties (such as a tone frequency) of the audi-
tory stimulus. Responses in the secondary auditory area (BA 42) strongly habituate, 

    39  To avoid the effect of refractoriness in the generation of the MMN the difference between the 
standard and deviant stimuli are usually chosen as small as possible.    

    40  For a review see a book of Risto Näätänen (1992). Attention and brain function, Erlbaum, 
Hillsdale, NJ.    



FIGURE 10.12 Decomposition of the MMN into independent components. (a) Grand-averaged ERPs for a group of healthy adults. (b) Topography, time
course, and s-LORETA image of three independent components that compose ERPs. At (b) dotted line – the ICA component for both stimuli while continuous
lines correspond to deviant and standard stimuli separately.  
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that is, decrease with consecutive repetition of the same stimulus. We suggest that 
synaptic depression in this area might be responsible for the habituation. Operation 
of comparison of the input stimulus with the memory trace of repetitive signal 
appears to be carried in the association area 22. If the stimulus does not match the 
memory trace developed by the previous repetitive  stimulation, this area gener-
ates a strong negative component followed by a positive component      41   . It should 
be noted here that the temporal lobe seems to be not the only place that contrib-
utes to generation of scalp recorded MMN. Besides the temporal lobe, a different 
source located in the prefrontal cortex has been identifi ed      42   .
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DEVIANT     1300 Hz
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FIGURE 10.13 Three mechanisms of comparison operation (intracranial recordings in audi-
tory modality). Intracranial local fi eld potentials were recorded in epileptic patients with electrodes 
implanted for diagnosis and therapy into different areas of the temporal lobe (Brodmann’s areas 41, 
42, and 22 labeled as TC 41, TC 42 and TC 22). During recordings patients read a book while were 
presented with sequences of tones. In the oddball paradigm (a) standard tones of 1000 Hz were inter-
spersed with deviant tones of 1300 Hz. In two other recordings (frequent and rare alone – a) standard 
and deviant stimuli were presented alone corresponding to short and long interstimulus intervals. Thin 
lines – ERPs to standard (a) and frequent (b) stimuli. Thick lines – ERPs to deviant (a) and rare 
(b) stimuli.  Adapted from Kropotov et al. (2000).
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    41  Note that this component is present in the oddball paradigm but is absent when rare and fre-
quent auditory tones are presented alone.    

    42  The activation of the prefrontal generator follows the activation of the temporal generator with 
a short time delay. The prefrontal generator appears to play a critical role in the initiation of an invol-
untary attention switch to sound change detected in the temporal lobe. It was further proposed that 
change-detection process occurs pre-perceptually in the auditory cortices (generating the temporal 
subcomponent of the MMN), which in turn triggers frontal-cortex processes (generating the frontal 
MMN subcomponent and the subsequent P3a component) underlying the possible attention switch 
to and conscious perception of stimulus change.    
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  E.    Change Detection in Two Stimulus 
Discrimination Tasks 

It should be noted that the MMN represents a special case of a more general oper-
ation. This special case is associated with change in  “regularity ” of the auditory 
stimulation. However, regularity as a characteristic of sensory stimulation is the 
most prominent only in the auditory modality      43   .

A more general operation is associated with comparison of any characteris-
tic of the sensory stimulus with the previous memory trace. We call this operation 
as “change detection. ” If our task is not to study detection of a sudden change in 
the regularity of stimulation, we do not need to repeat the previous stimulus many 
times. Consequently, in general terms the change detection can be experimentally 
studied in different than the oddball tasks. For example, we designed a two stimulus 
discrimination task in order to measure change detection in different features of 
visual stimuli. In this task stimuli are presented in pairs in which the second stimulus 
match or mismatch the fi rst one with the task to respond differently for two catego-
ries of trails. 

In monkey studies (for review see Romo and Salinas, 2003)   , the research was 
focused on fl atter discrimination task and included recording of impulse activity of 
neurons located in somato-sensory areas S1 and S2, ventral prefrontal, and medial 
premotor cortical areas. In these experiments a mechanical stimulator was placed on 
the fi ngertip of one digit of the monkey hand and produced short lasting mechan-
ical oscillations. Each trial consisted of presentation of two vibrations with differ-
ent frequencies f1 and f2 separated by a time delay. The monkey’s task was to press 
one or another button depending on whether f2 was higher or lower than f1. The 
sequence of psychological operations in this task is as follows: (1) encoding the fi rst 
stimulus frequency f1, (2) maintaining it in the sensory memory, (3) encoding the 
second stimulus frequency f 2, (4) comparing it with the trace in the memory, 
(5) transferring the results of the comparison operation to motor neurons. 

The results of the study show that neurons in the secondary (but not in pri-
mary) somato-sensory area perform a comparison operation. They  “compute”
the difference between of two vibrations (f1–f2). This difference is refl ected in 
the discharge rate of these neurons in response to second stimulus in the pair of 
stimuli      44   . It takes about 200    ms for the comparison operation to develop. No evi-
dence of such computation is observed in the primary sensory area S1, where 
neurons simply respond as a function of the vibration frequency of the stimulus. 

    43  This seems to be the reason why the existence of the MMN in the visual modality is hotly 
debated.    

    44  In the case of fl atter sense the frequency of mechanical vibration is encoded by the spike rate of 
neurons in S1 area: the higher the frequency of mechanical vibration, the higher is neuronal activity. 
This type of encoding seems to be a simple frequency representation.    
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  F.    Modality Specifi city 

In our laboratory we studied comparison operations since early 1990s. We developed 
a so-called two stimulus paradigm in which stimuli were presented in pairs and the 
subject’s task was to compare two stimuli and to make different response depending 
on whether the second stimulus matched the fi rst one in the pair. The tasks we were 
using in the auditory and visual modalities were as follows. Stimuli were high (H) 
and low (L) frequency tones presented in pairs HH, HL, LH and LL pairs in audi-
tory modality and digits 6 and 9 presented in pairs 99, 96, 69, 66 in visual modality. 
The patient’s task was to identify pairs of stimuli, to compare the second stimulus in 
each pair with the fi rst one and to press a button when the second stimulus (high 
tone or digit 9) corresponded to the fi rst high stimulus. We presume that after the 
instruction and several probing trials the subject develops a behavioral model that 
associates a presentation of a pair of two stimuli of the same designated category 
(e.g., two images of digit 9) with a certain action (pressing a button). We also pre-
sume that a model consists of two parts: (1) a sensory model – a template of a cat-
egory of the relevant stimuli (e.g., of the digit 9); (2) an action model – a template 
of an action (pressing a button) that must be done as fast and precise as possible. 

A priori, several psychological operations are involved in the task. The psycho-
logical operations induced by the fi rst stimulus are: (1) encoding relevant features 
of the stimulus; (2) comparing the features with those of the sensory template; 
(3) in the case of match, updating the sensory preparatory set and initiating the 
motor preparatory set; (4) in the case of mismatch, suppressing the preparatory set. 
The psychological operations induced by the second stimulus (GO or NOGO) are: 
(1) encoding relevant features of the stimulus, (2) comparing these features with 
those of the previous one      45   ; (3) in case of match, selecting the action and updat-
ing the preparatory set; (4) in the case of mismatch, suppressing the automatically 
selected action and updating the preparatory set; (5) comparing the results of the 
NOGO trial (no action performed) with the action template (the button is to be 
pressed) and to correct the further behavior. 

For simplicity reasons, here we are going to present only responses to the sec-
ond stimuli in trails and, for the purposes of this chapter we will consider only 
fi rst stages of sensory information processing. We are going to show that the early 
differences between ERPs for GO (match) and NOGO (mismatch) conditions 
are (1) modality specifi c, (2) consist of two (spatially overlapping but separating in 
time) components refl ecting correspondingly physical and semantic changes in the 
stimulus, and (3) are distinct from components associated with motor actions. 

  Figure 10.14    illustrates the fact that the early ERPs difference waves between 
NOGO (mismatch) and GO (match) conditions are modality specifi c. Note that for 
the visual modality maximum of positivity is located near T5 electrode, while for 
the auditory modality the positive part of the difference wave reaches it maximum 

    45  These two operations are similar to the corresponding operations induced by the fi rst stimulus.    
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F7 and T5 electrodes in (a) visual modality and (b) auditory modality.  (c) Map of the difference waves 
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at F7. Note also that information processing in the auditory modality is faster 
than in the visual modality: peak latencies of the difference waves are 200    ms for 
the auditory modality and 240     ms for the visual modality. 

  G.    Physical and Semantic Change Detection 

  Figure 10.15    illustrates the fact that the difference wave at the early stages consist 
actually of two components. Recording were made in an epileptic patient to whom 
electrodes were implanted for diagnosis and therapy. The patient participated in the 
two stimulus auditory task twice: one day he responded by button pressing to HH 
pair (GO condition) while the other day he responded by button pressing to HL pair 
(GO condition). NOGO condition in both tasks was associated with positive com-
ponent elicited at latency of about 200    ms. However, the early negative component 
with latency of about 100    ms was elicited only in response to the physical change 
of expected stimulus. Note that the early negative component also appeared for the 
fi rst stimulus when the stimulus did not match the expectation (L stimulus at the fi rst 
place in the pair instead of expected H stimulus). 

  H.    Change Detection and Motor Suppression 

To illustrate the fact that change detection takes place in the area distinct from 
the place where the signal for action suppression is generated, we are presenting 
the results of ICA that has been made on ERP differences in the two stimulus – 
visual GO/NOGO task      46    ( Fig. 10.16   ). The two strongest components are pre-
sented. One can see that the fi rst component is generated in the left temporal 
lobe and seems to refl ect both physical and semantic change detection      47   . The sec-
ond component is generated over the left premotor cortex 48 and seems to refl ect 
operation of suppression of the prepared movement. 

Recently a group of researchers from Hokkaido University in Japan (Kimura 
et al., 2006) observed ERPs correlates of change detection in a visual S1–S2 
matching task. Similar to our results, they showed that change of stimuli elicit 
a posterior positive component with a latency of 100–200    ms. They varied the 
properties of stimuli that were changed (such as color and motion change detec-
tion) and showed that components associated with those changes were localized 
in different cortical areas and revealed different temporal patterns.   

    46  This task was specifi cally designed for the Human Brain Institute Database. Instead of simple 
digits, images of plants and animals were presented. Those ecologically valid stimuli elicited larger 
responses and were less boring than digits 6 and 9 in the fi rst version of the task.    

    47  Similar component was generated at the right temporal lobe. This component is not shown in 
the fi gure.    

    48  Recall that the subjects were instructed to press a bottom with the right (contralateral) fi nger.    
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FIGURE 10.15 Change detection evolves in two stages: physical and semantic stages. Intracranial 
recording made in the middle temporal gyrus from an implanted electrode (bottom) of an epileptic 
patient. Recording were made in two different days presented at top and middle. Patient participated 
in the two stimulus auditory task in which four different pairs of high (H) and low (L) tones were ran-
domly presented with equal probabilities. During the task in the fi rst day the patient had to press the 
button in response to HH pair, while during in the second day he had to press the button in response 
to HL pair.
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  VIII.    TYPES OF SENSORY SYSTEMS 

  A.    U-Shape Curve of the System Reactivity 

As for any neuronal network, overall activity in the sensory systems depends on 
the sensory input according to sigmoidal function ( Fig. 10.17   ) while reactions of 
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FIGURE 10.16 ERP components of change detection are distinct from components of motor suppression. Results of ICA of ERPs differences (NOGO–GO)
for more than 800 healthy subjects of age from 7 to 89. From left to right – (1) topography of components with numbers below corresponding to the variance of 
the component, (2) vertically stacking thin color-coded horizontal bars, each representing the corresponding component for a single subject, almost 800 healthy 
subjects of age from 7 (bottom) to 89 (top) are depicted, (3) time courses of components with arrows, (4) s-LORETA images of cortical generators of components. 
Scales are presented near corresponding pictures.
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FIGURE 10.17 Two types of sensory systems. The sensory system output activity in relation to 
the input represents a sigmoidal function. If the sensory input is increased in intensity the output of the 
system is also increased but in different way depending on the initial state of the system. The system in 
which activity increases slower (faster) than the input is called the reducing (augmenting) system.

the system to the same stimulus obey to the inverted U-law (see Introduction). In 
short, the law declares that the system reacts poorly to the stimulus when the over-
all activity of the system is too low (threshold effect) or too high (ceiling effect). 

  B.    Augmenting and Reducing Sensory Systems 

Suppose that for a given system we study how the system reacts to stimuli with 
increasing intensities ( Fig. 10.17 ). As one judge from  Fig. 10.17  the response of 
the system will increase. However, the way of this increasing will depend on the 
state of the system. If the system is characterized by the initial low input and low 
overall activity (the point at the bottom of the curve), relative changes in the 
response will be higher than relative changes in the sensory input. These systems 
can be labeled as augmenting sensory systems (see insertion of  Fig. 10.17 ). If the 
system has much higher overall activity, then relative changes in response will be 
lower than the relative increase in stimulus intensity. These systems can be labeled 
as reducing sensory systems. 

In animal research the serotoninergic neurons of the brain stem were found to 
innervate the auditory cortex. The serotoninergic innervation in its turn leads to a 
strong dependence of overall activity of the auditory cortex with the level of sero-
tonin. Auditory N1/P2 component serve as a good indicator of functioning of the 
auditory system. So, if the level of serotonin and correspondingly the input activity 
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is increased the loudness dependence of auditory evoked potential reduces (i.e., the 
system shifts from the left point on the curve of  Fig. 10.17  to the right point). In 
the studies of Gallinat et al. (2000) this property of the auditory system and N1/P2 
component was used as a predictor of the acute response to serotonin reuptake 
inhibitors in depression. 

  C.    Auditory P2 in Augmenters and Reducers 

One practical way of assessing the type of the sensory system is presenting to a 
subject auditory stimuli with increasingly changing intensities. ERP over the pri-
mary cortical areas are recorded, the P200 amplitude is measured and is plotted 
against stimulus intensity. As predicted from  Fig. 10.17 , on the basis of the slope of 
the P200 amplitude, normal subjects can be classifi ed into two groups: augment-
ers and reducers.   

  IX.    DIAGNOSTIC VALUES OF SENSORY-RELATED 
ERPS COMPONENTS 

  A.    MMN

The most known of the sensory-related ERP components is the MMN. It was 
intensively studied during the last 30 years both from theoretical and practical 
points of view. The MMN has recently been used to study phonological and audi-
tory dysfunctions in dyslexia. For example, in one of the studies (Schulte-Körne 
et al., 1998) the MMN was used to compare the discrimination of speech and 
non-speech stimuli were in dyslexic and control adolescents. The speech stimuli 
were syllables ( “da” as the standard stimulus and  “ba” as the deviant stimulus) and 
the non-speech stimuli were sine-wave tones. It was found that the MMNs for 
the tone stimuli did not differ between the two groups, whereas the syllables elic-
ited a smaller MMN in dyslexics than in controls. This result was interpreted as 
refl ecting a defi cit specifi c to the phonological system rather than a general fail-
ure in processing auditory information in dyslexia. When dyslexic children were 
trained by means of an auditory visual training their MMN increased and became 
more similar to those of norms. 

One of the most interesting clinical research lines using the MMN involves 
schizophrenia. The effect of this psychiatric condition on two types of the MMN 
generators (temporal and frontal) was studied. In the light of the results obtained 
so far, it appears that the frontal generators are more affected than the auditory 
cortex ones. 

Studies of the aging effects on the MMN amplitude suggested that this ampli-
tude is reduced with aging. Consequently, aging appears to reduce the duration 
of auditory sensory memory without affecting auditory. In Alzheimer’s dis-
ease the MMN (especially with long – about 3    s – ISI) is dramatically decreased. 



 Sensory Systems    229

In coma output prognosis the MMN seems to be an objective measure. The 
appearence of a MMN kind of fronto-central negativity to a wide frequency 
change in serial MMN recordings seemed to herald the recovery of consciousness. 

  B.    Comparison Component 

Even a brief summary of practical applications of the MMN shows that this 
parameter can discriminate different psychiatric and neurological conditions from 
healthy norms. However the size effect of these discriminations is quite small 
which confi nes the practical application of the MMN in clinical use. The small 
size effect can be partly explained as a small value of the component itself. Recall 
that the mean value of the MMN constitutes just only 1      μV which is 10–50 times 
smaller than the average amplitude of the background EEG. 

In this respect the comparison component in the two stimulus visual GO/
NOGO task represents a more powerful tool. At least the amplitude of the compari-
son component is 4 times larger than that of the MMN ( Fig. 10.18   ). Moreover using 
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FIGURE 10.18 MMN versus comparison component. MMN was computed as a difference wave 
between ERPs for deviant and standard tones in the auditory oddball task. Comparison component 
was computed as a difference wave between ERPs for NOGO and GO conditions in the two stimu-
lus GO/NOGO task. Grand averages were computed from the same group of healthy subjects (age 
14–80) from the Human Brain Institute Database.
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spatial fi ltration based on ICA enables us to increase signal to noise ratio of this com-
ponent and to reliably assess it in individuals. Further studies are certainly needed but 
even the current data show the higher power of this approach in comparison to old 
methods for defi ning biological markers (endophenotypes) of some psychiatric and 
neurological disorders (such as ADHD, see Part III).   

  X.    SUMMARY 

We assess changes inside and outside us by means of different types of receptors. 
There are different  sensory modalities that give us sensations of images, sounds, 
body movements and produce pain, taste, touch, smell. We are aware not of exter-
nal and internal objects themselves but of impulse discharges of output neurons 
in the receptor organs. The brain regions where neurons respond to stimulation 
of a certain type of receptors are usually referred to as a corresponding  sensory 
system (visual, auditory  … system). In any modality at least three hierarchical 
cortical areas (primary, secondary, and association) can be separated with higher 
level areas extracting more complex features of sensory stimuli. The neurons that 
extract a certain feature of the sensory world form topographically organized 
computational maps. For example, face recognition, as a specifi c human feature 
is associated with activation of certain neurons in the temporal cortex expressed 
in a specifi c component of scalp recorded sensory-related potentials. Each class 
of objects in the external world and each class of spatial relationships appears to 
have a separate memory. These categorical memories actually perform the role 
of anticipating schemata. The sensory-related potentials generated by activation of 
the schemata can be decomposed into several components. A recently developed 
ICA represents a powerful tool for such decomposition. The sensory-related com-
ponents extracted by means of the ICA have different time dynamics with peak 
latencies ranging from 110    ms in the visual modality and from 80    ms in the audi-
tory modality. Different components are generated in different cortical locations 
varying from the primary sensory areas to the association areas including the ante-
rior cingulate cortex. Different components appear to be associated with different 
psychological operations such as primary visual (auditory) processing, compari-
son operation (that can be in turn decomposed in physical and semantic change 
detection), and engagement operation. In the visual modality, the comparison and 
engagement components are generated correspondingly in the areas of ventral 
and dorsal visual pathways. In the auditory modality the comparison operation 
at the lower hierarchical level is expressed in the mismatch negativity (MMN). 
The MMN is generated by an automatic change-detection process in which a 
mismatch is found between the deviant stimulus and the memory representation 
(trace) of the preceding repetitive auditory stimulation. The MMN is found in the 
auditory oddball paradigm and has been used for diagnostic purposes in different 
neurological and psychiatric conditions.                                                                         



  I.    PSYCHOLOGY 

  A.    Attention as Selection Operation 

Imagine you have closed your eyes in a room with a mechanical clock in it. At 
fi rst you do not hear the clock, but then you start attending to it. Attending to the 
sound looks like  “turning on ” the loudness of the loudspeaker: the ticking is get-
ting louder. Attending to another source of sound such as a whisper of your friend 
sitting in a corner  “turns off  ” the sound of the clock in your mind. This is how our 
attention works! As this example shows, attention is associated with enhancement 
of relevant sensory information and suppression of irrelevant sensory informa-
tion. These enhancement/inhibition operations can be named by a single term – 
selection operations. In the same way, attention as a psychological process can be 
determined as selection operations in sensory modalities with a goal to process 
relevant sensory information more accurately. 

During the fi rst part of 20th century the theory of conditioned refl exes by 
Ivan Pavlov as well as the theory of operant conditioning      1    of Burrhus Skinner 
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  My experience is what I agree to attend to 

 William James, 1890   
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 C H A P T E R  1 1 

    1  These two approaches laid down the foundation of behaviorism as a methodological approach in 
psychology. Behaviorism is based on the proposition that all things which organisms perform can be 
regarded as behaviors, which in turn can be described objectively without referring to internal subjec-
tive physiological events or to hypothetical constructs such as the mind, consiousness …. The behavior-
ist school opposed the psychoanalytic and Gestalt approaches in psychology.    



232    Quantitative EEG, Event-Related Potentials and Neurotherapy

dominated in scientifi c approach. In late 1940s and early 1960s the emphasis in 
psychology was made on distinction global states of behavior such as arousal and 
sleep. Giuseppi Moruzzi and Horace Magoun showed that stimulation of reticular 
system in the brain stem resulted in awaking a sleeping cat, while stimulation of 
other brain stem areas induced sleep      2   . The term “arousal”, as a state of physiologi-
cal reactivity of the subject, was introduced and electroencephalogram (EEG) cor-
relates of arousal were discovered. In late 1960s a new scientifi c paradigm named 
information processing based on computer metaphor replaced behaviorism      3   .
Attention had become a hot topic of this approach. 

  B.    Sensory Selection Versus Motor Selection 

Selection operations in a broader sense take place not only in sensory process-
ing but also in the motor domain. The repertoire of human motor actions is tre-
mendous. We can dance, play musical instruments, talk, read and write (some of us 
in several languages) … In each of these big categories of actions the number of 
possible elemental actions could be tremendous. Just consider only the number of 
words that we know      4   . So, at any time interval many potential actions are available. 
The aim of our behavior is to choose among those actions and to select only one 
action that is the most appropriate in a given moment. Selection operations are not 
restricted by motor actions. The selection operations are also performed with cog-
nitive actions – thoughts. Recall words of William James  “To think is to select ”      5   .

  C.    Preparatory Sets 

An attempt to combine these separate psychological entities under a single con-
cept was made by Edvard Evarts, Yoshikazu Shinoda, and Steven Wise in their clas-
sical book  “Neurophysiological approaches to higher brain functions ” published in 
1984. The notion of preparatory set as a state of readiness to receive a stimulus or 
to make a movement was introduced. Using modern concepts we can say that the 

    2  G. Moruzzi and H. W. Magoun published their book  “Brain Stem Reticular Formation and 
Activation of the EEG ” in 1949.    

    3  Information processing is an approach in psychology that considers cognition as computational in 
nature, with mind being the software and the brain being the hardware. Information processing may 
be sequential or parallel, centralized or distributed. In mid 1980s the parallel distributed processing in 
neuronal networks became an explanational paradigm in cognitive psychology.    

    4  The vocabulary of William Shakespeare constituted around 30,000 words!    
    5  In his book  “The Principles of Psychology ” published in 1890 William James, a pioneering 

American psychologist, devoted chapters to habit, attention, perception, association, memory, reason-
ing, instinct, emotion, and imagination.    
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preparatory set in sensory domain is associated with attention, while the prepara-
tory set in motor or cognitive domain is associated with executive functions      6   .

In any time interval a behavioral pattern can be divided into two parts: exe-
cution of a cognitive-motor action and sensory perception associated with this 
action     7   . Sensory and action elements of behavior are interconnected. Indeed, 
almost any voluntary movement is associated with perceiving of how the move-
ment is performed (perception of tension of muscles, position of limbs …) and how 
the subject interacts with the outside world during this movement (perception 
of changes of light fl ow, of acoustic waves in the air ….). Vice versa, almost any 
perceptual act (assessment of color, or position, or velocity …of a certain object) is 
associated with movement of a subject or his head and eyes in the external world 
(gaze positioning to the corresponding point of visual space, following the fl ying 
object by eyes, making saccadic eye movements while viewing the complex fi gure      8   .

Although from psychological point of view attention, motor preparatory set, 
and selection of thoughts can be considered as similar entities associated with pre-
paratory activities in neuronal networks, in experimental work they have been 
usually studied separately. These studies showed that neuronal circuits responsible 
for executive and perception functions are different. In action selection an impor-
tant role is played by the basal ganglia thalamo-cortical system while in selecting 
the source of sensory information from a mixture of many different sources an 
important role is played by feedforward and feedback connections between dis-
tinctive cortical representations in sensory systems. These cortical representations 
have reciprocal connections with subcortical structures (thalamus and superior col-
liculus) playing an important role in shifting operations of attention      9   .

  D.    Processing Multiple Objects 

In everyday life, the visual scenes typically consist of many objects different in shape, 
color, motion, etc. and located in different space positions and cluttered with each 
other. Our experience tells us that we do not process all objects simultaneously. 

    6  Executive functions in detail will be described in the following chapter.    
    7  For example, the action part of speech production is manifested by complex synergic movements 

of tongue, lips, and throat, while the sensory part is manifested in perception of sounds produced by 
the subject and in perception of somato-sensory signals accompanied the movements. From lesions 
studies we know that the representations of the action part of the speech are located in Broca's area, 
while the representations of the sensory part are located in Wernike's area. Although these two areas 
are reciprocally interconnected, the damage to only one of them produces a specifi c dysfunction called 
either Broca's or Wernike's aphasia depending on location.    

    8  Walking in the forest (movement), we need to see where to put a foot (perception). Watching the 
TV (perception) we need to follow the action by shifting the gaze (head and eye movements).    

    9  Shift of attention can occur covertly, without noticeable movements, but even in this case the 
shifting operation involves the same brain structures that are associated with overt actions.    
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FIGURE 11.1    Attention operations. (a) Two ways of attracting attention. According to the instruc-
tion attention has to be attracted to a gray vertical bar. Because of the limited processing capacity 
of the visual system, simultaneously presented multiple stimuli compete for a selected neural repre-
sentation. This competition is diffi cult at the left fi g (a sequential search for the target) and easy at 
the right fi g (a parallel search for the target). One can speculate that in the fi rst case the top–bottom 
controlled search fi nds a target, while in the second case, the bottom–up process pops up the target. 
(b) Shifts of attention are marked by lines with arrows. The shifts can be overt and measured by record-
ing eye movements, namely position of the fovea of the eyes on the scene while a subject is viewing 
a picture in a search of the target. The technique of measuring eye movements during observation 
of pictures was fi rst applied by a Russian scientist Alexander Yarbus. Shifts of attention may be also 
covered, that is, occur without any visible movements of eyes. (c) Three operations of attention after 
Michael Posner (Posner et al, 1988) – engagement, disengagement and shift operations.        

(a)

(b)

Engage Disengage

Shift
(c)

Just look at  Fig. 11.1a   , left and try to locate a vertical gray bar. It takes time to do it. 
Your focus of attention seems to sequentially search for different locations until 
the appropriate object is found ( Fig. 11.1b , left). A metaphor of a  “search light ”
comes to mind when we consider how we search for the target. It looks like that 
the ability of our visual system to process information regarding multiple objects at 
any given moment in time is limited. In  Fig. 11.1a  left bars with different orienta-
tions and colors compete for the selected representation. 
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  E.    Engagement, Disengagement and Shift Operations 

As one can see from the above example, attention is a dynamic process. According 
to Michael Posner, a world expert in psychology of attention, three different 
operations can be separated in this dynamic process ( Fig. 11.1c ). The fi rst one is 
engagement operation – facilitation of neuronal representation of attended source 
of information      10   . The second element of attention is disengagement operation – 
inhibition of unattended source of information      11   . The third operation is shift or 
move operation – intermediate state between processing two different sources of 
information. These three operations can be easily distinguished in the examples 
depicted in Fig. 11.1b  left representing a superposition of a scene and trajectories 
of eye movement during its viewing. As one can see, sequential fi xation points of 
eyes are located at different (not repeated) bars during the search of the target. 

  F.    Bottom–Up and Top–Down Factors 

A critical prerequisite of attention is existence of several sources of information – 
several visual images in the visual modality, for example. They compete with 
each other for representation      12   . The competition between different stimuli can 
be resolved by two different ways: top–down and bottom–up factors. The top–
down factor is exemplifi ed in  Fig. 11.1a , left. Giving to the subject instruction to 
look for a vertical gray bar defi nes the higher order process that in turn governs 
the saccadic actions that shift attention from one location to another until the 
required stimulus is found. The bottom–up factor is exemplifi ed in  Fig. 11.1a ,
right by attributing a salience feature to a selected object, such as its specifi c ori-
entation and color that is quite different from orientations and colors of the other 
stimuli. In this case a single vertical gray bar among the multiple distracter lines 
is effortlessly and quickly detected because of its salience in the display, which 
biases the competition in favor of the vertical gray bar. Such  “deviant ” stimu-
lus is pop up in Fig. 11.1a , right. Processing of visual scenes combines bottom–
up sensory aspects with top–down infl uences. This combination constitutes the 
essence of attention.   

    10  One important features of attention is that the engagement operation can last quite long thus 
allowing us to sustain a perception for extended periods of time. A good example of such sustained 
attention could be listening to music or solving a mathematical problem or playing a chess game. We 
need time (and some times quite long) to solve a certain problem!    

    11  A special case of disengagement operation is inhibition of return. This phenomenon is manifested 
in a lower probability to return to the previously attended object, for example, in  Fig. 11.1  middle a 
shift attention rarely returns to a spot that was already attended.    

    12  It looks like the world is too complex for us – the environment contains far too much informa-
tion to perceive it at once.    
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  II.    ANATOMY 

  A.    Sensory Systems 

Attention works on sensory information and, consequently, involves circuits 
within the sensory systems ( Fig. 11.2   ). Besides bottom–up and top–down opera-
tions in the hierarchical cortical areas of sensory systems, the sensory information 
is controlled by subcortical structures such as thalamus and superior colliculus. 
The pulvinar nucleus of the thalamus have reciprocal connections with secondary 
and association sensory cortical areas and together with the corresponding part of 
the reticular nucleus controls the information fl ow in these areas. The other sub-
cortical structure, the superior colliculus, is involved in covert and overt shifts of 
gaze. Through its connections to sensory areas the pulvinar is involved in selecting 
local parts of 3D environment for detailed analysis. 

  B.    Executive System 

Attention implies selection operations in sensory domain. However, any sen-
sory event including attention modulation can not be separated from its action 
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FIGURE 11.2    Attentional pathways of the brain. Arrows indicate bottom–up and top–down 
interactions between posterior and anterior cortical areas. These interactions are supported by projec-
tions from the pulvinar nucleus to the corresponding cortical areas.    
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counterpart. For example, to switch attention from one part of the visual scene to 
another an orienting action including eye movement and pupil dilation must be 
performed. The cortical areas of sensory systems located in posterior parts of the 
cortex have reciprocal intercortical connections with the anterior cortical areas of 
the executive system involved in selection of actions that we need to perform in 
order to process sensory information in detail. As we mentioned above, selection 
of actions takes place in the frontal executive system and involves distinct mecha-
nisms reviewed in Chapter 12.   

  III.    MODULATION OF SENSORY INFORMATION FLOW 

  A.    Mutual Inhibition in Animal Experiments 

Most of our understanding of neuronal correlates of attention comes from mon-
key research      13   . In this research, vision is the modality that was mostly studied      14   .
Schematic results of a typical experiment in monkey are presented in  Fig. 11.3    (for 
more details see Reynolds et al., 1999). Impulse activity of a neuron located in the 
ventral stream is recorded while visual stimuli (e.g., oriented bars) are presented 
within the receptive fi eld of the neuron. When only one stimulus is presented and 
attention is directed outside the receptive fi eld, the stimulus evokes a response 
consisting of two parts: the early response and the late response. When in this con-
dition the second stimulus is presented within the receptive fi eld of the neuron 
the late response of the neuron is suppressed. When the monkey attends to the 
fi rst stimulus while ignoring the second one, the response to the joint stimulation 
is enhanced. These fi ndings clearly indicate that two stimuli presented at the same 
time within a neuron's receptive fi led are not processed independently, but interact 
with each other in a mutually inhibitory way. Attention appears to be a process 
that inhibits the suppressive effect of the unattended stimulus, thus enhancing the 
response of attended stimulus. In short, these fi ndings imply that attention resolves 

    13  Vernon Mountcastle in 1970s pioneered experimental research of attention in monkeys by 
recording reactions of neurons in the dorsal stream (Mountcastle, 1978). He showed that neurons in 
both parietal area 7a and the pulvinar were enhanced while monkeys attended to stimuli.    

    14  As we know from Chapter 1, Part II monkey's cortex contains more than 20 separate visual areas, 
which are organized into two functionally specialized processing pathways: ventral and dorsal streams. 
The ventral stream is critical for the identifi cation of objects, whereas dorsal stream is designed by 
nature for assessing spatial relations between objects as well as for directing movements toward the 
objects. Neurons in the ventral stream show response selectivity for stimulus attributes that are import-
ant for object vision, such as shape, color, and, texture. Neurons in the dorsal stream show response 
selectivity for the spatial location of an attended object and for the speed and direction of stimulus 
motion. Taking these facts into account, we would expect that modulatory effects of attention to spa-
tial cues have to be found in the dorsal stream while attention to visual features (such as shape or 
color) has to modulate responses of neurons in the areas of the ventral stream.    
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FIGURE 11.3    Attention resolves mutual inhibition between competing stimuli. (a) Receptive 
fi eld of the neuron in the visual system (depicted by square) at three situations: left – only one 
visual stimulus (horizontal bar) is presented inside the receptive fi eld with attention outside the fi eld 
(depicted by gray color), middle – an additional visual stimulus (vertical bar) is presented within the 
visual fi eld with attention outside the receptive fi eld, right – attention is directed to the horizontal bar. 
(b) Reactions of the neurons to the brief presentation of stimuli in three different conditions. Note 
that the competing stimulus reduces the late component of neuronal reaction while attention restores 
the late component. (c) Schematic representation of neuronal networks responsible for these effects. 
Open circle – excitatory neuron, black circle – inhibitory neurons. Note that attention activates the 
inhibitory neuron corresponding to the fi rst stimulus thus enhancing the detecting properties of the 
neurons and inhibiting adjacent irrelevant neurons.        
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the competition among multiple stimuli by counteracting the mutual inhibition 
between different sources of information, thereby enhancing (facilitating) informa-
tion processing at the attended source and suppressing the unattended source      15   .

  B.    Involvement of Subcortical Structures 

Two main subcortical structures are involved in sensory processing and in atten-
tional modulation of information fl ow. They are the superior colliculus and the 
pulvinar nucleus of the thalamus. The superior colliculus is involved in generating 
saccadic movements needed for overt search of relevant sources of sensory infor-
mation. Its activity is controlled by the ocular-motor pathway in the basal ganglia. 
Some of recent studies suggest that superior colliculus participates not only in 
goal directed and saccadic eye movements but also in covert attention that takes 
place without any observable eye movements. The pulvinar nucleus of the thala-
mus is another subcortical structure involved in attention. This nucleus has recip-
rocal connections with cortical areas of ventral and dorsal visual pathways as well 
as with pathways in other sensory modalities. In addition, the pulvinar establishes 
connections with prefrontal areas, thus coordinating the joint functioning of exec-
utive and sensory systems. Neurons in this nucleus exhibit attention-related effects 
such as enhancement of responses to attended stimuli. 

  C.    Attention-Related Negativities in Human ERPs 

One of the fi rst paradigms for studying event-related potentials (ERPs) correlates 
of attention in humans was a dichotic listening task introduced by Broadbent in 
1954     16   . When EEG is recorded in the oddball task in which standard and devi-
ant tones are presented to the left and the right ear with the subject's job to 
attend to either the left or right ear, ERPs difference waves between attended and 
unattended irrelevant stimuli reveal a negative wave, called processing negativity. 
A schematic result of such an experiment is presented in  Fig. 11.4a    (a review of 
processing negativity see in the book  “Brain and attention ” by Risto Näätänen). 

    15  Mechanism of lateral inhibition could account for competition between stimuli. A neuronal 
model that might explain the above mentioned results is presented in Fig 11.3 bottom. Note, that 
lateral inhibition in the cortical layers plays a critical role not only in attention but also in extracting 
features from the stimulus by shaping the weight function of the neuron (see  “Information processing 
in neuronal networks ” in Chapter 8 of this part of the book).    

    16  In the dichotic listening task, subjects listen through a set of headphones to two different streams 
of auditory stimuli presented to each ear independently. The subjects are asked to focus on the infor-
mation that is being played to one ear. An experiment, done by Cherry in 1953, showed that the sub-
jects can recall a little regarding the information that was going into their unattended ear aside from 
base characteristics such as the sex of the speaker.    



240    Quantitative EEG, Event-Related Potentials and Neurotherapy

A result of another paradigm to study ERPs correlates of attention is presented 
in Fig. 11.4b . Stimuli are presented in the visual modality. Checkerboard patterns 
of different colors (red and blue) are randomly presented in the middle of the 
screen with the subject's task to attend either to red or blue stimuli. The differ-
ence wave (attended–unattended) reveals a negative component called selection 
negativity (SN). Selection negativity is an example of ERPs index of attention in 
the ventral visual stream      17   .

  D.    Parietal-Frontal Network in PET and MRI Studies 

Although this chapter deals with control of sensory processing in posterior regions 
of the cortex, we could not avoid mentioning interaction of these areas with the 
frontal parts of the cortex which are traditionally associated with working memory. 
Indeed attention and working memory are interconnected operations: to keep the 
item in working memory one must attend to it, and vice versa to attend to some 
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processing
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FIGURE 11.4    Attention-related negativities (schematic representation). (a) Processing negativity 
(PN) in auditory modality; the map of a difference wave between ERP to attended versus unattended 
ear in a dichotic listening task. (b) Selection negativity (SN) in color vision; the map of a difference 
wave between ERPs to attended color versus unattended one. In the task red and blue fl ashed check-
erboards were presented in a rapid, randomized sequence at the center of the screen. Either the red or 
blue checks were attended on separate runs. Difference waves were formed by subtracting ERPs to the 
unattended color from those to the attended color, collapsed over red and blue stimuli. Adapted from 
Hillyard and Anllo-Vento, 1988.    

    17  Negativities in difference waves are not the only components. Positive components can be also 
found in ERPs difference waves depending on the specifi c design of the task. There is a temptation 
to associate negative components in the visual modality with inhibitory postsynaptic potentials in the 
middle cortical layers, while to associate positive components with excitatory postsynaptic potentials.    
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expected stimulus one must keep it in memory. PET and fMRI studies in humans 
indicates that neuronal networks for these operations are similar. A network con-
sisting of areas in the parietal and frontal cortex has been found to be activated in 
a variety of visuospatial tasks that require attention and working memory.   

  IV.    NEUROPSYCHOLOGY 

  A.    Sensory Neglect and Right Parietal Lesions 

As we learnt from the previous chapter, neurons in the parietal cortical areas of the 
dorsal visual pathway ( “where ” pathway) are responsible for coding spatial locations 
of objects and are modulated during spatial attention tasks, that is, during tasks that 
require focusing attention on a distinct spatial location. On the basis of this knowl-
edge we can suggest that damage to parietal areas would impair spatial attention. 
This is indeed the case, and unilateral parietal damage often leads to a so-called 
neglect syndrome, where in the patients fail to attend to objects in the hemispace, 
contralateral (opposite) to the side of lesion. In severe cases, patients suffering from 
neglect will completely disregard the visual hemifi eld contralateral to the side of the 
lesion. For example, they will read from only one side of a book, apply make-up to 
only one half of their face, or eat from only one side of a plate      18    . In less severe cases, 
the defi cit is more subtle and becomes apparent only if the patient is confronted 
with competing stimuli, as in the case of visual extinction      19   . It must be stressed that 
visuospatial neglect may be induced not only by unilateral parietal lesions, but also 
by lesions in the frontal lobe, the anterior cingulate cortex, the basal ganglia, and the 
thalamus, in particular the pulvinar (for a review see Kastner and Ungerleider, 2000). 

  B.    Balint’s Syndrome 

A complete loss of feeling of space and relations between objects is seen in bilat-
eral damage in parietal lobes. Behavioral impairment induced by such damage 

    18  Neglect occurs more often with right-sided parietal lesions than with left-sided parietal lesions, 
which suggests a specialized role for the right hemisphere in directed attention. Based on this hemi-
spheric asymmetry, it has been proposed that the right hemisphere mediates directed attention to both 
sides of visual space, whereas the left hemisphere mediates directed attention only to the contralateral, 
right side of visual space (Mesulam, 1981). According to this view, in the case of a left-hemisphere lesion, 
the intact right hemisphere would take over the attentional function of the damaged left-hemisphere, 
whereas a right-hemisphere lesion would result in a left sided hemispatial neglect because of the bias of 
the intact left-hemisphere for the right hemifi eld    

    19  In visual extinction, patients are able to orient attention to a single visual object presented 
to their impaired visual hemifi eld; however, if two stimuli are presented simultaneously, one in the 
impaired and the other in the intact hemifi eld, the patients will only detect the one presented to the 
intact side, denying that any other object had been presented.    
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is known under the name of Balint's syndrome. Patients with Balint's syndrome lose 
spatial information outside their own bodies and are functionally blind except for 
the perception of one object in the visual scene at a time. They cannot locate the 
item they can perceive, nor can they tell when an item is moved toward or away 
from them. They lose explicit spatial awareness. It is as if  “there is no there, there ”      20   .  

  V.    NEURONAL NETWORKS 

  A.    Recurrent Depolarization of Apical Dendrites 

Activation of recurrent circuits (both intercortical and thalamo-cortical) appears 
to be crucial for sustaining attention to a certain location (spatial attention) or a 
certain object (non-spatial attention). Several models simulating the mechanisms 
of attention have been suggested. Empirical evidence is still not enough to choose 
the most adequate one. However, one neuronal element of attentional networks is 
supported by numerous experimental fi nding and is accepted by the majority of 
models. This element is associated with sustained depolarization of apical dendrites 
of pyramidal cortical cells during various preparatory sets. A critical role in gen-
erating this depolarization is played by recurrent pathways from the deeper layers 
of higher order cortical areas to the upper layers of lower order cortical areas. In 
Fig. 11.5    this type of pathways is marked by a gray thick arrow. The recurrent 
pathways are excitatory in nature and depolarize apical layers of the cortex. This 
apical activity seems to be manifested in slow negative fl uctuation recorded from 
the scalp during preparatory sets      21   . The apical depolarization modulates activity of 
pyramidal cells and decreases the threshold of their activation. Pyramidal cells in 
the middle layers of the cortex might work as coincidence detectors that fi re only 
if both apical and basal dendrites are depolarized      22   .

    20  It has been argued that Balint's syndrome is a type of double neglect. For instance, a patient 
with neglect might overlook the left side of a room but also the left side of a fl ower. However, Balint's 
patients neglect both sides of the room but they can see a single object. In fact, they see nothing but 
objects. So the relationship between double neglect and Balint's syndrome might not be as straightfor-
ward as it fi rst seems.    

    21  These types of activities are usually combined under the common term – contingent negative 
variation (CNV). CNV depends on modality of the preparatory set and localized near the correspond-
ing sensory areas.    

    22  However, another possibility of attentional modulation can not be ruled out. It is associated with 
activation of inhibitory neurons via the same recurrent pathways. The inhibitory neurons are located 
in the middle layers of the cortex and exhibit intracortical inhibition within the cortical area thus 
shaping receptive fi elds of pyramidal cells and tuning them to the expected stimuli. The inhibitory 
cells by lateral inhibition inhibit the competing cortical areas thus suppressing information fl ow in the 
irrelevant channels. The inhibitory postsynaptic potentials at the middle cortical layers produce nega-
tive potentials at the cortical surface similar to those generated by apical depolarization.    
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  B.    Attention and Arousal 

From our experience we know that sensory perception and object recognition 
depends on the level of arousal. In the waking state, the lowest end of arousal 
is drowsiness. The opposite extreme end is hypervigilance. We can hardly notice 
anything in the state of drowsiness because the threshold of activation of sensory 
neurons is very high, so that even relevant stimuli are not able to activate these 
sensory neurons. Consequently, performance of the attentional system is very 
poor. In the state of hypervigilance we are distracted by many irrelevant stim-
uli, because the threshold of activation of sensory neurons is so low that even 
irrelevant stimuli are able to activate them. Consequently, the performance of the 
system is also poor. So, if we defi ne the ability of a sensory system to discrimi-
nate a certain stimulus from a noisy background as  P (performance) and a general 
level of activation of this system as  A (arousal level) we get a so called inverted 
U-shaped relationship. 

Arousal refl ects a fundamental property of behavior and, partly, is associated 
with the ability of sensory systems to process information. The effective thresholds 
of activation of sensory neurons appear to refl ect the ability of the brain to pro-
cess sensory stimuli ( Fig. 11.6   ). The way how these thresholds are set by a general 
level of arousal is different from the way how these thresholds are set in specifi c 
preparatory sets. While setting the thresholds in attention is quite specifi c and 
is confi ned to a small set of relevant neurons, arousal refl ects general or  “non-specifi c ”
changes in thresholds. These changes are induced by a separate  “non-specifi c ”
system. 

I
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VI

Lower level
cortical area

Higher level
cortical area

FIGURE 11.5    Schematic representation of attentional neuronal network. From left to right – 
networks of fi rst order and second order sensory areas. Attentional control is provided by a recurrent 
pathway (depicted in thick black arrow). The recurrent pathways depolarize (denoted by thick minus 
sign) apical dendrites of pyramidal cells. The depolarization of apical dendrites is manifested in scalp 
recorded negativity.    
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  C.    Tonic and Phasic Reactions of Locus Coeruleus 

The origins of the non-specifi c arousal system reside in the brain stem in gen-
eral and in a nucleus called the locus coeruleus (LC) in particular      23    . The overall 
level of activity of neurons in the LC strongly correlates with changes of arousal 
from deep sleep to hyperarousal. The neurons in the LC are silent during rapid 
eye movement (REM) sleep and exhibit progressive activation while the state of 
the human subject shifts from non-REP sleep to arousal. In fact, silence of LC 
neurons is one of few physiological parameters that discriminates REM sleep 
from wakefulness      24   .

Neurons in the LC are characterized by two types of activity: the tonic or 
background activity that slowly changes with slow alterations in the state of the 
brain and the phasic component that refl ects a fast response of the system to a brief 
sensory stimulation. The phasic part is thought to play a role of temporal enhancer 
(or fi lter) that intensifi es processing of the most important stimuli. 

    23  Locus coeruleus means blue spot in Latin. The name refl ects the pigmented color of neurons in 
this nucleus. The locus coeruleus in humans comprises a small number (about 16.000 per hemisphere) 
of neurons.    

    24  Recall that REM or paradoxical stage of sleep is characterized by cortical activation and corre-
sponding changes in EEG patterns including appearance of frontal midline theta oscillations.    

FIGURE 11.6    Global effect of arousal and local effect of attention. (a) Threshold of activation of 
sensory neurons: high level of arousal decreases the threshold non-specifi cally both for relevant and 
irrelevant stimuli, attention decreases the threshold specifi cally for the relevant stimulus. (b) Too much 
of and too low of arousal decreases the signal to noise ratio in the sensory system.      
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The following properties of neurons in the LC support this thought. First, the 
latency of neuronal reactions in response to stimuli in the LC is quite small – about 
100   ms. Second, only targets, that is, behaviorally meaningful stimuli activate neurons 
in the LC. Because of low speed of neuronal impulses along unmyelinated axons, the 
activity of neurons in the LC can reach the cortex in 60–70    ms. Theoretically these 
responses can facilitate late stages      25    of information processing in sensory systems. 

  D.    Norepinephrine as Modulator of Attention 

Axons of neurons in the LC carry the only source of norepinephrine      26    (NE) to the 
cerebral cortex. The axons of NE neurons are unmyelinated and therefore slowly 
conducting. Moreover, NE may be released in extrasynaptic sites and, consequently, 
produces a non-local effect. These two features indicate that NE has a modulatory 
effect on target neurons. As we know, the modulatory synaptic effect of any modula-
tor depends on the receptor. Both  α  1 and α  2 adrenoreceptors are present in cortical 
areas. Their activation is associated with generating excitatory postsynaptic poten-
tials in the target neurons and, consequently with decrease of thresholds of activa-
tion of those neurons      27   . Axons of the LC innervate the cortex non-homogenously. 
The mostly dense terminals are located in the parietal cortex and premotor/motor 
cortical areas ( Fig. 11.7   ). Subcortical structures that are involved in attention (such 
as pulvinar and superior colliculus) also receive dense innervation from the LC. The 
role of NE in attention explains the interest of pharmaceutical approach in drugs 
that change the NE function. One of the recently developed drugs, Atomoxetine, is 
a NE reuptake blocker that lessens symptoms of attention defi cit disorder      28   .  

  VI.    LATE POSITIVE COMPONENTS IN ERPS 

From ERP studies we know that the time interval of 250–400    ms is associated 
with a family of late positive components usually united under the name  “P300”

    25  Starting later than 200     ms.    
    26  Norepinephrine has also another name – noradrenaline. The receptors of this modulator are 

often called adrenoreceptors.    
    27   α  2 adrenoreceptors are dominant in LC itself and here serve a role of auto-receptors. Their acti-

vation is associated with inhibition – negative feedback in self-regulation of NA.    
    28  Atomoxetine is classifi ed as a norepinephrine reuptake inhibitor. It is manufactured and marketed 

in the form of the hydrochloride salt of atomoxetine under the brand name Strattera® by Eli Lilly 
Company. Strattera was originally intended to be a new antidepressant drug; however, in clinical trials, 
no such benefi ts could be proven. Since norepinephrine is believed to play a critical role in attention, 
Strattera was tested and subsequently approved as a treatment of attention defi cit hyperactivity disorder 
(ADHD). It is the fi rst non-stimulant drug approved for the treatment of ADHD. Its advantage over 
stimulants for the treatment of ADHD is that it has less abuse potential than stimulants and has proven 
in clinical trials to offer 24     h coverage of symptoms associated with ADHD in adults and children.    
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FIGURE 11.7    P3a and P3b components and their relationship to adrenergic innervation. 
(a) Cortical NE originates in the LC. Axons of LC neurons innervate the cortex widely (not shown) 
with the most dense projections to the parietal and motor/premotor areas (shown by gray scattered dots). 
(b) P3a and P3b components are elicited in a three stimulus oddball paradigm. In a typical experiment 
ERPs are recorded during an auditory oddball task in which infrequent (deviant) tones (targets) are inter-
spersed among frequent (standard) tones and infrequent novel distracter sounds (such as a dog's bark) with 
the subjects task to respond to targets. In this task novel stimuli elicit P3a components while target stimuli 
generate P3b components. P3a and P3b have different topographies and different s-LORETA images.      
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or “P3” components. The P300 components are elicited by behaviorally meaning-
ful stimuli. One of these components, P3b component is enhanced in response to 
targets, that is, to stimuli that are followed by motor or cognitive actions such as 
pressing a button or counting the number of targets      29   . An earlier component, P3a 

    29  A typical experiment in which P3b is generated is an oddball task. For instance, in a auditory 
variant of the task two tones of different frequencies (say of 300 and 1000    Hz) are randomly presented 
to a subject with 500    ms intervals and with different probabilities (say and 90 per cent and 10 per cent). 
The subject is asked to press a button to rare tones.    
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component, is enhanced in response to a sudden and noticeable change in sensory 
stimulation and is associated with orienting to the stimulus change      30    ( Fig. 11.7 ). 

  A.    P3b Component 

The fi rst indications that P3b potentials might be associated with activity in the 
LC were found in monkey by Pineda et al. in 1989. In addition to it, the experi-
mental evidence in humans indicate that both the LC phasic response and the 
P3 appear show similar features: (1) they both appear after target stimuli in odd-
ball paradigms, and (2) both depend on the behavioral signifi cance and attention 
paid to eliciting stimuli, (3) are greater for hits than for false alarms or misses in a 
signal-detection task. These considerations have led to a hypothesis that the P3b 
refl ects the phasic enhancement of gain in the cerebral cortex induced by LC 
mediated release of NE (for a review see Aston-Jones and Cohen, 2005). 

When in 1990s we studied ERPs in intracranial recordings in patients with 
implanted electrodes we were surprised by the observation that the P3b-like com-
ponents could be found in many cortical and subcortical structures ( Fig. 11.8   )      31   .
The pattern of response depended very much on the electrode location. Areas 
in the temporal cortex revealed MMN-like components that were of early (80–
120   ms) peak latencies and did not depend on whether attention was paid to the 
stimuli or not      32   . In contrast, fronto-parietal cortical areas as well as the basal gan-
glia and thalamic nuclei evoked P3b-like components that were found only in the 
active condition when deviant stimuli required actions (pressing a button). These 
intracranial ERPs components were in the latency range of P3b scalp recorded 
component, but in contrast to the positive defl ections in scalp were both of posi-
tive or negative polarities in intracranial recordings. The areas in which P3b-like 
activity was found were parietal and frontal (including lateral, medial parts, and 
anterior cingulate) cortical areas and the basal ganglia and the thalamic nuclei. 

    30  A typical experiment in which P3a can be recorded is three stimulus task in which together with 
repeated standard tones and deviant tones (targets) novel stimuli (such as dog barking, of telephone 
ring) are rarely presented. The novel stimuli produces orienting response, shift of attention and gener-
ate P3a components.    

    31  In these studies we used a three stimulus paradigm, in which standard (tones of 1000    Hz with 
probability of 80 per cent), deviants (tones of 1300    Hz with probability of 10 per cent) and novels 
(a random mixture of different tones) were interspersed with each other. In the passive variant of the 
task the patients read a book, while in the active variant of the task they had to press a button in 
response to deviants. When recorded from scalp electrodes, deviants elicited the mismatch-negativity 
(MMN) component with maximum amplitude in Fz in both passive and active task conditions, while 
in active condition in addition to the MMN component deviants elicited the parietally distributed 
P3b component. The P3b component was preceded by the N2 component.    

    32  MMN was analyzed in detail in Part II Chapter 1 when we were talking about comparison 
operations in sensory systems.    
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FIGURE 11.8    Variety of P3b-like activity recorded intracranially. Top- scalp recorded grand-
average ERPs at Fz from a group of 20 patients with implanted electrodes. Amplitude scale 1     mcV 
Below the top graph – individual intracranial ERPs. Amplitude scale 10    mcV. ERPs were recorded in 
the acoustic oddball paradigm in which standard stimuli (tones of 100    ms and 1000    Hz) were randomly 
interspersed with rare deviant stimuli (tones of 100    ms and 1300    Hz). The patient's task was to press 
a button to deviants in Active condition (c) and to read a book and ignore auditory stimuli in passive 
condition (a). The difference wave between deviants and standards are presented in the middle (b).        
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More over, when recorded in one patient latencies and temporal dynamic of P3b-
like components depended on the position of electrode indicating the existence 
not of one but several types of P3b activities generated in response to target stim-
uli within the latency of 200–400    ms after stimulus. We can conclude that the P3b 
component when recorded from scalp is distributed (according to s-LORETA) 
over parietal cortical areas, but when recorded intracranially it is found in a widely 
distributed brain system including parietal and frontal cortical areas working in 
concert with the basal ganglia and thalamus. 

P3b component is the most studied in the scientifi c literature component both 
in theoretical and clinical fi elds. There were several reasons for that: First, the P3b is 
elicited in the odd ball task which is quite simple to perform for almost all catego-
ries of neurological or psychiatric patients. Second, the P3b is a relatively large com-
ponent which is quite easy to discriminate as a difference wave between responses 
to target deviants and non-target standards. Third, the P3b seems to have a diagnostic 
power because the impairments of the P3b were found in several executive dysfunc-
tions such as schizophrenia and attention defi cit hyperactivity disorder (ADHD). 

Several functional meanings of the P3b components were suggested. The 
most infl uential of them is a concept of working memory updating proposed by 
Donchin in 1981. The concept suggests that any target stimulus induces an action 
after which the brain updates the working memory – in his initial paper Donchin 
named this process  “context updating ”      33   . The concept was loosely defi ned at psy-
chological level, was not associated with a neurophysiological circuit and cellular 
mechanisms and, consequently, was criticized      34   .

  B. P3a Component 

Imagine you are driving a car and listening to a music enjoying the landscape 
around. But suddenly a slight change in the engine rhythmic noise attracts your 
attention. Something is wrong? You stop a car and take off the hood of the car 
to look and listen to the engine. This example shows that the brain constructs a 
model of sensory environment and maintains this model in the sensory system. 
When a sudden change occurs in the environment the system detects this new 

    33  Unfortunately, this hypothesis was not supported by the following research. It was criticized in 
Verleger paper in 1988 (see also response to this critique by Donchin and Coles, 1988. Until now 
 “ context updating ” hypotheses remains an attractive but unproven hypothesis.    

    34  The experience obtained in our laboratory tells that that there are not one but several P3b-like 
components with different topographies and different temporal patterns. They are probably associated 
with different neuronal circuits having different functional meaning. We usually refer to the parietal 
P3b component as  “engagement” component. The engagement component is considered as the result 
of activation of parietally and frontally distributed neurons needed for overt or covert execution of 
action. The activation of this parietal–temporal–frontal circuit seems to be a result of transformation of 
the sensory model of the brain into the action.    
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event and shifts attention toward the new object with a goal of exploring it more 
closely. This mechanism enables humans (and animals) to adapt in constantly 
changing situations by means of a so-called orienting response. Ivan Pavlov, to 
stress its involuntary nature, called it  “orienting refl ex. ”

Substantial insights into the nature of the orienting response have come 
from studies of scalp-recorded ERPs in humans. An ERP component associated 
with the orienting response – the P300a or P3a – was fi rst described by Sutton 
and colleagues in 1965. Although the P3a has been studied most extensively in 
humans,  “P3-like ” potentials have been recorded from macaque and squirrel mon-
keys, cats, rabbits, rats, dogs, and dolphins, indicating that the P3a might represent 
processes that are conserved across mammalian species. 

In a typical P3a experiment, a subject performs an auditory target detection task 
with simple pure tone stimuli, and occasionally hears a contextually novel sound 
(such as a dog bark) amidst these tones. Unlike the standard and target tones, these 
novel sounds elicit a scalp-recorded potential that peaks about 200–300    ms after the 
stimulus and that is largest over the central and frontal scalp electrodes      35    ( Fig. 11.7 ). 

It should be stressed here that neuronal circuits for generators of P3a are 
not limited by the premotor areas as indicated by s-LORETA images for P3a. 
As our own research and studies of Eric Halgren and his co-workers show, P3a-like 
activities can be found in a variety of cortical and subcortical structures, including 
prefrontal, parietal, lateral temporal, and medial temporal cortical areas as well as 
subcortical structures such as the basal ganglia and thalamus ( Fig. 11.9   ). Obviously 
this heterogeneous network includes several systems with different functions. 
Some of these structures (temporal secondary and association auditory areas) are 
responsible for novelty detection by extracting features that are quite deviant from 
the background sensory stimulation. Some of these structures (such as hippocam-
pal formation) are responsible for encoding contextually novel events and memo-
rizing them. And fi nally, some of these structures (such as anterior cingulate and 
prefrontal cortex) are responsible for orienting attention in order to process the 
deviations from the background simulation in more detail. 

In line with the heterogeneity of neuronal networks generated P3a, at least two 
different neuromodulators affect the P3a amplitude. They are noradrenaline (that 
is more densely distributed in the parietal and motor–premotor cortical areas) and 
acetylcholine that is the key mediator in memory-related hippocampal circuits. 

    35  The functional characteristics of the novelty P3, and the cognitive processes it might index, have 
been a topic of active investigation. Results from these studies have shown four important features of 
P3a. First, P3a habituates across successive presentations of novel items, indicating that as these stimuli 
become more predictable, the magnitude of P3a decreases. Second, P3a is modality unspecifi c – simi-
lar P3a components have been observed for novel visual, auditory and somato-sensory events. Third, 
although P3a is typically elicited experimentally by complex sounds, similar potentials can be derived 
with simple stimuli, provided that they are contextually deviant. Fourth, P3a can be elicited in ignored 
channel provided that the novel stimuli deviate profoundly from the background stimulation.    
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FIGURE 11.9    Variety of P3a-like activity recorded intracranially. Top – scalp recorded grand-average 
ERPs at Fz from a group of 20 patients with implanted electrodes. Amplitude scale 4    mcV. Below the top 
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ants and standards and novel and standards are presented in the right.    
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  C.    Diagnostic Values of P3a and P3b Components 

P3a and P3b components are usually considered as indexes of attention and, for 
this reason, are widely used in diagnosing different brain disorders in which atten-
tional systems are supposedly impaired. Most of the studies on ADHD report 
decrease of P3b component in ADHD population in comparison to norms. 

In contrast to P3b applications, no consensus exists regarding usefulness of P3a 
component in diagnostic procedure. Some studies report no difference between 
ADHD and control groups (see, e.g., Jonkman et al., 2000), some studies report 
deviations from normality in P3a component indicating abnormal distractibility 
in ADHD children (see, e.g., Gumenyuk et al., 2004).   

  VII.    SUMMARY 

Attention from psychological point of view is associated with enhancement of 
relevant sensory information and suppression of irrelevant sensory information. 
Recordings of impulse activity of neurons in animal experiments showed that 
attention resolves the competition among multiple stimuli by counteracting the 
mutual inhibition between neuronal representations of simultaneously presented 
stimuli. In visual modality two types of attention – object-related and spatial – 
are implemented correspondingly in the ventral and dorsal visual streams. An 
impairment of spatial attention – called neglect – is associated with lesions in the 
right parietal cortex as a part of the dorsal stream. ERP studies in humans sep-
arate stages of information processing in the brain and show that early and late 
stages of the processing are modulated by attention in different ways. The early 
stages of information processing are associated with so-called selection negativities 
while the late stages are associated with so-called late positivities such as P3a and 
P3b components. The different modulatory effects of attention on different stages 
of information fl ow appear to be associated with tonic and phasic modes of fi r-
ing of neurons in the LC. These neurons release a mediator called norepinephrine 
(NE). These noradrenalinergic neurons innervate the cortex widely thus modu-
lating the early stages of sensory information fl ow by tonic activation of cortical 
neurons. This tonic modulation seems to be refl ected in processing negativities of 
human ERPs. One of the recently developed drugs, Atomoxetine, is a NE reup-
take blocker that lessens symptoms of inattention in ADHD. The NE neurons also 
develop strong connections with parietal and premotor areas of the cortex thus 
modulating the late stages of information fl ow by phasic activation of cortical neu-
rons. This phasic modulation seems to be refl ected in P3a and P3b components. 
The P3b and P3a components are widely used for discriminating the disordered 
brain from the healthy one.                                                                  



  I.    PSYCHOLOGY 

  A.    Need for Executive Control 

The term  “executive functions ” refers to the coordination and control of motor 
and cognitive actions to attain specifi c goals. In neuropsychology, the term  “execu-
tive functions ” has long been used as a synonym for frontal lobe function. The 
need for the executive control mechanism has been postulated for non-routine 
situations requiring a supervisory system, for example, for situations for selecting 
an appropriate action from variety of options, inhibition of inappropriate actions, 
and keeping in working memory the plan of action as well as the results of actions. 

The executive control is also needed for optimizing behavior. Deciding which 
action to take is often biased by the anticipation of the action’s outcome. The 
mismatch between the anticipated and actual outcome is explored by the brain to 
optimize and to correct behavior. For instance, if anticipated reward is not deliv-
ered the error is used for changing the previously learned behavioral pattern. 

  B.    Types of Executive Operations 

A modern view postulates several sub-components in the hypothetical execu-
tive mechanisms. In a frequently cited classifi cation, Smith and Jonides (1999) 

                               Executive System    

  It ain’t the roads we take; it’s what’s inside of us that makes us turn out 
the way we do 

 O’Henry –  The Roads We Take    
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distinguished between mechanisms relating to (a) attention and inhibition, (b) task 
management, (c) planning, (d) monitoring, and (e) coding. There is, however, no 
consensus regarding the number and the precise nature of the functional sub-
components. Recent research has been concentrated on those sub-processes which 
are relatively well defi ned in both theoretical and empirical terms. 

In this chapter we distinguish the following operations on actions: (1) selec-
tion operations such as engagement and disengagement procedures, (2) working 
memory, and (3) monitoring operations (see  Table 12.1   ). These operations are well 
defi ned at psychological level. It is assumed that these different functions are sub-
served by different neuronal mechanisms and are refl ected in different compo-
nents of scalp-recorded potentials evoked by actions. 

  C.    Association with Selection of Actions 

Executive functions at neurophysiological level are defi ned as operations per-
formed on representations of actions stored in the cortex. These representations 
are actually memories and plans of actions. The representations of actions are 
localized in neural networks of parietal–frontal cortical areas and, when activated, 
enable the access to the stored actions. Executive functions are viewed as com-
putational procedures or algorithms of information processing that activate an 
appropriate action for the given time interval and for the given circumstance or 
suppress the representations of actions that are not needed in a given situation. 

As any complex functions, the executive functions are implemented by a com-
plex brain system that consists of several cortical and subcortical structures inter-
connected with each other. The cortical structures include the frontal and parietal 
areas. Neuronal activities in all these cortical structures are regulated by means of 

 TABLE 12.1     Classifi cation of Executive Operations 

   General operation  Executive function 

   Engagement operation  Activating neurons of the frontal–parietal cortex responsible 
for representation of a planned action with a goal to execute 
the action. 

   Disengagement operation  Suppressing neurons of the frontal cortex responsible for 
representation of a planned action with a goal to withhold 
from the action. 

   Working memory  Temporal storing the plans of actions for a few minutes to 
hours in order to actively use this information for engagement 
or disengagement operations. 

   Monitoring operations  Comparing the results of the executed action with a planned 
one with a goal to initiate a new action to eliminate the 
discrepancy. 
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parallel circuits that map the corresponding cortical areas into a part of the basal 
ganglia, which in turn is projected to the corresponding thalamic nucleus that, in 
its turn, have reciprocal connections to the cortical areas.   

  II.    BASAL GANGLIA AS DARK BASEMENTS OF THE BRAIN 

  A.    Anatomy 

The basal ganglia, as Kinnear-Wilson in the 1920s stated, have all the clarity of 
a dark basement. And so it has remained for the larger part of the century. Only 
recently mechanisms of the basal ganglia involvement in motor, cognitive, and 
affective actions clarifi ed. According to the classic defi nition, the basal ganglia 
consist of fi ve nuclei: the caudate nucleus, putamen, globus pallidus (external and 
internal parts), subthalamic nucleus, substantia nigra      1    ( Fig. 12.1   ). The basal ganglia 
are the largest subcortical structures in the human forebrain. The input nuclei of 
the extended basal ganglia are the caudate nucleus and putamen (forming together 
the striatum) and the nucleus accumbens. These three nuclei receive inputs almost 
from the whole cortex except primary cortical areas. The output nucleus of the 
basal ganglia is the internal part of the pallidum. It sends the results of spatial 
remapping and temporal processing by the basal ganglia to the association tha-
lamic nuclei. These thalamic nuclei in addition to the basal ganglia inputs receive 
inputs from the prefrontal cortex (PFC) and project back to the PFC. Briefl y, the 
basal ganglia receive information from virtually all cortical areas, process it, and 
send the results of processing through the thalamus to the frontal cortex      2   .

Each of the basal ganglia nuclei is profoundly important clinically. Degeneration 
of neurons in the striatum leads to Huntington’s disease and related hyperkinetic dis-
orders. Depletion of dopamine in the striatum (due to loss of dopaminergic cells in 
the substantia nigra) causes Parkinson’s desease      3   . The excess of D2-receptors (recep-
tors for dopamine in the striatum) is reported in schizophrenia. Attention defi cit 
hyperactivity disorder (ADHD) is associated with excess of dopamine transporter 
(DAT) receptors – receptors responsible for reuptake of dopamine in the basal gan-
glia. The pallidum is the site of neurosurgical lesions (pallidotomy) and deep brain 
stimulation procedures used to relieve Parkinson’s disease. The subthalamic nucleus 

    1  The traditional boundaries of the basal ganglia had been extended in 1980 to include the nucleus 
accumbens (also called the ventral striatum) and the ventral pallidum.    

    2  In addition to the feedback projection to the frontal cortex the basal ganglia send outputs to 
brainstem nuclei involved in motor control. For example, they project to the superior colliculus, which 
controls head and body axial orientation and saccadic eye movements.    

    3  The substantia nigra, pars compacta contains dopaminergic neurons that regulate information 
fl ow through the striatum by setting neuronal thresholds.    
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as a key structure controlling the function of the output nucleus of the basal ganglia 
(the internal part of the globus pallidus) is an increasingly favored site for deep brain 
stimulation in the treatment of Parkinson’s disease. 

  B.    Direct Pathway 

Two pathways are separated within the basal ganglia: direct and indirect pathways. 
These two pathways perform different functions. The key function of the direct 

FIGURE 12.1    The basal ganglia circuits. (a) Anatomical localization of thalamus and basal ganglia at the 
coronal section. Basal ganglia consist of striatum and globus pallidus. Thalamus and basal ganglia are located 
close together. Connections between cortical areas, the basal ganglia, and thalamus are depicted by black 
arrows (for excitatory) and by gray arrows (for inhibitory connections). (b) A schematic representation of the 
direct pathway within the basal ganglia. (c) A schematic representation of indirect and hyperdirect pathways.        
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pathway ( Fig. 12.1b ) is to provide focused inhibition within output structures 
of the basal ganglia. The internal part of the globus pallidus as an output struc-
ture of the basal ganglia maintains inhibitory control over the thalamus (shown in 
Fig. 12.1a ) and the brainstem motor nuclei and the superior colliculus (not shown 
in Fig. 12.1 ). In contrast to neurons in the striatum the background discharge 
rate of pallidal neurons is very high which provides strong inhibition to tha-
lamic neurons      4   . The inhibition of this inhibitory effect (called disinhibition) gates 
thalamic neurons, that is, enables them to fi re in response to external stimula-
tion. Consequently, the direct pathway provides a positive feedback to the frontal 
cortex. Indeed, more activation at the frontal cortex creates more activation at the 
striatum and more inhibition of pallidal neurons which disinhibit thalamic neu-
rons that in its turn creates more activation at the frontal cortex. At the thalamic 
level, the disinhibition operation can be compared with releasing  “a brake ” from 
the thalamic neurons. Thus the architecture of the direct pathway strongly suggests 
that its core function is to gate the thalamo-cortical pathway via the mechanism 
of disinhibition. 

  C.    Intracranial Recordings in Patients 

In our laboratory      5   , we spent almost 20 years to study impulse activity of neurons 
and local fi eld potentials in patients with Parkinson’s disease, epilepsy, and obsessive-
compulsive disorder. These investigations were performed for diagnostic and ther-
apeutic purposes after stereotactic implantations of electrodes into target brain 
structures. Only those patients who did not respond to all conventional forms 
of treatment became subjects for stereotactic operations. Patients with implanted 
electrodes participated in different tasks designed to study executive functions. 

When studying reactions of neurons in the basal ganglia, ventral thalamus, and 
the premotor cortex, we were stroked by abundance of preparatory components in 
those reactions, that is, components related to preparation to make a motor action 
or preparation to receive a stimulus. Those event-related neuronal responses were 
elicited only to stimuli that were of behavioral signifi cance for subjects ( Fig. 12.2   ). 

    4  The spontaneous activity of neurons in the human globus pallidus is up to 200 spikes per second 
while the spontaneous discharges of neurons in the striatum are at very low rate – up to 20 spikes per 
second. This difference between the count rate of neurons is sometimes used for defi ning the area of 
the globus pallidus during stereotactic operations in order to make a lesion in the globus pallidus – the 
procedure similar (but more restricted) to pallidotomy.    

    5  The laboratory in 1970–1990 belonged to the Institute for Experimental Medicine of the USSR 
Academy of Medical Sciences. Natalia Bechtereva, an outstanding Soviet and Russian neurophysiolo-
gist, initiated this fi eld of research by combining several methods of brain research (such as recordings 
of impulse activity of neurons, local fi eld potentials, and infraslow oscillations as well as observing the 
results of electrical stimulation on the human behavior) into a complex approach.    
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The other striking feature of neuronal responses at the thalamic level was 
opposite responses observed in response to GO and NOGO cues. GO cues usu-
ally activated thalamic neurons with latencies longer than 200    ms, while NOGO 
cues inhibited the same neurons ( Fig. 12.3   ). Those neuronal reactions were often 
accompanied by antagonistic fl uctuations of local fi eld potentials in response to 
GO and NOGO cues. 

On the basis of the data obtained in our studies the theory of action program-
ming was introduced (Kropotov, 1989)      6   .  According to this theory the basal gan-
glia thalamo-cortical circuits play a critical role in action selection. Schematic 
representation of the theory is presented in  Fig. 12.4   .

  D.    The Model of Action Selection 

Let us imagine a behavioral situation when it is necessary to select an action from 
the whole repertoire of possible actions – for example, to turn to the left or to 

    6  An extensive review of the studies carried out in our laboratory is given in a paper published in 
1999 (Kropotov and Etlinger, 1999). Dr. Susan Etlinger in those days was at the University of  Vienna. 
She made her PhD studies concerning infraslow oscillations from implanted electrodes in neurological 
patients in our laboratory during 1984–1986.    

FIGURE 12.2    Two types of neuronal responses in basal ganglia–thalamocortical loop. (a) Example 
of neuron processing sensory information. (b) Example of neuron participating in motor prepara-
tion. Horizontal axis – time, vertical axis – frequency of neuronal discharge (relative values). In each 
trial of the behavioral task performed by the Parkinsonian patient with implanted electrodes, a set of 
three stimuli was presented (bottom): 1st – fi rst stimulus defi ning whether the subject was to wait for 
the second stimulus or to ignore the whole trial; 2nd – second stimulus defi ning whether the sub-
ject should or should not press a button; 3rd – trigger stimulus serving as a signal for the subject to 
respond. Adapted from Kropotov et al. (1999).      
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the right at a crossroad. The spatially distributed activities corresponding to corti-
cal representations of the two actions (referred to as programs) are schematically 
shown in  Fig. 12.4  (top, right). These activations are substantially overlapped in 
the premotor–motor cortical space (horizontal axis – spatial distance). As our data 
indicate, each distributed neuronal network corresponding to a distinct action is 
projected to a distinct area of the striatum      7   . In the fi gure, two programs over-
lapping at the cortical level are projected onto different zones of the striatum. 
Therefore, the striatum itself represents a map of actions. 

Output neurons of the striatum are inhibitory. They are projected to the globus 
pallidus and at the same time send their collaterals to other striatal neurons thus 
performing lateral inhibition within the striatum      8   . The lateral inhibition allows 

    7  This property is labeled as segregation of actions which means that representations of distinct 
actions are mapped into distinct parts of the striatum.    

    8  From the theory of neuronal networks (see Methods of Part II) we know that the lateral inhibi-
tion, together with non-linear features of neurons, allows selecting a most activated input according to 
the principle  “the winner takes all. ” As the data from our intracranial recordings show, striatal neurons 

FIGURE 12.3    Local fi eld potentials as refl ection of neuronal reactions in the ventral thalamus. 
(a) Intracranial ERPs. (b) Responses of thalamic neurons to GO, NOGO, and Ignore stimuli in the three 
stimulus GO/NOGO paradigm (described in  Fig. 12.2 ) At (a)  Y-axis – averaged potentials recorded 
from an electrode implanted into the ventral part of the thalamus for GO (black line), NOGO (gray 
line), and Ignore (at the bottom) conditions. At (b)  Y-axis – averaged impulse activity of neuron recorded 
from the same electrode.  X-axis – time (unpublished data from the archive of the author’s laboratory).      
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are almost  “silent, ” exhibiting a low level activity, when a subject is awake. One of the reasons for such 
low spontaneous activity is strong feedforward and lateral inhibition generated by inhibitory striatal 
neurons. In  Fig. 12.4  these inhibitory connections are shown by arrows within the striatum.    

FIGURE 12.4    Action selection in the basal ganglia thalamo-cortical circuit. (a) Schematic repre-
sentation of neurons in the cortex, striatum, globus pallidus, and thalamus with connections between 
them.  �: excitatory connections,  �: inhibitory connections. In insertion – dendrite of a striatal neuron 
with a distal synapse from a glutamatergic cortical neuron and proximal synapse from dopaminergic 
neuron of the substantia nigra. (b) Schematic representation of spatial activation patterns at different 
levels of the circuit. At the cortical level – overlapping representations of two actions are activated. At 
the striatal level – two overlapping programs are mapped into distinct parts of the striatum. Because 
of strong lateral inhibition in the striatum, only one of the programs is selected according to  “winner
takes all ” principle. At the pallidal level – spontaneously active neurons corresponding to the selected 
program are inhibited. At the thalamic level the corresponding neurons are disinhibited and gate the 
thalamo-cortical pathway for intensifying the selected program of action.  X-axis – space. Threshold – a 
threshold of fi ring neurons.  Adapted from Kropotovand Etlinger (1999).      
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the striatum to perform a specifi c fi ltering according to the principle  “winner
takes all. ” The fi ltering selects only highly activated representations of potential 
actions and blocks less activated (i.e., less important for the current situation) ones. 

  E.    Dopamine as Modulator in the Basal Ganglia 

The threshold of spiking the output striatal neurons is defi ned by dopamine 
released in the striatum from neurons of the substantia nigra pas compacta. These 



Executive System    261

dopaminergic neurons in the substantia nigra project to the proximal parts of 
synaptic spines      9    and are in position to strongly modulate cortical inputs that are 
ended up at distal parts of the same spines (see insertion in  Fig. 12.4 ). The dopa-
mine receptors of the direct pathway are D2-receptors. They are excitatory recep-
tors and slowly depolarize striatal neurons. The output neurons react only to the 
inputs that exceed the membrane threshold. The event of exceeding the threshold 
occur when the striatal neurons are selectively depolarized by inputs from the 
cortex (while the neighboring neurons are inhibited) and are globally depolarized 
by dopaminergic projections from substantia nigra      10   . Thus, by means of inhibitory 
lateral connections the striatum forms a basis for action selection. In its turn, the 
dopamine facilitates the selection operation by lowering the threshold of activa-
tion of striatal neurons. In particular, at Parkinson’s disease this threshold is too 
high due to dopamine defi cit so that initiation of action is quite diffi cult. On the 
contrary, at schizophrenia the threshold of the striatal neurons is abnormally low 
due to high concentration of dopamine receptors in the striatum, leading to simul-
taneous activation of several programs and to disintegration of consciousness      11   .

  F.    Disinhibition of Thalamic Neurons 

The striatal neurons belonging to the selected program project onto a correspond-
ing area of the complex the globus pallidus/substantia nigra and inhibit its neurons. 
Neurons of the globus pallidus/substantia nigra in contrast to striatal ones, spon-
taneously discharge at a very high rate. Consequently, the selected action activates 
low rate striatal neurons and inhibits high rate neurons in the globus pallidus. 

Neurons of the globus pallidus, in their turn, project on the thalamus. These 
projections are inhibitory. Since pallidal neurons are spontaneously active they have 
persistent inhibitory effect on thalamic neurons. When neurons of globus pallidus 
are inhibited, that is, their impulse activity reduced, thalamic neurons become disin-
hibited and thalamo-cortical path becomes opened. So, the thalamus functions as a 
gate to the cortex that is opened by the selected action. Using the searchlight meta-
phor of Francis Crick (Crick, 1984), we can say that the thalamus functions simi-
larly to a searchlight that highlights, intensifi es the selected program in the cortex. 

    9  Spine is a little knob attached by smaller neck to the surface of dendrites.    
    10  Recall that dopaminergic neurons in the substania nigra respond to behaviorally meaningful 

stimuli, in particular, to rewards, thus enabling only relevant programs to be selected. The phasic and 
tonic properties of dopaminergic transmission in the striatum are differently impaired in different brain 
diseases, such as Parkinson’s disease, schizophrenia, and ADHD.    

    11  The name schizophrenia comes from the Greek word schizophreneia, meaning  “split mind. ” It 
is a psychiatric disorder that is characterized by impairments in the perception or expression of reality 
and by signifi cant social or occupational dysfunction. A person experiencing schizophrenia is typically 
demonstrating disorganized thinking, delusions, or hallucinations.    
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Why the nature has created such a complicated mechanism for selecting actions? 
According to our theory (Kropotov, 1989) this mechanisms is a consequence of 
inability the brain to activate (highlight) one action and to inhibit another at the 
cortical level. The point is that all large scale intercortical connections are excit-
atory and cortical inhibition is performed only locally      12   . So, the brain uses an addi-
tional mechanism allowing it to perform selection at the subcortical level while the 
selected program is highlighted at the cortical level. 

  G.    Indirect and Hyperdirect Pathways 

The basal ganglia thalamo-cortical loops participate not only in initiating selected, 
relevant actions but also in inhibiting irrelevant actions. This operation is performed 
via the indirect pathway. These are pathways in the basal ganglia thalamo-cortical 
circuits that provide effects opposite to those of the direct pathway ( Fig. 12.1 ). Their 
common function is to suppress irrelevant actions. 

The key neuronal mechanism of the indirect pathway is to provide focused 
excitation within the output structures of the basal ganglia which maintain inhibi-
tory control over executive subcortical and cortical structures. The excitation of 
the internal part of the globus pallidus can, for example, inhibit a prepared motor 
program directly by suppressing brainstem motor nuclei and superior colliculus 
and indirectly by inhibiting thalamic neurons that project to premotor cortical 
areas. The dopamine modulates the indirect pathway but in an opposite way in 
comparison to the direct pathway. In the striatum the starting point of the indi-
rect pathway is controlled by D1 receptors (recall that the direct pathway involves 
D2 receptors). The D1 receptors work as inhibitory by hyperpolarizing the striatal 
neurons. Thus dopamine inhibits information fl ow in the indirect pathway (while 
facilitates information fl ow in the direct pathway). 

The hyperdirect pathway conveys excitatory effects from the cortical areas to 
the globus pallidus, bypassing the striatum, with shorter conduction times in com-
parison to indirect pathway. Its function might be to suppress all irrelevant actions 
while selecting the relevant action via the direct pathway. 

  H.    Output to the Brain Stem 

Basal ganglia disorders are manifested not only by an inability to initiate and ter-
minate voluntary movements, but also by an inability to suppress involuntary 
movements. In addition, the basal ganglia disorders are also characterized by an 

    12  Recall that inhibitory neurons within the cortex have very short axons that can exert inhibition 
only locally.    
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abnormality in the velocity and the amount of movement, and an abnormal muscle 
tone. The basal ganglia seem to control the gate and muscle tone through the 
motor networks in the brainstem where fundamental neuronal networks for con-
trolling postural muscle tone and locomotor movements are located. 

  I.    Parallel Circuits 

Almost any cortical area except primary sensory cortical areas projects to the stri-
atum. The most dense projections are from the prefrontal areas. Roughly these 
cortical–striatal projections could be considered as topographic. However those 
projections are topographic only at fi rst approximation. More detailed analysis 
shows that terminals of cortical axons directed from the cortex to the basal gan-
glia form local mosaic patterns in the striatum allowing any cortical neuron to 
project on spatially distinct areas of the striatum. At the same time, areas of the 
cortex that are connected functionally by means of intracortical connections proj-
ect to the same zone of the striatum. In other words, the striatum represents a 
functional map of cortex rather than its topographic projection. In this functional 
map, neurons that are interconnected functionally are topographically projected 
on a certain area of the striatum      13   .

Several functionally different parallel paths participating in cortical regulation 
in the basal ganglia thalamo-cortical circuits are selected. Each of these pathways 
is presented at the levels of the cortex, striatum, globus pallidus, and thalamus in 
specifi c and spatially distinct areas. Alexander and DeLong on the basis of their 
anatomical and physiological studies in 1980s separated the following parallel 
paths: motor, spatial, visual, and affective ( Fig. 12.5   ). Each of these circuits occu-
pies a specifi c portion in the striatum and receives multiple, partially overlapping 
inputs from several anatomically related cortical areas associated with the same 
function. According to their names the parallel pathways are involved in execu-
tion and planning of motor actions (motor), organization of spatial and object 
working memories (spatial, visual) and maintaining motivations and emotions 
(affective)      14   .

The motor pathway regulates activity of motor, premotor, and supplementary 
motor cortical areas and surpasses through the putamen. It also receives inputs from 
the somato-sensory cortex. This circuit participates in initiation and suppression of 

    13  The data obtained in my laboratory support this idea. Indeed, in our studies in patients with 
implanted electrodes we show that neurons responsible for sensory functions and those responsible for 
motor functions are spatially separated, or segregated, at the striatal level.    

    14  As noted above, the processes maintained by the basal ganglia include planning of actions, ini-
tiation, and suppression of the corresponding actions, and storage of the results of actions in working 
memory. These operations altogether are unifi ed by a single concept of executive functions and are 
implemented by the basal ganglia thalamo-cortical circuits parallel circuits.    
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FIGURE 12.5    Parallel pathways in the basal ganglia thalamo-cortical circuits. From (a–c): motor, 
spatial, visual, and affective corticostriatal loops with the functions of execution and planning of motor 
actions (motor), organization of spatial and object working memories (spatial, visual) and maintaining 
motivations and emotions (affective). Abbreviations: SMA, supplementary motor area; PMC, premo-
tor cortex; SSC, somato-sensory cortex; DLPFC, dorso-lateral prefrontal cortex; PPC, posterior pari-
etal cortex; VLPFC, ventro-lateral prefrontal cortex; IT, inferior temporal cortex; ST, superior temporal 
gyrus; OFC, orbitofrontal cortex; CG, anterior cingulate; HC, hippocampus; Am, amygdala; VP, ven-
tral pallidum; GPi, internal segment of the globus pallidus; SNpr, substantia nigra, pars reticulata; VP, 
ventral pallidum; VL, ventro-lateral thalamus; VA, ventral anterior thalamus; MD, mediodorsal thalamus; 
STN, subthalamic nucleus; GPe, external segment of globus pallidus. Note that distinct circuits involve 
different parts of the above mentioned nuclei. Adapted from Alexander et al. (1986).          

motor actions, as well as in preparation of them. Sometimes the occulomotor cir-
cuit is separated from the motor cicuit. The occulomotor circuit regulates activ-
ity of the frontal cortex responsible for eye movements (frontal eye fi elds). It also 
receives inputs from the posterior parietal cortex (parietal eye fi elds). This path par-
ticipates in enabling orientation of the eyes and body toward the selected source of 
sensory information. 

The spatial pathway regulates activity of the dorso-lateral prefrontal cortex 
and posterior parietal cortex. This circuit seems to be responsible for maintaining 
working memory for spatial cues. 
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The visual pathway regulates activity in the ventro-lateral PFC and the lateral 
temporal cortex. This circuit seems to regulate working memory for objects, espe-
cially for visual objects. 

Affective circuit regulates activity of the anterior cingulate cortex (ACC) and 
surpasses through the nucleus accumbens. It also receives inputs from the medial 
orbitofrontal cortex and the limbic allocortex (including hippocampus and ento-
rhinal cortex). This circuit seems to be responsible for regulation of mood and 
emotional reactions. 

Beside projecting to the ventral, dorso-medial, and anterior-ventral nuclei of 
the thalamus, the basal ganglia project also to the midline and intralaminar nuclei. 
In addition, these nuclei receive strong input from the cholinergic neurons of the 
brain stem reticular formation and project back to the basal ganglia as well as to 
widely distributed cortical areas. High frequency stimulation of the midline and 
intralaminar nuclei leads to desynchronization of the cortical electroencephalo-
gram (EEG) accompanied by arousal. By contrast, low frequency stimulation of 
the same nuclei results in gradually developing slow waves and spindle bursts asso-
ciated with inattention, drowsiness, and sleep. 
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FIGURE 12.5  (Continued)
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  J.    EEG in Basal Ganglia Dysfunction 

The basal ganglia circuits deal with actions. From theoretical point of view, acti-
vation of the corresponding parallel circuit in the basal ganglia thalamo-cortical 
pathway activates the corresponding frontal area and desynchronizes the cortical 
EEG. Vise versa, lesions in these circuits must lead to synchronization of slow 
oscillations in the cortical areas. These theoretical inferences are supported by 
experimental fi ndings. 

Indeed, lesions in the caudate nucleus and putamen of monkeys are shown to 
increase regular high amplitude waves with frequencies between 5 and 10    Hz. Similar 
fi ndings are found in Parkinson’s disease, irrespective of age or presence of demen-
tia ( Fig. 12.6   ). The degree of slowing of EEG is correlated with degree of motor 
disability in general and akinesia, in particular. Event-related desynchronization 
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FIGURE 12.6    EEG spectra of a Parkinsonian patient. Power spectra (a) with peaks in the theta 
range, (b) a map, and (c) an LORETA image of theta rhythm (6    Hz) in a patient at early stage of 
Parkinson’s disease.        
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(ERD) in response to voluntary movements in Parkinson’s patients is also reduced. 
These changes are reversed by levodopa.   

  III.    PREFRONTAL CORTEX AND EXECUTIVE 
CONTROL 

  A.    Anatomy 

The frontal lobes comprise about one third of the cerebral cortex in humans. The 
border with the parietal cortex is marked by the central sulcus, while the temporal 
lobe is separated by the Sylvian fi ssure. The frontal lobe is not a unitary structure. It 
consists of three broad subdivisions: the primary motor cortex (BA 4) – electrical 
stimulation of which produces muscular contractions and simple movements, the 
premotor and supplementary motor cortex (BA 6), anterior portion of the cingu-
late cortex and the remainder – the prefrontal cortex (PFC). The PFC is recipro-
cally connected with dorso-medial nucleus of the thalamus, the premotor cortex 
receives inputs and projects back to the lateral thalamic nuclei, the cingulate has 
reciprocal connections with the anterior nucleus of the thalamus. 

Although it is clear that the PFC is important for higher cognitive skills, par-
ticularly in humans, it is still unclear how it achieves these functions. The neural 
architecture of human PFC is probably more sophisticated in comparison to other 
cortical areas to accommodate higher cognitive functions that are superior in 
humans than in other species      15   .

The PFC receives multimodal sensory and limbic input from several pathways 
which project on discrete prefrontal subdivisions.  Figure 12.7    schematically depicts 
information fl ow within the ventral visual pathway to the ventro-lateral PFC. In 
contrast to topographical projections between posterior cortical areas, projections 
to the prefrontal areas are not topographical in a strict sense. Instead, the same 
retinal location or eye movement direction is represented multiple times across the 
prefrontal cortical surface. Anatomical evidence suggests a highly regular pattern 
of axonal terminations from the posterior association cortices to the prefrontal 
areas, forming repeating, interdigitated stripes      16   .

    15  The primate prefrontal cortex is defi ned as the cortex anterior to the arcuate sulcus. Roughly, it 
can be subdivided into three major divisions: lateral, medial, and orbital aspects. The lateral prefrontal 
cortex is further divided into: dorso-lateral PFC and ventro-lateral PFC. The medial prefrontal cortex 
is divided into anterior cingulate cortex and the medial frontal cortex. The orbitofrontal cortex is 
divided into medial, ventral, lateral, and frontopolar portions.    

    16  Why would the representation of a stimulus or a motor target be replicated multiple times across 
the prefrontal cortex? Although no defi nitive answer is currently available, theoretical studies provide 
some possible explanations. The brain is able to fl exibly generate variable responses to identical stim-
uli depending on the context in which they appear. The absence of a one-to-one correspondence 
between sensory stimuli and motor responses makes the replication of stimulus representations in the 
prefrontal cortex inevitable.    
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  B.    Complexity of Wiring 

Pioneers in comparative neuroscience were impressed by the similarity of the 
cerebral cortex in mammalian species. Unfortunately,  “similar” was interpreted by 
many as the  “same. ” As a result it became widely accepted during the latter part of 
the last century that the cerebral cortex is uniform in structure, the whole of cor-
tex (with the exception of the primary visual areas) being composed of the same 
basic repeated units. In keeping with this dogma, regional differences in cortical 
function such as vision, somato-sensation, and hearing, were attributed solely to 
the source of their inputs and outputs. 

The fi rst evidence against equipotentiality came from studies in sensory s ystems. 
In 1980–1990 the research showed that monkeys have as many as 30 cortical visual 
areas. More recent research in the last 10 years showed that not only input/o utput
connections characterize the specifi city of information processing in these cortical 
visual areas. The information processing is also determined by the structure (such as 
spine density and branching patterns of dendrites and axons) of cells in these visual 
areas. Moreover, the intracortical structure was found to be different for different 
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FIGURE 12.7    Increase of  “complexity” from the visual to the prefrontal cortex. Neurons in mon-
key visual areas V1, V2, V4, temporal areas (TEO and TE) and PFC are illustrated to show differences 
in the size and branching patterns of their basal dendritic arbours. The number of individual dendritic 
spines of the  “average ” layer III pyramidal cell in each area is illustrated in solid vertical bars (with 
scale at the top). Adapted from Elston (2003). Neurons in occipital areas reveal activation in response 
to stimuli, while neurons in the prefrontal area show high frequency spontaneous activity. EEG of a 
human subject reveals alpha activity at occipital sites which is absent (or signifi cantly reduced) at the 
prefrontal area.    
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areas. For example, Layer III pyramidal cells in macaque area TE contain, on aver-
age, 11 times more spines in their basal dendritic arbors than those in macaque V1. 
The same is true for areas in the frontal lobe: pyramidal cells in PFC of man and 
macaques are, in general, more branched and more spinous than their counterparts 
in the occipital, parietal, and temporal lobes ( Fig. 12.7 ). 

  C.    Representation of Complex Actions 

The PFC projects to motor areas and from this perspective might store complex 
representations of actions. The dorso-lateral PFC is thought to be evolved from 
motor regions. It seems reasonable, therefore, that the functions of the  “newer ”
prefrontal regions would be related to those of the older motor areas. A recent 
discovery of mirror neurons, neurons that fi re in response to both internally gen-
erated and observed actions preformed by other subjects, supports this view. 

It should be stressed that the PFC is associated not with actions themselves but 
with executive functions, that is, functions that control execution of actions. The 
complexity of human behavior is associated with complexity of human actions. 
The extent to which subregions of the PFC are functionally differentiated, that is, 
the extent to which different cognitive functions can be mapped to discrete regions 
of PFC, remains controversial. On the one hand, situations that require cognitive 
control often elicit co-occurring activations in dorso-lateral PFC, ventro-lateral 
and medial PFC. On the other hand, at the risk of engaging in neophrenology, 
distinct subdivisions of PFC can be considered essential for implementing distinct 
cognitive control functions, which interact to facilitate task performance      17   .

  D.    Hyperfrontality 

Differences in neuronal structure specify properties of neuronal discharges. In mon-
key Joaquin Fuster (Fuster, 1990) revealed that the discharge properties of neurons 
in V1 differed from those in inferotemporal (IT) cortex, those in the former being 
characterized by phasic discharge properties whereas those in the latter are charac-
terized by tonic activity      18    ( Fig. 12.7 ). This persistent neural activity, associated with 
working memory, is manifested in a  hyperfrontality – a feature that indicates more 

    17  Yet, even when we acknowledge some degree of functional specialization within PFC, it cannot 
be a true statement claiming that any region within PFC maintains one function only. For instance, 
ventrolateral PFC has been argued to be involved in response inhibition, in task switching, procedural 
memory, and episodic memory retrieval.    

    18  The fi rst electrophysiological evidence of involving the prefrontal cortex in executive functions 
in the human was obtained by an English scientist Grey Walter in 1964 (see Walter, 1967). He discov-
ered the contingent negative variation (CNV), a slow negative potential recorded from the anterior 
part of the head during preparation of subjects to receive a stimulus or to make a movement.    
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activation of the frontal lobe in comparison to the rest of the cortex. This feature was 
discovered by a Swedish scientist David Ingvar in 1970s (for review see Ingvar, 1985). 

  E.    EEG Peculiarity 

The differences between anterior and posterior regions are also observed in EEG 
(Fig. 12.7 ). Spectral characteristic of frontal and posterior EEG recordings are dif-
ferent. Idling alpha rhythms are observed only in central–posterior regions. In the 
normal brain alpha rhythms are absent in the frontal regions. Early (around up to 
200   ms) ERP associated with visual information processing are found in occipital–
temporal recordings, while late positive components associated with engagement 
operations and monitoring of actions are observed in frontal–parietal recordings.   

  IV.    ENGAGEMENT/DISENGAGEMENT OPERATIONS 

  A.    P3b Component as Index of Engagement Operation 

P3b component or better to say P3b components      19    were analyzed in detail in 
Chapter 11 when we were talking about ERP components characterizing atten-
tional networks. Although the highest density of generators of the conventional 
P3b component are located in the parietal cortex and strictly speaking in this 
respect the P3b component belongs to ERP indexes of attentional networks, a 
complex system including frontal/temporal/parietal areas together with the basal 
ganglia – thalamo-cortical circuits is involved in generation of the P3b component. 

  B.    Sensory Comparison 

In our daily life we always are looking forward      20    and are preparing to make 
further actions. However, the contextual content of the environment is rapidly 
changing, and in some cases the prepared action must be suppressed. The inhibi-
tion of prepared action is performed by a complex brain circuit with the lateral 
PFC as a part. As we learnt above, the PFC receives the sensory information from 
the sensory systems (visual, auditory, and somato-sensory) and is in position to 
make decision whether to GO or NOGO depending on the results. One can 

    19  Note that P3b is actually a family of components that are elicited in response to targets. They 
have different distribution (from parietal to premotor and different dynamics).    

    20  As a famous Russian poet Alexander Pushkin wrote  “The heart lives in the future  …”    
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speculate that to inhibit a prepared action, the brain must fi rst compare the cur-
rent sensory situation with the sensory model and to detect the mismatch. From 
the above we learnt that the comparison operations of sensory signals take place 
in the posterior sensory systems. We can further speculate that the result of these 
comparison operations is transferred to the PFC to activate the circuits responsible 
for inhibition of the prepared action. 

This speculation is supported by results of independent component analysis 
(ICA) performed on ERPs computed for GO and NOGO cues in the two stim-
ulus GO/NOGO task ( Fig. 12.8   ). As one can judge from  Fig. 12.8  NOGO and 
GO cues evoke quite different components generated in the temporal and premo-
tor areas. In the temporal cortex, NOGO cues evoke an additional component in 
comparison to GO cues while in the left premotor cortex NOGO and GO cues 
elicit opponent reactions. The difference in time dynamics of the two components 
for GO and NOGO cues shows that the components are functionally different. 
We can speculate that the fi rst component characterized by positivity at the tem-
poral area is associated with the sensory comparison operation – change detection 
(see also Fig. 10.16). 

  C.    Motor Inhibition 

We can also suggest that the second component generated in the left premotor cor-
tex is associated with motor suppression. If one compares behavior of this compo-
nent with time patterns of thalamic evoked potentials (see  Fig. 12.3 ) one can notice 
striking similarity of this scalp recorded component with the local fi eld potentials 
at the thalamic level. This resemblance, as well as location of the generators of this 
component, supports our suggestion      21   . Note that the motor inhibition component 
is negative in the frontal areas. 

As we learned from the above, neuronal mechanisms of motor inhibition 
involve the basal ganglia circuits. The point is that within the cortex all long dis-
tance connections are excitatory while intracortical inhibition is of a local character 
and could not be responsible for suppression of action as a whole. The inhibition 
of the prepared action seems to be performed by means of the indirect pathway of 
the basal ganglia thalamo-cortical loop      22    with a cortical location in the premotor 
cortex. 

    21  Note that the early part of the component (associated with the initial stage of motor suppression) 
increases in latency with aging.    

    22  I recall a Parkinsonian patient in our clinic who was having diffi culties in crossing the street at 
cross-roads with lights. He said  “I know that I must stop at the red light ” (so, the decision making was 
not impaired in him) “ …  but simply can not stop walking ” (so, the suppression operation is impaired!!!) 
which is implemented partly through the basal ganglia-thalamo-cortical loop.    
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  D.    Action Suppression 

The intriguing part of ICA of ERPs data in GO/NOGO task is the existence 
of the third component elicited by NOGO cues ( Fig. 12.8 ). Spatial distribution, 

FIGURE 12.8    Refl ection of sensory comparison and motor inhibition operations in ERPs indepen-
dent components. ICA was performed on ERPs in GO and NOGO conditions in the visual two stim-
ulus GO/NOGO task. ERPs of healthy subjects of age from 7 to 89 were taken from the Human Brain 
Institute Normative Database. (a) Comparison component. (b) Motor inhibition component. Vertically 
stacking thin color-coded horizontal bars, each representing the corresponding component for a single 
subject, are depicted for GO and NOGO conditions. Topographies, s-LORETA, images and time 
courses of components are depicted separately for each component and for GO and NOGO cues.      
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temporal pattern, and contrast to GO cues are different from the previous com-
ponents. This component has only one prominent peak with latency of 340     ms. 
It is a symmetrical component with generators widely distributed over premotor 
and motor cortical areas. It is present only in NOGO condition. It is decreased in 
amplitude and increased in latency with aging. Note also that this component is 
negative in the frontal areas. We have named this component as the action suppres-
sion component to distinguish it from the asymmetrical motor inhibition compo-
nent. We do not know why the brain generates this component after production 
of the specifi c motor suppression component. We also do not know whether it is 
generated by means of basal ganglia thalamo-cortical loops or generated purely 
within the cortex. But what we do know is that this component is almost 3 times 
larger than the motor inhibition component and, for this reason, seems to have a 
superior diagnostic power than the motor suppression component. There is also 
another explanation of this component: it might represent a P3a-like component 
which is elicited in unexpected condition. 

  E.    Intracranial Recordings 

In patients with implanted electrodes we were able to record intracranial ERPs 
in the two stimulus GO/NOGO task in auditory modality. Electrodes were 
implanted for diagnosis and therapy into different cortical and subcortical areas. In 
Parkinsonian patients electrodes were located in the basal/ganglia thalamus, in epi-
leptic patients they were located in the medial (including hippocampus) and lat-
eral temporal areas. In patients with obsessive-compulsive disorder electrodes were 
implanted into ACC and adjacent prefrontal areas.  Figure 12.9    represents ERPs 
for two electrodes: one located in the temporal lobe and the other one located in 
the PFC. Patients performed an auditory version of the two stimulus GO/NOGO 
paradigm. As one can see the neuronal network in the temporal lobe responds to 
NOGO cues with a negative/positive component with corresponding latencies at 
100 and 200    ms. The neuronal network in the frontal lobe also responds to NOGO 
cues with a similar pattern but with latencies 150    ms longer than in the temporal 
lobe. Note that ERPs in the temporal lobe reveal also components at latencies 
as early as 70    ms. However these early components did not differ between GO 
and NOGO cues and seems to be associated with sensory perception. In contrast, 
the frontal lobe exhibited only late components which were prominent only in 
response to NOGO cues      23   . Comparing intracranial data with scalp recorded ERPs 
we can conclude that in this particular case the local fi eld potentials in the tem-
poral lobe refl ect comparison operation in the auditory modality while local fi eld 
potentials in the prefrontal lobe refl ect some late latency executive operation. 

    23  Here we want to remind that intracranial ERPs (also called local fi eld potentials) are quite local 
and may differ between each other at distances of few millimeters.    
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In humans, besides the GO/NOGO paradigm a stop-signal task (SST) is used 
to study action suppression. Similar to the GO/NOGO tasks the SSTs require 
suppression of ongoing actions only after presentation of the stop signal. Empirical 
imaging data obtained in the last years in these two paradigms indicate that the 
ventro-lateral PFC      24    plays a critical role in action inhibition. In ontogeny, it is the 
last brain area to develop, so that immature development of this part of the cor-
tex might explain syndrome of impulsivity at least in some sub-groups of ADHD 
children. As studies by Adam Aron      25    from University of Cambridge, in UK show, 
extent of damage to the right ventro-lateral PFC, but not other regions, correlated 
with a response-inhibition measure (indexed by stop-signal reaction time): greater 
damage leads to slower inhibition. 

    24  The ventro-lateral prefrontal cortex (sometimes named as inferior frontal cortex) in humans 
comprises Brodmann areas 44, 45, and 47/12.    

    25  For review see Aron et al. (2004).    

FIGURE 12.9    Comparison operation and executive operation refl ected in intracranial recordings. 
Intracranial ERPs were recorded in patients to whom electrodes were implanted for diagnosis and 
therapy. Patients participated in the auditory two stimulus GO/NOGO task. Electrodes were located 
in the association auditory cortex (left) and in the dorso-lateral PFC (right). Intracranial ERPs for GO, 
NOGO and NOGO–GO conditions are depicted. Bottom – location of electrodes.      
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  F.    N200 Motor Inhibition Component 

Research in neuronal mechanisms of motor inhibition started in 1970s. The most 
infl uential discoveries were made by Japanese scientists Gemba and Sasaki (Gemba 
and Sasaki, 1989, 1990). They found a specifi c premotor/motor cortical circuit 
involved in motor suppression. For example, they showed in monkeys that excita-
tion of cells in the principle sulcus during regular responses yielded a decrease of 
activity in primary motor cortex and either a delay or the complete suppression of 
responses while direct electric stimulation of this area suppressed a prepared response 
to GO stimulus. In humans neural mechanisms underlying inhibitory processes 
were investigated by recording ERPs from the scalp. A frontally distributed negative 
ERP component, called N200 NOGO that peaks at about 200–260    ms poststimulus 
has been observed in numerous studies. This component had greater amplitude for 
NOGO in comparison to GO stimuli and was associated with response inhibition 
in GO–NOGO paradigms. A similar N2 component was also observed in response 
to stop signals. Note that in all classical studies the N2 component was separated 
simply as a difference between ERPs for GO and NOGO cues. 

Below we are going to show that the classical N2 component is also found 
in our data. It is elicited after NOGO cues and expressed in frontally distri-
buted negativity.  Figure 12.10    represents ERPs recorded at Fz in the same group 
of healthy subjects as in    Figs 12.8 and 12.11  in the two stimulus GO/NOGO 
paradigm. As one can see, NOGO cues elicit a strong negative wave with peak 
latency at 260    ms similar to one observed in the above mentioned classical studies. 
The minimum of the negative part of the difference wave is located near Fz. The 
negative fl uctuation is followed by a positive component with the frontal distribu-
tion. If one compares the ERPs in this  Fig. 12.10  with three independent compo-
nents depicted in Figs 12.8 and 12.11  one can notice that the negative fl uctuation 
in raw ERPs is actually a sum of negative fl uctuations generated in three different 
components ( Figs 12.8 and 12.11 ) revealed by ICA      26   .

This association between raw ERPs and their independent components in this 
example allows us to make at least two conclusions. First, the power of ICA in 
discriminating separate psychological operations is superior to conventional meth-
ods of ERP analysis such as constructing ERP difference waves. The ICA provides 
decomposition of ERPs into several independent components each of them having 
specifi c temporal–spatial pattern and specifi c functional meaning. Second, inde-
pendent components represent better endopenotypes than raw ERPs and might 
be used with a better success in diagnosis of different brain dysfunctions associated 
with impairments in specifi c operations such as comparison, motor inhibition, and 
action suppression operations.   

    26  Note that only the motor inhibition and action suppression components are associated with 
negativity having minimum at Fz, while the comparison component is characterized by minimum of 
negativity at Cz.    
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  V.    MONITORING OPERATION 

  A.    P400 Monitoring Component in GO/NOGO 
Paradigm 

NOGO-related independent components are not confi ned by the above men-
tioned components which are associated with activation of the temporal (for the 

FIGURE 12.10    N200 motor inhibition wave. ERPs are averaged over the group of healthy sub-
jects of age from 7 to 89 were taken from the Human Brain Institute Normative Database. (a) ERPs 
for GO and NOGO cues in the two stimulus GO/NOGO task for Fz location. (b) Difference wave 
(NOGO–GO). (c) Maps of ERPs difference waves computed for two different moments.        

(a)

Fz-Av
�

NOGO

GO�

(b)

420 ms

NOGO-GO

260 ms

Fz-Av
�

4

2

0

�

260 ms 420 ms

5.000

�5.000
uV

(c)



Executive System    277

sensory comparison operation), premotor/motor (for the suppression operations) 
cortical areas. Actually, the largest in amplitude NOGO component is generated 
(according to s-LORETA) in medial prefrontal and anterior cingulate cortical 
areas ( Fig. 12.12   ). It is a symmetrical positive component located centrally in the 
2D space with maximum at Cz–Fz. The latency of the component changes with 
age signifi cantly – from 370    ms at middle age to 420    ms at early age and 460    ms at 
older age. 
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FIGURE 12.11    Refl ection of action suppression in ERP independent components. ICA was per-
formed on ERPs in GO and NOGO conditions. Healthy subjects of age from 7 to 89 were taken 
from the Human Brain Institute Normative Database.(a) Topography and s-LORETA image. Vertically 
stacking thin color-coded horizontal bars, each representing the corresponding component for a single 
subject, are depicted for GO, NOGO. The time courses of components are depicted at (b). 
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FIGURE 12.12    Monitoring operation refl ected in ERPs independent component. ICA was per-
formed on ERPs in GO and NOGO conditions. Healthy subjects of age from 7 to 89 were taken 
from the Human Brain Institute Normative Database. (a) Topography and s-LORETA image.  Verti-
cally stacking thin color-coded horizontal bars, each representing the corresponding component for a 
single subject, are depicted for GO, NOGO. The time courses of components are depicted at (b). Note 
that to get a scalp generated component we have to make a product of topography and time dynamics, 
which will result in positive component at Cz–Fz.      
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  B.    Function of ACC 

The monitoring component is the one that is generated in the anterior cingulate 
cortex (ACC). So, it is the right place to discuss the anatomy and physiology of the 
ACC in detail. The ACC is not a homogenous structure. It consists of several fi elds 
with different internal morphology and different afferent (output) and efferent (input) 
connections. First of all, the ACC includes motor areas (see  Fig. 12.13   ) that receive 
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inputs from the primary motor cortex, premotor, and supplementary motor areas. 
These motor areas thus store the precise image of a planned action. This part of the 
cingulate is also in position to initiate a new action. Second, the ventral part of the 
anterior cingulate receives inputs mostly from the affective (limbic) system directly 
(such as from the amygdala) or indirectly (via the anterior nucleus of the thalamus). 
For this reason the ventral portion of the ACC is called  “limbic” part. Third, the dor-
sal part of the anterior cingulate has strong reciprocal connections with the lateral, 
anterior, and medial prefrontal cortical areas – areas presumably involved in cognitive 
functions. For this reason, the dorsal portion of the ACC is called  “cognitive ” part. 

There is strong neuroimaging evidence supporting this anatomically based 
division of the ACC. Numerous positron emission tomography (PET) and func-
tional magnetic resonance imaging (f MRI) studies show that the dorsal parts of 
the ACC are active in cognitive tasks while the ventral parts of the ACC are active 
during affective states defi ned by emotions and motivations. When, for example, a 
subject imagines angry or sad situation the ventral part of the ACC is activated      27   .
On the other hand, when a subject makes an error or performing a Stroop task, 
the cognitive part of the ACC is activated. 

  C.    Akinetic Mutism 

In patients undergoing functional neurosurgery stimulation of the ventral part 
of the ACC could produce fear or pleasure depending on location, while the 

    27  When, for example, phobic, OCD or posttraumatic stress syndrome patients are presented with 
stimuli that trigger their symptoms, these stimuli activate the ventral part of the anterior gyrus cingulate.    

Emotional Cognitive Motor

FIGURE 12.13    Divisions and connections of ACC. The ACC receives reciprocal connection 
virtually from all areas of the PFC. The ACC is divided into three parts (marked by color) – emotional, 
cognitive, and motor parts.    
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stimulation of the dorsal part produced a sense of anticipation of movement. 
Patients with medial frontal lobe lesions involving the cingulate cortex often show 
defi cits in spontaneous initiation of movement and speech, and/or show an inability 
to suppress externally triggered motor subroutines      28   . Damasio and Van Hoesen 
have studied a series of stroke patients with large lesions of the ACC. Immediately 
following the stroke, such patients lie in their hospital beds saying or doing little. 
Antonio Damasio described one left anterior cingulate stroke patient 1 month 
after her stroke (Damasio, 1999):  “The patient was remarkably recovered. She had 
considerable insight into the acute period of the illness and was able to give pre-
cious testimony as to her experiences then. Asked if she had ever experienced 
anguish for being apparently unable to communicate she answered negatively. She 
did not talk because she had nothing to say. Her mind was empty. She appar-
ently was able to follow our conversations even during the early period of the 
illness, but felt no will to reply to our questions ”      29   . Recently Cohen and his col-
leagues have studied a series of 18 patients who suffered from intractable pain and 
were treated with small bilateral lesions, 5    mm in diameter, in the anterior cingu-
lated cortex. More than a year after the surgery they studied the behavior of these 
patients in comparison with a control group of chronic pain patients who had not 
received the cingulate lesions. They found that the cingulate-lesioned patients did 
gain relief from pain. They reported that the pain was still present but that it no 
longer bothered them as much      30   .

  D.    Concept of Monitoring 

What is the functional meaning of the cognitive part of the ACC? All available 
experimental fi ndings indicate that the function of the dorsal part of the ACC is to 
monitor actions. The point is that fl exible adjustments of human and animal behav-
ior require the continuous assessment of ongoing actions and the outcomes of these 
actions. The ability to monitor and compare ongoing actions and performance out-
comes with internal goals and standards is critical for optimizing decision making. 

    28  Akinetic mutism, which is caused by bilateral lesions in the medial and anterior cingulate cortex, 
is an extreme example of this syndrome. Akinetic mutism is a medical condition of patients who tend 
neither to speak (mutism) nor move (akinesia). Unilateral lesions result in a milder version of mutism: 
spontaneous speech is scanty and, even on recovery, monotonous.    

    29  I recall an attempt to record ERPs in a patient with bilateral lesions in the anterior cingulate 
cortex. The patient answered questions and appeared to be fully aware of her condition and hospital 
environment but could not perform any task. She just simply lost any interest in the task and fell asleep.    

    30  The lesioned patients showed reduced levels of spontaneous behavior. They produced fewer ver-
bal utterances during interviews than controls. In a written task, they also produced shorter statements. 
When asked to make objects from Tinker Toys, they produced fewer and simpler objects. Thus, the spon-
taneity of their behavior was reduced over the long term by these small lesions of the anterior cingulate.    
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This ability is called action monitoring. The ventral part of the ACC is suggested of 
being involved in this cognitive operation. 

The concept of monitoring became highly infl uential in cognitive science dur-
ing the last few years. The concept of monitoring must be distinguished from the 
concept of Attentional control. Attentional control refers to a top–down, limited-
resource cognitive mechanism modulating  sensory information processing, while 
the monitoring of actions refers to a cognitive mechanism that evaluates the quality 
of executive control and activates the executive system in the case of mismatch 
between expected and executed actions. 

In order to associate a certain ERP component with the function of monitor-
ing at least three requirements must be fulfi lled. First, the component has to be 
of a long latency, i.e. appear after the neuronal signal for action initiation because 
the activation of the executed action has to be compared with the planned one. 
Second, the component has to be generated in an area that receives information 
from both the planned action and the executed one in order to compare these 
two signals. And, fi nally, the component has to occur in confl ict situations when a 
prepared action has to be withheld because the current situation does not match 
the expected one or when an action has been executed but its outcome does not 
match the planned one. The late positive P400 component that occurs in NOGO 
trials, generated in the ACC fulfi lls these requirements and therefore can be con-
sidered as a  “monitoring ” component. 

  E.    Error-Related Negativities 

Monitoring operation is also studied in continuous performance tasks that are 
accompanied by errors in some trials      31   . Errors generate a component named 
error-related negativity (ERN) followed by a positive component. The nega-
tive wave is observed immediately following errors and has peak latency around 
100   ms. It has a fronto–central distribution and dubbed as the error negativity 
(NE) or ERN. The ERN has repeatedly been modeled by a single dipole source, 
located in the vicinity of the ACC. In support of these dipole models, studies 

    31  Actually, human research followed experiments in animals. In 1979 Niki and Watanabe recorded 
changes in the activity of single neurons of the anterior gyrus cingulate when a monkey made errors. 
Further studies in monkeys with recordings of single neuron activity showed that while some neurons 
in the anterior gyrus cingulus indeed respond when the monkey recognizes that it has made an error 
in the task performance some other neurons fi re in response to decreasing reward in situations when 
the behavior must be switched to another behavioral pattern thus optimizing the receipt of reward. 
When neuronal activity in the ACC was temporally silenced by injection of GABA agonist (Shima 
and Tanji, 1998) monkeys failed to respond to decreasing in reward. These studies serve as an elegant 
prove of the involvement of the anterior cingulate cortex in monitoring performance and adjusting on 
the basis of the behavior to optimize payoff.    
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using fMRI have shown increased activation of the ventral part of the ACC dur-
ing error trials relative to correct trials. 

Error-related components in ERPs can be also observed in the mathematical 
paradigm. In this task subjects viewed brief presentations of a math operation on 
two numbers (such as 2  �  2) followed by a second number (say 4 or 5) with the 
subject’s task to press a button if the second stimulus matches the result of math-
ematical operation (in this example, number 4) or to withhold from pressing in the 

FIGURE 12.14    Error-related negativities. ICA was performed on a set of more than 200 individ-
ual ERPs taken from the Human Brain Institute Normative Database. ERP were triggered by correct 
and incorrect responses in the Mathematical task. The largest three independent components are pre-
sented from top to bottom. From left to right – topographies, individual color-coded vertically stalked 
components, and s-LORETA images. Below are components computed for superimposed correct tri-
als (thin line), incorrect trials (think line) and separately for ERPs differences.        
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mismatch condition (in this example, number 5). To separate these components we 
need to compare two conditions: incorrect pressing to mismatch stimuli (commis-
sion errors) and correct pressing to match cues.  Figure 12.14    represents the results 
of decomposing ERN into three independent components. The data are taken from 
the Human Brain Institute Normative Database. Subjects performed the mathemat-
ical task. The task is quite diffi cult to perform so that the subjects did a substantial 
number of errors. In each subject ERPs were computed for correct match trials      32    
and incorrect mismatch trials      33   . Button pressing served as trigger events. The differ-
ence (incorrect–correct) waves were also computed. As one can see the ERN actu-
ally consists of two independent components, one is located in the dorsal anterior 
(cognitive) and the other one is located in the more posterior (motor) regions of 
the cingulate cortex. In addition to these two components elicited just after the 
incorrect motor response ERN also includes the component that starts before the 
motor response and is generated in the left sensory motor area of the cortex      34   .

It should be noted here that the clinical use of ERN is limited for at least two 
reasons. First, the error is a very subjective event depending on a subject motiva-
tion, attention, and abilities of the sensory system. Because of that the number of 
errors in the same task but for different subjects differs substantially. Consequently, 
the number of  “error ” trials for averaging ERPs is not a constant value which has 
an effect on the individual parameter of ERN. Second, to get enough trials for a 
reliable ERN measurement the task must be quite diffi cult. But, some people (such 
as young children, Alzheimer patients) can not perform diffi cult tasks.   

  VI.    WORKING MEMORY 

  A.    Active Manipulation on Memory Trace 

One of the most striking features of neurons in the PFC is their ability to fi re over 
extended periods of time and across events, long after the event offset. This indicates 
that the PFC can maintain representations of stimuli and actions across time, enabling 
a subject to engage in behavior for achieving long-term goals. This function of the 
PFC is refl ected in the concept of  Working Memory. Working memory is a psycho-
logical process that enables the brain to maintain current plans of actions as well as the 
sensory information that is needed to execute these actions. The notion of working 
memory also implies an active manipulation with the temporary stored information 
which is the core of cognitive actions such as language, planning, decision making, etc. 

    32  Recall that these are trials in which the second stimulus matched the sum of two numbers pre-
sented in the fi rst stimulus and the subject correctly pressed a button.    

    33  Recall that these are trials in which the second stimulus mismatched the sum of two numbers 
presented in the fi rst stimulus while the subject incorrectly pressed a button.    

    34  Recall that activation of the left sensory motor cortex corresponds to the fact that most of the 
subjected pressed the button by one of the right hand fi ngers.    
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  B.    Reciprocal Anatomical Pathways 

From neurophysiological point of view, working memory is based on multiple recip-
rocal connections within the cortex. These reciprocal connections form a basis for 
reverberation of neuronal activity after the offset of a stimulus or an action. The con-
nections include feedback and feedforward pathways within the cortex itself as well 
as feedback loops of the basal ganglia thalamo-cortical circuits. Although the ability 
to maintain information over extended periods of time is a general feature of the 
PFC, the information processors and, consequently neuronal networks, are divided 
into three modalities: visual-spatial, visual-shape, and color and verbal. The division 
of the working memory in three modalities is refl ected in an infl uential model of 
the working memory proposed by Alan Baddeley in 1974 and revised in 2003      35   .

  C.    ThreeWorking Memory Systems 

According to the model, the networks that maintain modality specifi c traces of the 
working memory consist of prefrontal regions and parietal–temporal association 
areas reciprocally connected with each other (see  Fig. 12.15   ). These reciprocally 
connected networks maintain the plans of actions built up on the basis of synthe-
sis of sensory information coming to the PFC by means of bottom–up pathways. 
These networks also intensify specifi c types of sensory information needed for 
selected action by means of top–down connections. 

  D.    CNV as Correlate of Working Memory 

Working memory is a slow process that last from several seconds to minutes. 
Consequently, it must be associated with slow components in ERPs. In two stim-
ulus tasks, when the fi rst stimulus in each trial serves as a warning stimulus and 
the second stimulus serves as imperative stimulus, a slow component evolving 
between the fi rst and second stimulus presentations is found (see Fig. 12.16). In 
our joint studies with Risto N ä ä tänen from University of Helsinki we recorded 
EEG (within the frequency range from DC to 70 Hz) in healthy subjects per-
forming visual and auditory variants of the two stimulus GO/NOGO paradigm. 
In this paradigm subjects were instructed to press a button in response to the two 
designated stimuli and to withhold from pressing to other pairs. 

    35  The concept of working memory was introduced by Baddeley and Hitch in 1974 in contrast to 
the concept of short-term memory fi rst suggested by Hebb in 1949. The main difference is that work-
ing memory implies not only temporal storage but also an active manipulation of information during 
delay intervals. According to Baddeley (2003), the theoretical concept of working memory assumes that 
a limited capacity system, which temporarily maintains and stores information, supports human thought 
processes by providing an interface between perception, long-term memory, and action.    
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  Figure 12.16  presents DC changes of cortical potential      36    during prepara-
tion to receive a stimulus in the trials when the fi rst stimulus indicates that no 
motor response in these trials is required. The highest amplitudes of negative fl uc-
tuations are found in the left hemisphere at posterior temporal areas for visual 
modality and middle–posterior temporal areas for auditory modality. In contrast 
with those sensory-related contingent negative variations (CNVs), preparations 
to make a movement in both modalities are associated with negativities over the 
central areas. It could be speculated that the plan of the behavior in the given task 
is formed in the prefrontal areas. The higher level (prefrontal) areas through the 
frontal–temporal connections control the lower level (temporal) areas by depolar-
izing distal parts of apical dendrites of pyramidal neurons and thus preparing the 
pyramidal cells to respond fast to the prompting stimulus      37   .  

    36  These direct current (DC) changes were coined by Grey Walter as contingent negative 
variation – CNV.    

    37  As we learnt from the previous, the pathways for these preparatory activities also include the 
basal ganglia thalamo-cortical circuits. To separate the effect of these subcortical circuits from the effect 
of the cortical (prefrontal–temporal, prefrontal–motor) appears to be impossible on the basis of ERPs 
analysis alone.    
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FIGURE 12.15    Three working memory systems. Right – verbal rehearsal system. It is the most 
effi cient and predominant working memory in humans. It is implemented by predominantly left 
hemispheric network of premotor (Broca’s) area and parietal (Wernike’s) area. Middle – visual object 
working memory (e.g., working memory for shape, color  …). Left – visuospatial working memory 
system (e.g., working memory for spatial locations). Adapted from Baddeley (2003).    
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FIGURE 12.16    Slow shifts of potential (CNV) associated with preparation to receive a stimulus and 
preparations to make a movement. Potentials are averaged over a group of 10 healthy subjects performing 
the two stimulus GO/NOGO task in visual and auditory modality separately. Two categories of stimuli 
(defi ned conventionally as GO and NOGO) were presented in four different combinations of pairs 
with the subject’s task to press a button to the pair of GO stimuli. In the visual modality digit 9 serve 
as GO stimulus, while digit 6 serves as NOGO stimulus. In the auditory modality, high tone (1300    Hz)
serve as GO stimulus while low tone (1000    Hz) serve as NOGO stimulus. The subject task was to press 
a button in response to a pair of two GO stimuli. Moments 1 and 2 on the curve (marked by arrows) 
indicate the periods of preparation to receive a stimulus, while moment 3 indicates the periods of prep-
aration to make a movement. Note that preparations to receive a stimulus are associated with nega-
tivities generated in the corresponding sensory modalities, while preparation to make a motor response 
are associated with negativities generated in the central regions of the cortex – around the somato-
sensory-motor strip.        
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  VII.    DOPAMINE AS A MEDIATOR OF THE 
EXECUTIVE SYSTEM 

  A.    Cortical and Subcortical Distribution 

The main mediator of the executive system is dopamine. It is found in the cortical 
areas of the prefrontal lobe as well as in subcortical structures of the executive sys-
tem, such as the striatum. The distribution of dopamine receptors in the PFC and 
striatum is depicted in  Fig. 12.17   . The cingulate cortex (the core of the monitor-
ing sub-system) receives the richest dopaminergic innervations of any cortical area. 

  B.    Dopaminergic Systems 

The complexity of dopaminergic system of the brain follows the heterogeneity of 
the executive system ( Fig. 12.17 ). Most dopamine-containing cells develop from a 
single embryological cell group that originates at the mesencephalic–diencephalic 
junction. The cell group can be conventionally divided into two nuclei with dif-
ferent projections comprising different dopaminergic brain systems. The fi rst one 
is called the nigrostriatal dopaminergic system. It originates in the zona compacta 
of the substantia nigra (SN) and is projected to the striatum. The other system is 

ACC

D2-receptors

D1-receptors
PFC

SN
VT

Striatum

FIGURE 12.17    Distribution of dopamine receptors within the brain. The dopaminergic pathway 
from the substantia nigra (SN) innervates the striatum, while dopaminergic pathway from the ventral 
tegmental area (VT) innervates the PFC with highest density at the ACC.    



288    Quantitative EEG, Event-Related Potentials and Neurotherapy

associated with the ventral tegmental area (VT) and is known as the mesocortical 
dopaminergic system. Cells in the medial ventral tegmental area project densely to 
the medial prefrontal and cingulate cortex      38   . Note that both tegmental and nigral 
cells receive feedback projections from the structures they innervate thus forming 
reverberation circuits in the corresponding (prefrontal and striatal) systems. 

  C.    D1 and D2 Dopamine Receptors 

The two dopaminergic systems are associated with different receptors for dopa-
mine. The D1 family of dopamine receptors (D1 and D5) are an order of magni-
tude more abundant in the PFC than D2 family receptors (D2, D3, and D4 ), while 
D2 receptors are more prevalent in the striatum than in the cortex      39    ( Fig. 12.18   ). 

  D.    Functions of Dopaminergic Systems 

Functions of the two dopaminergic systems (cortical and striatal) appear to be 
different. The nigrostriatal dopaminergic pathway sets the threshold of striatal 
neurons and, according to our theory, is involved in action selection and work-
ing memory. The mesocortical dopaminergic system modulates membrane poten-
tials of neurons in prefrontal and ACC and is involved in maintaining functions of 
the corresponding cortical areas. As far as ACC concerns, one of its functions is 
associated with action monitoring. The other function is associated with a general 
quality of the prefrontal neurons – the ability to maintain a trace of action in the 
working memory      40   . Indeed, for more than 20 years dopamine is known as having 
a critical effect on working memory function of the prefrontal lobe. From studies 

    38  The subset of neurons in the ventral tegmental area system projects to the nucleus accumbens, 
the septum, amygdala, hippocampus, and perirhinal cortex. This system is called the mesolimbic dopa-
minergic system and seems to be involved in memory consolidation.    

    39  Receptor binding studies have shown that ligands specifi c to D1 family dopamine receptors bind 
with higher density in superfi cial layers (layers I–IIIa) and deep layers (layers V and VI) than in middle 
cortical layers (layers IIIb–IV). Experiments also suggest that D1 is more prevalent than D5 in the 
cortex of human and non-human primates.    

    40  Here we need to mention that the other function of the anterior cingulate cortex is associated 
with emotions and motivations. In this context dopamine is associated with reward. In general terms, 
reward is a state of the brain in which a desired or expected action fi ts the real outcome of the current 
behavior. From animal experiments we know that rewarding stimuli such as food, water, lateral hypo-
thalamic brain stimulation, and several drugs of abuse become ineffective as rewards if animals are given 
dopamine antagonists. We also know that midbrain dopamine neurons fi re in response to rewards and 
to stimuli predicting rewards. The reward indicates the most effi cient program of the current behavior. 
Thus, the release of dopamine in the striatum sets the lower threshold for the rewarded program.    
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in monkeys and rodents we know that too little or too much of dopamine recep-
tor stimulation impairs performance in spatial memory tasks      41   . Optimal activation 
of D1-like receptors is necessary for persistent fi ring in neurons in the PFC, which 
is thought to be the cellular basis of information storage in working memory. 

Recall, that contrary to glutamate (the main excitatory mediator of the brain) 
and GABA (the main inhibitory mediator) having quite fast effects lasting for 

FIGURE 12.18    Dopaminergic pathways and dopamine circulation in neurons. (a) Schematic rep-
resentation of dopamine pathways from the substantia nigra (SN) to the striatum with D2 receptors, 
from the ventral tegmental area (VT) to the PFC with D1 receptors. (b) Dynamics of dopamine (DA) 
in n euron – a meaningful stimulus releases a dopamine molecule from the vesicular, dopamine diffuses 
into the synaptic cleft and binds to the postsynaptic D-receptor. The dopamine in the synaptic cleft is 
“washed ” out by re-uptake of the dopamine by presynaptic DAT-receptors. (c) In a normal brain any 
behaviorally meaningful stimulus evokes a trace that is partly defi ned by the time during which dopa-
mine is kept in the synaptic cleft; with excess of D-transporters that re-uptake DA too fast, the trace of 
event is getting shorter; with a lack (excess) of D-receptors the amplitude of trace is reduced (enhanced).        
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    41  Recall inverted U-shaped function that describes input–output relationship in neuronal systems 
(see Introduction). Working memory performance is infl uenced by dopamine activation of D1 family 
dopamine receptors in the prefrontal cortex: working memory performance is maximal at moderate 
stimulation of D1 family receptors and is reduced by either higher or lower levels of D1 stimulation.    
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several milliseconds, effect of dopamine in synaptic cleft can last for seconds or even 
tens of seconds. Duration of dopamine effect is defi ned by reuptake mechanism – 
receptors that reside on the presynaptic membrane and are known as dopamine 
transporters (DAT) ( Fig. 12.18 ). The more receptors in the postsynaptic mem-
brane of the dopaminergic neuron, the faster dopamine is consuming and, conse-
quently, the shorter is the activation produced by a meaningful stimulus      42   .

In contrast to DAT receptors defi ning dynamic properties of dopamine effect, 
D1, D2-receptor densities defi ne the amplitude of dopamine effect. For example, 
decrease of dopamine receptors on the postsynaptic membrane is associated with 
low excitation of the striatal or cortical neurons (or with high threshold of acti-
vation of the corresponding neurons). Vice versa, excess of dopamine receptors 
on the postsynaptic membrane (such as in some forms of schizophrenia where 
increase of D2 receptors in the striatum is found) leads to lowering the threshold 
of activation of striatal neurons.   

  VIII.    SUMMARY 

The term  “executive functions ” refers to the coordination and control of motor 
and cognitive actions to attain specifi c goals. The need for an executive control 
mechanism has been postulated for non-routine situations requiring a supervisory 
system, for example, for situations for selecting an appropriate action from variety 
of options, inhibition of inappropriate actions, and keeping in working memory 
the plan of the action as well as the results of the action. The executive control is 
also needed for optimizing behavior. The executive functions are implemented by 
a complex brain system that consists of several cortical and subcortical structures 
interconnected with each other. The cortical structures include the prefrontal 
areas interconnected with the corresponding temporal–parietal areas. Neuronal 
activities in these cortical structures are regulated by means of parallel circuits that 
map the corresponding cortical areas into the basal ganglia. The basal ganglia are 
projected to the corresponding thalamic nuclei which, in their turn, have recipro-
cal connections to the cortical areas thus closing the circuit. The striatum as a key 
element in the subcortical circuits can be considered as a cognitive map of corti-
cal representations of actions. The striatum performs selection of actions by means 
of long distance lateral inhibition. Frontal cortical areas reveal the highest level of 
complexity of neuronal wiring which is refl ected in a so-called hyperfrontality  – a 

    42  In a subgroup of ADHD population an increase of DAT receptors in the striatum is found. This 
increase would eventually lead to shorten the  “trace” induced by a meaningful stimulus ( Fig. 12.18 b,c). 
This in turn might lead to: (1) poor working memory, (2) inability to concentrate on the action for 
a long time (inattention), (3) a fast switch between different motor actions (hyperactivity), (4) a fast 
switching between visual objects and sounds (distractability), (5) a constant alteration in thoughts 
(impulsivity).    
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higher level of activation of the frontal areas in comparison to the posterior corti-
cal regions. Together with the basal ganglia the prefrontal areas perform execu-
tive functions associated with engagement, disengagement, monitoring operations 
as well as with working memory. These operations are refl ected in ERP com-
ponents evoked in different paradigms such as oddball, GO/NOGO as well as 
in working memory tasks. Although the components associated with executive 
functions overlap in time and space, the recently developed ICA provides a pow-
erful tool for separating them. Using the Human Brain Institute (HBI) norma-
tive database we were able to separate the following executive components in the 
two stimulus GO/NOGO task: the motor and action suppression components 
associated with frontal negativities at 200    ms (the conventional N2 inhibition 
component), the engagement component associated with parietal positivity at 
300   ms (the conventional P3b component), the monitoring component associated 
with frontal–central positivity at 400    ms. According to s-LORETA the P3b 
engagement component is generated in the parietal cortical area, the N2 motor 
inhibition component is generated in the ipsi-lateral premotor, the P400 moni-
toring component is generated in the cingulate cortex. The ACC is also involved 
in generation of the ERN – a component that is elicited by erroneous compulsive 
actions in the mathematical task. Dopamine is the main mediator of the executive 
system. The dopamine is found in the cortical areas of the prefrontal lobe and 
exhibits its action by means of D1-family receptors. The dopamine is also found 
in the basal ganglia and exhibits its action by means of D2-family receptors. The 
drugs that effect different aspects of the dopaminergic modulation lessen execu-
tive dysfunctions in schizophrenia and ADHD.                                                                        
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  I.    PSYCHOLOGY 

  A.    Emotions Versus Reasoning 

Emotions provide a dimension different from reasoning. Emotions play an impor-
tant role in our life. The affective system of the brain is designed by nature for 
surviving the organism in the world by using a dimension different from reasoning. 
When reasoning is not enough for making decision, the brain relies on the affective 
system. Just a simple example, we seldom rely on our reasoning when we choose 
a wife or a husband, when we watch a football game played by a favorite teem, 
or when we play with a family dog. Making some important steps in our lives 
(like marriage, divorce, leaving a job …) we are usually driven by emotions. Another 
example of the affective system functioning is releasing fundamental actions such as 
seek for food, water, or a sexual partner. 

The affective system produces certain habitual responses, called emotional 
reactions, to certain events. These responses are produced when the brain detects 
an emotionally competent stimulus      1   . The  “habits of mind ” – the routines of the 

                Affective System    

  All happy families look similar to each other, every unhappy family is 
unhappy in its own way 

Leo Tolstoy  “Anna Karenina ”   

 C H A P T E R  1 3 

    1  This concept was introduced by Antonio Damasio. A popular version of his work is presented in 
his recent book  “The feeling of what happens, ” 1999.    
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affective system – enable us to associate those emotions (and feelings that follow 
them) with the corresponding experiences. The brain is prepared by evolution 
to respond to certain emotionally competent stimuli with specifi c repertoires of 
actions. However, while some of the emotionally competent stimuli are evolu-
tionary determined, some can be learned through experience      2   .

  B.    Punishers and Rewards 

The emotional stimuli are usually divided into two basic classes – punishers and 
rewards. The two classes of the emotionally competent stimuli are associated with 
two different affective states: withdrawal and approach. The affective reactions asso-
ciated with withdrawal and approach can be further divided into separate emotions 
such as fear, anxiety, happiness  … An attempt to classify emotionally competent 
stimuli and affective reactions is given in  Table 13.1   . Antonio Domasio, a world 
expert in the fi eld of brain mechanisms of emotions, classifi es emotions into three 
types: (1) background emotions, (2) primary emotions, and (3) social emotions. 

  1.    Background Emotions 

Background emotions are discouragement and enthusiasm. They are diffi cult to 
be discriminated from affective states. Primary (basic emotions) include fear, anger, 
disgust, sadness, surprise, and happiness. These emotions are easily identifi able in 
human being across several cultures and in non-human species. Most of what we 
know about neurobiology of emotions comes from studies of basic emotions. Fear 
leads the way. Social emotions include sympathy, embarrassment, shame, guilt, 
pride, jealousy, envy, gratitude, admiration, indignation, and contempt.   

  C.    Drives and Motivations 

When we talk about the affective system, we have to separate drives and motiva-
tions on the one hand and emotions and feelings on the other hand. The drives 
and motivations form the affective states which must be distinguished from emo-
tional responses. Although some signs of affection can be perceived in birds, the 
limbic system (and emotions) only began to evolve in the mammals, being practi-
cally non-existent in reptiles, amphibians, and all other low species      3   .

    2  So, an emotion is a complex collection of chemical and neuronal responses to certain external and 
internal events forming a distinctive pattern and refl ecting in a certain behavior reaction (including facial 
expressions). The body responses (and particular facial expressions) can be perceived by other people 
and mimic, simulate a corresponding reactions in them by a specifi c brain system consisted of so-called 
mirror neurons. Emotions make us human. All arts (music, painting, literature  …) are about emotions.    

    3  Paul MacLean used to say that  “it is very diffi cult to imagine a lonelier and more emotionally 
empty being than a crocodile. ”    
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Major examples of drives and motivations are hunger, thirst, curiosity, attrac-
tion to an opposite sex. Motivations regulate our behavior by several mechanisms. 
A major role in motivational behavior is played by the hypothalamus. Neurons in 
the hypothalamus are very sensitive to different types of biochemical substances, 
while spike activity of these neurons refl ects changes in concentration of some 
fundamental substances in blood and cerebrospinal fl uid. The hypothalamic neu-
rons in turn regulate release of various hormones in the pituitary gland (which is 
attached to the hypothalamus by a stalk) and acting on other parts of the affective 
system by releasing certain types of regulatory behaviors such as drinking, eating. 
Humans are driven not only by simple motivations to eat and to drink, but also by 
more complex and sometimes quite abstract drivers. Plans of those drivers seem to 
reside in the prefrontal areas.   

  II.    ANATOMY 

  A.    Limbic System 

The affective system adds a new dimension (emotions/motivations), a new feature 
to our perceptions and actions. This new feature regulates the whole behavior by 
seeking for positive emotions and avoiding negative emotions. From information 
point of view, the affective system is designed to reinforce the trace of events that 
are crucial for human survival in association with emotional meaning of the events. 
As one can see the affective system      4    is defi ned from functional point of view. 

 TABLE 13.1     Classifi cation of Affective States and Emotions 

   Event (external and/or 
internal) 

 Affective state  Affective reaction
(emotion)

   Punishers  Withdrawal  Fear 
   Anxiety
   Anger
   Disgust
   Sadness
   Contempt
   Embarrassment 
   Guilt
   Shame

   Rewards  Approaching  Happiness
   Joy 
   Enthusiasm
   Pride 
   Sexual love 
   Maternal love 

    4  As well and all other systems in this book.    
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However, historically the fi rst notion close to the affective system was the notion 
of the limbic system      5   . This concept was based on the anatomical, not functional, 
ground. According to the anatomic perspective, limbic system includes structures 
forming a border around the corpus collosum. In psychology and psychiatry the 
term  “limbic system ” became very popular and served as an explanatory concept to 
describe neuronal networks involved in generating emotions and affective states      6   .

  B.    Papez Circuit 

A scientifi c approach to the affective system of the brain started in 1937 when James 
Papez suggested that the limbic lobe works in cooperation with the hypothalamus 
which in those days was considered to have a critical role in expression of emotions. 
He made a special emphasis on the dorsal part of Broca’s great limbic lobe called 
cingulum     7.   Indeed, the hypothalamus      8    sends signals to the cingulate cortex through 
the anterior thalamic nuclei by means of the fi ber bundle called the mammilo-tha-
lamic tract. In its turn, the hypothalamus receives input from the hippocampus via a 
bundle of axons called the fornix, while the hippocampus receives projections from 
the anterior cingulate cortex, thus closing the circle. According to Papez, the hypo-
thalamus and the cingulate cortex form a reciprocal circuit that on the one hand 
allows emotions triggered by the hypothalamus to reach consciousness at the level 
of the cingulate cortex and on the other hand enable higher cognitive functions 
from the cingulate cortex to affect emotions. This hypothalamic–cingulum circuit 
was later coined as the Papez circuit ( Fig. 13.1   ). Later on in a series of publica-
tions beginning in 1949, Paul MacLean extended the concept of the Papez circuit. 
He included into it some other anatomically related structures such as the amygdala, 
the septal area, nucleus accumbens, and the orbito-frontal cortex (OFC). 

  C.    Cortical and Subcortical Elements 

Modern anatomical and physiological research shows that from the functional 
point of view the limbic system can not be considered as a single entity, but rather 

    5  Limbus in Latin means border. The term limbic lobe ( le grand lobe limbique) was fi rst introduced 
by Paul Broca in 1878 to defi ne cortical gyri that form a ring around the corpus collosum. The limbic 
lobe according to his concept includes the cingulate gyrus and the hippocampus with adjacent cortical 
areas such as the parahippocampal gyrus and enthorinal cortex.    

    6  In the same time, neuroscience focused on studying the variety of functions of anatomical struc-
tures in the border around the corpus collosum. For neuroscience emotion is one of many functions 
that are associated with limbic system. Executive and memory functions are other functions of the 
limbic system.    

    7  This part of the cortex is called the cingulate cortex because it forms a  cingulum or collar around 
the corpus callosum. It is in turn divided into anterior and posterior parts.    

    8  Actually separate parts of the hypothalamus, called mamillary bodies.    
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can be separated into different systems playing different functional roles associated 
not only with emotions/motivations, but with episodic memory and executive 
functions. First, in addition to previous concepts new evidence emphasizes that 
the hippocampus itself has reciprocal connections with the associated cortex of 
the sensory systems so that bilateral lesions to hippocampus produce both retro-
grade and anterograde amnesia. Second, the anterior gyrus cingulus was shown to 
be involved in attention and error correction – elements of executive functions      9   .

In this book we consider the affective system as a complex of cortical and sub-
cortical structures interconnected with each other to form a functional structure 
that enables a subject to generate and to feel emotional and motivational reactions 
to external and internal stimuli ( Fig. 13.2   )      10   . Cortical structures of the affective 
system are orbito-frontal cortex, anterior cingulate cortex, the insular cortex, and 
somato-sensory cortical areas. Subcortical structures include the amygdala, ante-
rior hypothalamus, and ventral striatum (nucleus accumbens). 

FIGURE 13.1    The Papez circuit. (a) Schematic connections between anatomical structures of the 
circuit. (b) Medial view of the human brain with the structures of the Papez circuit colored in gray. 
Abbreviations: VLPF, ventro-lateral prefrontal cortex; DLPF, dorso-lateral prefrontal cortex; M, motor 
areas of the cortex; SS, somato-sensory cortex; PC, parietal cortex; V1, V2, V4, cortical areas in the 
visual system; IT, inferior-temporal cortex; EC, enthorinal cortex; Hip, hippocampus; MB, mamillary 
bodies of hypothalamus; A, anterior nucleus of the thalamus; VL, ventro-lateral nucleus of the thalamus; 
DM, dorso-medial nucleus of the thalamus.      
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    9  The variety of functions that are attributed to the limbic system raises the question is it useful to 
use the term limbic, or to consider memory, executive, and affective systems as separate entities. In this 
book we follow functional organization of the brain and consider these systems separate. Here we have 
to remind the reader that any anatomical structure often has not one but many functions, while a cer-
tain brain function is maintained by a complex system of many brain structures.    

    10  Note the affective system includes the Papez circuit as its major part.    
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As one can see most of the anatomical structures of the affective system are 
located deep in the brain. The  “internal ” location of the affective system makes it 
diffi cult to record electroencephalogram (EEG) correlates of its functioning from 
the scalp.   

  III.    PHYSIOLOGY 

  A.    Orbito-frontal cortex as a Map of Rewards and Punishers 

The orbito-frontal cortex (OFC) occupies the ventral part of the prefrontal cortex, 
including BA 11 and BA 47 ( Fig. 13.1 ). Sometimes, BA 10 is refereed to the OFC, 
but it is more often considered as a single entity – anterior frontal cortex. One of 
distinct features of the OFC is its interindividual variability. The OFC receives 
polimodal inputs from all sensory systems. Visual, auditory, and somato-sensory 
systems convey information about external world, about status of our body, deep 
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FIGURE 13.2    Anatomical structures of the affective system.   Abbreviations are Am, amygdala; Ac, 
nucleus accumbens (ventral striatum). Cortical structures: OFC, orbito-frontal cortex; ACC, anterior 
cingulate cortex; SS/Ins, somato-sensory and insular cortical areas. Other abbreviations as in  Fig. 13.1 .   
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tissues, and viscera. Fundamental phylogenetically primitive modalities, such as the 
chemical senses bring signals to the OFC about smell and taste thus signaling plea-
sure or danger of food and drink. The amygdala sends the emotion-related infor-
mation mostly associated with fear. The anterior cingulate cortex processes high 
level of cognitive and emotional information, especially when this information 
does not match the expected model. The OFC receives also pathways from other 
areas of the affective system, such as the hypothalamus. In addition, as any prefron-
tal cortical area, the OFC is self-regulated by means of the basal ganglia thalamo-
cortical loop with the nucleus accumbens as the main part at the striatal level      11    .

One of the most important symptoms of the OFC selective damage is a lack 
of effect      12   . In their textbook  “An introduction to brain and behavior, ” Bryan Kolb 
and Ian Whishow described a patient who underwent a  frontal leucotomy. As the 
authors report, the fi rst thing that was noticed in this patient was a lack of emo-
tion, and any sign of facial emotional expression. The patient was quite aware of 
her emotional defi cit by saying that she no longer had any feelings about things or 
other people, she felt empty, much like a zombie. Patients with OFC damage are 
also impaired in identifying social signals such as emotional expressions of facial 
reactions and voice intonation (prosodity)   . In addition, they exhibit profound per-
sonality changes, problems with self-conduct, social inappropriateness and irre-
sponsibility, and diffi culties making decisions in the context of their everyday life. 

Meta-analysis of functional magnetic resonance imaging (fMRI) and positron 
emission tomography (PET) studies      13    showed that the OFC can be considered 
as a mapping instrument that represents rewards and punishers in a spatial (and, 
probably, temporal) pattern of activation of the cortex (see  Fig. 13.3   ). The medial 
part of the OFC maps the reinforcers (rewards). Its close position and strong con-
nection with the anterior cingulate cortex indicates that the medial part of the 
OFC plays a critical role in organizing behavior to approach rewards. The lateral 
part of the OFC maps the punishers. Its close position and strong connection with 
the lateral prefrontal cortex indicates that it might play an important role in sup-
pressing behavior that is associated with punishers. According to this view, patients 
with damage in the OFC lost the ability to map effectively rewards (what is desir-
able) and punishers (what must be avoided) and consequently lost their ability to 
make appropriate decisions between selecting rewards and avoiding punishers. 

    11  Recall that this basal-ganglia thalamic circuit is coined as the Limbic circuit with a function 
mediating regulation of emotions and motivations.    

    12  A classic example of the OFC lesion (that also included damage in the anterior cingulate cortex is 
the case of Phineas Cage, whose frontal lobes were penetrated by a metal rode. After the accident Cage 
became a different person whose emotional processing and decision making had changed dramatically.    

    13  Kringelbach and Rolls in their recent review of the functions of the human OFC performed 
a large meta-analysis of neuroimaging studies showing that different subregions of the OFC have 
different functions.    
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  B.    Positive Affect, Negative Affect, and Monitoring 

It looks like that rewards and correspondingly positive emotional reactions to them 
constitute one dimension of the features of the affective system, while punish-
ers and correspondingly negative emotional reactions to them constitute another 
dimension ( Fig. 13.4   ). These two dimensions seem to form the neuronal basis of 
temperament     14   . However if we consider temperament in a more broader sense as 
refl ecting not only emotional, motivational tendencies but also monitoring these 
affective states, we have to include another dimension ( Fig. 13.4 ) – monitoring 
emotions, motivations, and drives      15     . The last dimension is actually an attribute of 
the executive system described in detail in the previous chapter. As was shown in 
previous chapter, the monitoring operation of the brain is maintained by a com-
plex system with anterior cingulate cortex as a critical element. The dorsal part of 
the anterior cingulate cortex is involved in monitoring cognitive actions such as 

    14  Do not mix temperament with personality. Temperament is mostly an attribute of the affective 
system, while personality is a broader term associated with combined attributes of all brain systems 
including affective, executive, attentional, sensory, and memory systems.    

    15  These dimensions are very close to three fundamental dimensions of temperament – negative 
affectivity, positive affectivity, and constrain – introduced in a recent review of neurobiological basis 
of temperament by Sarah Whittle and her colleagues from University of Melbourne, Australia (Whittle 
et al., 2006).    

To ACCTo LPFC

Punishers reinforcers Punishers

FIGURE 13.3    Maps of reinforcers and punishers in the OFC. Meta-analysis of the functions of 
the OFC (Kringelbach and Rolls, 2004) showed that the medial part of the cortex is related to pro-
cessing reinforcers while the lateral part is related to processing punishers. The analysis also indicates 
that complex or abstract reinforcers (such as monetary gain and loss) are represented more anteriorly 
while less complex reinforcers such as taste are represented more posteriorly.    
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goal directed behavioral patterns and thoughts. In analogy with the monitoring 
concept of the dorsal anterior cingulate cortex we can suggest that the ventral part 
of this cortical area is associated with monitoring emotions. 

Individuals high on positive affect are biased to experience a wide range of 
positive emotions such as joy, happiness, enthusiasm, and pride. Because of con-
nection of the reinforcement-related activations of the OFC with the anterior 
cingulate cortex which monitors behavior the subjects high on positive affect are 
mostly engaged into active and positive social and family behavior. Some types of 
depression might be associated with low levels in this scale. 

Individuals high on negative affect are biased to experience a wide range of 
negative moods such as fear, anxiety, sadness, and guilt. Because of the connection 
of the punishment-related activations to the lateral prefrontal cortex which inhib-
its behavioral patterns the individual high on negative affect are prone to avoid 
social communication and inhibit new and unknown endeavors. Anxiety, as a psy-
chiatric disorder, might be associated with high values in this dimension. 

Individuals high on monitoring dimension can effectively control their emo-
tions and affective impulses, they have ability to wait (and sometimes for a long 
time) for gratifi cation and reward. Individuals high on this dimension may be 
described as hard-working, persistent, reliable, and responsible. In contrast, indi-
viduals low on this index are impulsive and offensive, can not wait for reward and 

Monitoring

Depression

Anxiety

Addiction

Positive affect

Negative affect

FIGURE 13.4    Three independent characteristics of affective system. Three characteristics (positive 
affect, negative affect, and monitoring) are schematically presented as a 3D space. A neutral emotional 
state corresponds to the origin of coordinates. Depression, anxiety, and addiction can be represented in 
this space (marked by gray color).    
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live in a moment. Addiction, as psychiatric disorder, seems to be associated with 
low level in this monitoring dimension. There is a general agreement that tem-
peramental dimensions are genetically determined, are observed in infancy      16   , and 
preserve across life span with moderate modulation by environmental factors. 

The important functional feature of the orbital cortex is that as any frontal area 
it is self-regulated by means of the basal ganglia thalamo-cortical circuit. The cor-
tical areas of the OFC are topographically mapped into distinct areas of the ventral 
striatum with a part called the nucleus accumbens. The neurons in the striatum are 
connected by strong lateral inhibitory connections that perform a  “winner takes 
all” operation. Because of this lateral inhibition the activation of a certain repre-
sentation (say the one of reinforcers) in the OFC would inhibit the representation 
of the opposite one (say the one of punishers). It indicates that any bias in emo-
tional state (depression or mania) may be associated with a dysbalance of activa-
tion/inhibition at the cortical-basal ganglia network. 

  C.    Asymmetry in Maps of Emotions? 

The other important feature of the OFC concerns brain asymmetry of representa-
tions of emotions. In spite of extensive literature regarding MRI, fMRI, and PET 
indexes of brain asymmetry      17    we did not fi nd any convincing evidence in favor of 
asymmetrical (left–right) distribution of the negative and positive emotions within 
the OFC, but there is an abundant evidence showing lateralization of negative and 
positive emotions in the lateral prefrontal cortex. The idea of lateralization of the 
affective system fi rst came from clinical observation that lesions in the left pre-
frontal cortex are more often associated with induced depression in comparison 
to lesions in the right side      18   . The role of hemispheric laterality in emotion had 
become a source of debate for decades. 

In 1993 Richard Davidson of the University of Wisconsin has proposed that 
the left frontal regions may be more active during the experience of approach-
related (i.e., positive) emotions and the right frontal regions may be more 
active during the experience of withdrawal-related (i.e., negative) emotions, or, 

    16  Except monitoring dimension, which evolves later in life due to delayed maturation of the exec-
utive system of the brain.    

    17  Brain asymmetry has been observed in animals and humans in terms of structure, function, and 
behavior. This lateralization is thought to refl ect evolutionary, hereditary, developmental, experiential, 
and pathological factors. We recommend a recent review of asymmetry studies by Arthur W. Toga and 
Paul M. Thompson (2003).    

    18  In a study of Morris et al. (1996) patients with lesions involving left hemisphere prefrontal or 
basal ganglia structures had a higher frequency of depressive disorder (9/12; 75 per cent) than other 
left hemisphere lesions (1/12; 8 per cent) or those with right hemisphere lesions (5/17; 29 per cent), 
p       �      0.002.    
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simplifying, the left hemisphere responds mostly to positive events, while the right 
hemisphere responds predominately to negative events. 

Because the power of the EEG alpha band has been found to be inversely cor-
related to activation of the corresponding region of the brain, Davidson and his 
colleagues have contended that anterior alpha asymmetry measurements refl ect 
relative differences in activity between the left and right hemispheres. Frontal 
alpha asymmetry has been found to be relatively stable over several week and 
months, enabling Davidson (Wheeler et al., 1993; Davidson, 1995)  to suggest that 
this measurement refl ects a trait-like tendency to respond differentially to positive 
(i.e., approach related) and negative (i.e., withdrawal-related) stimuli. Davidson 
and his collaborators have conducted several studies for providing support for this 
suggestion. They recorded baseline EEG from normal subjects, who then viewed 
fi lm clips designed to elicit either amusement and happiness, or fear and disgust. 
They found that frontal EEG asymmetry was a stable characteristic of individu-
als and predicted positive affective responsivity, negative affective responsivity, and 
affective valence following presentation of the fi lm clips. Asymmetry, however, was 
unrelated to baseline mood      19   .

  D.    Amygdala 

Amygdala is a relatively small nucleus that lies deep inside the anterio-inferior 
region of the medial temporal lobe      20   .  Amygdala could be considered as an interface 
between sensory world      21    and emotions. Amygdala receives sensory information 
through the hippocampus from polimodal areas of the temporal and parietal cor-
tex, extracts memories stored in the amygdala, and sends the results of the extrac-
tion to the prefrontal cortex through the dorso-medial nucleus of the thalamus. 

Recordings in the human amygdala show that many neurons in it respond 
to unpleasant stimuli and few to pleasant stimuli. So the amygdala can be better 
described as a structure detecting threat or potential punishment and thus gen-
erating negative emotions such as fear and anxiety, in other words amygdala is 

    19  Because alpha EEG power is inversely correlated with metabolic activation in the corresponding 
region of the brain, Davidson and his colleagues proposed the alpha asymmetry measurements as an 
index of relative differences in activity between the left and right hemispheres. This theory initiated 
a neurofeedback protocol for treatment depression called alpha asymmetry protocol (see Part III for 
more details).    

    20  The concept of amygdala as a nucleus is a simplifi cation. The structure and function of this part 
of affective system are better expressed in the notion of extended amygdala (Heimer and Van Hoesen, 
2006). The extended amygdala consists of central and medial amygdaloid nuclei and their extensions 
to the subpalidal region and along the arc of the stria terminalis which link the centromedial amygdala 
to the bed nucleus of stria terminalis. The extended amygdala represents a strategic system that receives 
the polimodal input and coordinates activities in multiple regions of the limbic lobe.    

    21  The main part of the sensory input to the amygdala comes from the visual and auditory systems.    
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supposedly to determine negative affective dimension. Patients with lesions in the 
amygdala do not feel fear and anger      22   .

  E.    Medial and Anterior Nuclei of the Thalamus 

Lesions or stimulations of the medial dorsal and anterior nuclei of the thalamus are 
associated with changes in emotional reactivity. However, these nuclei do not gen-
erate emotions by themselves but rather transfer emotion-related information to 
the prefrontal cortex. Indeed, the medial dorsal nucleus transfers the information 
from the amygdala to the OFC, while the anterior nuclei transfer the information 
from the mamillary bodies of the hypothalamus to the cingulate gyrus. It should be 
noted that the anterior thalamus lacks a sheet of neurons that surrounds the thala-
mus – the reticular nucleus. This anatomical feature seems to play an important 
role in the affective system. Indeed, the absence of the anterior part of the reticular 
nucleus is manifested in a lack of feedback inhibition that is provided by inhibi-
tory neurons of the reticular nucleus. Thus a lack of inhibition leads in inability to 
block the fl ow of emotion-related information to the prefrontal cortex. Whatever 
happens in the outside world the emotional meaning will reach the cortex      23   ! 

  F.    Hypothalamus 

Hypothalamus lies very deep in the brain, represents a small (less than 1 per cent 
of the human brain volume) nucleus without any selected direction of aligning 
neurons. Consequently the hypothalamus does not generate a collective local fi eld 
potential that could be reliably recorded on the surface. This structure (at least 
some parts of it) regulates many fundamental programs such as keeping the body 
temperature, eating, drinking, and sexual behavior. Lesions of the hypothalamic 
nuclei interfere with several vegetative functions (such as thermal regulation, hun-
ger and thirst) and some of the so-called motivational behaviors (such as sexuality, 
combativeness…). 

The hypothalamus also plays an important role in emotion. Recall, that many 
of brain structures have not one but many functions. This is true for the hypothala-
mus. Indeed, lateral parts of the hypothalamus is involved in emotions such as plea-
sure and rage, while the median part is associated with aversion, displeasure, and 

    22  Antonio Domasio in his book  “The feeling of what happens ” describes a patient who lost amyg-
dala on both sides. Describing this patient he writes  “ …  there was nothing wrong whatsoever with 
S’s ability to learn new facts.  … Her social history, on the other hand was exceptional. To put it in the 
simplest possible terms, I would say the S approached people and situations with a predominately posi-
tive attitude. ” In this patient, and in others with similar damages, the memories for fear and anger seem 
to be missing, at least for auditory and visual stimuli.    

    23  Recall that a mother can be awaked from a deep sleep even by a brief cry of her child.    
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a tendency to uncontrollable and loud laughing. However, in general terms, the 
hypothalamus has more to do with the expression (symptomatic manifestations) of 
emotions than with the genesis of the affective states. 

  G.    Ventral Part of the Anterior Cingulate Cortex 

As was shown in the previous chapter the anterior cingulate cortex is divided into 
two parts affective (ventral) and executive (dorsal). For example, stimulation of the 
ventral part produced intense fear or pleasure, whereas electrical stimulation of the 
more dorsal part produced a sense of anticipation of movement. As far as emotions 
concern, the ventral part of the cingulate cortex participates in emotional reaction 
to pain, as well as in regulation of aggressive behavior      24.   The anterior cingulate 
cortex also receives a strong projection from the amygdala, which probably relays 
negative, fear-related, information. 

  H.    Neuroimaging Patterns of Emotions 

Antonio Domasio and his colleagues from University of Iowa College of Medicine 
in 2000 carried out a series of PET experiments aimed at investigating the neuro-
biological basis of emotion and feeling (Damasio et al., 2000). Subjects recalled 
and re-experienced personal life episodes marked by sadness, happiness, anger, or 
fear while were placed in PET scans. The results show that all emotions engaged 
structures related to the affective system including the insular cortex, secondary 
somato-sensory cortex, cingulate cortex, and nuclei in brainstem tegmentum and 
hypothalamus      25   . These activation patterns provide distinctive  “perceptual land-
scapes” of the organism’s internal state, while differences among those landscapes 
constitute the critical rationale why each emotion feels different. 

Note that the low time resolution of PET does not allow analyzing temporal 
patterns of brain activation during separate stages associated with emotional reac-
tions, feelings, and monitoring emotions. EEG and ERPs appear to present a tool 
that would enable us to study neuronal correlates of distinct stages of information 
fl ow in emotions. However, the anatomical evidence indicates that the most of the 
cortical structures of the affective system lie deep in the brain and, consequently, 

    24  Wild animals, submitted to the ablation of the cingulate gyrus (cingulectomy), become totally 
tamed.    

    25  For example, sadness induced bilateral, but asymmetric, activations of the insula cortex and the 
mixed activation–deactivation pattern in the cingulate cortex (activations anterior, deactivations pos-
terior). Happiness induced activation of the right posterior cingulate cortex and suppression of the 
anterior third of the left cingulate, activation of the left insula cortex and the right secondary somato-
sensory cortex.    
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can generate relatively week potentials at the scalp. In addition, nuclei of the affec-
tive system do not reveal a predominant orientation of neurons (such as pyramidal 
cells in the cortex) and provide small potentials outside the nuclei. 

  I.    Frontal Midline Theta Rhythm and Emotions 

However, in some subjects the activity from the cingulate cortex still can be reli-
ably recorded from the surface of the head. A large body of EEG data shows that 
the anterior cingulate is the source of a so-called frontal midline theta rhythm      26   .
This rhythm is manifested in short bursts of 5–8    Hz EEG signal recorded with 
maximal amplitude near Fz. This signal appears when the subject is performing 
a task requiring focused concentration and its amplitude increases with task load. 
When the subject is restless and anxious, the signal is reduced or eliminated; when 
the anxiety is relieved with drugs, the signal is restored. Sometimes, the frontal 
midline theta is associated with relief from anxiety. These data indicate that the 
anterior cingulate cortex is involved in regulating emotional state from restless 
anxiety to focused relaxation. This is also consistent with the common experience 
that focusing on a cognitive problem relieves anxiety      27   .  

  IV.    STAGES OF REACTIONS OF AFFECTIVE SYSTEM 

The consecutive stages of processing emotionally signifi cant stimulus are sche-
matically represented in  Fig. 13.5.    The critical structures in this processing are: the 
areas in the temporal and parietal cortex that are responsible for recognition of 
face expressions and body movements, amygdala, ventral striatum (nucleus accum-
bens), and OFC that maps the stimulus into 2D space with one axis of negative 
affect (punishment) and the other axis of positive affect (reward); motor cortical 
areas that automatically react with emotional (body and face expression) response, 
somto-sensory and insular cortex that correspondingly map sensory-motor infor-
mation of emotional reaction from face/body and visceral organs, and anterior 
cingulate cortex that by comparing the expected action and the real one gener-
ates a signal that through the motor part of the cingulate cortex modifi es further 
behavior by escaping the punishment or approaching the reward. 

    26  Recall that the incidence of frontal midline theta-emitting subjects reported by Japanese research 
groups is about 11–43 per cent depending on age.    

    27  This fact can be explained by close location of the affective and executive parts of the anterior 
cingulate cortex. It appears that activation of the one part (say executive) of the anterior cingulate cor-
tex due to the lateral inhibition at the level of the basal ganglia inhibits the other part (emotional) of 
the anterior cingulate cortex, and vice versa.    
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The stages can be classifi ed into the representation (sensation) stage, the emo-
tional reaction stage, the feeling stage and the monitoring (correcting) stage. 
In more detail the stages are as follows: 

  A.    Sensation 

Neuronal impulses generated by a stimulus almost simultaneously reach the amyg-
dala     28    and the primary visual cortex. This is an early stage of a simple sensation of the 
stimulus. 

    28  The short connections between ascending activation system and amygdala enable it to react in 
the punishers with short latencies which is important for survival in some dangerous situations.    

FIGURE 13.5    Stages of information processing in the affective system. See explanations in the text.          
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  B.    Emotional Reaction 

The visual information is processed in temporal      29    and parietal areas and reaches 
the motor cortex. It is also processed by hippocampus and from the hippocampus 
and the earlier stages of sensory processing reach the amygdala, OFC, and ventral 
striatum. This is a stage in which the stimulus is decomposed into spatial pattern 
in correspondence to the 2D affective space: positive affect and negative affect. 
This is also a stage in which motor system reacts (partly automatically) to the 
decomposed emotional stimulus. 

  C.    Feeling Stage 

During this stage information about emotional reaction reaches the somato-sensory 
cortex and insular. These cortical areas map the external (body/face) and internal 
(visceral) emotional reactions into distinct representations corresponding to distinct 
feelings such as feeling of happiness or feeling of joy      30   .

  D.    Monitoring Stage 

Finally, the expected emotion and the real emotional reaction are compared with 
each other in the anterior cingulate cortex. The results of this comparison opera-
tion via the motor part of the anterior cingulate cortex drive the body to avoid 
this discrepancy or to stay longer in the current state.   

  V.    SEROTONIN AS MEDIATOR OF AFFECTIVE SYSTEM 

In general, we know that brainstem nuclei modulate information processing in 
the brain systems. As far as the affective system concerns especially high concen-
trations of mediator – serotonin (5-hydroxytryptamine; 5-HT) are found in the 
anatomical structures of this system. In line with this evidence, central serotonin-
ergic    neurons and receptors are targets for a variety of therapeutic agents used in 
the treatment of disorders of the affective system. 

    

    29  The fusiform gyrus of the temporal lobe, for example, plays a critical role in face discriminations 
and extracting emotional expressions from face images.    

    30  So, by simply changing the expression of our face (say by smiling) we can perceive the emotion 
of happiness. I recall a story about a Tibetan monk who treated depressive states by forcing patients to 
smile. However, happiness is represented not only in face expression, but also in alterations of heart 
rate, speed of breathing, and other so-called visceral processes. These processes are mapped in a separate 
cortical areas including insular cortex.    
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  A.    Functioning and Dysfunctioning of Serotoninergic System 

The serotoninergic projections arise primarily from the dorsal and median raphe 
nuclei. They are composed of two distinct serotoninergic systems differing in their 
electrophysiological characteristics, topographic organization, morphology, as well 
as sensitivity to neurotoxins and perhaps psychoactive agents ( Fig. 13.6   ). The thin 
varicose axon system arises from the serotoninergic cell bodies within the dorsal 
raphe nucleus with fi bers that branch profusely in their target areas. They mostly 
innervate the prefrontal cortex, nucleus accumbens, amygdala, and ventral hip-
pocampus. The thick, non-varicose axon system arises from the serotoninergic 
cell bodies within the median raphe nucleus with fi bers that mostly innervate 

FIGURE 13.6    The dual serotoninergic system innervating the forebrain. Designed on the basis of 
data from Hensler (2006).    
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hypothalamus and dorsal hippocampus      31   . The serotoninergic modulation of the 
affective system suggests the monoamine hypothesis of depression. Indeed, several 
antidepressant drugs increased synaptic concentrations of serotonin, while reser-
pine, a catecholamine depleting drug, could cause depression-like symptoms.   

  VI.    SUMMARY 

From psychological point of view, the affective system adds a new dimension (emo-
tions/motivations) to our perceptions and actions. This new feature regulates the 
whole behavior by seeking for positive emotions and avoiding negative emotions. 
From information point of view, the affective system is designed to reinforce the 
trace of events that are crucial for human survival in association with emotional 
meaning of the events. Anatomically, the affective system is a group of cortical and 
subcortical structures that are intimately interconnected with each other to provide a 
subject with ability to generate and to feel emotional reactions in response to sensory 
stimuli. Physiologically, some of these structures (such as the orbito-frontal cortex 
and amygdala) map external and internal sensory stimuli into categories of emo-
tionally meaningful stimuli: rewards, punishments, motivations, and drivers, some of 
the structures express emotional reactions (such as face expressions) in response to 
the emotionally meaningful stimuli, and, fi nally, some of the structures (such as the 
insular cortex) are responsible for feelings of the emotional reactions and states. In 
1993 Richard Davidson of the University of Wisconsin has proposed that the left 
frontal regions may be more active during the experience of approach-related (i.e., 
positive) emotions while the right frontal regions may be more active during the 
experience of withdrawal-related (i.e., negative) emotions, or, simplifying, the left 
hemisphere responds mostly to positive events, while the right hemisphere responds 
predominately to negative events. Because power in the EEG alpha band has been 
found to be inversely correlated to activation of the corresponding region of the 
brain, anterior alpha asymmetry measurements might serve as an index of depres-
sion and anxiety at least in some type of patients. The information fl ow in the affec-
tive system is modulated by serotoninergic enervation from the raphe nuclei of the 
brain stem. Some antidepressant drugs increase synaptic concentrations of serotonin 
in the brain.                                                 

    31  There are several types of serotonin receptors: 5-HT 1A, 5-HT 2A. While 5-HT 1A receptor is found 
only in the raphe nuclei where it serves as an autoreceptor regulating the fi ring of serotoninergic 
neurons by inhibiting them, 5-HT 2A receptors are found in high density in most of the structures of 
the affective system. The action of serotonin in the extracellular space is terminated by the serotonin 
transporter (SERT).    



310

  I.    PSYCHOLOGY 

  A.    Types of Memory 

Few people know that the ancient Greeks, together with other arts, invented an 
art of memory, usually associated with  “mnemotechnics. ” In the ages before inven-
tion of printing technique this art was vitally important. Although nowadays we 
rely on memories stored in books, computers, and Internet, the importance of our 
own memory is diffi cult to overestimate. 

A major achievement of recent research on brain mechanisms of learning and 
memory is the recognition that there are several different types of memory involv-
ing different brain systems. One distinction can be made on the basis of temporal 
dynamics of the memory trace such as ultra-short (with duration of hundreds of 
milliseconds), short-term (with duration of several seconds), and long-term memo-
ries (up to periods comparable with life span). Long-term memories in turn can be 
divided into two broad categories depending on the type of stored information and 
neuronal mechanisms (see  Table 14.1   ). They are explicit and implicit memories. 

In general, explicit memory involves awareness of the memory whereas implicit 
memory does not necessarily involve being aware of the memory. Procedural 
memory as a type of implicit memory is based on learning and recalling motor 
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and cognitive skills. The distinction between implicit and explicit learning can be 
exemplifi ed in language      1   .

When an organism learns any information, a number of brain systems are 
engaged. However, in most cases there is one critical brain system, which when 
damaged causes permanent impairment in the particular form of learning and 

 TABLE 14.1     Types of long-term memories 

Category  Sub-category  What is the trace  Structures responsible 
for forming and storing 

 Declarative 
(Explicit)

Episodic Personal events  Hippocampus – sensory 
multimodal – prefrontal 

 Declarative 
(Explicit)

Semantic General facts without explicit 
reference to personal events 

 Hippocampus – sensory 
multimodal – prefrontal 

 Non-declarative 
(Implicit)

Procedural  Actions, such as speech 
production, or driving a car 

 Prefrontal cortex – 
basal ganglia–thalamic 
network 

 Non-declarative 
(Implicit)

 Instrumental 
and conditioned 
refl exes 

 Association memory between 
conditional stimuli on the 
one hand and unconditioned 
responses (such as to rewards, 
punishers…  ) on the other hand 

 Sensory multimodal 
cortical, cerebellum, 
amygdala 

 Non-declarative 
(Implicit)

 Priming * Activating parts of particular 
representations in memory just 
before carrying out an action 
or task 

 Probably short-term 
modifi cations in 
synaptic connection of 
neurons of the neuronal 
representations of the 
stimulus 

 Non-declarative 
(Implicit)

Habituation Non-associative memory trace 
resulted in decrease of response 
after repetitive presentation of a 
stimulus 

 Short-term depression 
in synapses 

*Priming is an experimental technique by which a priming stimulus is used to sensitize the neuronal 
representation of the stimulus to a later presentation of the same or similar stimulus. For example, when 
a subject reads a list of words that includes the word “memory”, and is later asked to name a word that 
starts with “mem”, the list “primes” the subject to answer memory.

    1  Memories for language can be divided into lexicon and grammar. The lexicon of the word-
specifi c knowledge is stored in the temporal–parietal–occipital lobe junction and represents an example 
of declarative memory. This type of declarative memory underlies the storage and use of knowledge of 
facts and events expressed in words. The lexicon memory is compromised by lesions in the left temporal–
parietal–occipital area and is known as Wernike aphasia. The grammar, which subserves the rule-
governed combining lexical items into complex sentences, depends on a distinct neural system that 
includes frontal, basal-ganglia, parietal, and cerebellar structures. It represents an example of procedural 
memory. The grammar memory is compromised by lesions in the left frontal areas and subcortical 
structures. This type of aphasia is known as Broca’s aphasia.    
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memory. Many readers will recall Lashley’s (1950) pessimistic conclusion from his 
series of experiments and stated in his famous article,  “In Search of the Engram. ”
In all respect to Lashley’s genius research, the existence of several different forms 
of memory with differing neuronal substrates was not recognized at his time nor 
were modern analytic techniques available then.   

  II.    DECLARATIVE MEMORY 

  A.    Anatomy 

A classic case of severe amnesia in H.M. patient      2   , indicates that the medial temporal 
areas play a critical role in consolidation of declarative memory. The medial tem-
poral structures are hierarchically organized ( Fig. 14.1   ): the hippocampal region is 
heavily connected with entorhinal cortex, which is strongly connected with both 
the perirhinal and parahippocampal cortices, which are in turn connected exten-
sively with temporal and parietal neocortical regions. The hippocampus in its turn 
projects to the mammillary bodies of the hypothalamus and anterior nucleus of 
the thalamus. The last two structures are impaired in another amnestic syndrome 
named Korsakoff ’s syndrome      3   . High resolution functional brain imaging that was 
used to examine activity in these small, closely spaced structures located deep in 
the brain showed activation of the above mentioned structures in memory tasks. 
Animal studies have replicated and extended human fi ndings, showing that the 
medial temporal lobe does not act as a single, homogenous structure in the forma-
tion of memories, but rather it functions through a complex interplay of many dis-
tinct subregions of the medial temporal cortex (see  Fig. 14.1 ), with each subregion 
making a separate contribution to memory formation. 

Modern view considers the medial–temporal complex as a complex system sub-
serving several related memory functions, including the encoding, consolidation, and 
retrieval of new memories. It should be stressed that memories themselves are stored 
in temporal–parietal–frontal areas while the hippocampus serves as a reference to the 
memories. Memories eventually become largely independent of the medial tempo-
ral lobe structures, and dependent upon neocortical regions. For example, declara-
tive memories of visual objects appear to be located in the  “ventral ” visual stream      4   .

    2  The patient H.M. underwent a surgical operation as a treatment for medically refractory epilepsy 
that included removing left and right medial temporal areas (including hippocampus). From that day 
forth he was unable to form a new declarative memory for even the most salient of events.    

    3  The Russian clinician Sergei Sergeievich Korsakov in 1887 was the fi rst to describe amnesia (both 
retrograde and anterograde) that were associated with nutritional (thiamine) defi ciency in alcoholics.    

    4  This type of declarative memory is rooted in inferior and lateral temporal-lobe structures and 
underlies the formation of perceptual representations of objects. These representations are associated 
with recognition and identifi cation of objects and the long-term storage of knowledge about objects. 
The ventral visual stream is thus a memory-based system, feeding representations into long-term 
(declarative) memory, and comparing those representations with new ones.    
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A familiar object, face or scene might spontaneously trigger a memory trace, 
but most acts of remembering begin with a goal-directed active attempt to recall. 
The areas of the prefrontal cortex seem to be involved in this active recall opera-
tion. Indeed, on the one hand the prefrontal areas receive highly processed sensory 
information from the posterior cortical areas, store plans of actions, and perform 
executive functions such as working memory, action selection, action initiation, 
and action suppression. On the other hand, through the top–down connections 
the prefrontal cortex is in position to activate memories associated with a given 
action. Neuropsychological data support this theoretical inference: patients with 
frontal lesions are signifi cantly impaired at free recall of memorized recent items      5   .
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FIGURE 14.1    Components of the episodic memory system. Abbreviations as in Fig. 13.1 and 13.2.    

    5  Moreover these patients are not using subjective organizational strategies, that is, healthy con-
trol subjects had a tendency to consistently group certain words together across retrieval trials (e.g., 
 “ spoon” and  “plate”), frontal patients did so to a lesser degree, in essence recalling the words in a more 
random fashion. Having these diffi culties with retrieval effort some of the frontal patients confabulate. 
This confabulation behavioral pattern is opposite to that typically observed in memory loss.    
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  B.    Encoding and Retrieval Operations 

Memory as a single entity is manifested in three separate stages: encoding, stor-
ing, and retrieval. Storing can be divided into short-term and long-term memo-
ries. Mechanisms of long-term memory (permanent storing) are usually studied 
by cellular biology with emphasis on structural changes in neuronal synapses. The 
mechanisms of short-term (or working memory were reviewed in Chapter 12). In 
this chapter we focus on encoding and retrieval operations. 

It is logical to suggest that to minimize efforts and resources memory is encoded 
and retrieved in the same areas that are responsible for presentation of sensory 
stimuli. Early evidence that sensory regions are associated with memory retrieval 
was obtained by Wilder Penfi eld from Neurological Institute of MacGill University 
in Montreal in 40–50    s (see for example, Penfi eld and Perot, 1963). Penfi eld electri-
cally stimulated regions of exposed cortex in awaked human patients undergoing 
surgery for epilepsy, and found that stimulation of regions of occipital and tempo-
ral cortex would sometimes elicit memories      6   , and that the sensory modality of the 
elicited memories varied depending on the region of cortex stimulated. 

The positron emission tomography (PET) and functional magnetic resonance 
imaging (fMRI) studies carried out in 1990s and later confi rmed this inference. 
They provided direct evidence indicating that metabolic activations in encoding 
and retrieving stages of memory tasks signifi cantly overlap with each other. For 
example, in a study by Wheeler et al. (2000) subjects memorized words paired with 
either sounds or pictures. At test, subjects were asked to recall whether the words 
had been previously associated with pictures or sounds, thus encouraging retrieval 
of vivid, modality-specifi c memories. Encoding resulted in increased activity in 
visual cortex (from calcarine to fusiform gyrus) for pictures, and in auditory cortex 
(from Heschl’s gyrus to middle temporal gyrus) for sounds. Retrieval of pictures 
from memory was associated with reactivation of visual cortex near fusiform gyrus, 
whereas retrieval of sounds was associated with bilateral superior temporal gyrus 
near secondary auditory regions. 

Retrieval operations were further decomposed into two sub-processes named 
as familiarity and recollection operations      7   . In a recent paper Michael Rugg and 
Andrew Yonelinas (2003) reviewed results from neuropsychological, event-related 

    6  In these electrical stimulation studies, regions of superior and middle temporal lobes were associ-
ated with auditory memories ( “I hear singing  … Yes, it is  White Christmas  ” ) whereas regions of more 
posterior temporal and occipital lobes were associated with visual memories ( “ …  I saw someone com-
ing toward me as if he were going to hit me ”).    

    7  To get the feeling of the difference between being familiar and being recollected, remember 
uncomfortable experience of recognizing a person as familiar, yet being unable to recollect any quali-
tative information about the person such as their name or where we met the person before. Such 
experiences suggest that recall from memory consists of two parts: (1) acontextual sense of familiarity, 
(2) recollection of detailed information about previous events.    
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potential (ERP), and functional neuroimaging studies to show that familiarity and 
recollection operations are supported by distinct neural mechanisms. 

  C.    Neuronal Model 

The most popular model of the hippocampus according to which the hip-
pocampus encodes and temporally stores the compressed index of an episode 
(McNaughton, 1989) was presented in Chapter 4    of this book (see Fig. 4.5). Briefl y, 
the sensory-related part of any episode is encoded in parietal–temporal lobes while 
the action-related part of the episode is encoded in the frontal lobe. Without the 
hippocampus, the trace of the episode in these areas can be kept only temporally 
in a form of reverberation of neuronal impulses in recurrent neuronal networks. 
Because of its electrical basis the temporal trace of the episode in the cortical neu-
ronal networks is very sensitive to interference. The hippocampus is a place where 
the two spatially distributed representations of the episode (posterior and frontal) 
converge into a single activation pattern. The hippocampal trace is associated with 
long-term chemically based potentiation induced by a burst of the theta rhythm 
and, for this reason, lasts for longer time intervals. So, the hippocampus serves as 
a temporally storage mechanism for the episode. The hippocampal representation 
later becomes active either in explicit recall, or in implicit processes such as sleep. 
This gives rise to reinstatement of the corresponding neocortical memory, resulting 
in long-term adjustments of neocortical connections – long-term memory.   

  III.    ACETYLCHOLINE AS MEDIATOR OF 
DECLARATIVE MEMORY 

  A.    Septum as an Extension of Cholinergic Ascending 
System

The core element of the episodic memory system is the hippocampus. The hip-
pocampus generates unique rhythms called the hippocampal theta rhythms. 
Generation of these rhythms is controlled by mediator acetylcholine (ACh). This 
mediator is produced in the septal nucleus and transported to the hippocampus 
via the septal–hippocampal pathway (Fig. 14.2). The intensity of cholinergic input 
to the hippocampus defi nes the amplitude of theta oscillations. It is important to 
stress here that the septum represents an extension of cholinergic ascending sys-
tem located in the nuclei of the brain stem and receives a strong activation input 
from the brain stem. 

The rest of the cortex excluding the hippocampus and including prefron-
tal, medial temporal, and insular cortical areas receives the cholinergic input from 
the nucleus basalis of Meynert. The basal nucleus in contrast to wide spread output 
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receives an input mostly from the limbic cortex and, consequently, can be considered 
as an interface between the limbic system and the entire cerebral cortex. The output 
of this nucleus is also directed to the reticular nucleus of the thalamus thus enabling 
the basal nucleus to modulate information fl ow through the thalamus to the cortex. 

There are nicotinic and muscarinic receptors      8    for acetylcholine. The musca-
rinic receptors are diffusely distributed over the brain with M1 receptor being 
excitatory and M2 receptor being inhibitory. Nicotinic receptors are found more 
selectively in the brainstem. 

    8  They are named so because of selectivity to the two alkaloids.    

FIGURE 14.2    Cholinergic pathways of episodic memory. The basal nucleus of Meynert (BN) and 
the septal nucleus (septum) represent an extension of cholinergic neurons of the ascending reticular 
formation in the brain stem. Cholinergic neurons of the septal area project to the hippocampus and 
related cortical areas, while cholinergic pathways from the basal forebrain project more diffusely to the 
prefrontal areas and to the reticular nucleus (Rt) of the thalamus.    
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  B.    Hippocampal Theta Rhythm and Long-Term 
Potentiation 

Theoretically, according to the scheme presented in  Fig. 14.2    acetylcholine can 
modulate the episodic memory trace by two mechanisms: (1) by enhancing ampli-
tude of theta rhythm in hippocampus and, consequently, by enhancing long-
term potentiation in this region, and (2) by activating broad areas of the cortex 
in response to behaviorally meaningful stimuli through activation of the basal 
nucleus      9   . Numerous experimental studies support this theoretical inference. The 
studies show that any type of pharmacological manipulation within the choliner-
gic system in healthy adults affect declarative memory. For example, acetylcholine 
esterase inhibitors      10    improve declarative memory      11   . In line with this, administra-
tion of scopolamine, an anticholinergic agent, is associated with impaired learning 
of novel face–name associations and reduced the blood oxygen level dependent 
(BOLD) signal in ventro-lateral prefrontal, inferior temporal, and hippocampal 
regions. Finally, administration of scopolamine in humans also reduced the frontal 
P3a     12    component of ERP responses to infrequently occurring deviant stimuli. The 
association between the P3a and the level of acetylcholine in the brain shows that 
enhancement of neuronal responses to novel or contextually deviant stimuli is con-
trolled by the cholinergic innervation.   

  IV.    ERP INDEXES OF EPISODIC MEMORY 

  A.     “ Old–New ” Effect in Recalling Stage 

There are several paradigms to study neurobiological basis of episodic memory. 
In all of these paradigms stimuli are presented during the memorization stage and 
tested during the recalling stage. Different imaging parameters such as fMRI, PET, 

    9  Recall that the basal nucleus receives most of its input from the limbic system thus forming an 
interface between the limbic system and the entire cortex.    

    10  Note that acetylcholine esterase reuptakes the acetylcholine molecules from the synaptic cleft 
and consequently prolongs the excitatory effect of this modulator of the memory system.    

    11  In contrast, systemic infusions of muscarinic cholinergic receptor antagonists produce an amnesic 
syndrome in humans, primates, and rodents. Disconnection of either the frontal or the temporal cortex 
from acetylcholine afferents leads to defi cits in visual recognition memory and object–reward associa-
tion learning. In addition, immunotoxic lesions of the basal nucleus lead to reductions in the level of 
acetylcholine in frontal and temporal cortices, the extent of which are correlated with concurrent 
behavioral impairments in a learning task.    

    12  In Chapter 2 of the Part II devoted to the Attentional networks we mentioned the inherent 
structural heterogeneity of neuronal networks generated P3a. The attentional networks are interlinked 
with the memory systems. Attention enhances the response to the selected source of information and 
thus creates necessary condition for encoding and memorizing the trace of stimulus. So, the other 
mediator to elevate P3a component is noradrenaline – the mediator of attentional networks.    
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scalp electroencephalogram (EEG) have been used in healthy subjects. In few rare 
cases, intracranial local fi eld potentials were recorded from electrodes inserted for 
diagnostic purposes into the brain of epileptic patients. 

During the recalling stage of the old–new paradigm the imaging parameters are 
measured for two types of the presented items. The fi rst type corresponds to the 
old items, that is, those items that were learned during the memorization stage. The 
second type of stimuli corresponds to the new items, that is, those items that are 
presented the fi rst time to the subjects. The difference between ERPs to the old 
and new items is called  “old–new ” effect      13    and sometimes named Dm effect. The 
ERP difference wave is distributed over the left temporal–parietal area (Allan and 
Rugg, 1997) indicating involvement of the sensory systems in storing the episodic 
memories. 

  B.     “ Remembered–Forgotten ” Effect in Encoding Stage 

In the remembered–forgotten effect the imaging parameters are fi rst measured dur-
ing the encoding stage in which stimuli that will be memorized are presented. For 
example, EEG and ERP parameters are measured during the encoding (not recall-
ing stage as in the old–new paradigm) for stimuli that are subsequently remembered 
or forgotten. The difference between the parameters is known as the  “remem-
bered–forgotten ” effect. There are only few studies including intracranial record-
ings that dealt with this effect. The results of the studies are schematically presented 
in Fig. 14.3   . As one can see, the remembered stimuli (1) elicit stronger responses 
in hippocampus, (2) higher coherences in gamma band between rhinal cortex 
(the polimodal entrance to the hippocampus) and the hippocampus, and (3) larger 
amplitude of scalp-recorded theta      14      oscillations.   

  V.    PROCEDURAL MEMORY SYSTEM 

  A.    Action-Related Memory Versus Sensory-Related 
Memory 

The procedural memory system      15    is implicated in learning new composite actions. 
It is also involved in controlling the acquired sensory-motor and cognitive actions. 
Examples of sensory-motor actions are as follows: driving a car, playing tennis, 

    13  The effect has never been described in ERPs elicited by old items incorrectly endorsed as new 
(misses), or by new items incorrectly judged old (false alarms). It therefore appears to be unrelated 
either to stimulus repetition per se, or merely to decision- or response-related factors.    

    14  The functional role of hippocampal theta in memory formation see in Chapter 4.    
    15  Note that we use the term  “procedural memory ” to refer only to one type of implicit, non-

declarative, memory system (see  Table 14.1 ).    
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performing a piano, writing and typing, articulating words, singing …Such actions 
are also called skills, habits, routines      16   . The actions are mostly compound ones 
consisting of more simple actions that have been previously learned. One of the 
tasks of the procedural memory is to coordinate and to learn a complex sequence 
of simple actions. As we learned earlier, the brain could be roughly divided into 
two interconnected but separate parts: the sensory-related and action-related 
(executive) systems      17   .  To simplify, we can say that the episodic memory is associated 
with the sensory-related system while the procedural memory is associated with 
the action-related system. 

  B.    Anatomy of Procedural Memory 

The action-related parts of brain deals primarily with actions. As is shown in 
Chapter 12 the striatum receives the input from anterior part of the cortex and 

    16  I recall my good friend, a famous actor, used to say that all actors in their performance explore 
routines, templates and that a good actor differs from a bad one simply by the number of routines he 
or she learned in a class.    

    17  Recall that the sensory-related part (sensory systems, attentional networks, and, partly, affective 
system) deals primarily with sensory information, stores this information in distinct element named 
chunks. The sensory-related memory system needs a special element – the hippocampus. Using the 
chunk metaphor we can say that the hippocampus creates the chunks associated with sensory episodes. 
The chunks are maintained in this system for a certain period of time before it is consolidated in the 
frontal–temporal–parietal areas of the cortex. Encoding the chunk into the hippocampal system needs 
a relatively short time that corresponds to a few oscillations of hippocampal theta rhythm.    

FIGURE 14.3    Remembered–forgotten effect. EEG responses to stimuli that will subsequently be 
remembered (a) or forgotten (b). Top – scalp-recorded EEG theta rhythms in healthy subjects. Middle – 
gamma coupling between rhinal cortex and hippocampus in epileptic patients with implanted elec-
trodes. Bottom – intracranial ERPs from hippocampus in epileptic patients. Schematic representation 
of results from Klimesch (1999) (top), Fell et al. (2001) (middle), and Fernández et al. (1999) (bottom).      
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forms a map of actions. Acquiring a new action needs rearrangement of the map 
of actions. The mechanisms of these rearrangements represent the basis of proce-
dural memory. So, procedural memory critically depends on the basal ganglia and 
related structures. 

Procedural memory, unlike episodic memory, does not need a separate system 
for encoding and consolidating event. Memories reside in the executive system 
itself. An engram of procedural memory represents slowly changing synaptic con-
nections in the executive system ( Fig. 14.4   ). The system includes positive and neg-
ative loops in the frontal–basal ganglia–thalamo-cortical circuits. So, besides the 
executive functions the basal ganglia are involved in learning sensory-motor con-
tingencies, organization of sequential movements, reinforcement-based learning 
(including emotionally competent award-based learning), motor planning partic-
ularly if it involves precise timing, and multiple motor programs      18   . In addition to 
the executive system of the cerebrum the procedural memory appears to include 
the cerebellum (not shown in our scheme in  Fig. 14.4 )     19   .

    18  I recall a Parkinsonian patient in a clinic of the Institute of the Human Brain with severe impair-
ments in learning a simple GO/NOGO task. It was impossible for him to learn a simple contingency: 
to press a button to GO cues and to withheld from pressing to NOGO cues.    

    19  The cerebellum has additionally been implicated in coordination of complex implicit and 
imaginative hand movements and in mental rotation. The cerebellum has important timing functions, 
and seems to be involved in coordination sequences of actions. Similar to the basal ganglia, the cer-
ebellum projects via the thalamus to frontal cortex, with each cerebellar region projecting to particular 
frontal regions.    

FIGURE 14.4    Pathways of procedural memory. The basal ganglia (1) map actions widely distrib-
uted in the frontal–parietal cortex, (2) project to the thalamus through direct and indirect pathways (a), 
(3) via the thalamus project back to the frontal lobe (b).      
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  C.    Basal Ganglia and Language 

As we know from Chapter 12 the basal ganglia receive mapping projections 
from frontal–parietal–temporal areas which are parallely processed in segregated 
circuits. These parallel circuits have the same network structure and perform the 
same general functions such as action selection, action initiation, and action sup-
pression. For example, Broca’s area is projecting to the striatum in the similar 
way as other cortical areas. This indicates that the basal ganglia participate in all 
functions ascribed to Broca’s area including procedural learning of grammatical 
rules      20   . It seems logical that damage to Broca’s area produces a common diffi culty 
known as agrammatism. For those patients speech is diffi cult to initiate, it is non-
fl uent, labored, and halting while language is reduced to disjointed words with 
great diffi culty to construct an appropriate sentence      21     . Similar speech disturbances 
are observed in damage or electrical stimulation of all parts of the basal ganglia 
thalamic circuits. For example, George Ojemann, a scientist from University of 
Washington, reported that electrical stimulation of the dominant ventro-lateral 
thalamus can produce defi cits in language processing that are not seen after sim-
ilar stimulation of the non-dominant ventro-lateral thalamus. The nature of the 
language defi cit varies, depending upon the location of the stimulation site 
(Johnson and Ojemann, 2000)      22   .

  D.    Gradual Memorization 

Unlike fast encoding subserved by the declarative memory system, learning in the 
procedural memory system is gradual and needs many associations of the contex-
tual information with the acquiring action. Recall of how long it took you to learn 
to play tennis or drive a car and compare it with a few seconds event, such as a car 
accident, that was imprinted in your episodic memory for ever. In the same way 
recalling from the episodic memory is associated with conscious recollection and 
takes at least few hundred milliseconds depending on the type of sensory informa-
tion. Recalling from a procedural memory is faster and could be done without any 
conscious recollection, automatically. 

    

    20  A child learns the grammar of his mother language from the environment gradually and with-
out efforts. However, when we learn a new language it takes us tremendous efforts to acquire a new 
vocabulary, but the most diffi cult is to use grammatical rules in fl uent speech.    

    21  For example, this is how a Broca’s aphasic patient is trying to explain how he came to the hos-
pital: Yes …ah…Monday …er…Dad and Peter H …(his own name), and Dad ….er…hospital…and
ah… Wednesday …Wednesday, nine o’clock …and oh …Thursday …ten o’clock, ah doctors …two …an’
doctors …and er …teeth…yah. (Goodlas and Geschwind, 1976).    

    22  A Russian Professor Vladimir Smirnov (with whom the author worked for 15 years) wrote a 
book “Stereotactic neurology ” (Smirnov, 1976) where he summarized his observations during electri-
cal stimulation of subcortical sites in patients with electrodes implanted for diagnosis and therapy.    
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  E.    ERP Correlates of Recalling from Procedural Memory 

ERP correlates of recalling from procedural memory in comparison to conscious 
recollecting are presented in  Fig. 14.5   . Recalling from procedural memory is pre-
sented by the frontal lateralized P2 component elicited by GO cues in the two 
stimulus visual GO/NOGO task. An example of conscious recollection is pre-
sented by P3b component which we associate with engagement operation (see 
Chapter 12). As one can see recalling from episodic memory is at least 100    ms faster 
than conscious recollection of the event.   

  VI.    MEDIATORS OF PROCEDURAL MEMORY 

Theoretically we can separate two main mediators of the procedural memory sys-
tem – (1) dopamine that is transported to the striatum from the substantia nigra 
and (2) acetylcholine that is produced by specifi c cholinergic cells within the stria-
tum itself ( Fig. 14.6   ). These two mediators modulate information fl ow in the basal 
ganglia. The dopamine from the substantia nigra changes the threshold of excita-
tion of the striatal neurons while the acetylcholine produced by a certain type of 
neurons within the striatum itself activates or deactivates the neighboring output 
neurons of the striatum      23   .

The following studies support this theoretical inference. Parkinsonian patients with 
depletion of dopamine in the striatum display a lower performance on procedural 
learning tasks supporting the involvement of dopamine in the procedural memory. In 
a recent study Yasuji Kitabatake from Kyoto University Faculty of Medicine and his 
colleagues (Kitabatake et al., 2003) showed that selective ablation of cholinergic neu-
rons in the striatum impairs procedural learning in the tone-cued T-maze memory 
task thus supporting the involvement of acetylcholine in episodic memory. 

  VII.    SUMMARY 

There are several different types of memory which involve different brain systems. 
One distinction can be made on the basis of temporal dynamics such as ultra-short 
(hundreds of milliseconds), short-term (several seconds), and long-term memo-
ries (up to periods comparable with life span). Long-term memory in turn can be 
divided into two broad categories depending on the type of stored information and 
neuronal mechanisms. They are explicit or declarative memory (which in turn is 
divided into episodic and semantic subtypes) and implicit or procedural memories 
(which is divided into procedural memory, instrumental, and conditioned refl exes). 

    23  Recall that dopamine has been viewed in this book as the main mediator of the executive system 
while acetylcholine has been viewed as the main mediator of the episodic memory system.    
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FIGURE 14.5    Recalling from procedural memory is faster than conscious recollection of stimulus. 
Two independent components in response to GO stimuli in the two stimulus GO/NOGO task are 
contrasted – (a, b) the component representing recall from the episodic memory and (c, d) the compo-
nent associated with conscious recollection of the GO event. The subjects trained 20 trials before the 
testing and performed the task with few errors. The fi rst component is generated in the premotor cor-
tex of the frontal lobe, while the second component (P3b) is generated in the parietal cortex. For each 
component, topography, s-LORETA image, time dynamics and age dependence in a sample of over 
800 healthy subjects of age 7 to 89 are depicted in the same way as in Fig. 10.7. ERPs are taken from 
the HBI normative database.          
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The declarative memory system includes hippocampus and related structures such as 
the mammillary bodies of the hypothalamus and the anterior nucleus of the thalamus. 
PET and fMRI studies show co-activation of these areas in encoding and retrieving 
stages of episodic memory. Hippocampal theta rhythm samples the encoding infor-
mation into chunks that are memorized due to long-term potentiation of hippocam-
pal neurons.  “Old–new effect ” of the recalling stage and  “remembered–forgotten ”
effect of the encoding stage constitute ERP correlates of the episodic memory. 
The power of the theta rhythm is modulated by mediator acetylcholine. This media-
tor is produced in the septal nucleus and transported to the hippocampus via sep-
tal–hippocampal pathway. The procedural memory system is associated with learning 
new motor and cognitive actions and critically depends on the basal ganglia and 
related structures. Recalling from the procedural memory is faster than recalling 
from the episodic memory. The recalling from procedural and episodic memories 
are refl ected in different ERP components elicited in response to GO cues of the 
GO/NOGO task. There are two main mediators of the procedural memory system: 
dopamine that is transported to the striatum from the substantia nigra and acetyl-
choline that is produced by specifi c cholinergic cells within the striatum itself.               
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FIGURE 14.6    Mediator pathways of procedural memory. The main (projection) neurons of stria-
tum (the core element of the procedural memory shown in black color) receive dopaminergic input 
from the substantia nigra and cholinergic input from local cholinergic neurons of the striatum itself.    



  I.    INFORMATION PROCESSING IN NEURONAL 
NETWORKS 

  A.    Analytic Approach 

One way of studying information fl ow in the brain is an analytic approach. The 
main idea of the approach is to decompose a complex system to elemental parts 
and to analyze those parts separately      1   . The analytic approach has been used with a 
good success in studies of the sensory systems. This approach considers perception 
as a brain operation that can be separated from movement. Moreover, perception 
is viewed as a sequence of  computational operations performed by neurons located at 
different hierarchical levels of sensory information processing. 

The basics of this analytic approach in studies of information processing in the 
brain were laid down in the late 1950s when several laboratories employed the method 
of recording impulse activity of single neurons and explored how those neurons 

                                           Methods: Neuronal Networks and 
Event-Related Potentials   
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 C H A P T E R  1 5 

    1  The analytic approach is opposed to the synthetic approach which studies how new properties of 
complex systems emerge as the result of collective behavior of the elements of the systems.    
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respond to stimuli in different modalities. Hubel and Wiesel      2    became famous for 
their pioneering research in visual modality, Vernon Mountcastle – for his research 
in somato-sensory modality. Their approach extended the concept of receptive fi eld 
introduced by Steve Kuffl er in 1950s. Kuffl er described the organization of receptive 
fi eld of ganglion cells in retina in a form of ON center OFF periphery circles and 
introduced the concept of lateral inhibition. Hubel and Wiesel showed that receptive 
fi elds in the primary visual cortex (area V1) were more complex having elongated 
ON and OFF regions and enabling neurons to respond selectively to orientation of 
visual lines and to spatial frequencies of 2D gratings. 

When the properties of single neurons were roughly described researchers 
were inspired by the idea to study how interaction of single neurons in the brain 
would allow the emergence of new properties such as memory, gestalt recogni-
tion, and even consciousness. Mathematical and computational models of neu-
ronal structural and functional organization appeared as a theoretical, synthetic 
approach in neuroscience. This approach was laid down by MacCalloch and Pits 
in 1943 and was coined  “neuronal networks ”      3   .

  B.    Networks with Lateral Inhibition 

Lateral inhibition is a structure of a network in which neurons inhibit their 
neighbors (see  Fig. 15.1a   ). This type of neural nets was fi rst discovered by Keffe 
Hartline and his colleagues at Rockefeller University in their studies of the com-
pound eye of the horseshoe crab,  Limulus.

Neurons in the network receive input  Fi ( x), where  x is a coordinate of a par-
ticular neuron. They send inhibitory connections to neighboring neurons with 
weight distributed according to a function  W ( y       �       x).  W is called a connectivity 
function and shows how the strength of connections between neurons changes at 

    2  Torsten Nils Wiesel and David H. Hubel received in 1981 the Nobel Prize in Physiology and 
Medicine, for their discoveries in information processing in the visual system. In one experiment they 
recorded impulse activity of neurons in the primary visual cortex of an anesthetized cat while pro-
jected different patterns of light and dark on a screen in front of the cat. They discovered that some 
neurons fi red rapidly when presented with lines of a certain angel. These responses were quite differ-
ent from responses of neurons in the retina and the geniculate body of the thalamus. Hubel and Wiesel 
called the cortical neurons that reacted to lines as  “simple cells. ” Other neurons, which they termed 
 “ complex cells, ” responded best to lines or gratings positioned at a certain angle and moving in a cer-
tain direction. Further, Hubel and Wiesel showed that different types of neurons in the visual cortex 
are not randomly scattered over the cortex but instead form organized columns, slabs (e.g., occular 
dominance or orientation columns).    

    3  Simulation of neuronal networks is a dynamically evolving approach in neuroscience. This 
approach has two goals: (1) to build up a general theory of information processing in the brain and 
(2) to apply theoretical fi ndings to practical applications in computer science (approach called neuro-
computing) as well as in technical vision, robotic sensoring, etc.    
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a distance between them. Usually this distribution is modeled by a Gaussian (nor-
mal) distribution (see formula below), which has two parameters: amplitude  A  
and radius of action σ, where large  A means a higher peak, large  σ means a 
broader spread of the Gaussian curve. 

W y x A y x( )� � � � exp( ( ) / )2 2σ       

  C.    Spatial Filtration in Neuronal Networks 

If a cell linearly transfers the input to the output (it is a good approximation when 
potentials of membrane of neurons are kept near the threshold), then for the out-
put function f  o(x) of a neuron at a location  x we can write the following equation: 

f x k f x w x y f y yo i o( ) [ ( ) ( ) ( )d ]� � �∫    

   sign ( �) before the integral means that the cells receives inhibitory connections 
from neighboring neurons,  fo is the output signal,  k is the coeffi cient of transfor-
mation of the input signal to the output signal.   

In a spatial frequency domain (using the so-called convolution theorem) this 
equation looks like: 

F k F W Fo i o( ) [ ( ) ( ) ( )]ω ω ω ω� �    

   Where  F ( w ) is a Fourier transform of a function  f ( x ).   
 Solving this equation, we get: 

F kF kWo i( ) ( )/( ( ))ω ω ω� �1    

FIGURE 15.1    Spatial fi ltration in the neural net with lateral inhibition. (a) Structure of a neural 
net with lateral inhibition. Circles schematically depict neurons. Each neuron in location  x receives the 
input I( x) and sends inhibition to neighboring neurons. (b) Amplitude–frequency characteristic of the 
response of the network to sinusoidal (sin      ω  x) inputs. Vertical axis –  Fo(ω)/Fi(ω)A – output/input ratio, 
Horizontal axis –  ω – spatial frequency of the input. The broader is the lateral inhibition (thin line) the 
sharper is the amplitude–frequency characteristics.      
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   In other words, this type of network with lateral inhibition works like a high fre-
quency fi lter – it suppresses the low frequencies and leaves the higher frequencies.   

 The Fourier transform for the Gaussian function is: 

W ( )  exp( / )ω πσ ω σ� �√2 4 2 2 2π    

   So, if the lateral inhibition is local, then  σ is small and fi ltration is quite ineffective 
because besides low frequencies it suppresses the higher frequencies. If the lateral 
inhibition is global it effectively suppresses only low frequencies ( Fig. 15.1b ).   

This type of network seems to be implemented in the striatum with its long-
distance inhibitory interconnections. Thus, we can suggest that the striatum (the 
input structure of the basal ganglia)      4    can be considered as a fi lter. This fi lter is mod-
ifi ed during procedural learning and thus can be tuned for mapping newly learned 
actions. 

  D.    Enhancing Higher Spatial Frequencies in Visual System 

One of the functions of the neural net with lateral inhibition is to enhance (to get 
it more prominent) the most remarkable information. In the frequency domain 
the enhancement of the important information looks like suppression of low fre-
quencies of the spatial signal. The low frequencies are of less importance because 
in the visual modality they are associated with information about general lumi-
nosity of the visual scene. The high frequencies of the spatial signal are associ-
ated with small details of the image which are crucial for recognition of complex 
objects. The functioning of the network with lateral inhibition can explain some 
visual illusions (see, e.g.,  Fig. 15.2   ). 

A more realistic, two layer network is presented in  Fig. 15.3   . In this network 
together with lateral inhibition there is also a lateral excitation. If the radius of 
inhibition is wider, then we get enhancement of the specifi c frequencies defi ned 
by the following equations: 

The output function f  o ( x) of a neuron at a location  x in the case of the net-
work presented in  Fig. 15.3  is defi ned by the following equation: 

f x k f x w x y f y y w x y f y yo i i o( ) ( ) ( ) ( )d ( ) ( )dex in� � � � �∫∫⎡
⎣⎢

⎤
⎦⎥    

   In the frequency domain this equation can presented as follows:   

F kF kW F kW Fo i o o( ) ( ) ( ) ( ) ( ) ( )ex inω ω ω ω ω ω� � �    

    4  Recall that the striatum receives inputs from the cortex. At the cortical level representations of 
distinct actions are overlapped with each other but on the striatal level they become segregated (for 
the experimental evidence see Chapter 12).    
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   That gives the following relation between the input and output:   

F kF k W Wo i( ) ( )/[ ( ( ) ( )]in exω ω ω ω� � �1    

   The dependence of the output/input function on the frequency of the input signal 
is presented in  Fig. 15.3  at right. One can see that the network with combination 
of lateral inhibition and lateral excitation with a smaller radius of connectivity per-
forms as a band fi lter that enhances the signal only in a relatively narrow band of 
frequencies. All through the visual pathway, but especially at the retina and lateral 
geniculate body – the early stages of visual information processing – lateral inhi-
bition mechanisms enable us to enhance the most remarkable information about 
sensory images.    

FIGURE 15.2    Example of lateral inhibition (Mach band) in the visual system. (a) The Mach 
image – the luminosity changes as follows: the outside annular area is white, the inner circle is black, 
and between them brightness changes linearly. We perceive, however, a brighter narrow ring at the 
outside border and a darker narrow ring at the inside border. (b) The perception curve that is obtained 
if we apply the spatial fi lter of the lateral inhibition to the image.      
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FIGURE 15.3    A neural net with lateral inhibition and lateral excitation. The interplay between 
excitation and inhibition produces an amplitude–frequency characteristic depicted at the right.    
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  E.    Canonical Cortical Circuit 

There exists a widely accepted general model of the neuron such as Hodgkin-
Huxley      5    model but so far there is no model of the cortex that would be admitted 
by most of neuroscientists. However, many of them do except the basic idea that 
cortical circuits are organized in recurrent excitatory and inhibitory pathways and 
that that this organization leads to a number of important emergent properties. 
This general model was fi rst proposed by Rodney Douglas and Kevan Martin in 
1989 (Douglas et al., 1989; Douglas and Martin, 1991) and is known as a canoni-
cal cortical circuit ( Fig. 15.4   ). 

According to this model, four populations of cortical neurons interact with each 
other. One population is inhibitory, GABAergic neurons, and three other are excit-
atory representing stellate cells of layer IV, pyramidal neurons in superfi cial (layer 
II, III) and deep (layer V and VI) pyramidal cells. According to the model, inhibi-
tion and excitation are not separable events. Only interplay between inhibition and 
excitation provides the cortex with its unique characteristics. Synchronous electrical 
activation of neurons in the cortex inevitably set in motion a sequence of excitation 
and inhibition events. The temporal form of this response depends on the cortical 

    5  The Hodgkin-Huxley model of neuron is a set of non-linear differential equations that describe 
how action potentials in neurons are initiated and propagated. Alan Lloyd Hodgkin and Andrew 
Huxley won in 1963 the Nobel Prize in Physiology or Medicine for this work they had done in 1952.    

Layer II, III, IV

Layer V, VI

Thalamus

FIGURE 15.4    Canonical cortical circuit. Block diagram of a circuit that successfully models the 
intracellular responses of cortical neurons to stimulation of thalamic afferents. Three populations of 
neurons interact with each another: one population is inhibitory neurons (gray circles), and two are 
excitatory neurons (white circles), representing superfi cial (layers II and III) and deep (layers V and VI) 
pyramidal neurons. The layer IV spiny-stellate cells (layer IV) are incorporated with the superfi cial group 
of pyramidal cells. Neurons within each population receive excitatory inputs from the thalamus. Self-
regulating feedback connections are not shown. Adapted from Douglas and Martin (1991).    
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layer in which the neuron is located. The temporal dynamics of excitation/inhibi-
tion seems to be refl ected in positive/negative components of event-related poten-
tials (ERPs). 

  F.    Inhibition as Cause of High Frequency Oscillations 

As one can judge from  Fig. 15.4  excitatory connections dominate in the cortical 
canonical circuits. These excitatory connections are reciprocal ones forming posi-
tive feedback loops which serve as a basis for reverberation of activity within local 
neuronal circuits. Indeed, the more the excitatory neurons fi re, the more they send 
postsynaptic potentials to the neighbor neurons, that is, the more neurons are depo-
larized, and consequently the more they discharge. These excitatory interconnections 
induce a kind of avalanche behavior – exponentially increasing activity of neurons. 

This avalanche is stopped by inhibitory connections. Inhibitory neurons hyper-
polarize neighbor neurons and prevent them from fi ring. So, neurons stop fi ring for 
a period of inhibitory postsynaptic potentials, start fi ring again when the inhibi-
tion decays, and so on. This temporal sequence of excitation followed by inhibition 
produces oscillations with a frequency defi ned by the duration of inhibitory post-
synaptic potentials      6   . Intracellular recording of Douglas and Martin combined with 
ionophoresis of GABA agonists and antagonists showed that intracortical inhibition 
is mediated by GABA A and GABA B receptors. The GABA A component occurs in 
the early phase of the impulse response. It is refl ected in the strong hyperpolariza-
tion that follows the excitatory response and lasts about 50    ms. This type of hyper-
polarization probably is refl ected in oscillations of about 20    Hz which is in the beta 
frequency range. The GABA B component occurs in the late phase of the response, 
and is refl ected in a sustained hyperpolarization that lasts some 200–300    ms. 

  G.    Synaptic Depression as Source of Low Frequency 
Oscillations

The other source of preventing avalanche behavior lies in synaptic depression. The 
synaptic depression is a more slow process in comparison to the duration of inhib-
itory postsynaptic potentials. It lasts a few hundreds of milliseconds (400–500     ms). 
Consequently, the synaptic depression, in theory, can produce oscillations in delta 
frequency band. In our laboratory in 1990s we modeled behavior of the realistic 
neuronal network with interconnections imitating synaptic depression. In com-
puter simulations it was shown that under certain conditions the network starts 
producing oscillations with a frequency defi ned by the time constant of synaptic 

    6  As was shown in Part I, Chapter 3, the interplay between excitatory and inhibitory processes within 
the canonical cortical circuit forms a basis for beta oscillations.    
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depression      7   . A result of these studies is presented in  Fig. 15.5   . One can see that 
the network of cells interconnected by synapses exhibiting depression in course of 
continuous stimulation can produce oscillations. The frequency of the oscillations 
is determined by the time constant of the synaptic depression. 

  H.    Canonical Cortical Module 

In 1980s in our laboratory we developed a mathematical model of a so-called 
canonical cortical module (Kropotov and Kremen, 1999). The basic idea was a sug-
gestion that the cortex is organized in small modules      8   . Each module corresponds 
to approximately a 500   �   500 square microns cortical area. The module is sup-
posed to exhibit the full array of operators that are implemented in the primary 
visual cortex. These operators include encoding all orientations and all possible 
spatial frequencies which are extracted in the cortical area at a given eccentricity. 
The model relies on the following basic principles of cortical organization: 

  1.    Opponent Cell Principle : According to this principle neuronal circuits include 
opponent cells selectively encoding complementary (opponent) features of 
the input. An example of opponent neurons is given by a pair of ON and 
OFF segregated channels in the retino-geniculo-striate system. The ON 
and OFF channels include neurons that are selectively excited in response 
to the two opponent features of the visual image: lightness for ON cells      9   ) 
and darkness for OFF cells. 

  2.    Assembly Principle : According to this principle, cells with similar features 
are gathered into assemblies. Examples of such assemblies are found in 
somato-sensory, auditory, and visual cortical areas. In the striate cortex eye 
dominance slabs have a form of parallel bands, while spatial frequency slabs 
are organized in the pinwheel patterns. 

  3.    Canonical Cortical Circuit Principle : The principle states that different parts 
of the same cortical area (such as the primary visual cortex) have the same 
basic microcircuitry. Several components and connections dominate in 

    7  It is not clear, however, if such conditions can be met in real cortical networks. We can only 
speculate that in the case of a disconnection of the cortical area from the thalamus (induced, e.g., by 
tumor) these conditions are met and the corresponding cortical area starts generating rhythmic activity 
in a low (delta) frequency band.    

    8  The organization of modules may depend on the location of the cortical area and may be differ-
ent for the primary visual area and the inferior temporal cortex. Our goal was to simulate information 
processing in the primary visual cortex. I was inspired by the work that in those days was performed 
in the laboratory of Vadim Gleser at the Pavlovian Institute of Physiology in St. Petersburg. In his stud-
ies he showed the existence of opponent sub-fi elds in receptive fi elds of simple and complex cells in 
the visual cortex of cats. He also suggested that these cells perform local Gabor transformations of the 
retinal image.    

    9  Lightness (darkness), by defi nition, is a local incremental (decremental) deviation in luminosity 
from the averaged global luminosity.    
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FIGURE 15.5   Neuronal network oscillations associated with synaptic depression. A neuronal net-
work with synaptic depression is simulated on the computer. Fifty neurons with strong lateral con-
nections compose the network. (a) Changes of membrane potentials of all 50 neurons. Note that they 
almost synchronously exceed the threshold of their membranes. (b) Averaged discharge rate of neurons. 
Note periodic bursts of spikes (Kropotov and Ponomarev, unpublished data). 
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most cortical areas. They are summarized in a so-called canonical cortical 
circuit (see  Fig. 15.4  above). 

  4.   Modular Principle:   According to this principle the cortical areas are divided 
into modules with the same internal structure. In 1974, Hubel and Wiesel 
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were the fi rst to introduce the concept of the hypercolumn as the elementary 
functional unit of the visual cortex      10   .

Taking into account these principles, we can construct a basic architecture of 
the canonical cortical module in the primary visual cortex. As one can judge, the 
principles do not provide a unique solution of the cortical organization. It is quite 
possible that different visual areas (such as areas 17, 18, 19) are organized in a dif-
ferent manner for a better performing of their specifi c functions. One of the solu-
tions is presented in  Fig. 15.6   .

Let us describe the basic operations performed by the canonical cortical mod-
ule in Fig. 15.6 . An input signal at the retina is described as a function  s ( x,y ). 
According to the  opponent cells principle at the level of the thalamus, the input 
activity is encoded by activation of two channels of opponent cells. For simpli-
fi cation of further calculations, let us defi ne a new variable:  S ( x,y )       �      s ( x,y )       �   
s  average (where  s  average is a luminosity averaged over the whole retina and  S ( x,y ) 

    10  The hypercolumn represents all set of possible orientations in the corresponding local visual fi eld. 
The hypercolumns are organized in the repetitive fashion within the visual cortex.    

FIGURE 15.6    The canonical cortical module. (a) Layers of the canonical cortical module. R – retina, 
LGB – the lateral geniculate body of the thalamus, In 1…In4 – the layers of inhibitory neurons within the 
cortex, S1…S4 – the layers of cortical simple cells, C – the layer of complex cells. (b) – the distribution 
of ON and OFF cells in an inhibitory layer of the canonical cortical module – a pinwheel mosaic. White 
color defi nes locations of neurons that receive inputs from the ON channel, black color defi nes locations 
of neurons that receive inputs from the OFF channel. ON neurons respond with activation to a light 
spot in the image, while OFF neurons respond to a dark spot of the image. Adapted from Kropotov and 
Kremen (1999).      
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determines the fl uctuation of a local input activity  s from an average background 
activity  s  average. Then, the ON channel encodes  S ( x,y), if  S ( x,y )        
     0. The OFF 
channel provides excitatory signal for a local decrease in  S ( x,y), that is, it encodes 
| | , if S x y S x y S x y( , ) ( , ) ( , )� � � 0          11   .

We further suggest that at the thalamic level ON and OFF cells have uniform 
distribution located in two different layers. When the outputs of the ON and OFF 
cells converge in the cortex in the inhibitory layer, according to the  assembly prin-
ciple, they form a specifi c mosaic. Theoretically, many different ON/OFF mosaics 
might be suggested. Among all possible spatial patterns here we describe the pin-
wheel pattern ( Fig. 15.6b )     12   .

According to the  canonical cortical circuit principle the excitatory cells in the corti-
cal layer of simple cells receive positive inputs directly from the thalamic neurons 
and inhibitory inputs from the cortical inhibitory cells. We simulated a model with 
four pinwheel layers of inhibitory neurons, shifted in relation to each other by  π/2. 
The densities of inhibitory neurons distributed in four different layers In i ( i     �   1…4) 
are represented as follows: 

n i
n i

i

i

In( )on

In( )off

sin( / )
sin( / )

� � �

� � �

1 2
1 2

ω π
ω π

ψ
ψ (15.1)

    

   where  ω – circular frequency determining the number of  “pins” in the mosaic; 
ψ  – polar angle of inhibitory neuron in the plane In i.  

Each module has also four layers of simple cortical neurons (S i, i      �     1…4) and 
one layer of complex cortical neurons (C). The cells in the complex layer inte-
grate inputs from the corresponding cells in the four simple cells layers. The com-
plex cells layer is considered as the output layer of the canonical cortical module. 

  I.    Gabor Filtration in the Canonical Cortical Model 

We do not want to present here all mathematical transformations that we made, 
but the mathematically advanced readers can produce a fi nal formula by them-
selves. This formula represents the output of the complex cell layer in dependence 
on the retinal input. Using this formula, we obtained spatial frequency and orienta-
tional characteristics for complex neurons located in different parts of the module. 

    11  Note that brain uses both ON and OFF channels instead of one because information is conveyed 
within the nervous activity by discharge rate of neurons which is of a positive value.    

    12  Several years later after our publication of the pinwheel modular organization of the cortex, the 
iso-orientation domains were explored in primary visual cortex of monkey by newly developed optical 
imaging. High-resolution maps revealed that the most prominent organizational feature of orientation 
preference was a radial arrangement, forming a pinwheel-like structure surrounding a singularity point 
(Bartfeld and Grinvald, 1992). Thus these experimental fi nding confi rmed our theoretical solution.    
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These characteristics are presented in  Fig. 15.7   . One can see that the canonical 
cortical module performs a spatial frequency decomposition of the input by map-
ping different frequencies and orientations into spatially separated different output 
areas of the module. 
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FIGURE 15.7    Spatial frequency and orientational selectivity of complex cells in the canonical 
cortical module. (a) Spatial frequency characteristics of a complex neuron – response of the neurons 
with different polar radii to sine-wave gratings of different spatial frequencies  ω. (b) Orientational 
characteristics of a complex neuron – response of the neuron to different orientations ( ψ) of the input 
grating. Adapted from Kropotov and Kremen (1999).      
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  J.    Texture Encoding by the Canonical Cortical Module 

The model of the canonical cortical module can be used in different practical 
applications in computer vision. One of the apparent properties of the model is that 
it performs a piecewise Gabor decomposition of input textures      13   . In our computer 
simulations we tested the model by using different textures as inputs and observed 
the output as activity of the complex cells ( Fig. 15.8   ). As illustrated in  Fig. 15.8 ,
different textures (that remarkably overlap at the input level) are mapped into dis-
tinct (non-overlapping) parts of the canonical cortical module. 

From the above, we can generalize that neural nets with complex spatial patterns 
of excitation and inhibition can perform complex spatial fi ltrations of the input sig-
nal and can map overlapping inputs to non-overlapping outputs. In the visual cortex, 
small (500   �   500 squared microns) modules perform local Gabor decomposition of 
visual images. This inference of the model is supported by numerous experimental 
studies of receptive fi elds of neurons in the primary visual cortex. 

  K.    Hierarchical Organization 

Information fl ow within the cortex is hierarchically organized. For example, dur-
ing viewing a behaviorally meaningless visual object, the sensory information 
propagates through the hierarchically organized cortical system from the primary 
sensory areas to the higher cortical regions. The latencies of neuronal responses in 
different areas of the visual hierarchy have been experimentally measured in mon-
keys. In a study by Mathew Schmolesky and his colleagues from Utah University 
(Schmolesky et al., 1998), onset latencies from many primate visual areas using the 
same experimental and analytical techniques were obtained. The results demon-
strated that the two major functional streams in the primate visual system respond 
with quite different latencies. Neurons in the dorsal stream that arises from the 

FIGURE 15.8    Texture discrimination by the canonical cortical module. (a) Input textures. (b) The 
complex layer outputs of the canonical cortical module for the corresponding textures. Adapted from 
Kropotov and Kremen (1999).      

Input textures

(a)

Output activations of complex cells

(b)

    13  A texture is considered as a set of elements fi lling a surface in a more or less periodic manner. 
Thus the texture itself can be interpreted as a superposition of small elements with different spatial fre-
quencies and orientations.    
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magnocellular neurons in distinct layers of the lateral geniculate body of the thala-
mus deal mostly with perception of spatial relationships and motion      14    and respond 
with shorter latencies than neurons in the ventral stream. Neurons in the ventral 
stream arise from the parvocellular neurons in the layers of the lateral genicu-
late body distinct from the magnocellular layers. The neurons in the ventral visual 
stream deal mostly with object recognition and color coding and respond with 
longer latencies. 

  L.    Feedforward and Feedback Connections 

The hierarchically organized dorsal and ventral streams in addition to feedforward 
synaptic connections conveying information from  “the bottom to the top ” have 
strong feedback connections returning information from  “the top to the bottom. ”
The feedforward and feedback connections can be distinguished by the cortical lay-
ers from which they originate and in which they terminate, as illustrated in  Fig. 15.9   .

Lower cortical area
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VI
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Feedforward

From thalamus
Feedback

To subcortical
structures

FIGURE 15.9    Cortical feedforward and feedback connections. Left and right – correspondingly 
lower and higher level cortical areas with numbers depicting layers of the cortex. Feedforward con-
nections are depicted in thin lines. Feedback connections are depicted in thick lines. See explanations 
in the text.    

    14  This pathway is also feeding information to the frontal and parietal lobe visual areas (including 
eye fi elds) for navigation and manipulation with visual objects.    
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The feedforward connections between two cortical areas (the low level and the 
high level) are formed by the axon projections of pyramidal cells from the lower 
cortical area to the higher cortical area. These projections terminate predomi-
nantly in layer IV of the higher region (as do inputs from the thalamus). The main 
targets for these feedforward projections are spiny-stellate cells which, in turn, tar-
get the basal dendrites of pyramidal cells in layers II and III. 

The feedback connections between the two cortical areas are formed by the 
axon projections from pyramidal cells in the layers V and VI of the higher corti-
cal area. These projections terminate mainly in layers I and VI of the lower corti-
cal area and also terminate at the subcortical structures, such as basal ganglia. The 
main targets of the feedback projections terminating in layer I are the apical den-
drites of pyramidal cells with somata in layers II, III, and V      15   .

As one can see, cortical regions tend to be reciprocally connected by feedfor-
ward and feedback connections. This type of connectivity is called recurrent or 
re-entrant (according to Edelman, 1987      16   ) pattern. Despite of the fact that these 
connections are known since early years of neuroscience, the functional meaning 
of the feedback connections is not clear. There are many speculations regarding 
their role. One of those speculations suggests that that the top–bottom connec-
tions are critical for attention and working memory. The other speculation about 
the role of feedback connections in the visual pathway concerns the enhancement 
of contrast in fi gure background separation. 

  M.    Refl ection of Recurrent Connections in ERPs 

In monkey, average latencies of neuronal responses of the visual system vary from 
76 to 110    ms depending on cortical location. These latencies are smaller than 
the peak latencies of components in ERPs recorded from the human brain. In 
Fig. 15.10    we present independent components (and their s-LORETA images) 
extracted from a set of ERPs computed for healthy adult subjects (selected from 
the Human Brain Institute Database) in response to presentation of irrelevant 
visual stimuli. The peak latencies of average neuronal responses to visual stimuli 
in monkey are presented in ovals. Although the comparing results were obtained 
in different groups (monkeys and humans) and different techniques (measuring 

    15  Recall, that negative slow cortical potentials recorded from the scalp during anticipation of the 
sensory stimulus or the prepared action considered in Chapter 1, Part I as the results of such feedback 
connections. Through these connections neurons at the higher cortical areas depolarize the apical den-
drites and form the sink (negativity) for electrical current in the superfi cial layers of the cortex.    

    16  Gerald Maurice Edelman (the Nobel Prize in Physiology or Medicine in 1972 for his work on the 
immune system) proposed a theory of consciousness which he named Neural Darwinism or The Theory 
of Neuronal Group Selection (Edelman, 1987, 1993). The basic concept of his theory is  “re-entrant sig-
naling. ” According to his view the re-entrant signaling is more than a feedback process that corrects 
errors, it is also a mechanism capable of constructing new groups of neurons responsible for actions.    
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impulse activity of single neurons on monkey and using independent component 
analysis     17    in human) the comparison is very useful from didactic point of view. 
First, we see that a ERP independent component is a sum of positive and nega-
tive fl uctuations refl ecting sequential involvement of excitatory and inhibitory 
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FIGURE 15.10    Latencies of hierarchical information processing in the visual system. Middle – 
schematic representation of the dorsal and ventral streams in the visual system with the average laten-
cies of neuronal responses in milliseconds to visual stimuli. Average latencies are obtained from monkey 
experiments of Schmolesky et al. (1998). Latencies are schematically depicted near the corresponding 
thalamic or cortical area in thick ovals. For comparison 3D s-LORETA images and time dynamic of 
independent components are depicted. The independent components are extracted from array of 576 
ERPs computed for healthy subjects in response to the second stimulus in PP-pair in the two stimulus 
visual GO/NOGO task. Peak latencies of main fl uctuation in ERPs are depicted near the correspond-
ing components.    

    17  For details see section in Methods, Part II below.    
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postsynaptic potentials in the cortical areas. It should be noted that the polarity 
of components depends on three factors: (1) on type of postsynaptic potentials 
(excitatory or inhibitory) that are dominant in the given time interval, (2) on 
location, and (3) orientation of the cortical surface that produces the correspond-
ing component a well as (4) on the cortical layer in which postsynaptic potentials 
are generated. Although these factors are diffi cult to estimate, it is a temptation to 
associate positive parts of the visual-related components with excitatory postsyn-
aptic potentials while negative parts of the components with inhibitory postsynap-
tic potentials. Second, it is diffi cult to estimate onset latencies from ERPs because 
we can reliably measure only peak latencies of the ERP components which might 
be longer than average latencies of responses of impulse activity of neurons. Third, 
and the most important, negative fl uctuations in ERP components do refl ect dif-
ferences in the speed of information fl ow in the ventral and dorsal streams – the 
dorsal stream responds faster than the ventral stream.   

  II.    NEUROTRANSMITTERS AND 
NEUROMODULATORS 

  A.    Fast Transmitters 

As we learned in this part of the book, information processing in the brain is per-
formed by means of transformation of spike activity of the presynaptic neurons to 
slower fl uctuations of membrane potentials      18    of the postsynaptic neurons. In its 
turn information processing can be divided into two different classes of neural net 
operations: information fl ow and information modulation      19   . These two operations 
are maintained by two different classes of neuromediators. They are fast acting and 
slow acting mediators. These two classes of mediators play different functional roles 
in information processing. 

Neuromediators that are responsible for information fl ow are fast in their action 
(Fig. 15.11   ). They are named neurotransmitters, because it takes them a few mil-
liseconds to bind to receptors of the postsynaptic membrane and to transmit the 
information. These receptors are usually ligand-gated channels. They open very fast 
in response to a presynaptic signal. So, in a few millisecond time window after 
arriving of a spike to the terminal of the presynaptic neuron the fl ux of ions of the 
postsynaptic neuron is gated (opened or closed) by the neurotransmitter binding 

    18  Such as postsynaptic excitatory and inhibitory postsynaptic potentials.    
    19  Information fl ow is the fast process of transformation of activity of presynaptic neurons to activ-

ity of postsynaptic neurons. This process is modulated by slower processes in membrane potentials 
which are united in this book under a common name of modulatory processes, or simply, information 
modulation.    
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to the postsynaptic membrane. Two examples of such  “fast acting ” are given by 
mediators glutamate and gamma-aminobutyric acid (GABA)      20   .

  B.    Slow Modulators 

Neuromediators that are responsible for information modulation are slower in 
action ( Fig. 15.11 ). It takes them hundreds of milliseconds or even several seconds 
to change the membrane potential of the postsynaptic neuron. They are usually 
called neuromodulators to emphasize the fact that the function of these mediators 

    20  Glutamate is a common excitatory neurotransmitter in the brain. It activates Na      �      channels on 
the postsynaptic membrane and depolarizes it. GABA is a common inhibitory neurotransmitter. It 
activates Cl – channels and hypopolarizes the membrane. These two neurotransmitters relay sensory 
information about the external and internal milieu to hierarchically organized sensory cortical areas 
and are also responsible for execution of actions in response to the constantly changing internal and 
external conditions.    

Transmitter Synaptic cleft

Ion channel

Modulator

(a)

FIGURE 15.11    Neurotransmitters and neuromodulators. (a) Schematic presentation of action of 
the two types of neuromediators. In both cases the neurotransmitter is released in the synaptic cleft 
by arriving of spike to the presynaptic terminal. Both neurotransmitter and neuromodulator open the 
corresponding ion channel. However, action of the neuromodulator is much longer that the action of 
the neurotransmitter. (b) Time dynamics of postsynaptic potentials induced by correspondingly the 
neurotransmitter and the neuromodulator.      
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is to modulate (to change slowly) the action of fast acting transmitters. The action 
of neuromodulators can be longer (but weaker) than action of the fast acting neu-
rotransmitters because the cascades that they trigger can last for days. Examples of 
neuromodulators are monoamines (such as norepinephrine, dopamine, and sero-
tonin), acetylcholine, and neuropeptides      21   .

  C.    Modulator Systems 

There are four modulator systems in the brain: the cholinergic, noradrenergic, 
serotoninergic, and dopaminergic systems. All of them are characterized by the 
following common features: (1) they originate in relatively small parts of the brain 
stem and the basal forebrain, (2) they project to reticular nucleus of the thalamus, 
(3) they widely innervate cortical areas, the basal ganglia, as well as the cerebel-
lum     22    and the brain stem centers      23   .

The cholinergic and monoaminergic neurons of the brain form a global net-
work. Although the cholinergic and monoaminergic neurons originate in local 
regions of the brain, occupying regions in the spinal cord, brain stem, and basal 
telencephalon ( Fig. 15.12   ), they innervate large subcortical and cortical areas and 
modulate information fl ow in these regions. These neurons operate as a unifi ed 
network generating widespread patterns of activity in concert with the states of the 
brain such as sleep and wakefulness, as well as in concert with different moods such 
as happiness and sadness, and in association with cognitive gestalts such as focused 
attention and meditation. 

Cholinergic neurons are clustered in the midbrain nuclei, in the basal forebrain 
nuclei as well as in the basal ganglia. From the septal area, cholinergic neurons 
project to the hippocampus. From the basal forebrain, cholinergic neurons proj-
ect to the reticular nucleus of the thalamus, to the orbitofrontal cortex as well to 
other cortical areas. The cholinergic system is thought to control a general arousal 
and play an important role in memory formation by activating hippocampal sys-
tem. The power of hippocampal theta rhythm is determined by the acetylcholine, 
while death of the acetylcholine neurons is thought to be related to Alzheimer’s 
disease. Drugs that increase the level of acetylcholine in the brain (such as inhibi-
tors of acetylcholine esterase) are now used in elderly patients with failing mem-
ory (e.g., Alzheimer’s patients). 

Most of the noradrenergic      24    neurons of the brain are located in the brainstem 
in an area called the locus coeruleus. The neurons in this nucleus project to the 

    21  In analogy with computers we can simplify that transmitters perform in the processor for com-
puting the information while modulators provide a power supply to the main processor.    

    22  This innervation is not uniform and equally spread, however. Each mediator has some areas in 
the brain that are more densely innervated than the others.    

    23  These brain centers are responsible for fundamental functions such as respiration, heart beating, etc.    
    24  Another name of noradrenaline is norepinephrine.    
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frontal cortex thus modulating the mood through beta 1 receptors. Those projec-
tions, mediated by alpha 2 receptors are associated with attention and working 
memory. Noradrenergic neurons project also to the limbic cortex thus modulating 
emotions, to the cerebellum modulating motor actions, and to the cardiovascular 
centers of the brain stem modulating blood pressure. Decreases in norepinephrine 
activity are thought to be related to depression, whereas increases are thought to 
be related to mania. 

Most of the serotoninergic neurons of the brain are located in the brainstem in 
an area called the raphe nuclei. The neurons from this nucleus innervate the fron-
tal cortex and the limbic system thus modulating mood and emotions (particu-
larly involving in anxiety and pain). The neurons of raphe nuclei also innervate 
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FIGURE 15.12   Cholinergic and monoaminergic neurons in the brain. Note that these clusters 
of neurons are organized in a continuum that extends from the spinal cord to the basal telencephalon. 
Projections from these relatively small number of neurons innervate the entire brain and all peripheral 
muscles, organs, and glands. See text for further details. 
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the basal ganglia thus modulating movements, as well as obsessions and compul-
sions. Serotoninergic projections to the hypothalamus modulate appetite and 
eating behavior, while serotoninergic projections to the sleep centers in the brain-
stem are responsible for modulating states of sleep and wakefulness. 

There are three different dopamine pathways in the brain that include the 
mesolimbic dopamine pathway, the mesocortical dopamine pathway, and the 
nigrostriatal dopamine pathway      25   . The nigrostriatal dopamine pathway proj-
ects form the substantia nigra to the basal ganglia, the key element of the sys-
tem responsible for action selection. The mesolimbic dopamine pathway projects 
from the ventral tegmental area of the brainstem to the nucleus accumbens, a part 
of the basal ganglia participating in the limbic circuit and playing an important 
role in emotional behaviors, such as pleasurable sensations, the powerful euphorea 
of drugs of abuse. The mesocortical dopamine pathway projects from the ventral 
tegmental area of the brainstem to the dorso-lateral prefrontal cortex and cingu-
late (limbic) cortex. During 30 years of pharmacological research the drugs that 
change concentration of dopamine of the brain were found. It was also shown 
that drugs increasing the concentration of dopamine produce positive psychotic 
symptoms, while drugs that decrease the level of dopamine reduce these symp-
toms. For example, stimulants such as amphetamine and cocaine, that increase the 
level of dopamine, can cause a paranoid psychosis similar to schizophrenia. On 
the other hand, all known antipsychotic (reducing psychotic symptoms) drugs 
block dopamine receptors, particularly D2 receptors. These facts enabled some 
scientists to suggest a theory of psychosis referred to as the dopamine theory of 
schizophrenia.   

  III.    METHODS OF ANALYZING ERPS 

  A.    Averaging Technique 

In the vast majority of behavioral paradigms invented to study responses of the brain 
to stimuli and actions, the waveforms of so-called ERPs are isolated from the back-
ground electroencephalogram (EEG) by means of averaging procedures. It is tempt-
ing to think of the averaging procedure as an operation that extracts a constant signal 

    25  There is also the tuberoinfundibular dopamine pathway that originates in the hypothalamus and 
projects to the anterior pituitary gland thus controlling prolactin secretion.    

    26  However, theoretically, if the signal changes during the task (e.g., during habituation or learn-
ing) the averaged ERP may provide a distorted view of the single-trial waveforms. This is a reason 
why usually researchers, before recording EEG, ask a subject to perform a short testing task to make 
sure that the subject understands the task correctly, can do it as fast as needed, and that the orienting 
response has been extinguished.    
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associated with information fl ow in the cortical networks      26    from a background 
EEG. It is also tempting to view the background EEG as a physiological parameter 
refl ecting modulation processes.  Figure 15.13    shows EEG recorded during differ-
ent sequential trials of the two stimulus GO/NOGO task. The subject was selected 
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FIGURE 15.13   Averaging technique of ERP computation. (a) EEG recorded from Fz during four 
so-called ignore trials (presentations of plant–plant pairs which the subject had to ignore) of the two 
stimulus visual GO/NOGO task. The time course of the trial is schematically presented on the top as 
a gray box. (b) ERP computed by averaging 100 trials. The ERP refl ects, with high temporal resolu-
tion, the pattern of neuronal activity evoked by a visual stimulus at Fz electrode position. The EEG was 
taken from the Human Brain Institute Normative Database – a healthy subject of age 32 was selected. 
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randomly from the normative database while electrode position was deliberately 
selected at Fz – an area where no prominent high amplitude alpha oscillations are 
observed. One can hardly see any changes of EEG pattern in response to stimulus. To 
observe this small change many trials must be averaged      27   . The averaging technique 
sums up EEG patterns time-locked to the stimulus presentation. Because trials are 
not time-locked to EEG oscillations and are presented randomly irrespective of the 
phase of the current EEG, negative and positive fl uctuations preceding the stimulus 
cancel each other so that the prestimulus interval can be approximated by a straight 
line with an averaged zero potential. 

  B.    Number of Trials 

After averaging EEG fragments over trails of the same category, an ERP for a given 
electrode represents a waveform of several peaks and troughs (see  Fig. 15.13 ). The 
amplitude of the peaks and troughs in ERPs varies from 1      μV up to 15–20      μ V 
depending on the task, subject, subject’s age, and montage. Recall that amplitude 
of children EEG recorded in reference to linked earlobes at posterior site may be 
around 70      μV, while amplitude of adult EEG may be around 50      μV.  Figure 15.13 
represents background EEG and ERPs in a healthy women of 32 years old. Note 
that in this case the amplitude of the spontaneous background oscillations in Fz areas 
is higher than the average amplitude of the ERP components. 

The fl uctuations of averaged EEG prior to stimulus represent a noise      28    while 
averaged ERPs after the stimulus onset represent a signal. Intuitively we feel that 
the signal to noise ratio depends on the number of trials: the more the trials, the 
higher is the ratio. The number of trials needed to obtain an optimal signal-to-
noise ratio depends on the amplitude of ERP components (the signal) and the 
background oscillations of the EEG      29   . Moreover, because the signal ( s) is assumed 
to be unaffected by the averaging process, the signal-to-noise ( s/n) ratio increases 
with increasing the number of trials  N (see Fig. 15.14   ). It can be theoretically 
shown that the ratio depends on  N as �  N. For example, imagine an experiment 
in which you are measuring the amplitude of the P3 wave, and the actual ampli-
tude of the P3 wave is 20      μV. If the EEG noise is 50      μV on a single trial, then the 
s/n ratio on a single trial will be 20/50, or 0.4, which means that the noise exceeds 
the signal. If you average fi ve trials together, then the  s/n ratio will be increased by 
only a factor of 2.2 (which is again not satisfactory). But when you average 100 

    27  This is a situation where simple visual inspection can’t help. One needs a special computational 
procedure (averaging) to extract a signal from the background spontaneous EEG activity.    

    28  Ideally the prestimulus fl uctuations in ERPs must be zero which can be obtained by averaging 
over a very large number of trials. Practically the prestimulus ERPs differ from zero. The power of 
these deviations measures the noise.    

    29  Experience is the best guide in selecting the number of trials. In the HBI database the rule of 
thumb is that we need 100 trials per category of stimulus in the task.    
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FIGURE 15.14    Signal-to-noise ratio of ERP depends on the number of trials as the square root 
of the number. (a) Topography of the component measured at 160    ms. (b) ERPs averaged over 5, 10, 
20, and 100 trials. EEG was recorded from Fz in the healthy subject from  Fig. 15.13 .     
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trials the  s/n will be increased by a factor 10. This relationship between the num-
ber of trials and the  s/n ratio is rather disappointing, because it means that achiev-
ing a substantial increase in  s/n ratio requires a very large increase in the number 
of trials. For example, to get a reasonable  s/n for mismatch negativity – a compo-
nent that is just 1–4      μV in amplitude – we need to present at least 2000 standard 
auditory stimuli and 200 deviants. 

There are at least three two factors that determine the signal to noise ratio: 
(1) variations in the background spontaneous EEG activity (such as alpha, theta, 
and beta oscillations), (2) changes in signal itself, such as due to habituation, fl uc-
tuations in arousal level, etc., and (3) non-EEG artifacts (such as eye movements, 
muscle activity …). An appropriate design of task is needed to minimize the fi rst 
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two factors. To minimize the third factor, several methods of artifact correction 
have been suggested (see Chapter 8). 

  C.    Single Trial Representations of Independent Components 

There is a general agreement that the averaged ERP in cognitive tasks can be 
represented as a sum of separate components generated by distinct sources in the 
cortex. If a signal-to-noise ratio is high enough, there is a theoretical possibility 
to decompose single trial EEG epochs into separate components. In the Human 
Brain Institute Normative Database, this possibility is provided by a specifi c com-
putational procedure that employs the algorithm of ICA (see Chapter 8).  Figure 
15.15   depicts the results of application of the ICA algorithm to a set epochs of 
EEG recorded during sequential single trials in GO/NOGO task. The task was 
performed by the same normal subject as in  Fig. 15.13 .

As one can see the individual P1/N2 component observed in the averaged 
ERP of this subject is actually decomposed into two separate components: the one 
that is generated by the left inferior temporal lobe and the one that is generated by 
the right inferior temporal lobe (see s-LORETA images of the components at the 
right). Note that the P1/N2 component at the averaged ERP is very small (just 
only 2.3      μV at negative peak at Fz). However, application of the ICA method have 
been able to decompose it into two separate components. Moreover these two 
components can be seen in single trials as is depicted in the middle of  Fig. 15.15       30   .

In the above mentioned approach the sequence of procedures is as follows. First, 
we perform the ICA procedure on stimulus-locked single trial EEG fragments 
recorded from 19 electrodes from a single individual. Second, using topography 
of the extracted components we calculate generators of the components using 
s-LORETA. Another approach is also possible. This approach is as follows. First, 
we perform the ICA on the 19-channel EEG recorded during the whole task 
(not time-locked to the stimulus) and extract components associated with separate 
EEG oscillations (such as frontal midline theta, occipital and parietal alpha rhythms, 
mu-rhythms). Second, using spatial fi lters built up on the basis of the correspond-
ing topographies we extract the EEG component. And fi nally, for the extracted 
EEG rhythm we compute ERPs      31   .

    30  A similar approach had been recently reported from the Scott Makage group in University of 
California, San Diego (Tsai et al., 2006). In this study they proposed a statistical framework for esti-
mating the time course of spatiotemporally independent EEG components simultaneously with their 
cortical distributions. Within this framework, they implemented Bayesian spatiotemporal analysis for 
imaging the sources of EEG features on the cortical surface. The framework allows researchers to 
include prior knowledge regarding spatial locations as well as spatiotemporal independence of different 
EEG sources. The method was named the electromagnetic spatiotemporal ICA (EMSICA) method.    

    31  This approach was implemented by the same group of scientists from University of California, 
San Diego.    
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FIGURE 15.15    Decomposition of single trial EEG into independent components. ICA method was applied to EEG recorded in a healthy subjects whose ERP in 
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at the top and bottom of the fi gure. Left – topographies and time courses of the components. Middle – vertically stacking thin color-coded horizontal bars, each repre-
senting a single trial. 400 trials are presented. Right – s-LORETA images of the two components.      
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  D.    Alpha Ringing 

An example of the second methodological approach is presented in  Fig. 15.16   .
EEG data were recorded from a subject performing a two stimulus GO/NOGO 
task. By means of the ICA method an independent component in raw EEG 
has been selected. Note that this component is different from the components 
extracted from time-locked EEG fragments corresponding to separate trials. The 
topography and s-LORETA image of the extracted component of the back-
ground EEG suggests its source in the parietal lobe. Further on, we computed 
ERPs on the EEG fi ltered by the extracted component. An example of the ERPs 
recorded at Pz is presented in  Fig. 15.16 . The ERP shows that in the prestimulus 
time interval the averaged fl uctuations in EEG are quite small, while presentation 
of the visual stimulus reset the phase of the fl uctuations which results in increase 
of ERP amplitude after the stimulus presentation – the effect called alpha ringing. 
A similar approach was implemented by the Scott Makage group from University 
of California in San Diego (see Jung et al., 2001). 

  E.    ICA Decomposition of Grand Average ERPs 

An ERP waveform for a single subject consists of a series of peaks and troughs. 
These averaged voltage defl ections refl ect the sum of several components. The 
components are supposed to be generated by the distributed generators and are 
associated with certain psychological operations (factors). It should be pointed out 
that these components are not necessarily to be associated with peaks (positive 
defl ections), and troughs (negative defl ections)      32    on ERPs waveforms. 

The idea of decomposing ERPs into separate component is equivalent to the 
idea of reducing multi-dimensional ERPs into a smaller number of waveforms. 
It is presumed that the decomposed waveforms represent distinct psychological 
operations performed in specifi c cortical locations with specifi c time dynamics. 
The idea is similar to the one of decomposing a raw EEG signal into distinct 
oscillations with different cortical locations and frequencies (see paragraph on 
Blind source separation and ICA in Chapter 8). Methods for implementing these 
ideas are also similar. 

A fi rst attempt of decomposing ERPs into separate components was made 
as early as in 1970s      33   . A principle component analysis (PCA) was applied. As we 

    32  Recall that in this book positive fl uctuations in EEG are depicted upward while negative fl uctua-
tion of potential are depicted downward.    

    33  I recall that in our laboratory we were using PCI in order to extract physiological meaningful 
factors from responses in the discharge rate in impulse activity of neurons. It took me the whole night 
of computations at the French computer IN-110. In those days it was a usual thing to use the com-
puter time for computations during nights.    
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know from Chapter 8, the method of PCA provided only orthogonal compo-
nents     34   . However, physiologically meaningful components are not necessarily 
orthogonal. In our laboratory we tried to use the PCA for neurophysiological 
data in 1980s without any success. The main diffi culty was physiological interpre-
tation of the components. 
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FIGURE 15.16   Alpha ringing in ERP. EEG was recorded from a healthy subject that had a high 
amplitude parietal alpha rhythm. The subject performed the two stimulus task visual GO/NOGO task. 
Only ignored (PP) trials were analyzed. Responses to the fi rst stimulus are presented. This rhythm was 
extracted by the ICA from the raw EEG. (a) Topographies of the three most powerful components. 
(b) s-LORETA image of the component corresponding the third component – the parietal alpha 
component. On the basis of the topography of this component a spatial fi lter was obtained and applied 
to the raw EEG. ERPs were computed by using the conventional averaging technique (c). Note that 
rhythmicity is hardly evident in the prestimulus interval, while the rhythmicity changes its phase which 
is expressed in a substantial increase of ERP in amplitude after the stimulus presentation. 

    34  In the 2D or 3D space orthogonal vectors are the vectors that are perpendicular (forming an 
angle of 90°) to each other.    
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Only recently, a good solution for component dissociation was introduced. 
This solution is given by the ICA      35   . A brief description of the ICA method is 
given in Chapter 8. Assumptions that underline the application of ICA for analysis 
of averaged individual ERPs are as follows: (1) summation of the cortical electric 
currents induced by separate psychological operations is linear at the scalp elec-
trodes; (2) spatial distribution of components ’ generators remains fi xed across time; 
(3) different operations and consequently their scalp-recorded generators are tem-
porally independent from each other; (4) distribution of potentials is not Gaussian. 
These assumptions are diffi cult to test experimentally and the only prove for cor-
rectness of the whole method seems to be a practice. So far, application of ICA 
method for ERP analysis not only has been in agreement with the whole bulk of 
previous experimental fi nding but also has given new insights in understanding 
the principles of information processing in laboratory settings and has provided 
new tools for diagnostic purposes in the clinical environment. 

An example of application of ICA for the array of ERPs obtained in more 
than 800 healthy people is presented in  Fig. 15.17   . The independent components 
are depicted from the top to the bottom depending on the latency of the largest 
peak in the component’s temporal pattern. As you can see only few components 
could be approximated by a single dipole      36    (the parameter RRE is below 0.1). 
The other components are most likely generated by distributed neuronal circuits 
and could not be described by single dipoles. Low Resolution Electromagnetic 
Tomography (LORETA) appears to be a more adequate method for assess-
ing spatial distributions of current density of elemental dipoles generating the 
component.  

In Fig. 15.18    s-LORETA images of the components are presented instead of 
dipole approximations. Peak latencies of the components are marked by vertical 
lines with numbers corresponding to the latencies of the corresponding compo-
nents. One can clearly track the information fl ow in the cortex in the NOGO 
condition. The fl ow evolved in several stages. First: the occipital areas around pri-
mary visual cortical area are activated at peak latency of 116    ms. This component 
represents the sequence of recurrent excitations in the occipital area. Second, the 
temporal–occipital area in the ventral visual stream is activated with latency of 
144   ms. The corresponding component refl ects change detection: physical at the 

    35  Both PCA and ICA methods use the correlational structure of an ERP data set (so-called covaria-
tion matrixes). Therefore the methods are supposed to extract components that are based on functional 
relationships between them. We have to stress here that any correlation-based method has limitations. 
One limitation is that when two separate cognitive processes covary, they may be captured as part of a 
single component even if they occur in different brain areas and represent different operations. For exam-
ple, if change detections in physical and semantic modality correlate with each other the ICA decompo-
sition would give a superposition of two component rather than two separate components with different 
time courses and topographies. The other limitation of the method is that when the same component 
varies in latency across conditions the ICA will treat this single component as multiple components.    

    36  The residual relative energy (RRE) in such cases must be less than 10 per cent (RRE       �       0.1).    
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FIGURE 15.17    ICA for grand average ERPs. Independent components were extracted from an 
array of more than 800 individual ERPs in NOGO condition (AP pair, second stimulus presentation) 
in the two stimulus GO/NOGO task. Components are presented in order that corresponds to the 
latency of the component that was computed for the largest peak in the component. Left – topog-
raphies of the components with numbers below corresponding to the variance of the component. 
Middle – vertically stacking thin color-coded horizontal bars, each representing the corresponding 
component for a single subject with time courses of the components below. Right – dipole approxi-
mations of the components. The quality of approximation is given by relative residual energy (RRE). 
Scales are presented near corresponding pictures.              
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FIGURE 15.18    s-LORETA images of independent components. The same components as in Fig. 
15.17 are presented together with their s-LORETA images. The names of cortical areas corresponding 
to the highest density of ERPs component are presented near s-LORETA images. Note stages of the 
fl ow of information from the occipital cortex to the cingulate cortex.    
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fi rst peak and semantic at the second peak. The third component takes place right 
after semantic change detection and is associated with activation of the left pre-
motor area. This component refl ects activation of neurons responsible for inhibi-
tion of the prepared movement. Fourth, the medial parietal area becomes active 
with latency of 276    ms that corresponds to conventional P3b component and is 
associated (according to Donchin) with operation of updating the working mem-
ory. The fi fth component is generated in the medial premotor cortex with latency 
of 336    ms and is associated with suppression of action as a whole. This component 
is clearly different from the third component associated with motor inhibition. 
And fi nally, all information about the current behavior converges in the cingulate 
cortex and the mismatch between the expected action (press a button) and the 
real one (withhold from pressing) activates neurons in the cingulate cortex.   

  IV.    PHARMACO-ERP 

In Introduction of this book we briefl y described a so-called pharmaco-EEG 
approach. The main idea of this approach is to apply quantitative parameters of 
EEG to measure brain responses to pharmaceutical substances. Numerous studies 
during the last 50 years showed that different classes of pharmaceutical agents dif-
ferently effect spatial–temporal parameters of background EEG. However individual 
QEEG profi les of responses for distinct classes of drugs overlap with each other so 
that the size effects are too small to be used in the clinical practice for diagnostic 
and treatment purposes. This is one of many hurdles that limit the clinical applica-
tion of pharmaco-EEG. However, there is a hope that independent components of 
ERPs might be better endophenotypes for assessment functioning of brain systems 
and, consequently, might have a bigger size effect. This new line of pharmaco-EEG 
research emerged only recently and needs further investigations. Here we present a 
methodology that can be used in this so-called pharmaco-ERP research. 

This approach consists of the following stages. First, ERPs for a certain task 
are recorded in a representative group of healthy subjects (norms). Second, the 
grand average ERPs in this control group are decomposed into separate compo-
nents that are generated in different locations of the cortex, exhibit different time 
dynamics, and are independent of each other. This decomposition may be per-
formed by a recently developed ICA method. Third, the patient is asked to per-
form the same task before taking a drug and some time after the pharmacological 
intervention. Fourth, the individual ERPs are decomposed into the components 
by means of spatial fi ltration built up on the basis of topograms of the compo-
nents obtained for the control group. Fifth, the deviations from normality before 
taking the drug are determined and the most abnormal component is separated. 
Sixth, the response of this component to the drug is observed. 

An example of application of this approach is shown in  Fig. 15.19   . A subject 
was an attention defi cit hyperactivity disorder (ADHD) boy who initially had a 
strong deviation from normality selectively in N1/P2 auditory-related component. 
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This component is found in response to the second stimulus in pairs (plant, 
human   �   novel) and is suggested to refl ect a novelty effect – the response of 
the brain to an unexpected novel stimulus. As one can see, 1    h later after taking 
Ritalin the ERP component of this patient became almost normal. Note also that 
no statistically signifi cant deviations from normality, or any signifi cant changes in 
response to taking Ritalin are found in the inattention index (theta/beta ratio) 
computed from EEG spectra in this patient. 

  V.    BEHAVIORAL PARADIGMS 

  A.    Classifi cation of Paradigms 

Below we are going to present short descriptions of some tasks that are used in 
ERP studies. The tasks are divided into categories. The list (see  Table 15.1   ) of the 
tasks is not complete but it gives an overall view of attempts that were made in 
order to analyze stages of information processing in different brain systems. 

 In more detail the paradigms are as follows. 

  B.    Sensory and Attention Systems 

  1.    Odd Ball Paradigm 

In the odd ball paradigm two types of stimuli are sequentially and randomly pre-
sented to the subject. They are standard stimuli (St) and deviant stimuli (Dev) 

FIGURE 15.19    Pharmaco-ERPs. (a, top) N1/P2 novelty ERP component (thin line) recorded 
in an ADHD boy before and 1    h after taking Ritalin in comparison to the independent component 
extracted from a group of healthy subjects (thick line). (a, bottom) – difference wave (dotted line) 
between the patient’s novelty component and the component obtained in the normal group. (b) Maps 
of theta/beta ratio computed for the control group and for the patient before and after taking Ritalin.      
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 TABLE 15.1      Tasks for Studying Information Processing in the Brain  

   System Behavioral paradigm 
(scheme) Description  Name

 Components in 
ERPs

   Sensory and 
attention
systems

St St Dev St St St Dev  Standard (St) and deviant (Dev) stimuli are presented 
sequentially, in a random order and with different 
probabilities (i.e., 90 per cent for standards and 10 per 
cent for deviants). In the active mode subjects are required 
to respond with an action such as pressing a button to 
deviants or counting the number of deviants. In the 
passive mode (mostly in auditory modality) subjects are 
asked to perform another task while ignoring the stimuli. 

Oddball MMN in the 
passive mode. 
P3b in the active 
mode. 

    St St Dev St St St Nov  Standard (St), deviant (Dev), and novel stimuli (Nov) are 
presented sequentially, in random order and with different 
probabilities (i.e., 80 per cent for standards, 10 per cent for 
deviants, and 10 per cent for novels). In the active mode 
subjects are required to respond to deviants. 

 Oddball with novels  MMN, P3b, and 
P3a. 

    St St Dev St St St Dev

St St Dev St St
Attended
location

Unattended
location

 Two streams of stimuli are presented in two different 
spatial locations with the subjects ’ task to attend to one 
location and to press a button to deviant stimuli coming 
from this source of sensory information. 

 Dichotic listening 
paradigm and its visual 
analogs. 

 Processing 
negativity (PN). 

    
Color 1 Color 2

 In the visual modality the attended stimuli are of one 
color, while the stimuli of a different color are to be 
ignored. ERPs are recorded to attended (relevant) stimuli 
as well as to unattended (ignored) stimuli. 

 Selective attention (non-
spatial) tasks. 

 Selection 
negativity (SN). 

    Valid
� �

Cue Target Cue Target

Invalid  In each trial the target (in this example, � ) can appear 
either in the left or right part of the visual fi eld. It is cued 
by a warning stimulus (in this example by an arrow). The 
targets in different trials can be either validly or invalidly 
cued. 

 Spatial-cueing paradigm 
(Posner’s task). 

 Validity effect – 
difference 
between validly 
and invalidly cued 
targets. 
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   Executive 
system

Match Mismatch

Test delay Probe Test delay Probe

 Presentation of a stimulus (test stimulus) is followed by 
a delay, after which a probe stimulus is offered and the 
subject has to decide (and to respond correspondingly) 
whether the probe stimulus matches the test stimulus or 
not. 

 Delayed matching-to-
sample paradigm. 

 CNV is recorded 
during delay 
period. 

    

2 6 4 6 9

Different

Same

 In this task the subject is presented with a series of stimuli 
and is required to respond when the stimulus on the 
current trial matches the one that was presented  N  trials 
ago. 

 N-back task.  Correlates of 
working memory. 

    SSHSS
HHHHH

SSSSS
HHSHH

 Subjects had to react as quickly and as accurately as 
possible to the central letter of the fi ve letter string with 
the index fi nger of the left (H) or right (S) hand. 

 Confl ict paradigm 
(Eriksen fl anker task, 
Stroop task – not 
shown). 

 ERN is elicited in 
erroneous trials. 

    NOGO GO NOGO GO  Two types of stimuli (GO and NOGO) are presented in 
a random order and with equal probabilities. Interstimulus 
interval is long enough for a subject to prepare a 
response. 

 GO/NOGO paradigm 
(the two stimulus GO/
NOGO task is a variant 
of this paradigm). 

 N2 NOGO 
is elicited in 
response to 
NOGO stimuli. 
P400 monitoring 
is also elicited for 
NOGO stimuli. 

   Affective 
system

 Memory prompts, derived from a person’s experience 
are played through head-phones to a subject. Facial 
expressions (happy, sad, or neutral) are presented 
afterwards. 

 Mood provocation 
paradigm. 

 Happy–sad 
difference. 

   Episodic 
memory 

Old New  In this paradigm a day before testing subjects are given a 
list of words to memorize. During testing on the next 
day subjects are presented  “ old ” (memorized) and new 
items. 

 Old/new paradigm.  Old–new effect 
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    37  These streams could be from two distinctive spatial locations or could differ in some non-spatial 
simple feature such as color.    

appearing in random order and with quite different probabilities: standard stimuli 
are presented more often than deviant stimuli. Usually the probabilities are 90 per 
cent for standards and 10 per cent for deviants. Deviants are  “odd balls, ” conse-
quently the paradigm is named the  “oddball” paradigm. In this paradigm stimuli are 
presented with relatively small interstimulus intervals so that they can be perceived 
as a monotonous stimulation. Occasionally, a standard stimulus is substituted by a 
deviant one, and monotonous stimulation is interrupted. Usually, the deviant stim-
ulus differs from the standard in one dimension and the deviation is relatively small. 

For example, the auditory modality standards could be tones of 1000    Hz of 
frequency and 100    ms of durations. Deviants could be tones of 1,100    Hz with the 
same duration as for standards. In the visual modality, a standard stimulus could be 
the digit 6 while a deviant stimulus could be the digit 9. The interstimuli intervals 
are usually around 1     s either regular in some experiments or irregular in others. 

The oddball paradigm is usually an  “active paradigm, ” that is, the behavioral task 
requires an action from the subject, such as pressing the button in response to devi-
ants or counting silently the number of deviants. But in auditory modality the odd-
ball paradigm is often used in the passive mode, that is, in the situation when subjects 
are instructed to do another task, such as viewing a movie or reading a book. This 
mode is perfectly suited for eliciting mismatch negativity – a small component that 
is present in ERPs to deviant stimuli as a negative additional (in relation to the ERPs 
of standard stimuli) component recorded at Fz. 

  2.    Oddball with Novels 

This task is a useful extension of the oddball paradigm. In this task, together with 
frequent standards and rare deviants, quite different stimuli (called novels – Nov) 
are occasionally presented. Novels are usually unique stimuli, such as a key ring, dog 
barking …and are intended to shift attention of the subject. Similar to the oddball 
paradigm this paradigm can be performed in two modes: active and passive. In the 
passive one, subjects are required to perform another task, while in the active para-
digm they respond to deviant stimuli with action. The active paradigm is often used 
to record the two P3 components: P3a that appears in response to novels and P3b 
that appears in response to targets, that is, deviant stimuli followed by actions. 

  3.    Spatial Selective Attention Paradigm 

The common methodology of the selective attention paradigm is to present two 
distinct streams that are coming from two distinct sources and differ between each 
other in some basic parameters of the stimuli      37   . Attention of the subjects is selectively 
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directed only to stimuli from one source of stimuli. In the auditory modality a simple 
variant of this paradigm is a dichotic listening task. The dichotic listening task was 
designed in 1950s to study a so-called  “cocktail partly ” phenomenon. In one variant 
of the task, competing speeches are delivered to the two ears through headphones 
while subjects are asked to attend either to the left or the right ear. In ERP studies, 
two different sequences each consisting of a mixture of standard and deviant sounds      38    
are presented independently to two ears. 

The dichotic listening task is an active paradigm, in which subjects are instructed 
to press a button or to perform some other action in response to deviants presented 
only to one ear. The attended ear is announced to be left in one session of the 
experiment and right in another session. For each ear, ERPs to standards in the 
unattended ear are subtracted from ERPs to standards in the attended ear. The dif-
ference wave is associated with selected attention to the corresponding location      39   .
In the auditory modality this difference is of negative value in frontal leads and 
therefore is named processing negativity (PN). 

It is easy to implement a visual analog of the dichotic listening task. One just 
needs to present visual stimuli in two distinct spatial locations, such as left or right 
part of the visual fi eld and ask subjects to attend to each of these locations in dif-
ferent sessions. 

  4.    Spatial-Cuing Paradigm 

Spatial-cuing paradigm is designed to assess selective attention in spatial domain. A 
general idea is that target stimuli are preceded by cue stimuli. The cue stimuli are 
of two types: those that validly indicate the location of the following target (valid 
cues) and those that invalidly indicate the location of the subsequent target (invalid 
cues). The difference in speed and accuracy of responding to targets between 
invalid and valid trials (so-called validity effect), is assumed to refl ect the spatial 
attention on the cued location. An example of spatial cuing paradigm is a Posner’s 
task. In this task a subject fi xates on the central point and has to detect briefl y pre-
sented targets appearing in the periphery. These targets appear a few hundred mil-
liseconds after presentation of a directional (peripheral or central) cue. The reaction 
time (RT) to validly cued targets is shorter than the one to invalidly cued targets, 
while the difference between reaction times are associated with spatial attention to 
a cued location      40   .

    38  The parameters of sounds (such as loudness, duration or frequency of acoustic stimuli) differ 
between ears making discrimination of two currents easier.    

    39  Note that spatial attention is one of many types of selective attention.    
    40  The spatial cuing paradigm enables the researchers to measure attention effect as a difference 

between reaction times, but reveals diffi culties in analyzing ERPs. Indeed the ERPs to valid and invalid 
cues include the motor-related component which are different to validly and invalidly cued targets and 
which mask the effects of attention per se.    
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  5.    Non-spatial Selective Attention Tasks 

Non-spatial selective attention can be studied by presenting a sequence of stim-
uli different from each other in one visual parameter (such as color, direction of 
motion …). For example, in visual modality the attended stimuli could be of blue 
color, while all yellow ones are to be ignored. ERPs are recorded to attended 
(relevant) stimuli as well as to unattended (ignored) stimuli. The difference wave 
between these ERPs measures the effect of the selective attention to a particular 
color. Such difference waves are usually called  “selection” components.   

  C.    Executive Functions 

  1.    Delayed Matching-To-Sample Paradigm 

To study the working memory, namely operations of encoding, retention, and 
recalling, a so-called matching-to-sample paradigm is often used. In this paradigm 
presentation of a stimulus (test stimulus) is followed by a delay, after which a probe 
stimulus is offered and the subject has to decide (and to respond correspondingly) 
whether the probe stimulus matches the test stimulus or not. 

  2.     N -Back Task 

In this task the subject is presented with a series of stimuli and is required to 
respond when the stimulus on the current trial matches that presented on  N trials 
ago. The memory load can be increased by increasing  N. The subject has a dual 
task: to encode the current stimulus and to compare it with that presented on the 
N -to-last trial. 

  3.    Confl ict Paradigm 

Tasks of the confl ict paradigm are designed to study monitoring operation of the 
executive system. This operation seems to be performed by a complex network 
with the anterior cingulate cortex as a critical part. Most of the confl ict tasks acti-
vate this part of the cortex. One of the confl ict paradigm tests is the Stroop task. 
This task was designed by a doctoral student J.R. Stroop in 1935 and became one 
of the most popular tasks in cognitive psychology. In this task, a list of words is 
presented and the subjects are instructed to name the color of each stimulus as fast 
as possible. It is easy to do this task when the words match the ink colors. If the 
word (say word GREEN) does not match the ink in which it is written (say ink 
RED) two representations – one, the word, and the other, the color, compete with 
each other and responses are delayed as well as the number of errors increases. 

Another test of the confl ict paradigm is an Eriksen fl anker task. This task has 
been applied in many studies of error-related negativity in ERPs. It was published 
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in 1979 (Eriksen and Eriksen, 1979). In this task, after a warning cue one of four 
string letter combinations (HHHHH, HHSHH, SSHSS, or SSSSS) is presented. 
Subjects had to react as quickly and as accurately as possible to the central letter 
of the fi ve letter string with the index fi nger of the left (H) or right (S) hand. 

  4.    GO/NOGO Paradigm 

A general idea of GO/NOGO paradigm is to create conditions that would enable 
researchers to study one of the executive operations – action suppression. So, in 
this paradigm, the subjects are supposed to prepare to make an action (GO) for 
each trial, but have to suppress the prepared action in some (NOGO) trials. Note 
that in the oddball paradigm subjects also have to make actions to some stimuli 
and withhold from actions to other stimuli, but the low probability of deviant 
stimuli and small interstimulus intervals does not allow the subjects to prepare the 
action for each stimulus. Rather standard stimuli in the oddball paradigm create a 
background on which deviant (GO) stimuli rarely appear. In contrast to the odd-
ball conditions, the GO/NOGO conditions require longer interstimulus intervals 
and higher probability of GO stimuli. 

A simple GO/NOGO task consists of sequential and random presentation of 
two stimuli (e.g., of red and green colors) that follow with interstimulus intervals 
of about 2    s and appear at equal probabilities. The subject’s task is to press a button 
in response to one stimulus named GO stimulus (e.g., stimulus of green color) and 
to withhold from pressing to another (e.g., red) stimulus named NOGO stimulus. 

In the C-X version of the GO/NOGO paradigm, subjects are presented with 
rapid sequences of letters. 20 per cent of the stimuli are the letter C, which is fol-
lowed 50 per cent of the time by an X, and 50 per cent of the time by another let-
ter (e.g., R, V, T, etc.). Subjects are instructed to withhold their response when they 
see an X following a C (NOGO stimulus) but to respond when any other letter 
follows the letter C (e.g., C-R, C-V, etc., GO stimuli). 

In another version of GO/NOGO paradigm (named the stop-signal task) sub-
jects are presented with a series of trials that begin with either the letter A or the 
letter B. On each of these, subjects perform a two-choice RT task, responding to 
the A with one button and the B with a second button. On 25 per cent of the trials 
a stop signal (the letter S) follows the A or B by a variable time interval (e.g., 200–
600   ms, stop-signal interval), and the subject must withhold his/her response on that 
trial. For healthy subjects, for the shorter stop-signal intervals (e.g., 200–400    ms) it is 
easier to inhibit responding, while at the longer stop-signal intervals (400–600    ms) 
it is substantially more diffi cult to do so and the probability of inhibition is much 
lower. Probability of inhibition ( Y-axis) is plotted against stop-signal time interval 
to give a measure of inhibition control (for more details Pliszka et al., 2000). 

Two stimulus GO/NOGO tasks represent a subtype of the general GO/
NOGO paradigm. An idea is to present stimuli in pairs so that the subject would 
implicitly be able to prepare to make a response after the fi rst stimulus in the pair 
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and to respond as fast as possible after the second stimulus presentation. There are 
two variants of the tasks. In the fi rst variant, the fi rst stimulus in the trials serves 
as simple warning stimulus. In the second variant, the fi rst stimulus in turn can be 
either the  “continue ” or  “discontinue ” trial. The second variant of GO/NOGO 
paradigm was designed for our studies. It was also implemented in the Human 
Brain Institute Normative Database (for more details see Chapter 12).   

  D.    Affective System 

The tasks to study the affective system usually deal with two basic emotions: hap-
piness and sadness. To induce these emotions two categories of emotionally com-
petent stimuli are usually presented: so-called sad and happy pictures. They may 
be happy or sad expressions of human face, happy or sad scenes from the human 
life. It must be taken into consideration that expressing and feeling emotion needs 
time. Consequently interstimulus intervals are supposed to be quite long. More 
over, emotions are very subjective, and the same picture sometimes can produce a 
positive emotion in one subject and negative emotion in another subject. So, the 
pictures must be individually tailored for a subject. The paradigm that fi ts these 
requirements is the mood provocation paradigm. 

  1.    Mood Provocation Paradigm 

The task relies on two presumptions      41   : (1) People are different and episodes elic-
ited positive emotions in some people can be neutral or even negative for others. 
Consequently, individually tailored pictures must be selected for presentation in 
the tasks. (2) Perception of emotional expressions of other people as well as per-
ception of different life scenes strongly depend on the background emotional state 
of perceiving subject: We know from our experience that when we are in a bad 
mood everything appears in gray colors, but when we are in a high mood all  “the
troubles seem so far away. ” Moreover, one needs time to switch from one mood 
to another mood. In the task, all individuals completed a life events questionnaire 
asking them to describe fi ve positive, fi ve negative, and fi ve neutral previous life 
experiences that had made them feel particularly happy, sad, or emotionally indif-
ferent, respectively. Memory prompts of up to 8    s duration, derived from the above 
procedure, were prerecorded. They were designed to be played prior to the pre-
sentation of mood congruent facial expressions. Prompts took the form  “Use the 
following sad faces to remember how you felt at your father’s funeral when your 
mother cried. ” Facial expressions (100 per cent happy, 100 per cent sad or neutral) 
were selected from a standardized series (Ekman and Friesen, 1976). All subjects 

    41  It was implemented by a group of researchers from University of Pitssburgh Medical School and 
Institute of Psychiatry in London (Keedwell et al., 2005).    
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participated in two 6    min experiments in which they were exposed to ten 36     s 
alternating blocks of emotional (sad or happy) or neutral stimuli. The order in 
which the two experiments were conducted was fully counterbalanced, as was the 
order of the emotional and neutral conditions within each experiment.   

  E.    Episodic Memory 

  1.    Old–New Paradigm 

In this paradigm a day before testing subjects are given a list of words or other 
items to memorize. During night those items are supposed to consolidate into 
episodic memory. During testing on the next day subjects are presented with  “old”
(memorized) and new (different from memorized) items. ERPs recorded for new 
and old items are subtracted from each other to reveal an  “old–new ” effect.                             
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  I.    INTRODUCTION 

The book is equipped with the educational software. Some methods for spectral 
analysis of spontaneous electroencephalogram (EEG) has been presented in the 
previous part of the book. The basic idea of spectral analysis is decomposing EEG 
pattern into simple components – sinusoidal waves. As was shown in Part I, EEG 
oscillations in different frequency bands refl ect different modes of cortical self-
regulation. The decomposition of the background EEG into simple components is 
performed by means of Fourier analysis, wavelet transformations, and independent 
component analysis (ICA). Here we present basic methods of analysis of event-
related potentials (ERPs). The ERPs represent a different window of looking at 
the brain. ERPs refl ect stages of information fl ow within the neuronal networks 
while the background EEG refl ects modulation of this information fl ow. In spite 
of this qualitative difference the basic idea of ERP analysis is similar to the basic 
idea of the background EEG analysis. The basic idea of ERP analysis is decompo-
sition of ERPs into simple elements – independent components each refl ecting a 
specifi c operation in the information fl ow in the brain. 

Methods of ERPs computing and processing can be divided into the follow-
ing categories: (1) constructing psychological tasks, (2) preprocessing EEG, such 

                     Practice: ERP analysis      

 C H A P T E R  1 6 



Practice: ERP analysis    367

as setting a montage, correcting, and eliminating artifacts, (3) applying ICA for a 
set of EEG fragments in single trials of a given individual subject      1   , (4) averaging 
EEG fragments over trials of a given category for an individual      2   , (5) arranging the 
obtained ERPs for a given group of subjects or patients into the built-in database 
so that single ERPs can be viewed, and the whole set of ERPs can be processed by 
averaging technique or ICA      3   , (6) obtaining grand average ERPs by averaging sin-
gle subject ERPs from the database, (7) extracting independent components that 
are common for the whole set of subjects and for given task conditions by means 
of ICA, and constructing spatial fi lters for each component on the basis of topog-
raphies of the components, (8) comparing individual ERPs or ERP components 
with the normative data computed for a representative group of healthy subjects 
of the same age and gender, (9) compiling reports, that is, presenting the results of 
processing in a short and meaningful form with conclusions and recommendations 
for therapy. 

These categories of ERP processing are schematically presented in  Fig. 16.1   .
They are all implemented in the Human Brain Institute Normative Database. 
Many commercially available EEG systems (such as Neuroscan, Nicolet  …) have 
some of these categories, the other categories of ERPs processing can be obtained 
in Matlab (EEG-lab) software package. It should be stressed that in this book we 
are not going to present a complete system. Rather the goal of the educational 
software is to enable the user to learn basic methods of ERP processing. 

  II.    DESIGNING TASK 

The educational software includes  Psytask program      4   . Psytask is a program that 
enables the researcher to design a psychological task and run it simultaneously 
with EEG recording. So  Psytask works together with an EEG acquisition software 
and provides a synchronous time mark to the recorded EEG. Two computers are 
connected via COM ports. The one that records EEG is named  Main computer,
and the one that presents stimuli to the subject on the computer screen is named 
Slave computer. Psytask can be also used as stand-by software for measuring reaction 
time, omission, and commission errors in psychological tasks. 

    1  Although this method has been realized in our basic software, its practical application is not clear 
yet. We are going to skip this method of analysis in the following description and in the educational 
software.    

    2  For example, obtaining ERPs for a single subject for all electrodes separately in GO/NOGO task 
for GO trials.    

    3  For example, arranging ERPs in GO/NOGO task for a group of ADHD patients of inattentive 
subtype into a distinct database.    

    4  This program was written by Valery Ponomarev – a senior research fellow from the author’s labo-
ratory at the Institute of the Human Brain of Russian Academy of Sciences in St. Petersburg. It is free 
software.    
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FIGURE 16.1    Steps of ERPs analysis. Rows from top to bottom – (1) constructing psychologi-
cal tasks, (2) preprocessing EEG, (3) ICA on EEG in single trials for a given subject, (4) averaging 
EEG fragments over trials, (5) arranging fi les of computed ERPs in the individual database, (6) averaging 
ERPs over subjects (grand average), (7) ICA on ERPs computed for a group of subjects, (8) comparing 
individual ERPs or ERP components with the normative data. Items that are present in EdEEG soft-
ware are marked.                  
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After installation of Psytask       5    the following window will appear ( Fig. 16.2   ). The 
button  Start New Task is used to start a new psychological task by selecting it from 
the list tasks. The button  Display Database is used to open the built-in database to dis-
play results of testing. The button  Display List of Tasks is used to run the built-in edi-
tor of task protocols. This is the button you have to press in order to create your own 
task. The button  Switch to Slave Mode is used to start the waiting mode of the slave 
computer in which Psytask is waiting for control and synchronization commands 
from the EEG acquisition software that is working on another computer connected 
to the slave computer via COM port. The button  Setup Database is used to modify 
the database pathname to open another existing database or create new one. The 
button  Modify Synchronization Parameters is used to change parameters of COM port 
that is used for synchronization. The button  Quit is used to close Psytask program. 

Start new task

Modify synchronization parameters

Quit

Setup database

Switch to slave mode

Display list of tasks

Display database

FIGURE 16.2    Psytask window. From top to bottom: (1) Start New Task from the list of standard 
tasks, (2) Display the Database which stores results of psychological testing, (3) Display List of Tasks 
which include standard tasks supplied with the program, (4) Switch to Slave Mode – used to start the 
waiting mode of the slave computer, (5) Setup Database of behavioral parameters (number of errors, 
reaction time), (6) Modify Synchronization Parameters that are used for synchronization of the slave 
computer with the main computer, (7) Quit PSYTASK program.    

    5  The software is stored in a zipped form and are provided via a web site created and hosted by 
Elsevier, and accessed through this one common URL: www.elsevierdirect.com/companions/
9780123745125. There are two different pieces of software – EdEEG and Psytask. They are available 
separately in compressed zip fi les. After downloading, the user will need to extract the zip fi le and run 
“Setup.exe” to install the software. We presume that EdEEG program has been already installed by the 
reader as described in Chapter 9 of Part 1.    
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The central concept of Psytask is Presentation protocol of the task. The protocol 
defi nes stimuli that are going to be used in the task. The protocol also defi nes 
timing of stimuli in trials, sequence of trials, and the way of the subject’s respond-
ing to the stimuli in the trials. All this information excluding stimuli is stored in 
fi les (so-called stimulus presentation protocols) with extension . PRO       6   . The pro-
tocols together with the fi les corresponding to the stimuli are stored in separate 
folders. Visual stimuli are pixel images stored as *.BMP or *.JPEG fi les. Sounds 
are acoustic traces stored in standard *.WAV fi les. The task is defi ned by  Name  
(e.g., GONOGO),  Name of folder (e.g., GONOGO). The folder correspond-
ing to a task is created in the root folder of  Psytask program ( Fig. 16.3   ). The root 

    6  Note that fi les with extension.  PRO are simple text fi les (ASCII) that could read and edited by 
any text editor.    

Psytask folder

GONOGO folder

GONOGO.PRO

BCGR.JPG

TASK.JPG

Stim 1.JPG

Stim 2.JPG

Stim 61.WAV

Stim 62.WAV

“Novel”
sounds

Pictures of animals,
plants, and humans

Task description

Background stimulus

Task protocol

•
•
•

•
•
•

FIGURE 16.3    Arranging fi les for the protocol of the two-stimulus GO/NOGO task. The Psytask 
folder includes descriptions of all tasks in the corresponding subfolders. The subfolder of GONOGO 
task is presented as an example. The parameters of the task such as the stimuli list, timing of stimuli in 
trails and sequence of trials are presented in the fi le GONOGO.PRO Stimuli – images and sounds – 
are presented in separate fi les.    
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folder also includes the descriptions of all tasks written in the fi le  PSYTASK.
CFG. The protocol of the task is automatically created in Psytask from  Display 
List of Task   →   New window. It includes the following prompts:  Task property (Task 
name, subfolder name, Protocol name, Screen Resolution),  Stimuli List, Trials List, 
Presentation Order, Response Processing       7   .

To create a Stimuli List one must fi rst prepare images and sounds of stimuli 
that are going to be used in the task. Second, these stimuli must be inserted in the 
Task folder by command  Add in the Trials List prompt. The parameters of trials in 
the two stimulus GO/NOGO task are schematically presented in  Fig. 16.4   .

In the Presentation Order prompt one must defi ne (1) the order in which tri-
als will be presented in the task, delays (after trial intervals) and (2) the number 
of category of trials (e.g., number 1 for trials of GO category, number 2 for trials 
of NOGO category). In the  Response Processing prompt the following parameters 
have to be defi ned: (1) the source of the subject response – it could be a micro-
switch (mouse) with left and right buttons, it could be some keys on the keyboard 
of the slave computer, (2) the time interval of the correct response (e.g., 200, 
1000   ms so that only responses within this interval will be considered as correct), 
and (3) the way of responding (e.g.,  Press Left Button, Don’t press Left Button). 

For example, a protocol for the two stimulus GO/NOGO task from the 
Human Brain Institute Normative Database is presented in  Fig. 16.5   . For more 
details see the Psytask Manual that can be found in Psytask sub-folder  DOC.

During learning the methods for ERPs analysis pursue the following steps. To 
practice open fi le S3_VCPT (or S4_VCPT) from the folder EdEEG/DATA and 
perform the following steps of the EdEEG software. 

Onset
Duration

Onset

ResponseSt2

Trial duration
After trial
interval

St1

Onset Offset

Duration

FIGURE 16.4    Parameters of a trail. Parameters of a two stimulus task are presented as an example. 
These parameters are determined by the user of the Psytask program.    

    7  In some cases there is a need to transfer the task created on another computer to your own  Slave  
computer. In order to do this procedure in  Display List of Tasks window press  Add from button and fi nd 
the protocol you want to add.    
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  III.    EdEEG SOFTWARE 

  Step 1. Opening EEG fi le: Install the EdEEG software according to conventional 
procedure described in Practice of Part I. Start EdEEG.exe program. In the main 
window you can see  Menus: File, View, Analysis, Setup. Each menu has its own 

FIGURE 16.5    An example of a protocol of the two stimulus GO/NOGO task. This is the 
GONOGO.PRO fi le from  Fig. 16.3 . The fi le includes description of stimuli, description of trails, and 
description of the sequence of trails in the task.    



Practice: ERP analysis    373

Commands. In addition to the main Window two smaller windows are depicted – 
Map Window and Dipole Window. From the  File menu select the button  Open fi le  
in order to view 19-channel raw EEG recorded during the two stimulus GO/
NOGO task. 

  Step 2. Viewing EEG record: The EEG window is used for viewing the recorded 
EEG. It has three bars: the  Channel Names bar placed on the left side, the  Status bar  
placed in the bottom, and the  Filters Bar placed on the top. Above traces of EEG 
there are marks of trials depicted as boxes with the number of trial and the stimu-
lus category (in  Fig. 16.6   , e.g., 23[1] within the top-left box mean that this mark 
corresponds to trial number 23 of category number 1-GO trials). The left side of 
the box corresponds to the beginning of the trial. On the bottom of the window, 
a mark of the Button pressing is presented. The left side of the button pressing 
mark corresponds to beginning of subject’s response. 

  Step 3. Preprocessing EEG record – setting montage: The recorded EEG is stored on 
the disk in the linked ears montage within the full bandwidth of EEG amplifi es. For 
viewing and analyzing the data other montages can be selected. This can be done by 
pressing  Select Montage in View menu. The  Montage Parameters window will pop up. 
In the Human Brain Institute database we use three different montages: linked ears 
montage, common average montage, and local average montage according to Lemos. 
For the particular example depicted in  Fig. 16.6  we select the local average montage. 

  Step 4. Preprocessing EEG record – eye movement correction: In Part I we have 
presented three methods of artifacting: (1) manual delete ( Clear), (2) Automated 
Marking artifacts, and (3) automated  Artifact correction by means of spatial fi ltration. 
For more information the reader is referred to Chapter 9 of the book. 

  Step 5. Computing ERPs by averaging EEG fragments: Individual ERPs are com-
puted by averaging EEG fragments time locked to the beginning of trials.  Figure 
16.7   represents ERPs averaged over around 90 trials for a healthy subject (recall 
that trials with artifacts and incorrect responses - which are different for different 
categories of trials  – are discarded). ERPs are computed for Cz electrode for two 
conditions (GO and NOGO) in the two stimulus GO/NOGO task. Note that 
before the second stimulus ERPs are almost identical because the fi rst stimulus in 
GO and NOGO trials is the same – a picture of animal. The similarity between 
two ERPs for GO and NOGO conditions within the time window from the fi rst 
to the second stimuli represent a so-called test/retest index. This index can be 
used as a measure of defi ning reliability of ERPs obtained in a particular subject. 

To implement averaging, go to  Analysis menu and click Compute ERP. The fol-
lowing window will appear ( Fig. 16.8   ). In the top a sub-window  Groups of trials  
is located. For two stimulus GO/NOGO task (shown as an example in  Fig. 16.8 )
the following categories (or groups) of trials are to be computed: GO trials (AA) 
labeled by number 1, NOGO trials (AP) labeled by number 2, Discontinue visual 
trials (PP) labeled by number 3, and Discontinue auditory trails (PH) labeled 
by number 4. We also combined groups 1 and 2 to get a so-called Continue 
(with name  “     �      ” and number 5) group. We combined groups 3 and 4 to get a 
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FIGURE 16.6    Eye movement correction. An Example of 19-channel EEG recorded in the two 
stimulus GO/NOGO task before (a) and after (b) correcting eye blinks.      
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Discontinue group (with name  “–” and number 6). During averaging the program 
will compute the number of correct responses, the number of incorrect responses 
(omission and commission errors), and the number of trails with artifacts (see 
Artifacting section). We are also going to compute ERP differences that are useful 
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FIGURE 16.8    Window for computing ERPs. The user defi nes the names of categories of trials 
such as GO for category (label)  “1”, the differences between categories such as  “2-1 ” for the difference 
between ERPs for GO and NOGO trails. Note that the labels are defi ned in the Psytask protocol. In 
addition the user sets the timing of correct responses and synchronization type, that is, the way of ERP 
averaging starts – by stimulus or by subject’s response. Note that for computing ERP in a task of the 
HBI reference database one simply needs to load the parameters from the database.    
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FIGURE 16.7    ERPs in GO and NOGO trials for a healthy subject. An example of ERPs aver-
aged over GO (thin line) and NOGO (thick line) trials in the two stimulus GO/NOGO task. ERPs 
are computed for Cz. Note that ERP patterns before the second stimulus look similar for GO and 
NOGO trials because the fi rst stimulus in these trails is the same – an image of animal.    
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in extracting components associated with distinct psychological operations      8   . These 
differences are listed in a sub-window  Group differences. You can choose any com-
bination of difference waves from the full list by clicking the button  Choose.

The other three sub-windows are  Artifact processing, Synchronization, and  Subject’s 
response processing. The artifact elimination procedure is based on comparison of the 
current amplitude of EEG signal with a preset threshold. The recommended value 
of the threshold is 100      μV. Note, that  Only EEG channels must be selected for arti-
fact elimination, otherwise all trials with subject’s response will be thrown away. 

Usually S ynchronization by fi rst stimulus of the trial is recommended. Another 
setting of synchronization parameters can be used if two or more stimuli in the 
trials are presented with different intrastimuli intervals and there is a need to syn-
chronize ERPs by the second or third stimuli. ERPs can be also synchronized by 
button pressing, that is, by initiation of the subject response to the stimuli. 

The parameters of  Subject’s response processing are defi ned in a separate sub-
window. The parameters include: (1)  Time interval within which the response of 
the subject is considered as a correct one, (2)  Groups of trials after which the res-
ponse is expected, (3)  Stimulus after which the response is required, (4) Category 
of Left or Right button responses ( Press button, Don’t press button, and No – not 
applied). Note that in our version of the hardware there are many devices that 
could be used to computing reaction times, so the one that has been actually used 
must be defi ned in Left (Right) Button Channel.

Once you have defi ned all parameters of ERP computations you can save these 
parameters in a separate fi le (with *.par extension) and can download them again 
when needed. The parameters for computing ERPs in all tasks of the Human 
Brain Institute Normative Database are saved in a separate folder ( Parameters ). 

When using the Human Brain Institute Normative Database, the user does not 
need to worry about parameters of processing: they have to be downloaded from 
the database by simply clicking the button  Load from database.

  Step 6. Comparison with the normative database: Now when we have computed 
ERPs in the task for the individual patient, we want to know how his/her ERPs 
differ from the normative data obtained from a group of healthy subjects of the 
same age. There are two ways of making the comparison: (1) to compare the 

    8  Some 5–10 years ago computing difference waves was the only method for extracting ERP com-
ponents. It was assumed that because of specifi c design of the task a certain psychological operation 
was present in one group of trials and absent in the other group of trials, so that subtracting ERPs 
would give an electrophysiological correlate of this psychological operation. For example, it can be 
speculated that in the two stimulus GO/NOGO task described in the book hypothetical operation 
of motor inhibition is present only in NOGO trials so that subtracting ERPs to GO trials from ERPs 
to NOGO trials gives an index of motor inhibition. However, GO trials in turn elicit operations 
(such as motor execution and engagement operations) that might be absent (like motor execution) 
or d eveloped differently (such as engagement operation) in NOGO trials. These operations overlap in 
time and space with the operation of motor inhibition. Consequently, ERPs differences between GO 
and NOGO trials represent not one but several overlapping psychological operations.     
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individual ERPs with the grand average ERPs of the normal group, (2) to com-
pare the individual ERP components with the grand average ERP components 
extracted from the normative database by means of ICA. In both cases you go to 
Analysis menu and select  Comparison of results option. In this option select the  Load
Database  key. The following window will appear ( Fig. 16.9   ). 

As one can see there are two options for the comparison of ERPs in GO/
NOGO task. You can select either  Event Related Potentials /Visual CPT option for 
comparison of ERPs, or you can select  Event Related Potentials Components/Visual 
CPT option for comparison of ERPs components extracted from the ERPs of 
the patient by applying spatial fi ltration      9   .

Let us start with simple comparison of raw ERPs.  Figure 16.10    represents a part 
of the window that is opened up after pressing OK in the  Comparison window. The 
names of categories of ERPs are presented on the top of  Fig. 16.10 . By clicking at 

   you can select different categories of stimuli ( Active Groups) for which ERPs 
have been computed such as  “a-a GO, ” “a-p NOGO ” … A symbol in squared 
parentheses at the right of the name of the category means the following:  “[1]” – an 
individual for whom ERPs were recorded,  “[2]” – the normative database,  “[D]” – 
difference between the individual ERPs and the normative database. 

    9  Note that the spatial fi lters are based on the topographies of components derived from the inde-
pendent component analysis of the large number of individual ERPs of the healthy control subjects. It 
should be also noted that a priori the topographies may be different for different age groups. However, 
comparison of the topographies computed for the children and adults collected in the Human Brain 
Institute Database showed that these two distinct groups revealed independent components with simi-
lar topographies while dynamics of components changed dramatically with age for some components 
and did not show age dependency for other components. Thus it looks like that the spatial distribution 
of a specifi c psychological operation associated with a specifi c component is a quite stable characteris-
tic while timing of the operation may depend of age.    

FIGURE 16.9    Window for comparing individual ERPs with the normative database. This win-
dow is opened after pressing the command  “Comparison of Results ” from Analysis menu and after 
Loading the database.    
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Besides comparing raw ERPs the EdEEG provides the reader with an option 
of comparing independent components extracted from individual ERPs with the 
independent components for people from the normative data with the same age. 
Figure 16.11    represents a part of the window that is opened up after selecting  Event 
Related Potentials Components/Visual CPT  option in the Comparison window. The 
names of categories of ERP components are presented on the top of  Fig. 16.11 .
By clicking at    you can select different categories of independent compo-
nents that were extracted for the two stimulus GO/NOGO task such as P3GO, 
P3NOGO, P2NOGO  … A symbol in squared parentheses at the right of the name 
of category means the following:  “[1]” – an individual for whom ERPs indepen-
dent components were computed,  “[2]” – the normative data,  “[D]” – difference 
between the individual ERPs independent components and the normative data. 

FIGURE 16.10    Window for comparison of individual raw ERPs with the normative database. 
The window is opened up after pressing OK in the Comparison ERPs window. The comparison can 
be made by depicting ERPs for a separate category of trail (GO, NOGO,  …) for a subject, for the 
database and ERPs differences.  “[1]” – a subject,  “[2]” – the normative database,  “[D]” – difference 
between the individual ERPs and the normative database.    
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An example of comparing two individual ERP components (comparison and 
monitoring) with the normative data is presented in  Fig. 16.12 .

Fig. 16.12 depicts two independent components computed for a patient. They 
are the comparison component, presented in the top row, and the monitoring 
component, presented at the bottom row. Thin lines correspond to ERP compo-
nents for the patient, thick lines correspond to ERP components for the group of 
healthy subjects, while dotted lines correspond to deviations of the patient’s com-
ponents from the “normal” ERP components. Topographies of the two compo-
nents are presented at the right. Note dramatic deviations from normality in the 
comparison component and no signifi cant difference in the monitoring compo-
nent. Vertical bars below the difference waves correspond to the signifi cant level 
of deviation from the normative data. 

FIGURE 16.11    Window for comparison of individual ERPs independent components with the 
normative database. The window is opened up after pressing OK in the Comparison ERP components
window. The comparison can be made by depicting ERPs components (P3b GO, P3NOGO  …) for 
a subject, for the database as well as ERPs differences.  “[1]” – a subject,  “[2]” – the normative database, 
“[D]” – difference between the individual ERPs components and the normative database.    
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FIGURE 16.12    Comparing two individual ERPs components with the normative database. Top row – comparison component. Bottom row – monitoring
component. (a) ERPs components for the patient (thin line) and for the group of healthy subjects of the same age (thick line). (c) Topographies of the comparison 
and monitoring. (b) Deviation from normality.  Vertical bars below the difference wave – time intervals in which the deviation is signifi cant at p �  0.001.        
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  IV.    EXERCISES 

The EdEEG software is provided with two EEG fi les recorded in a healthy sub-
ject and in a patient during the two-stimulus GO/NOGO task. Both subjects 
belong to the same age group of 13–14 years old. 

We suggest the reader to exercise with the two fi les and to answer the follow-
ing questions: 

  1.   Which fi le corresponds to a healthy subject and which one corresponds to 
a patient? 

  2.   Which independent components are within the normative range and 
which are abnormal? 

  3.   What type of brain dysfunction is found in the ERPs of the patient? 
  4.   What brain disorder (ADHD, OCD, or dyslexia) can be associated with the 

observed brain dysfunction?    

To answer these questions perform the steps of ERPs computation and analysis 
described above. Briefl y the actions are as follow: 

  1.   Start  EdEEG.exe  program. 
  2.   From  File menu  click  Open File  command. 
  3.   Open fi le from  EdEEG  folder  Data  subfolder (which if installed Typical is 

located on Disk C). There are two fi les S3_VCPT and S4_VCPT. Analyze 
each of the fi les separately. 

  4.   Use buttons from the Input Control toolbar (    ) to 
view the record. These buttons correspond to Stop, Fast rewind back, Slow 
rewind back, Slow play back, Fast play back. You can also view the EEG 
at different time intervals by moving the scroll bar located below the EEG 
record. 

  5.   From  View menu  click  Select Montage  and in the window  Montage Name  
select DataBase Version 1 montage . This montage name is the last in the list 
of montages. By clicking  References  dialog box in the  Montage parameters  
window make sure that it is the  Weighted average by Lemos  montage. Then 
press  OK . The EEG record will appear in the selected montage. 

  6.   By visual inspection fi nd artifacts of vertical and horizontal eye movements. 
  7.   Select the whole record. This is done by clicking  the left button  of the mouse 

at the beginning of the record and  the right button  – at the end of the record. 
Clicking must be done within the  time bar  located above the record. After 
clicking the right button the time bar will become yellow. 

  8.   From  Analysis menu  click  Artifact correction  command. The program will 
automatically decompose the EEG fragment into 19 components by 
means of the Principle Component Analysis (PCA). From  Method menu 
(presented at the bottom) select ICA (Independent Component Analysis) 
and click OK.  The program will start iteration procedure of extracting 
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independent components from the EEG fragment. The procedure usually 
takes more than 20 seconds and consists of 100 iterations or more. In 
topographies presented on the right of the appeared window the fi rst 
(from the top) topography is highlighted by a red circle. This component is 
the most strong and corresponds usually to eye blinks. Make sure that this 
is the case and click OK . The software will fi lter out this type of artifacts 
from the whole EEG record. By visual inspection of the record make sure 
that the corresponding artifact is corrected. 

 9.   From  Analysis menu  click  Mark Artifacts  command. Load the parameters 
of artifact rejection from the database by clicking command  Load from 
database . After pressing  OK  the software will mark the artifacts that fi t 
the criteria. 

  10.   From  Analysis menu  click  Compute ERP  command. Load the parameters 
of ERP computation from the database by clicking command  Load from 
database.  The software will compute ERPs for  VCPT       10    (visual continuous 
performance task)  for all categories of trials and for each electrode separately 
and present them in a form of 19 graphs located in a way similar to which 
the electrodes are located on the scalp. 

  11.   From  Analysis menu  click  Comparison of results  command. The window 
named Processing Results comparison  will appear. To load ERPs from the 
normative database click  Load Database  bar. At the left of the window 
the name of subject’s ERP is present while at the right one can see two 
options:  Event Related Potentials  and  Event related Components computed  for 
VCPT condition. 

  12.   First compare raw ERPs with the normative data. To do it, click the 
subject’s fi le from  Event Related Potentials  from the left and then click  Event 
Related Potentials/visual VCPT  from the right. Press  OK.

  13.   The ERPs for GO trails for the subject [1 }, the database [2], and the 
difference ERPs [3] for (subject-database) will appear in  Comparison 
Window  (an example is presented in  Fig. 16.10 ). Note that the confi dence 
level of deviation from normality is presented in a form of small vertical 
bars below the ERPs. To view ERPs and ERP differences in the same 
graphs for a different task condition (e.g., NOGO) do as follows: (a) press  

   for the fi rst  Active Group  and select condition  a-p NOGO[1] –  ERPs 
for NOGO condition of the patient, (b) press      for the second Active 
Group  and select condition  a-p NOGO[2]  – averaged ERPs for NOGO 
condition of healthy subjects of the same age, (c) press      for the third 
Active Group  and select ERPs difference-condition  a-p NOGO[D] . Note 
that the scale, time interval, and base line correction for ERP analysis can 
be selected from the right window. For example, to view the responses to 

    10  VCPT is just another name for the two stimulus visual GO/NOGO task.    
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the second stimulus type  “1400” for Time interval/From (ms), and type 
 “ 700” for duration (ms). 

  14.   Second, compare ERPs independent components with the normative 
data. To do it, from  Analysis menu  click  Comparison of results  command. 
The window named  Processing Results comparison  will appear again. To load 
ERPs from the normative database click  Load Database  bar. At the left of 
the window the name of subject’s ERP is present while at the right one 
can see two options:  Event Related Potentials  and  Event related Components  
computed for VCPT condition. 

  15.   Select the second option. Click the patient’s fi le from  Event Related 
Potentials  from the left and then click  Event Related Potentials Components/
visual VCPT  from the right. Press  OK.

  16.   The ERPs for the fi rst independent component P1N1 for the subject [1 },
the database-P1N1 [2] and the difference ERPs-P1N1 [D] for (subject-
database) will appear in Comparison Window  (an example is presented in 
 Fig. 16.11 ). Note that the confi dence level of deviation from normality 
is presented in a form of small vertical bars below the ERPs. To view 
ERPs and ERP differences in the same graphs for a given independent 
component (e.g., P3b) do as follows: (a) press      for the fi rst  Active Group  
and select condition P3b P[1] –  ERPs for the P3b component of the 
patient, (b) press      for the second Active Group  and select condition 
P3b P[2]  – averaged ERPs for the P3b independent component of 
healthy subjects of the same age, (c) press      for the third  Active Group  
and select ERPs difference-condition  P3b P[D] . The names of the 
components correspond to the psychological operations described in the 
book as follows: P1 N1 – for the visual processing in the occipital lobe, 
N1P2 aC – for the auditory processing, v com TL – for the comparing 
operation in the left ventral stream, S3 sup – for operation of action 
suppression, P4 mon – for monitoring operation. Note that the scale, 
time interval, and base line correction for ERP analysis can be selected 
from the right window. For example, to view the responses to the second 
stimulus type  “1400” for Time interval/From (ms), and type  “700” for 
duration (ms).    

Do the same analysis with the second fi le and try to answer the questions 
presented above.                     
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  I.    INTRODUCTION 

As was shown in Part II, the brain can be divided into sys-
tems. These brain systems consist of separate cortical and 
subcortical anatomical structures and play different functions 
in processing sensory information and organizing actions. 
The systems we have analyzed in the previous part are: sen-
sory systems, attentional networks, executive system, affective 
system, and memory systems. We presume that dysfunction-
ing of a separate brain system is associated with a separate 
class of brain disorders. 

However brain disorders are classifi ed not on the basis 
of neurophysiological data but on the basis of behavior. 
There are two main classifi cation manuals: DSM-IV and 
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ICD-10     1   . The two manuals rely only on behavioral symptoms. Although 
research is advancing and several objective diagnostic parameters      2    have been 
suggested for specifi c disorders, no reliable biological markers or endophe-
notypes of distinct disorders are accepted so far. This part of the book holds 
the following closely related goals: (1) analyzing dysfunctions of the above 
mentioned systems in connection with known psychiatric and neurological 
disorders, (2) associating the dysfunctions of the brain systems with QEEG/
ERP markers described in Parts I and II of this book, (3) suggesting an 
appropriate neurotherapy for correcting dysfunctions of the brain systems. 

From Part II we have learnt that distinct brain systems are controlled by 
separate neuromodulators in the brainstem. Consequently, the brain sys-
tems can be corrected by pharmacological      3    interventions on these media-
tors. The interventions include increasing or decreasing the action of 
neuromodulators (1) by feeding the brain with biochemical precursors of 
mediators (such as with  l-dopa – a precursor of dopamine), (2) by block-
ing the postsynaptic receptors (such as with antipsychotic drugs that have 
affi nity to dopamine receptors), (3) by blocking the reuptake mechanisms 
(such as with Ritalin that suppresses the dopamine reuptake mechanisms), 
or changing the cellular mechanisms of neurotransmission in other ways      4   .

It should be noted here that before 1950s, scientists tried several non-
pharmacological interventions such as electrical invasive and non-invasive 

    1  The Diagnostic and Statistical Manual of Mental Disorders (DSM) is a handbook that lists dif-
ferent categories of mental disorder and the criteria for diagnosing them, according to the American 
Psychiatric Association. It is used worldwide by clinicians and researchers. The DSM has gone through 
several revisions since 1952. The last major revision was the DSM-IV published in 1994. The DSM-V 
is currently in preparation, due for publication in approximately 2011. The mental disorders section of 
the International Statistical Classifi cation of Diseases and Related Health Problems (ICD) is another 
commonly used guide, and the two classifi cations use similar diagnostic codes.    

    2  Such as the inattention index (theta beta ratio) in EEG spectra for diagnosis of attentional 
dysfunctions.    

    3  Pharmacology (from Greek  pharmakon - drug and  lego – to tell about) studies effects of different 
biochemical substances on function in the leaving organs. If substances have medical properties, they 
are called pharmaceuticals. The fi eld includes compositing drugs, studying their properties, and observ-
ing their medical applications. N euro- and psychopharmacology (effects of medication on behavior and 
nervous system functioning) are considered as sub-fi elds of pharmacology.    

    4  Although different plants were the source of medication for centuries, modern western medicine 
utilizes purifi ed bioactive compounds, rather than an entire sample of plant matter. The real break-
through period in psychopharmacology started in 1950s by introduction of the fi rst set of psychotro-
pics and new methodological approaches in pharmacology. Treatment of heterogeneous disorders such 
as mania, schizophrenia, depression, bipolar disorder, became available.    
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intrusions, as well as anatomical destructions including neurosurgical and 
stereotactic operations. Most of the attempts were abandoned after the 
revolutionary events in psycho-pharmacology. However, 50 years of using 
psycho-pharmacology brought some dissatisfaction and controversy. One 
part of this controversy is associated with a failure to fi nd a certain geno-
type as a pathological mechanism for a certain disease      5   . Recent attempts of 
medical genetics have indicated that most of psychiatric disorders do not 
follow a simple Mendelian rule and that no single gene could be attrib-
uted to a single disorder. This led some scientists to introduce the concept 
of endophenotypes as biological markers of disease that are non-molecular 
but closer to the genotype than behaviorally defi ned classifi cation of dis-
eases. Some QEEG parameters and ERP components have been suggested 
as candidates for endophenotypes of at least some of brain diseases. 

Renaissance of non-pharmacological methods of treatment started 
recently as a rebound effect of exponentially increasing use of pharmaco-
logical substances to treat various brain diseases. The non-pharmacological 
methods include neurofeedback and electromagnetic stimulation methods 
such as transcranial direct current stimulation (tDCS), transmagnetic stim-
ulation (TMS), deep brain stimulation (DBS), and electroconvulsive ther-
apy (ECT). They are united under a common name  “neurotherapy. ”

So, in this part of the book we are going to present the most common 
brain diseases in association with QEEG and ERP indexes of the brain 
systems that are supposed to be involved in pathogenesis of the diseases. 
The diseases we are going to discuss in this pat of the book are listed in 
Table PIII.1   . The brain systems that are associated with these dysfunctions 
are marked. The table simplifi es the reality. It does not show complex inter-
actions between systems      6    and heterogeneity of distinct diseases. Still, the 
concept depicted in the table may serve as a starting point for presenting 

    5  The other part of controversy is associated with more practical issues. First of all, pharmacother-
apy does not help everyone: some patients remain unresponsive to the pharmacological interventions. 
Moreover, selection of the appropriate medication (especially in depression) is a matter of trial and 
error. Because the effect of some substances needs few weeks to be exhibited and there are many 
potential drugs that might treat the disease, the trial and error procedure could last for many months 
and is very expensive both in monetary expression and in human resources. On the top of that most 
of the drugs have undesirable side effects.    

    6  In the dysfunctional brain different systems interact with each other so that dysfunction, for 
example, of executive system might cause the dysfunction of the affective system and vice versa. This 
interaction complicates the behavioral pattern of disease in a particular patient.    
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data and ideas regarding QEEG/ERP markers of brain disorders and neu-
rotherapeutical approaches for correcting these disorders. 

We have learnt in this book that operations of the brain systems are 
maintained by complex neuronal networks that include subcortical and cor-
tical anatomical structures. Let us consider some generally defi ned neuronal 
network      7   . The network is characterized by two parameters: (1) by activa-
tion level of the network and (2) by response of the system to an elemental 
increase of the input to the system. As we have shown in Introduction to 
the book the relationship between the response of the network and its acti-
vation level is described by the inverted U-curve ( Fig. PIII.1   ). 

We presume that the response of the neuronal network is approximated 
by the corresponding ERP independent component generated in by the 
network in an adequate psychological condition      8   . One can see that the 
maximum of ERPs amplitude corresponds to the optimal level of activa-
tion of the neuronal network. From Part I we know that the increase of the 
optimal level of activation of the cortex is associated with the excess of beta 
activity in the background EEG generated by the corresponding part of the 

    7  For example, the network subserving monitoring operation includes several cortical areas of the 
frontal cortex with the anterior cingulate cortex as a key element.    

    8  For example, the response of the monitoring network is measured by the amplitude of P400 
monitoring component in two stimulus GO/NOGO task.    

 TABLE PIII.1     Association Between Psychiatric/Neurological Diseases and Impairments 
of Brain systems 

   Disease/System Sensory  Affective  Memory  Executive 

   Dyslexia ______________

   Neglect ______________

   Depression  ______________

   Anxiety ______________

   Alzheimer’s  ______________

   Parkinson’s  ______________

   Schizophrenia  ______________

   OCD ______________

   ADHD ______________

   Addiction ______________ ______________ ______________
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cortex, while decrease in the level of activation is associated with the excess 
of alpha activity      9   . Note that both extremes are associated with decrease of 
amplitude of ERP components. The decrease of ERPs amplitude is associ-
ated with decrease of reactivity of the system when the system moves away 
from its optimal performance point      10   . Consequently, the excess of beta 
activity as well as excess of alpha activity is accompanied by low amplitude 
of ERP components that are associated with poor performance of the sys-
tem. These theoretical considerations show necessity of simultaneous mea-
surement of ERP components and background EEG characteristics. 

  II.    GLOSSARY 

  Addiction is a compulsive, out-of-control drug use despite serious nega-
tive consequences. 

    9  Recall the relationship between metabolic activity of the cortex and alpha and beta activity gen-
erated in the corresponding local cortical area (see  Fig. PIII.1 ). According to this relationship, excessive 
(in comparison to norms) beta in EEG corresponds to increase of metabolic activity, while excessive 
alpha corresponds to decrease of metabolic activity in the local cortical area.    

    10  For example, decrease in the monitoring component may be associated with excessive activation 
of the monitoring network as well as with decrease of its activation.    

Excess
of alpha

Excess
of beta

Amplitude of
ERP componenet

Activation level

FIGURE PIII.1    Response (amplitude of ERP component) versus activation level of a hypotheti-
cal neuronal network. Horizontal axis – overall activation of neuronal network. Vertical axis – response 
of the system to a relevant stimulus measured in amplitude of evoked potential. Lower level of activa-
tion is characterized by excess of alpha activity while higher level of activation is characterized by 
excess of beta activity in the EEG. 
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  ADHD is the most common developmental disorder that affects 3–8 per 
cent of children worldwide according to conservative estimation and 
includes children displaying developmentally inappropriate levels of 
inattention, hyperactivity, and impulsivity that begin in childhood and 
cause impairment to school performance, intellectual functioning, social 
skills, driving, and occupational functioning. 

  Alzheimer’s disease is a degenerative brain disorder that at the fi rst stage 
starts with progressive memory loss and at later stages develops into a 
generalized dementia. The loss of cholinergic cells in the basal forebrain 
appears to be responsible for the fi rst stage. 

  Antipsychotic drugs are pharmacological agents that are used to treat 
psychosis. 

  Anhedonia  is loss of interest or pleasure in almost all activities. 
  Cognitive-behavioral psychotherapy is a form of psychotherapy that 

aims to strengthen self-esteem and provide the patient with support 
and understanding. Cognitive-behavioral psychotherapy emphasizes the 
analysis of the problems at hand, and the defi nition of concrete goals 
and solutions so that the patient can recognize progress. 

  Compulsions are actions repeated over and over in ritualistic, stereotyped 
succession. 

  DC (direct current) is a fl ow of electric charge that does not change 
direction and value. Applying to a cortical tissue, DC polarizes neurons, 
that is, changes membrane potentials of cells. 

  Depression (or major depression) is a disorder of the affective system 
characterized by low or depressed mood, anhedonia, and low energy or 
fatigue. 

  Diagnostic and Statistical Manual of Mental Disorders (DSM)  
is a handbook that lists different categories of mental disorder and the 
criteria for diagnosing them, according to the American Psychiatric 
Association. It is used worldwide by clinicians and researchers. The DSM 
has gone through several revisions since 1952. The last major revision 
was the DSM-IV published in 1994. In Europe, the mental disorders 
section of the International Statistical Classifi cation of Diseases and Related 
Health Problems (ICD) is more often used. 

  Electroconvulsive therapy (ECT), also known as electroshock, is a psy-
chiatric treatment in which seizures are induced by means of strong 
electrical current. 
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  Effect size is a measure of a certain effect that is defi ned as the difference 
between the means of a measured parameter for the experimental and 
control groups, divided by the standard deviation of the control group or 
the average standard deviation of both groups. The effect size is a stan-
dardized measure and allows comparing the effects found in different 
studies with different parameters. 

  Endophenotype  is a biological marker of a disease. 
  Monoamine oxidase is an enzyme located on the outer mitochondrial 

membrane, which catalyses the hydrolysis of biogenic amines such as 
catecholamines and serotonin. 

  Morbidity  is the incidence or prevalence of a disease in a population. 
  Neurofeedback is a technique of self-regulation by means of EEG-based 

biofeedback. In this technique, neurofeedback parameters of EEG cur-
rently recorded from a subject’s scalp (such as an EEG power in a given 
frequency band) are presented to the subject through visual, auditory, 
or tactile modality with the task to voluntarily alter these parameters 
in a desired (leading to a more effi cient mode of brain functioning) 
direction. 

  Obsessions are thoughts that repeat over and over again, unwanted but 
insistent. 

  OCD is a disorder characterized by recurrent obsessions and compulsions 
causing marked distress or signifi cant impairment. 

  Oppositional defi ant disorder (ODD) is associated with taking unsafe 
risks, breaking laws, refusing to follow instructions or directions. 

  Psychosis includes distortions in thinking, such as delusions (false beliefs 
that are fi rmly held in the face of contradictory evidence), and percep-
tual disturbances, such as hallucinations. Auditory hallucinations, usually 
experienced as voices distinct from one’s own thoughts, are most com-
mon in schizophrenia. 

  Psychopharmacology is a subfi eld of pharmacology that in particular 
studies effects of different biochemical substances on behavior and ner-
vous system functioning. 

  Psychosurgery is a type of surgical ablation or disconnection of brain 
tissue with the intent to alter affective or cognitive states caused by 
mental illness. 

  Schizophrenia is a psychiatric disorder characterized by (1) impair-
ments in the executive system such as disordered thoughts, disorganized 
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speech, inability to plan, initiate, and regulate goal directed behavior, as 
well as by (2) impairments in the sensory systems such as hallucinations, 
and by (3) associated symptoms of the affective system, such as blunted 
emotions. 

  Learning disability (LD) is a diffi culty in mastering language, reading, 
or math. 

  tDCS – transcranial direct current stimulation – a neurotherapeutic 
technique of application of direct current to the brain by means of elec-
trodes placed on the head. Because of polarizing effect on neuronal cells, 
tDCS in 1960–1970s was called polarization technique. 

  Tourette’s syndrome is associated with having tics – uncontrolled move-
ments like eye blinks, or facial twitches, or vocal sounds. 

  Tricyclic drugs are molecules that inhibit biogenic amine reuptake, 
therefore prolonging the period during which these neurotransmitters 
are active at the synaptic cleft.                          



  I.    DESCRIPTION OF BEHAVIOR 

  A.    Executive Operations and ERP Components 

We start with disorders of the executive system. The basic operations of the exec-
utive system are the maintenance of working memory and attention, the engage-
ment operation, the inhibition of actions, and the monitoring operation. The 
event-related potential (ERP) components refl ecting these operations and tasks in 
which the components are generated, are listed in  Table 17.1   . Recall that an ERP 
component refl ects the response of a certain brain sub-system (such as monitoring 
neuronal network) to an adequate stimulus in an appropriate behavioral paradigm. 
As one can see no single task could be chosen as a gold standard for assessment 
of the executive system. However some variants of the two stimulus GO/NOGO 
tasks might be considered as a good approximation of the gold standard. 

  B.    Symptoms of ADHD in DSM-IV and ICD-10 

Imagine yourself living in fast-moving kaleidoscope, where objects around you 
are constantly shifting and your mind drives from one image, sound, thought to 
the next. Imagine also yourself easily distracted by unimportant sights and sounds, 
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feeling bored, yet helpless to complete the tasks you need to accomplish. This is 
how ADHD children feel      1   .

ADHD is one of the most prevalent conditions in child psychiatry      2   . The other 
labels of the disorder introduced in the past are attention defi cit disorder (ADD), 
hyperactivity, hyperkinesis, hyperkinetic syndrome, minimal brain dysfunction, and 
minimal brain damage      3   . DSM-IV distinguishes three subtypes of ADHD: predomi-
nately inattentive type, predominately hyperactive-impulsive type, and combined type. 
This classifi cation is based on three groups of symptoms: inattention, hyperactivity, 
and impulsivity      4   . Evidence for the validity and clinical use of these subtypes is mixed 
and controversial. Current work has not yet resolved the controversy about whether a 
purely inattentive subtype must be considered separately from ADHD or not. 

Along with being the most common disorder ADHD is, undoubtedly, the most 
controversial. The controversy can be seen, for example, in the differences between 
US diagnostic criteria for the disorder, as defi ned by the DSM-IV and the European 
diagnostic criteria for hyperkinetic disorder (HKD), as defi ned by the ICD-10. 

 TABLE 17.1     ERP Components as Indexes of Operations in the Executive System 

   Executive 
operation

Engagement Working 
memory/
attention

 Response 
inhibition

 Monitoring 

    ERP component 
and psychological 
task  

 P3b to targets in 
the oddball and 
GO/NOGO
tasks

 P2 comparison 
component in 
the GO/NOGO 
task. CNV in the 
delayed response 
tasks

 N2 for Stop 
stimulus in the 
Stop-signal tasks 
or the motor 
inhibition
component for 
NOGO stimuli in 
the GO/NOGO 
tasks

 P4NOGO 
monitoring 
component in the 
GO/NOGO tasks, 
ERN in the CPT 
tasks

    1  Literature is full of descriptions of such characters. As long ago as in 1845, Dr. Heinrich Hoffman, 
a German physician, wrote “The Story of Fidgety Philip ” as a portrait of an ADHD boy. Another 
good example of an ADHD child was described by a famous Russian writer Nikolai Nosov in his 
beautiful book “Adventures of Dunno and his Friends. ” Dunno was contrasted to Doono which we 
would call a normal healthy boy. The most amazing thing to mention is that every child in Russia 
liked Dunno not Doono.    

    2  At conservative estimation it affects 3–7.5 per cent of children worldwide.    
    3  DSM-IV description of ADHD is given, for example, in  http://en.wikipedia.org/wiki/DSM-

IV_Codes.   
    4  Inattentive children have a hard time keeping their mind on any one thing, may get bored with 

a task after only a few minutes, have diffi culty in voluntary focusing, in organizing and completing a 
task. Hyperactive children always seem to be in motion, can’t sit still, may touch everything or talk 
incessantly, may feel intensely restless, may try to do several things at once bouncing from one activity 
to another. People who are impulsive are unable to curb their immediate reactions, can’t think before 
they act, have hard time in waiting for things they want or in taking their turn in games.    
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Both classifi cations include children displaying developmentally inappropriate levels 
of inattention, hyperactivity, and impulsivity that begin in childhood and cause 
impairment to school performance, intellectual functioning, social skills, driving, and 
occupational functioning. But ICD-10 criteria are more restrictive than the DSM-
IV diagnosis of ADHD because they need a greater degree of symptom expression      5   .
The male-to-female sex ratio for the disorder is greater in clinical studies than in 
community studies. This difference is probably because of ADHD being less dis-
ruptive in women than in men as well as because of increased exposure of mails to 
environmental sources of cause, such as head injury. 

Although both DSM-IV and ICD-10 provide well structured, criterion-based 
diagnoses for ADHD and HKD, they have several weaknesses. The diagnostic cri-
teria do not provide developmentally sensitive defi nitions for helping doctors to 
differentiate ADHD symptoms from developmentally healthy levels of inatten-
tion, hyperactivity, and impulsivity. Clinicians often receive diagnostic data from 
multiple informants (e.g., from parents and teachers) but both diagnostic manuals 
provide no guidelines of how to integrate this information. The weaknesses of the 
diagnostic system have led to critics of ADHD diagnosis as subjective and have 
initiated a search of objective markers or endophenotypes of this disease      6   .  

  II.    GENETIC AND ENVIRONMENTAL FACTORS 

  A.    Complex Genetic Disorder 

Research shows that ADHD runs in families and approximately one-half of par-
ents who have had ADHD have a child with this disorder. According to twin 
and adoption studies, genes have a substantial role in the familial transmission of 
ADHD. These data estimate the heritability of ADHD to be 0·76. In the same 
time, genetic studies show that ADHD, similar to the most of psychiatric disor-
ders, fails to follow Mendelian patterns of inheritance and must be classifi ed as a 
complex genetic disorder      7   .

    5  In this way DSM-IV ADHD is more prevalent than ICD HKD, because it includes inattentive 
subtype. This diagnostic difference has sometimes been misinterpreted to mean that ADHD is more 
common in the United States than in countries using ICD criteria. However, when the same diagnos-
tic criteria are used the prevalence of ADHD is similar worldwide.    

    6  The fi rst attempt to introduce endophenotypes as neuroscience based markers of ADHD was 
done Xavier Castellanos and Resemary Tannock in 2002. They proposed three endophenotypes that 
would correspond to the causes of ADHD: (1) a specifi c abnormality in reward-related circuitry that 
leads to shortened delay gradients, (2) defi cits in temporal processing that result in intra-subject inter-
nal variability, and (3) and defi cits in working memory (Castellanos and Tannock, 2002).    

    7  The abnormalities in the dopamine-transporter gene on chromosome 5 were found in children 
with severe forms of ADHD. We know that stimulant drugs which are effective in ADHD block the 
dopamine transporter. This fact led to suggestion that the dopamine D4 and D5 receptors and the 
genes related to their expression might be associated with ADHD.    
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  B.    Environmental Risk Factors 

Although the idea that particular foods or food additives might cause ADHD received 
much attention in the media, systematic studies have shown that this theory in gen-
eral is not correct. However, by contrast with the mostly negative studies of dietary 
factors, lead exposure has been implicated in the pathophysiology of the disorder. 

Several studies indicate that pregnancy and delivery complications raise the risk 
for ADHD. The basal ganglia, which are commonly implicated in ADHD, are one 
of the most metabolically active structures in the brain, and are particularly sensi-
tive to hypoxic insults. Many studies confi rm that prematurity, as indexed by low 
birth-weight, is a risk factor for ADHD. Prospective studies of infants show that 
fetal exposure to maternal alcohol use leads to behavioral, cognitive, and learning 
problems that could be represented as ADHD. In a similar way, exposure of the 
fetus to nicotine (e.g., due to maternal smoking) can damage the brain at criti-
cal points in the developmental process. The other environmental factors include 
severe early deprivation, family psychosocial adversity, traumatic brain injury, and 
stroke, particularly when the basal ganglia are affected. 

  C.    Co-morbidity 

Much work from both clinical and epidemiological studies shows that the disease 
puts children at risk for co-morbidity with other psychiatric and substance use dis-
orders. For example, some studies suggest that ADHD can put adults at risk for per-
sonality disorders. At all ages, ADHD is associated with functional impairments such 
as school dysfunction, peer problems, family confl ict, poor occupational performance, 
injuries, antisocial behavior, traffi c violations, and traffi c accidents. Follow-up studies 
have shown that ADHD persists into adulthood. There is clearly an age-dependent 
decline in symptoms, but even when symptoms are not prominent enough to prompt 
a diagnosis, they are frequently associated with clinically signifi cant impairments. 

ADHD is often accompanied by other disorders such as specifi c learning disability 
(LD), oppositional defi ant disorder (ODD), Tourette’s syndrome, anxiety and depres-
sion ( Fig. 17.1   ). Only ODD and Tourette’s syndrome are considered as disorders of 
the executive system. Anxiety and depression are associated with the affective system, 
while learning disabilities (such as dyslexia) are associated with sensory systems.   

  III.    IMAGING CORRELATES 

  A.    PET and MRI 

Is ADHD merely the extreme of a healthy variation worsen by adverse environ-
mental factors or is it a brain disorder with impairment in certain brain systems? 
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Neuroscience-based methods help us to answer this question. However, as with 
any other brain disease, the initial phase of research of neurobiology of ADHD has 
been purely descriptive by design. In this design neuroanatomical and neurophysi-
ological parameters of the ADHD brain were statistically compared with a control 
group of healthy subjects. Most of attention of the researchers was attracted to 
the basal ganglia and prefrontal cortical areas. This research has revealed the fol-
lowing facts :

  1.   Magnetic resonance imaging (MRI) studies observed smaller sizes of the 
caudate nucleus, globus pallidus and pre-frontal cortical areas. For example, 
in a study by a group of researchers from the National Institutes of Health 
(NIH) in Bethesda, USA (Castellanos et al., 2003) the authors obtained 
MRI scans of monozygotic twins discordant for ADHD. The affected twins 
were observed to have signifi cantly smaller caudate volumes      8   . These results 
provide support for involving the striatum as a part of the basal ganglia 
in ADHD pathophysiology. It is also noteworthy to mention another 
MRI study of a joint group of scientists from the NHI and John Hopkins 
Medical Institutions in Baltimore (Herskovits et al., 1999). The study was 
made on children without prior history of ADHD. Their MRI images 
were obtained 3 months after closed-head injury. Children who developed 

ADHD

LD

Tourett

ODD

Anxiety, Depression

FIGURE 17.1    Co-morbidity of ADHD. See text.    

    8  For example, one of affected twins was found to have an unsuspected focal abnormality in the left 
caudate, left putamen, and adjacent white matter.    
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secondary (closed-head injury-induced) ADHD revealed more lesions in 
the right putamen than children who did not develop secondary ADHD      9   .

  2.   In line with functional magnetic resonace imaging (fMRI) studies of 
positron emission tomography (PET) research found lower glucose 
consumption in the ADHD group in comparison to norms in the frontal 
lobe and basal ganglia, especially during demanding tasks.    

Although the effect sizes of MRI and PET comparison studies were qualitatively 
(statistically) signifi cant they were quite small quantitatively. Indeed, the group 
difference between ADHD and normal populations in MRI studies was about 
6 per cent which is comparable with the standard deviation in the normal group. 
At the same time, nearly two decades of studies in psychiatric genetics were 
also quite unsuccessful. These unsatisfactory results initiated interest in studies 
of EEG and ERPs quantitative indices of the disease liability, termed endophe-
notypes. The endophenotypes are supposed to predict the risk of ADHD in the 
same way as appearance of spikes in raw EEG predicts the risk of epilepsy. Such 
endophenotypes should be continuously quantifi able and should predict disorder 
probabilistically. 

  B.    QEEG 

Below, we are going to review the literature and our own studies within the 
framework of theoretical constructs presented in Part II of the book. We presume 
that the main brain system impaired in ADHD is the executive system. The exec-
utive system is characterized by two parameters: the level of overall activation of 
the system and the amplitude of response associated with four different operations 
in the system: working memory, action selection, action inhibition, and action 
monitoring. Let us start with description of spontaneous electrical activity in EEG 
which can be considered as an index of the overall activity of the executive system 
and, consequently, as a background for executive operations. 

As we learnt from Part I of this book, EEG recorded in eyes open and eyes 
closed resting state conditions is a good indicator of metabolic activity in the cor-
tex. Increase of slow activities and decrease of beta activities in local EEG indi-
cate low metabolic activity in the area that generates the corresponding EEG. 
These types of abnormalities are the most common to be observed in ADHD 
population. 

    9  The basal ganglia appear to be not the only structures involved in pathogenesis of ADHD. For 
example, in a recent study from Stanford University School of Medicine (Tamm et al., 2004) a group 
of ADHD adolescent boys participating in GO/NOGO task was compared with healthy controls 
using event related fMRI. Individuals with ADHD showed marked abnormalities in brain activation 
during NOGO trials including hypoactivation of the anterior/mid-cingulate cortex extending to the 
supplementary motor area.    
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  C.    Theta Beta Ratio as Inattention Index 

Most of the quantitative electroencephalogram (QEEG) studies have reported that 
ADHD population as a whole shows elevated levels of slow wave power in com-
parison to normal children      10   . Taking into account that absolute values of spectra 
exhibit a big variation depending on several brain unrelated features (such as thick-
ness of the skull) a relative parameter defi ned as the theta beta ratio has been used 
instead of absolute values. The theta beta ratio was labeled as inattention index by a 
group of participants in multi-center studies in the USA (Monastra et al., 1999)      11   .
Our experience of assessing QEEG in more than 1000 ADHD children shows 
that computing the inattention index gives a good measure of the background 
EEG at least for a part of ADHD population. However, mapping this index in 
normal population tells us that the location of the maximum of this index changes 
signifi cantly with age: from central–parietal location at 7–8 years old children to 
frontal–central location in adults ( Fig. 17.2   ). This observation shows that for better 

    10  One of the earliest studies to identify EEG abnormalities in children with minimal brain dys-
function (a synonym of ADHD in 1930–1950s) was as early as in 1938 (Jasper et al., 1938). Similar 
studies were made later in 1950s and 1960s all using visual evaluation of paper recordings of the EEG..
The most common qualitative fi nding was an increase in EEG activity in the delta and theta bands. 
This fi nding was confi rmed by quantitative EEG analysis in 1970s and later years.    

    11  A so-called inattention index is defi ned as a ratio of theta EEG power (measured within the 
4–8   Hz frequency band) and beta EEG power (measured within the 13–21    Hz frequency band). The 
EEG is recorded at a single place Cz in reference to linked ears. At the age of 6–11 years this ratio 
was found to be 3 times higher in ADHD inattentive and combined types in comparison to norms. 
Sensitivity of this index (the percentage of ADHD children testing positive regarding QEEG index) 
was found to be 86 per cent, and specifi city of this index (the percentage of non-ADHD testing nega-
tive regarding this index) was found to be 98 per cent (Monastra et al., 1999).    

7–8 9–10 11–12

600.0

0.0

13–14 15–16 17–30

FIGURE 17.2    Mapping inattention index. The data are taken from the Human Brain Institute 
Normative Database. Local average montage (Lemos) is sued. The index is defi ned as theta/beta power 
ratio, where theta: 4–8     Hz, beta: 13–21     Hz.    
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results in discriminating ADHD population from healthy subjects this index has to 
be measured in different electrode positions depending on age. 

As far as coherence measure concerns, Robert Barry and his colleagues from 
University of Wollongong, Australia on the basis of their own experience and litera-
ture search concluded that there are insuffi cient studies to evaluate the reliability of 
coherence measurements in discriminating ADHD children (Barry et al., 2003)      12   .  

  IV.    ERP CORRELATES 

There is a vast amount of empirical knowledge regarding ERPs in ADHD. As the 
studies of QEEG indexes of ADHD, the ERP studies until recently were mostly 
descriptive. The basic idea was (1) to select a behavioral paradigm that is supposedly 
associated with processes thought to be impaired in ADHD, (2) to choose an ERPs 
component that is computed as a subtraction wave between two task conditions      13   ,
(3) to measure this component in the two groups (ADHD versus controls) or in 
the subtypes of ADHD such as the inattentive type and the combined type versus 
controls, (4) to assess the size effect, that is, relative differences between mean values 
computed for the selected groups. 

ERP studies in ADHD started in 1970s with the work of Satterfi eld and his 
group (Satterfi eld et al., 1972). Enormous number of ERP papers in ADHD gave a 
variety of results, sometimes inconsistent. A full review on this subject was recently 
published in  Clinical Neurophysiology Journal (Barry et al., 2003). In this book we 
present only typical studies with consistent results. These studies are grouped 
according to psychological operations that are supposedly impaired in ADHD. 

  A.    Selective Attention 

Spatial-cuing paradigms are the ones to assess selective attention. Recall, in this par-
adigm target stimuli are preceded by cue stimuli which either validly or invalidly 
indicate the location of the subsequent target. The validity effect measured as the 
difference in speed and accuracy of responding to targets between invalid and valid 
trials is assumed to refl ect the process of focusing attention on the cued location. 
However, behavioral results of studies that used this paradigm with ADHD children 

    12  Note that from statistical point of view there is a systematic error in assessing the coherence 
values. This error depends on the number of epochs that are used for calculating the parameter. So, 
strictly speaking, to make statistically reliable assessments of coherence measures and to be able to 
compare these measures with the database one needs an equal number of EEG epochs both in the 
normative database and in the subject whose EEG is comparing with the database.    

    13  For example, the difference waves can be obtained as deviant-standard difference ERPs in the 
oddball paradigm, attended-ignored difference in the selective attention paradigm, or NOGO–GO 
difference in GO/NOGO paradigm.    
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are not consistent. Recently Huang-Pollock and Nigg (2003) conducted a meta-
analysis of experimental fi ndings and concluded that there was no indication of a 
reliable defi cit of visual–spatial orienting in ADHD in general or in one of ADHD 
subtypes in particular. 

Another paradigm to study selective attention is the dichotic listening task or 
its visual analogs. Recently, high resolution spatio-temporal mapping of ERPs in 
the visual selective attention paradigm revealed abnormalities in ADHD popula-
tion ( Jonkman et al., 2004)      14   . ADHD children lack the so-called frontal selection 
negativity – the ERP component refl ecting sensory-related selection operation. 
However, in an earlier study that used the processing negativity as an index of 
selective attention no difference between ADHD sub-groups and healthy subjects 
were observed (Rothenberger et al., 2000). The inconsistency in studies of selective 
attention mechanisms in ADHD might be explained by heterogeneity of ADHD 
population. We can only speculate that there might be a relatively small ADHD 
subgroup that is associated with impairment in selective attention mechanisms. 

  B.    Working Memory 

As we learnt from Part II of the book the working memory is executive opera-
tion maintained by a complex system with the basal ganglia as an element of the 
system. In a very rough simplifi cation (that we make here only for didactic pur-
poses), working memory can be considered as an active trace which is character-
ized by the amplitude and the rate of decay ( Fig. 17.3   ). The larger is the amplitude 
of the trace and the longer it lasts, the better is the working memory. We suggest 
that in ADHD population the initial trace in the working is the same as in healthy 
controls but the decay is much faster than those for the norms ( Fig. 17.3 )     15   .

There are several ERP indexes of working memory. They are: (1) contingent 
negative variation (CNV) in the two stimulus tasks as a measure of preparatory 
activity in the brain      16   , (2) mismatch negativity (MMN) in oddball tasks as a probe of 

    14  In this study, participants viewed random sequences of red and yellow rectangles. They were 
instructed to monitor rectangles of only one color for occasionally deviating orientations, and to 
ignore rectangles of the other color. Shortly after 100    ms, control children exhibit attentional modula-
tion of stimulus-related activity, which persists over some hundreds of milliseconds – the phenomenon 
called frontal selection negativity.    

    15  There are few facts supporting this suggestion. One of them is an increase of DAT receptors in 
the striatum found in a sub-population of ADHD children. The increased density of DAT receptors 
leads to the fast washout of the dopamine from synaptic cleft. The fast decay of the striatal dopamine 
could lead to the fast decay of the working memory subserved by the basal ganglia thalamo-cortical 
feedback circuits.    

    16  Recall that CNV can be decomposed into two components: the one associated with preparation to 
receive a stimulus and the one that is associated with preparation to make a movement. These two com-
ponents are not discriminated in ADHD studies, the fact that can create inconsistency in these studies.    
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attention memory trace of the repetitive sound in the auditory cortex, (3) P2 com-
parison component in GO/NOGO tasks as an index of change detection of the 
current stimulus in comparison to the memory trace stored in working memory. 

Few studies have directly examined CNV amplitude in children with ADHD, 
and their results are confl icting, some studies showing reduction of CNV ampli-
tude in ADHD subjects compared to controls, while other studies failed to fi nd 
differences. The studies of MMN in ADHD that are available in the current litera-
ture are also inconsistent. Although some studies reported a reduction of MMN 
in ADHD group in comparison to healthy controls, other studies failed to observe 
the differences. Note however that the MMN can be considered only as indirect 
measures of working memory, or, better to say, of its automatic part      17   .

Another indirect index of working memory is given by the comparison com-
ponent elicited in the two stimulus GO/NOGO task. This component is observed 
in response to the second stimulus in NOGO trials when the presented stimulus 
does not match the expectation. The component is associated with change detec-
tion in sensory physical and semantic modalities. In our study we analyzed 150 
children who were diagnosed as ADHD. Spatial fi lters for P2 comparison compo-
nent were derived from the set of 500 ERPs (GO and NOGO) computed for a 
group of healthy children. Further, the spatial fi ltration was applied to each ADHD 
children and the resulting P2 component for each patient was compared with the 
normative data separately for different age groups. The results of such comparison 
for one patient are shown in  Fig. 17.4   . Four independent components are pre-
sented, P2 comparison, N1/P2 auditory to novel stimuli, P3b and P4 monitor-
ing. Note that for this patient only one component (P2 comparison) is selectively 

    17  The MMN is associated with comparison of the incoming auditory stimulus with a memory 
trace. The trace is attention independent and is supposedly formed automatically.    
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FIGURE 17.3    Hypothetical trace decays in the working memory of normal and ADHD population.    
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decreased. This selective decrease of the comparison component might serve as 
an index of reduction of the stimulus trace in the working memory. Indeed, the 
reduction of the memory trace would presumably lead to decrease of the change 
detection and, consequently, to decrease of the P2 comparison component      18   .

    18  From the whole group of 150 patients 36 (25 per cent revealed selective decrease in the P2 com-
parison component. We still do not know how this sub-group of ADHD children differs behaviorally 
from the norms.    

FIGURE 17.4    Selective impairment of P2 comparison component in an ADHD child. Left – 
superposition of ERP waveforms for four independent components, from top to bottom, P2 compari-
son, N1/P1 auditory, P3b and P4 monitoring. In the superposition, thin line – individual components 
for the ADHD child, thick line – grand average component for a group of healthy subjects of the cor-
responding age. Right – maps of the components for the patient and for the group of normal subjects. 
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  C.    Engagement Operation 

The engagement operation from neurophysiological point of view is associated 
with activation of cortical and subcortical structures that are involved in execution 
of the selected action. From psychological, functional point of view the engage-
ment operation is associated with combining all brain resources for the action to 
be accomplished. This operation is manifested in the P3b component. The oddball 
paradigm is the simplest and the most used behavioral task for eliciting the P3b 
component. In this task, the P3b is defi ned as the difference wave between ERPs 
to target stimuli (i.e., stimuli that are followed by actions) and standard stimuli (i.e., 
stimuli that are simply perceived by the subject without any subsequent response). 
It would not be an overstatement to say that most of the clinically oriented ERP 
studies in ADHD are associated with the oddball paradigm      19   .

 Most of the studies reported decrease of P3b component in ADHD population 
in comparison to healthy controls (see, e.g., one of our early studies Kropotov 
et al., 1999). From the deductive point of view, it is worth to mention a study that 
contrasted the P3b component with the P3a component while assessing differ-
ences between ADHD population and healthy controls (Jonkman et al., 2000). In 
this study a three stimulus visual odd ball task (presentation of standards, deviants, 
and novels) served as the background of the two visual tasks that varied in task 
diffi culty. P3b and P3a components have been computed as difference waves. P3b 
component was shown to increase in the hard task in controls but not in ADHD 
and was smaller in the ADHD group. In contrast, P3a component decreased in 
hard task in both groups and did not differ between groups. Methylphenidate 
increased the P3b component, but did not affect the P3a component. It was con-
cluded that ADHD children do not suffer from a shortage in attentional capacity 
which seems to be associated with the P3a component      20   .

  D.    Response Inhibition 

The response inhibition from neurophysiological point of view involves a sepa-
rate circuit in the right ventral prefrontal cortical–basal ganglia–thalamic loop. The 

    19  It should be noted here that the auditory oddball paradigm has been more often used. The only 
advantage of using the oddball paradigm in the auditory modality is fewer number of eye movements 
during the task. However, application of the spatial fi ltration methods to artifact correcting enable us 
not to worry about eye movement artifacts in EEG. Moreover, ERP components in the visual modal-
ity (including the P3b component) are larger than corresponding components in the auditory modal-
ity, probably because larger cortical areas are involved in visual processing than in auditory processing. 
Consequently the visual oddball tasks must be considered as favorable for studying the P3b component.    

    20  In the terms of our theory the results show that the shift operation, that is ability to shift atten-
tion to a new stimulus, is not impaired in the ADHD population while the engagement operation, that 
is, ability to combine brain resources to execute an action, is indeed impaired.    
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ventral prefrontal cortex receives the information from sensory-related systems 
that detect mismatch between expected and real sensory stimulus. For example, it 
receives input from visual areas of the ventral stream. The ventral prefrontal cortex 
also receives inputs for the anterior cingulate cortex, the area where the executed 
action is compared with a prepared one. In both cases, the ventral prefrontal cortex 
is active when there is a need to stop or inhibit the ongoing behavioral pattern. 
The inhibition operation also involves the corresponding basal ganglia thalamo-
cortical circuit. Since 1970s when Japanese scientists Gemba and Sasaki discovered 
electrophysiological correlates of inhibition operation in monkey and in humans, 
the frontal N2 component elicited in GO/NOGO task was thought to refl ect this 
operation     21   .

Impairment in response inhibition has been conceptualized as a core of ADHD 
by many authors including Russel Barkly, the leading fi gure in the fi eld of ADHD. 
However attempts to test this hypothesis experimentally have been controversial. 
An international team from University of Goettingen in Germany and University 
of Zurich (Banaschewski et al., 2004) recently reported a failure to fi nd any devia-
tions from normality in an ADHD group in N2 component of ERPs in a variant 
of GO/NOGO paradigm – CPT-A-X task (see task descriptions in Methods of 
Part II). In contrast, in a study at University of Texas ERPs in another variant of 
GO/NOGO paradigm – stop signal task – showed a remarkable decrease of N2 
component in ADHD group in comparison to healthy subjects. In response to all 
stop signals, control participants produced a large negative wave at 200    ms (N200) 
over right inferior frontal cortex, which was markedly reduced in ADHD children. 
The N200 amplitude was signifi cantly correlated across subjects with response – 
inhibition performance. According to this study, ADHD children appear to have 
an abnormality in an early-latency, right inferior frontal processing component 
critical to the initiation of normal response inhibition operations. 

The controversy between the above mentioned studies again shows importance 
of selecting an adequate paradigm to observe reliable size effects. In general, it is a 
common case in ERP studies that some tasks (either too easy to perform or gen-
erating too small component associated with a given psychological operation) are 
not able to reveal differences between a patient group (such as ADHD) and healthy 
controls, while other tasks (either diffi cult enough or generating larger and more 
reliable components) do reveal statistically signifi cant deviations from normality      22   .

    21  It should be stressed that independent component analysis of ERPs data from the Human Brain 
Institute Normative Database revealed not one but several components supposedly associated with 
inhibition of prepared action (for details see Chapter 12).    

    22  Recall, that some defects in the car functioning can be observed only if the car is driven at a high-
est speed. This metaphor shows the importance of selecting the appropriate task for observing a reliable 
size effect when comparing a patient group with the healthy control subjects. In general the task must 
be diffi cult enough, while trials must elicit quite large components that must reveal a good test–retest 
reliability.    
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  E.    Monitoring Operation 

Monitoring operation is an executive operation that is needed, for example, for 
correcting errors. The monitoring operation from neurophysiological point of view 
seems to be based on a common neuronal mechanism of comparing the expected 
event with the real one. The only difference is that in case of monitoring operation 
the expected action but not a sensory trace (as in the case of P2 change detection 
component) is compared with the actual behavioral response. If the executed or 
inhibited action does not fi t the expectation, the result of comparison initiates a 
change in behavioral pattern in order to correct this discrepancy. This operation 
can be directly measured by error-related negativity (ERN) and following positiv-
ity (Pe) – ERP components that are elicited by the brain right after an error      23   .

Another index of monitoring operation is given by the late P400 component 
elicited in response to NOGO trials and generated in the anterior cingulate cor-
tex. In our study we analyzed 150 children who were diagnosed as ADHD. Spatial 
fi lters for P4 monitoring component were derived from a set of 500 ERPs (GO 
and NOGO) computed for a group of healthy children. Further, spatial fi ltration 
was applied to each ADHD children and the resulting P400 component for each 
patient was compared with the normative data separately for different age groups. 
The results of such comparison for an ADHD patient are shown in  Fig. 17.5   . Four 
independent components are presented, P2 comparison, N1/P2 auditory, P3b and 
P4 monitoring. Note that for this patient only one component (P4 monitoring) 
is selectively decreased. Note that the monitoring component has similar topo-
graphic distribution as the ERN and, according to LORETA, is generated in the 
anterior cingulate cortex.   

  V.    DOPAMINE HYPOTHESIS OF ADHD 

One of the basic mediators of the executive system is dopamine. As we showed 
in Chapter 12 the dopamine sets up the threshold of striatal neurons and con-
sequently plays a critical role in action selection. The dopamine hypothesis of 
ADHD is a very popular one and receives an increasing scientifi c support. The 
hypothesis is based on solid experimental evidence such as the fact that symptoms 

    23  Recently scientists from Ghent University in Belgium (Wiersema et al., 2005) used a 
GO/NOGO task with 25 per cent of NOGO trails to study ERPs differences between ADHD and 
normal groups. The authors showed that ADHD children made twice as many errors as healthy control 
subjects and fail to adjust their speed of responding after making an error. Exploring the error-related 
potentials revealed that the error-related negativity (ERN) was the same for the two groups, but that 
children with ADHD showed diminished error positivity (Pe). Based on these fi ndings, the authors 
concluded that children with ADHD are normal in early error monitoring processes related to error 
detection, but show abnormal response strategy adjustments and were deviant in later error monitor-
ing processes associated with the subjective emotional and conscious evaluation of the error.    
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of ADHD respond well to treatment with stimulants by blocking the dopamine 
reuptake mechanism, and the fact that children with severe cases of ADHD have 
abnormalities in the genes that are responsible for dopamine regulation. 

  A.    Increased Level of DAT 

To test the dopamine hypothesis of ADHD directly, several single photon emission 
tomography (SPECT) and positron emission tomography (PET) studies have been 

FIGURE 17.5   Selective impairment of P400 monitoring component in an ADHD child. Left – 
superposition of ERP waveforms for four independent components, from top to bottom, P2 compari-
son, N1/P2 auditory, P3b and P4 monitoring. In the superposition, thin line – individual components 
for the ADHD child, thick line – grand average component for a group of healthy subjects of the cor-
responding age. Right – maps of the components for the patient and for the group of normal subjects .
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performed in children, adolescents, and adults. Using SPECT and different radio-
ligands, three independent groups have reported increased dopamine transporter 
(DAT) density in the putamen and the caudate nucleus in adults and children, 
however, these fi ndings have not been replicated by another two independent 
groups reporting unaltered DAT binding. This inconsistency of results might 
indicate heterogeneity of the ADHD population where some subtype of ADHD 
might be associated by increased level of dopamine reuptake receptors while the 
other subtypes do not depend on dopamine regulation     24   .

  B.    Noradrenalin Transporter 

Here is the right place to mention that while the executive system of the brain 
is modulated by dopamine, attentional networks per se are modulated by media-
tor noradrenalin (NE), different from dopamine by its distribution and functional 
action. In the same way as the level of dopamine in the synaptic cleft is controlled 
by the DAT, the level of noradrenalin is controlled by the noradrenalin transporter 
(NET). The premotor cortex and the parietal areas of the brain have the highest 
density of the NET in the cortex      25   . During the last three decades some scientists 
suggested that dysregulation of noradrenalinergic systems might be critical to the 
pathophysiology of ADHD. The discovery of the drug atomoxetine that is now 
used for treatment of ADHD seems to support this suggestion. Indeed atomox-
etine has an approximately 300-fold selectivity for the NET over the DAT and 
mostly affect the noradrenalinergic system of the brain.   

  VI.    TREATMENT 

  A.    Psychostimulants 

Most of the pharmacological agents that lessen behavior symptoms of ADHD affect 
the dopaminergic or noradrenalinergic systems. Psychostimulant medication      26    has 
been used safely in clinical practice for the short treatment of ADHD symptoms 
for more than 60 years. The psychostimulants effi cacy was confi rmed in many ran-
domized, double-blind, placebo-controlled clinical trails. Methylphenidate is the 
most commonly used psychostimulant. It blocks the reuptake of the dopamine 

    24  For those who are interested in this research we recommend a paper by Klaus-Henning Krause 
and his colleagues from Ludwig-Maximilians-University (Krause et al., 2000).    

    25  Recall also that the cortical level of noradrenalin is much higher than its density in the striatum.    
    26  Psychostimulants are a class of drugs that enhance locomotor behavior. Examples of psychostim-

ulants include amphetamine, methamphetamine, cocaine, and methylphenidate. Psychostimulants often 
affect the regulation of the modulator dopamine in the brain.    
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(and partly noradrenalin) by their transporters DAT and NET. Amphetamines also 
stabilize dopamine and noradrenalin transporters. The decrease of symptoms starts 
about 30    min after oral consumption. Intravenous injections of methylphenidate, in 
contrast to oral ingestions, induce euphoric sensations indistinguishable from those 
induced by cocaine. 

Although stimulants have been shown to be quite effective in the treatment of 
ADHD, estimates indicate that as many as 30 per cent of children with ADHD 
either do not respond to stimulant treatment or cannot tolerate the treatment sec-
ondary to side effects. In addition, ADHD is frequently co-morbid with other psy-
chiatric disorders. For these complicated cases, stimulant medications may actually 
worsen the symptoms of the co-morbid condition, particularly in children with 
mood disorders. In spite of their long-term use, stimulants do have side effects. 
Most common side effects include headaches, abdominal pain, appetite suppres-
sion, irritability, insomnia, and hypertension      27   .

  B.    Neurofeedback 

The fact that 30 per cent of ADHD population cannot be treated by psychostimu-
lants motivated researchers to search for alternative forms of treatment. The ratio-
nale for EEG biofeedback is derived from substantial neurophysiological research 
and QEEG assessment in ADHD population. One of the leading scientists in this 
fi eld, Barry Sterman in his review (Sterman, 1996), indicated that  “variations in 
alertness and behavioral control appear directly related to specifi c thalamo-corti-
cal generator mechanisms and that such variations are evident in distinctive EEG 
frequency rhythms that emerge over specifi c topographic regions of the brain. ”
He hypothesized that neuropathology (such as ADHD) could alter these rhythms 
and that EEG feedback training directed at normalizing these rhythms may yield 
sustaining clinical benefi ts. 

The QEEG abnormalities of ADHD population are presented above in this 
chapter. Roughly, there are four different subtypes of QEEG deviations from the 
normative multi-spectra      28   : (1) abnormal increase of slow activity (in delta–theta 
frequency range) centrally or centrally–frontally, (2) abnormal increase of fron-
tal midline theta rhythm generated with maximum at Fz within the frequency 
range of 5.5–8    Hz in long (more than 1    s) bursts and increased with task load; 
(3) abnormal increase of beta activity within 13–30    Hz frontally; (4) excess of 
alpha activities at posterior, central, or frontal (quite rare) leads such as abnormal 
mu-rhythms at C3, C4 –  “monkey face ” pattern of the spectra as it was labeled 

    27  Controversy remains over the possible association of stimulants with suppression of growth.    
    28  The inferences are made on the basis of our experience of using the Human Brain Institute 

(HBI) Normative Database for assessing electrophysiological correlates of ADHD.    



410    Quantitative EEG, Event-Related Potentials and Neurotherapy

by Barry Sterman      29   . Note, that the fi rst two groups mentioned above reveal an 
elevated level of the theta beta ratio, but not the third group. As one can see, each 
of these ADHD subgroups reveals a specifi c way of cortical dysregulation and, 
consequently, needs a specifi c protocol of neurofeedback. The need of QEEG-
based tailoring protocols was recognized quite early in the fi eld but only recently 
it became a gold standard. 

Retrospectively, based on extensive research during the last decade we now 
recognize the existence of QEEG subtypes in ADHD and understand the need 
of different neurofeedback protocols to correct QEEG abnormalities in ADHD 
subtypes, but historically some of the protocols at the fi rst years of neurofeed-
back era were obtained more empirically than on the basis of subtyping ADHD. 
Usually, selected patients participated in one type of training procedures in which 
they were reinforced (via tone or visual display) for producing a specifi c change in 
cortical activity (e.g., reducing the amplitude of activity at slower EEG frequen-
cies; increasing activity in faster frequencies). The patients had to maintain this 
desired change for a period of 0.5     s in order to be  “rewarded. ”

As we mentioned before, the main hypothesis behind neurofeedback approach 
was that if patients could  “normalize ” the QEEG pattern in regions responsible 
for attention and behavioral control, they would begin to demonstrate develop-
mentally appropriate abilities to attend and maintain behavioral control. The initial 
demonstration that biofeedback could yield changes in cortical activity and that 
such modifi cations resulted in observable improvements in behavior/functioning 
was provided by Sterman   and his colleagues      30   .

Most of the neurofeedback protocols we are now using for ADHD were 
invented and tested in laboratories of the USA. Those protocols use the conven-
tional EEG in the frequency range higher than 0.1    Hz. EEG at lower frequencies 
(called slow cortical potentials – SCP) was used in studies of a German group of 
scientists in the University of Tuebingen. Training (shifting DC potentials in nega-
tive or positive direction) was used for optimizing the frontal lobe functioning in 
ADHD children      31   .

    29  On the basis of literature analysis as well on his own experience Barry Sterman (Sterman, 1996) 
separated the following abnormalities in QEEG of ADHD children: (1) A localized excess of 4–8     Hz 
theta activity in prefrontal, frontal, and sensory-motor cortex; (2. A generalized excess of theta or 
slowed alpha activity in all cortical areas, often exaggerated during task engagement; (3) A signifi cant 
excess of normal alpha rhythm activity mostly in anterior cortical areas; (4) A signifi cant reduction of 
normal 12–20    Hz rhythmic activity in the sensory-motor area; (5) EEG hypercoherence between left 
and right frontal recordings and between frontal/temporal regions within each hemisphere as well as 
interhemispheric power asymmetry in left and right posterior temporal and parietal regions.    

    30  Barry Sterman summarized his experience of assessing QEEG abnormalities in ADHD children 
and of constructing neurofeedback protocols, as well as of making recommendations for pharmaco-
therapy in his review paper (Sterman, 1989, 1996).    

    31  As well as for decreasing the frequency of seizures in epileptic patients.    
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  C.    Beta Enhancement/Theta Suppression Protocol 

This protocol is associated with the name of Barry Sterman. In his experiments 
with cats in 1960s he identifi ed the  “sensory-motor rhythm ” (or SMR), which is 
generated over the Rolandic cortex. The  “peak activity ” of the SMR in cats was 
found at 12–14     Hz      32   . Barry Sterman and his co-workers found that cats could be 
trained to produce this rhythm voluntarily. Further on they applied this type of 
operant conditioning for the treatment of individuals with a specifi c type of epi-
lepsy. As reviewed by Sterman (1989, 1996), this application of EEG biofeedback 
was particularly helpful in the treatment of seizure disorders in patients who have 
not responded to pharmacological treatments. The initial application of SMR 
training for treatment of patients with ADHD was made in Joel Lubar laboratory 
in 1970s. His demonstration of clinical response in hyperactive children stimulated 
considerable interest in SMR training as a potential treatment for ADHD. 

Subsequently in 1980s, in response to experimental evidence of excessive cor-
tical slowing over central, midline, and frontal regions in ADHD patients, Lubar 
and his colleagues expanded their EEG biofeedback protocols to include reward-
ing of EEG activity in a faster frequency range (beta: 16–20    Hz), while suppressing 
activity at lower frequencies (theta: 4–8    Hz)     33   . This protocol was later on applied in 
several controlled group studies of EEG biofeedback in the treatment of ADHD      34   .
Recordings were obtained at Cz with linked ear reference (for review see Monastra 
et al., 2005)      35   .

  D.    Relative Beta Training Protocol 

As one can see, a common procedure for above mentioned protocols is enhancing 
activity in a higher frequency band and inhibiting activity in a lower frequency 
band.  Figure 17.6    top schematically represents comparison between power spec-
tra of ADHD children and normal controls. EEG recording is made over Fz–Cz 
area. The spectrum of EEG recorded in a patient from the most common (theta 

    32  Note that in humans alpha-like activity refl ecting the idling state of the sensory-motor cortex is 
within 9–13     Hz in children and adults (observations from the HBI Normative Database).    

    33  Typically, recordings are obtained from one active site, referenced to linked earlobes, with a sam-
pling rate of at least 128    Hz. Auditory (tones) and visual feedback (counter display; movement of puzzle 
pieces, graphic designs, or animated fi gures) is provided based on patient success in controlling the 
power or amplitude of the corresponding rhythm or controlling the percentage of time that these 
rhythms are below (or above) pretreatment  “thresholds. ”    

    34  Although recent QEEG fi ndings of a beta excessive subtype of ADHD patients, characterized 
by excessive  “beta” activity over frontal regions, have prompted interest in the developing protocols to 
suppress excessive beta in this type of patients, no controlled group studies examining this type of EEG 
biofeedback have been reported.    

    35  In some variants of the protocol bipolar montages are used such as FCz-PCz or Cz-Pz.    
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excess) subtype of ADHD is s chematically depicted. As you can see, the ADHD 
subtype is characterized by access of EEG power in the lower (theta) band and 
a lack (in comparison to norms) of EEG power in the beta frequency band. This 
pattern of deviation from normality results in decrease of the relative beta activity. 
This illustrated at the bottom of Fig. 17.6  where the maps of the inverse relative 
beta for the ADHD and control groups are presented. 

  E.    Normalization of Executive ERP Components 

In our recent study (Kropotov et al., 2005) we used the relative beta      36    as a neuro-
feedback parameter. The EEG was recorded bipolar from C3 and Fz electrodes in 

    36  In more detail, the neurofeedback parameter was a ratio of EEG power in beta frequency band 
(15–18   Hz) and EEG power in the rest of the EEG band, that is,. in 4–14    Hz frequency band, and 
19–30    Hz frequency band.    

FIGURE 17.6    Rational for the relative beta protocol. EEG spectra for controls (black line) and 
ADHD population together with the corresponding theta/beta ratio maps are schematically presented. 
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the standard 10–20 system. A typical training session included 20    min of relative 
beta training. The biofeedback procedure consisted of the following computations: 
power spectrum was calculated for a 1    s epoch every 250    ms using fast Fourier 
transformation. Visual feedback was provided by a bar against a background on a 
computer screen. The height of the bar followed the dynamics of the biofeedback 
parameter. Patient’s task was to keep the bar above a threshold determined at the 
pre-training 2     min interval. 

In addition to the simple visual feedback, a so-called video mode was used. In 
this mode, the biofeedback parameter controlled the level of a noise generated by 
a separate electronic unit called Jammer (the unit was designed specifi cally for this 
purpose in our laboratory). The amplitude of the noise was maximal if the bio-
feedback parameter was minimal, and decreased gradually up to zero while the 
parameter approached a threshold. The noise was mixed with the video-signal of 
a video-player and was fed to a TV-set. Thus the patient actually controlled the 
quality of the picture on the screen by his/her brainwaves: when the biofeedback 
parameter was higher than the threshold, the picture on the screen was clear, other-
wise the TV picture was blurred by the noise. 

Usually during the fi rst 5–8 sessions, patients performed training in the simple 
visual mode with the bar to be able to get a feeling of the procedure. Then train-
ing in the video mode started      37   . The threshold for the biofeedback parameter was 
defi ned by the pre-feedback baseline mean measure taken during 2    min of feed-
back-free period with eyes open at the beginning of each session. The threshold 
was typically set in the range of about 0.03–0.05 and 0.05–0.1 for junior and 
senior age groups, respectively. The dynamics of the biofeedback parameter (train-
ing curve) was obtained for each patient and for each session.  Figure 17.7a    shows 
a typical training curve for a single patient taken at the 15th session. One can see 
that the patient was able to elevate the parameter during periods of training while 
the parameter dropped at the pre-training level during rest periods. 

  Figure 17.7b  shows  comparison of mean values of relative beta power (aver-
aged across 22 patients) at 19 electrodes between rest and training periods. The 
recordings were made during one session at the end of treatment. A registration of 
EEG from 19 electrodes during a biofeedback training session is a time-consuming 

    37  The patient was instructed about the rationale of the procedure, as well as about the dependence 
of the biofeedback signal on the brain activity and attention. Before the procedure, the patient tried to 
relax, decrease muscular tension, and maintain regular diaphragmatic breath. Patient was asked to assess 
his or her own internal state and feelings when the biofeedback parameter surpassed the threshold and to 
reproduce this state. Different patients used different strategies with a common numerator of concentrat-
ing on a particular external object. The number of training sessions for each patient depended on several 
factors such as age, type of ADHD, learning curves, parent reports, and varied from 15 to 22 (mean 17). 
The termination criteria was: (1) stabilization of training performance during the last 3–5 sessions, and 
(2) stabilization of patient’s behavior according to parents reports. Sessions were administrated 2–5 times 
per week for 5–8 weeks.    
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procedure; therefore, we randomly selected only 22 patients for this investiga-
tion. One can see a statistically signifi cant difference of EEG power in beta range 
between rest and training periods. Although widely distributed, the increase was 
the largest at the frontal areas. 

It should be noted that not all patients were able to reliably elevate the relative 
beta activity even after 10–20 sessions. The quality of patient’s performance, that 
is, the ability of a patient to increase the neurofeedback parameter during training 
periods, was assessed. We considered the training session to be successful if a patient 

FIGURE 17.7    Relative beta training. (a) Training curve for a single session in ADHD children 
(vertical axis – neurofeedback parameter, horizontal axis – time of training in seconds). (b) Mean values 
of relative beta power at rest and training periods computed in 19 electrodes for a single session and 
averaged over 22 patients.       Adapted from Kropotov et al. (2005).
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was able to increase the biofeedback parameter during training periods at more 
than 25 per cent in comparison to resting periods. Patients were referred to as good 
performers if they were successful in more than 60 per cent of sessions. Seventy-
one patients (82.5 per cent) were assigned to the good performance group. Those 
patients who had less than 60 per cent successful training sessions were referred to 
as bad performers. Fifteen patients (17.5 per cent) were assigned to the bad perfor-
mance group. This group was considered as a control group in the following data 
analysis. 

To test the functioning of the executive system, ERPs in the auditory two stim-
ulus GO/NOGO task were recorded before and after all sessions of neurofeedback. 
ERPs to NOGO cures superimposed on each other in  “before ” and  “after” record-
ings are presented in  Fig. 17.8   . One can see enhancement of the positive compo-
nent at the frontal leads after 20 sessions of the relative beta training. 

The grand average ERP differences and their maps computed by subtraction 
of the ERPs made before any interventions from those made after 20 sessions of 
the relative beta neurofeedback are presented in  Fig. 17.9   . For a comparison, the 
data for the groups of good and bad performers are presented. Note a statisti-
cally signifi cant increase of ERPs in response to NOGO cues in the group of 
good performers, while no reliable changes in the group of bad performers are 
observed. In our study, we used the auditory two stimulus GO/ NOGO task for 
objective assessment of parameters of attention. It should be noted that the rela-
tive beta training does not change early (with latencies of 80–180    ms) components 
of ERPs but leads to signifi cant enhancement of later positive components. Thus, 
our data indicate that relative beta training does not affect auditory information 
processing in the human brain, while signifi cantly changes the functioning of the 
executive system refl ected in the late ERP components. 

Theoretically, our protocol differs from conventional protocols, because eleva-
tion of the biofeedback parameter in our study could be achieved by increasing 
beta power, and/or by decreasing theta as well as alpha power. However, as the 
results of our study indicate, the application of the relative beta protocol turns out 
to be as effective as conventional protocols. Indeed, 80 per cent of our patients 
were able to signifi cantly increase their neurofeedback parameters in more than 
60 per cent of sessions. Moreover, according to parents ’ assessment by SNAP-IV, 
neurofeedback signifi cantly improved behavior as refl ected in the corresponding 
changes of indexes of inattention and impulsivity. 

  F.    Transcranial Direct Current Stimulation 

In our laboratory in addition to the neurofeedback training we are using tran-
scranial direct current stimulation (tDCS) for correcting symptoms of ADHD. The 
history of development of this method goes back to 1960s when cathodic micropo-
larization was fi rst applied to switch off the pathological rhythmic fi ring of neurons 
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in subcortical structures of patients with Parkinson’s disease      38   . Several years of 
experiments on dogs and cats in 1970s confi rmed that application of negative 
DC potentials to the electrodes implanted in the deep structures induced suppres-
sion of impulse activity of neurons located near the electrodes, while application 

    38  I recall that in those days we injected electric current through implanted electrodes in patients 
with Parkinson’s disorder to whom those electrodes were implanted for diagnostic and therapeutic 
reasons. Recording impulse activity of neurons from the same electrodes showed the decrease of spik-
ing rate of multi-units when electrode served as cathode and increase of spiking when electrode served 
as anode. Professor Bechtereva suggested to use this method for diagnostic purposes.    
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FIGURE 17.8    Enhancement of late positive ERPs to NOGO cues after relative beta training. Grand 
average ERPs in response to NOGO stimuli in the two stimulus auditory GO/NOGO test for the 
group of good performers before and after 20 sessions of the relative beta training. Thin line: ERPs taken 
before training; thick line: ERPs taken after 20 sessions of training. Adapted from Kropotov et al. (2005).    
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of anodic currents produced an opposite effect      39   . After experiments on dogs and 
cats the method was introduced into the clinical practice for treatment of different 
neurological dysfunctions in adults. Recently, we started using a low anodic cur-
rent stimulation for ADHD in children. 

In the studies of one my colleagues, Sergei Saraev      40   , in 1990 the anode electrode 
was placed over the F8 site while the cathode was placed near the Fp2 location. The 
direct current was between 700–1000      μA tailored individually so that the patients 
could not feel the current. Sessions of tDCS lasted for 20    min and repeated every 
2–3 days with the total number of 7 sessions. An EEG coherence between differ-
ent electrodes in the alpha frequency band was used as a parameter for assessing the 
brain function. The average coherence was computed for each electrode as a mean 
value of coherence of a given electrode with all others electrodes.  Figure 17.10    rep-
resents the results of the study. One can see that 7 sessions of tDCS normalized the 

    39  I want to mention names of Ivan Danilov, Georgy Galdinov, and Genrich Vartanian who made 
a major contribution to our understanding of neurophysiological mechanisms of micro-polarization 
technique.    

    40  Unfortunately Sergei died in a car accident and was not able to publish his studies. Here I present 
the results of our unpublished paper that we prepared with him just before his death.    
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FIGURE 17.9    Enhancement of late positive ERPs associated with neurofeedback training is found 
only in the group of good performers. Top – ERPs differences (left) and their map (right) induced by 
20 sessions of neurofeedback in the group of good performers. Bottom – ERPs differences (left) and 
their map (right) induced by 20 sessions of neurofeedback in the group of bad performers. Adapted 
from Kropotov et al. (2005).    
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coherence values. In addition, psychological assessment of attention (by SNAP-IV 
questionnaire and the letter cancellation task) showed improvement of indexes of 
attention in the ADHD group. We continue using the tDCS in our laboratory not 
only for ADHD children but also for children with delays in speech and cognitive 
development. This work is done by a neurologist Leonid Chutko who modifi ed the 
method suggested by Sergei Saraev. The electrodes positions are F7 – left mastoid 
and F8 – right mastoid.   

  VII.    SUMMARY 

ADHD is one of the most prevalent conditions in child psychiatry. DSM-IV dis-
tinguishes three subtypes of ADHD: predominately inattentive type, predomi-
nately hyperactive-impulsive type, and combined type. This classifi cation is based 
on three groups of symptoms: inattention, hyperactivity, and impulsivity. Genetic 
studies show that ADHD fails to follow Mendelian patterns of inheritance and is 

FIGURE 17.10    Normalization of EEG coherence after tDCS. (a) Averaged coherence measures 
for a group ( N       �     12) of ADHD children of 7–12 years old. The coherence between EEG for a given 
electrode and the rest of electrodes was averaged for each patient and then again averaged over all 12 
patients. (b) Maps of averaged coherence before and after 7 sessions of tDCS in comparison to the 
control group (unpublished data from Kropotov et al., 2002).      
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classifi ed as a complex genetic disorder. Environmental factors such as pregnancy 
and delivery complications raise the risk for ADHD. ADHD is often accom-
panied by other disorders such as specifi c LD, ODD, Tourette’s syndrome, anx-
iety and depression. MRI studies in ADHD found smaller sizes of the caudate 
nucleus, globus pallidus, and pre-frontal cortical areas while PET and fMRI stud-
ies showed lower metabolic activities in these structures. Most of QEEG studies 
have reported elevated levels of slow wave power in ADHD population in com-
parison to normal children. As a consequence, the theta beta ratio (labeled as inat-
tention index) is increased in ADHD. Few studies have directly examined CNV 
amplitude in children with ADHD, and their results are confl icting. The studies 
of MMN in ADHD are also inconsistent. The P2 component elicited in the two 
stimulus GO/NOGO task and associated with change detection was shown to 
be selectively suppressed in a group of ADHD children. The P3b component as 
an index of engagement operation has repeatedly been shown to be reduced in 
ADHD. Methylphenidate increases the P3b component, but does not affect the 
P3a component. Some studies found reduction of the N2 component of ERPs 
in GO/NOGO task which can be interpreted as a dysfunction of motor inhibi-
tion in ADHD population. Suppression of the P400 monitoring component was 
found in a subtype of ADHD children. The dopamine hypothesis of ADHD is 
based on the fact that symptoms of ADHD respond well to stimulant treatment 
by blocking dopamine reuptake receptors. Most of the pharmacological agents 
that lessen behavior symptoms of ADHD affect the dopaminergic or noradrena-
linergic systems. Psychostimulant medication has been used in clinical medicine 
for the short treatment of ADHD symptoms for more than 60 years. However, the 
fact that 30 per cent of ADHD population cannot be treated by psychostimulants 
motivated researchers to search for alternative forms of treatment. They are neuro-
feedback and tDCS. The rationale for EEG biofeedback is derived from substantial 
neurophysiological research and QEEG assessment in ADHD population. Several 
protocols of neurofeedback have been suggested such as beta enhancement/theta 
suppression protocol and relative beta protocol. They were shown to lessen symp-
toms of ADHD as well as to normalize spectral characteristics of EEG and execu-
tive components of ERPs.                                                                    
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  I.    DESCRIPTION OF BEHAVIOR 

  A.    Involvement of Three Brain Systems 

Schizophrenia      1    is a psychiatric disorder that describes a mental illness characterized 
by impairments in three brain systems: (1) impairments in the executive system, 
such as paranoid or bizarre delusions      2    or disorganized speech and thinking, 
(2) impairments in the sensory systems, such as auditory hallucinations, and (3) impair-
ments in affective system such as blunted emotions. Due to involvement of differ-
ent brain systems in pathogenesis of the disorder there is debate regarding whether 
the diagnosis represents a single disorder or a number of discrete syndromes. For 
this reason, Eugen Bleuler      3    termed the disease  the schizophrenias (plural) when he 

                  Schizophrenia   

 C H A P T E R  1 8 

    1  The name  “schizophrenia ” comes from the Greek word meaning  “split mind. ”    
    2  Delusion is a false belief  …. In psychiatry delusions typically occur in mental illness. Although 

they have been found in many pathological states, delusions are of particular diagnostic importance in 
schizophrenia.    

    3  Paul Eugen Bleuler is a Swiss psychiatrist who coined the term  “schizophrenia ” in 1908. He is 
also known for treating famous Russian ballet dancer Vaslav Nijinsky.    
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coined the name. Schizophrenia is a devastating illness that affects approximately 
0.4–0.6 per cent of the world’s population. Affected individuals frequently come to 
clinical attention during late adolescence or early adulthood. About 10 per cent of 
those diagnosed with schizophrenia eventually commit suicide and most experience 
a lifetime disability such as long-term unemployment, poverty, and homelessness. 
As a result, schizophrenia is associated with a substantial burden for the families of 
those affected. 

  B.    Dysfunction of Executive System 

Although psychosis presents the most striking clinical aspect of schizophrenia, it 
is not diagnostic of the disorder per se. Of the many clinical features of schizo-
phrenia, disturbances in the executive system such as impairments in attention, the 
ability to plan, initiate, and regulate goal directed behavior, apparently represent 
the core of the illness. Cognitive abnormalities have been found throughout the 
life span of individuals with schizophrenia, including childhood and adolescence. 
The unaffected relatives of patients with schizophrenia show similar, although 
milder, cognitive defi cits which clearly indicates involvement of genetic factors 
in schizophrenia. At present, no fi ndings from laboratory procedures, neuroimag-
ing methods, or psychological tests are diagnostic of schizophrenia. Schizophrenia, 
as any other psychiatric disorder, is diagnosed purely on the basis of the clinical 
syndrome      4   . For the purpose of diagnostic reliability, these features have been for-
mulated into specifi c criteria      5   .  

  II.    GENETICS AND ENVIRONMENTAL FACTORS 

  A.    Multiple Genes are Involved 

Genetic factors play an important role in developing schizophrenia      6   . Several sus-
ceptibility genes for schizophrenia have been identifi ed with a small value of the 

    4  In psychiatry the term syndrome refers to the association of several clinically recognizable features, 
signs (discovered by a physician), and symptoms (reported by the patient) that often occur together.    

    5  The fi rst diagnostic criterion requires the presence of two or more of the following clinical fea-
tures: delusions, hallucinations, disorganized thinking and speech, grossly disorganized or catatonic 
behavior, and negative symptoms such as fl at affect, poverty of speech, and inability to initiate and 
persist in goal-directed behavior. The second diagnostic criterion requires evidence of social or occupa-
tional dysfunction, such as deterioration in interpersonal relationships, work habits, or personal hygiene. 
Third, the signs of the disturbance must be continuously present for at least 6 months. Fourth, it must 
be clear that the clinical features are not attributable to another disorder such as substance abuse.    

    6  Estimates of the heritability of schizophrenia vary owing to the diffi culty of separating the effects of 
genetics and the environment. However, twin studies have suggested a heritability as large as 80 per cent.    
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risk factor for each gene      7   . Moreover, for most genes the biological basis of the 
increased risk for illness is unclear. All these facts indicate that genetic liability 
alone is not suffi cient to cause the clinical features of the illness. It is likely that 
schizophrenia is a condition of complex inheritance, with several genes possibly 
interacting to generate risk for schizophrenia. Recent work has suggested that 
genes of the risk for schizophrenia are non-specifi c, and may also raise the risk of 
developing other psychotic disorders such as bipolar disorder. 

  B.    Environmental Risk Factors 

Living in an urban environment is one of the strongest environmental risk 
factors for schizophrenia. Social adversity, racial discrimination, family dysfunction, 
unemployment, and poor housing conditions have been proposed as contributing 
factors. For this reason, being a fi rst or second generation immigrant is a strong 
risk factor for schizophrenia. Childhood experiences of abuse or trauma have 
also been implicated as risk factors for schizophrenia. There is also evidence that 
prenatal exposure to infections increases the risk for developing schizophrenia 
later in life      8   .  

  III.    IMAGING CORRELATES 

  A.    Magnetic Resonance Imaging 

As we previously noted, the main defi cit in schizophrenia concerns the executive 
system. For example, schizophrenic patients have problems with directing atten-
tion. The three stimulus oddball paradigm that includes presentation of standard, 
deviant, and novel stimuli is traditionally used to study functioning and dysfunc-
tioning of the executive system. Recently a group of scientists from University 
of Pennsylvania School of Medicine in Philadelphia studied blood oxygen level 
dependent (BOLD) changes in magnetic resonance imaging (MRI) signals in the 
three stimulus oddball paradigm in schizophrenia patients (Gur et al., 2007). In 
particular, they found that for targets, the schizophrenic patients in comparison to 
healthy subjects had diminished activation in superior temporal and frontal gyri, 
cingulate, thalamus, and basal ganglia. This data demonstrate a hypoactivation of the 
executive system in schizophrenia. 

    7  A risk factor is a variable associated with an increased risk of disease. Risk factors are correlational 
and not necessarily causal, because correlation does not imply causation.    

    8  Amphetamines that promote the release of dopamine in the brain worsen schizophrenia symp-
toms. Schizophrenia can be also triggered by heavy use of other stimulants as well as by hallucinogenic 
drugs.    
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  B.    Quantitative Electroencephalogram 

Research of quantitative electroencephalogram (QEEG) in schizophrenia has 
been quite inconsistent. While some studies have reported increase of beta and 
reduction of alpha EEG power, other research has shown no differences and even 
opposite results. This inconsistency is due to several interacting factors: (1) hetero-
geneity of population of patients with schizophrenia; (2) small number of patients, 
(3) low size effect. In some studies patients were under medication that changed 
the QEEG pattern. 

Although no reliable index of background EEG for schizophrenia was found, 
EEG correlates of psychosis as a certain state in schizophrenia have been observed. 
For example, hallucinations were associated with increase of beta power in EEG 
over the left temporal areas (Lee et al., 2006). 

  C.    Mismatch Negativity 

Mismatch negativity (MMN) is thought to be an automatic response of the tem-
poral cortex to a rare change in a repetitive sound. The MMN is associated with 
a cortical operation of comparing the sensory input with the memory trace. 
The most consistence observation in event-related potential (ERP) research on 
schizophrenic population was a reduction of amplitude of the MMN in schizo-
phrenics in comparison to healthy control subjects. Some studies report the reduc-
tion of about 50 per cent from the normal mean value (McCarley et al., 1997). 
Noteworthy, the size effect in MMN reduction in schizophrenic patients versus 
healthy controls depends on parameters of the oddball paradigm (in particular on 
interstimulus interval with the size effect larger at longer intervals)      9   . It is impor-
tant to note here that differences in MMN depend not only on parameters of 
behavioral task but also on a selected group of schizophrenic patients. For example, 
fi rst-episode patients do not show reduction of MMN (Umbricht et al., 2006) in 
contrast to recent-onset and chronic schizophrenics. 

  D.    Contingent Negative Variation 

As we learnt in Part II, the working memory depends on the dorso-lateral pre-
frontal cortex and associated basal ganglia thalamo-cortical circuits. Individuals 
with schizophrenia tend to perform poorly on working memory tasks and show 
reduced activation of the dorso-lateral prefrontal cortex (as refl ected in PET and 

    9  A complete review of clinical applications of MMN in schizophrenia and other psychiatric and 
neurological disorders can be found in an article by Risto Näätänen (Näätänen, 2003).    
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fMRI studies) when attempting to carry out such tasks. Moreover, the amount of 
defi cit in activation of the dorso-lateral prefrontal cortex, but not of other cortical 
regions, during working memory tasks predicts the severity of cognitive symp-
toms in schizophrenia. This hypoactivation of the dorso-lateral prefrontal cortex 
seems to be specifi c for schizophrenia because other psychotic disorders or major 
depression show normal activation of the dorso-lateral prefrontal cortex during 
working memory tasks. Therefore, working memory defi cits might be a cen-
tral feature of schizophrenia, and identifying the pathological dysfunction of the 
dorso-lateral prefrontal cortex is essential for understanding pathophysiological 
mechanisms of schizophrenia. 

Working memory as a preparatory activity is refl ected in contingent negative 
variation (CNV) – a slow component of ERPs elicited in two-stimulus tasks. As 
was shown by a German group from University of Konstanz (Klein et al., 1996)    
schizophrenic patients revealed reduction in the CNV amplitude and enhancement 
of so-called postimperative negative variation – another slow wave that followed 
the imperative stimulus. 

  E.    Engagement Operation 

Engagement operation of the executive system is refl ected in P3b component of 
ERPs generated in many paradigms requiring active engagement and action per-
formance of subjects in the tasks      10   . In schizophrenia the P3b amplitude reduction 
has been replicated many times since the pioneering work of Roth and Cannon 
in 1972 that was done few years after discovery of this component. The decrease 
of the P3b component of ERPs has been classifi ed as a vulnerability marker of the 
disease. The reduced P3b seem to refl ect decrease in amount of resources needed 
for action execution in schizophrenic patients      11   .

The meta-analysis of papers published between January 1994 and August 2003 
was recently performed by a group of scientists from Institute of Psychiatry from 
London (Bramon et al., 2004). The standardized effect size for the P3b amplitude 
defi ned as the difference between the mean values in two groups (patients with 
schizophrenia versus healthy controls) divided by their pooled standard deviations 
was assessed to be 0.85      12   .

In a recent study by a group of researchers from Albert-Ludwigs-University from 
Freiburg, Germany (Olbrich et al., 2005) ERPs in GO/NOGO task for schizo-
phrenics patients and healthy controls were subjective to independent component 

    10  To study the P3b component tasks of the oddball paradigm are the most frequently used, how-
ever both types of stimuli in GO/NOGO paradigm produce similar P3b components.    

    11  For review of P3b research see paper by Judith Ford in 1999 (Ford, 1999).    
    12  For latency of P3b component the pooled standardized effect size was smaller estimated as –0.57.    
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analysis (ICA). The P3b was one of the components extracted in this analysis. It had 
a parietal distribution with slightly longer duration for GO cues in comparison to 
NOGO cues      13   . The study showed that P3b component was signifi cantly reduced in 
the schizophrenic patients in comparison to healthy controls ( Fig. 18.1   ). 

  F.    Monitoring Operation 

Monitoring operation in the executive system is refl ected in the P400 NOGO 
component of ERPs elicited by NOGO stimuli in the two stimulus visual 
GO/NOGO paradigm. As we showed in Part II this component is separated by 
the ICA. S-LORETA imaging shows that the component is generated in widely 
distributed areas of cingulate cortex including anterior and sub-colossal parts. The 
ICA methods enabled the above mentioned group of German scientists (Olbrich 
et al., 2005) to separate a P3 component that had the larger amplitude in response 
to NOGO trials and named as P3ng. This component had a central–frontal dis-
tribution and was similar in both spatial and temporal parameters to the P400 
monitoring component separated in our own studies with Human Brain Institute 
Normative Database. The studies of the German group showed that the P3ng 
component was reduced in schizophrenic patients. 

In a recent study by a group of researchers from Stanford University, California 
headed by Judith Ford fMRI and ERPs were recorded in a simple GO/NOGO 
task. P3 component to NOGO cues was found to be smaller in schizophrenic 

    13  The P3b component extracted in this study was virtually the same as observed in our ICA made 
on GO and NOGO. ERPs obtained in the Human Brain Institute Normative DataBase.    

FIGURE 18.1    Reduction of P3b component in schizophrenic patients. (a) Topographical map of P3b 
component extracted by means of ICA for ERPs to GO stimuli in the GO/NOGO task for healthy 
controls (data from the Human Brain Institute database). (b) Activation time curves separately displayed for 
GO responses for a group with schizophrenia and for a control group. Adapted from Olbrich et al. (2005) .     
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patients. The corresponding metabolic activation as measured by functional mag-
netic resonance imaging (fMRI) was restricted only to anterior cingulate cortex 
in schizophrenic patients, while in normal subjects the activation occupied larger 
areas including the dorsal lateral prefrontal cortex, and right inferior parietal lob-
ule and caudate nucleus.   

  IV.    DOPAMINE HYPOTHESIS OF SCHIZOPHRENIA 

  A.    Excess of Striatal Dopamine Receptors 

Relative hyperfunction of the subcortical dopamine systems has been suggested 
to be one of the key pathophysiologic mechanisms in schizophrenic psychosis. 
In spite of the fact that research in this fi eld was rather contradictive, dopamine 
hypothesis of schizophrenia still remains the most popular one. It continues to 
receive a strong empirical support. 

The empirical evidence obtained so far can be summarized as follows. First, 
recent studies on a variety of animal models of psychosis such as sensitization of 
animal behavior by amphetamine show that those animals were associated with a 
marked behavioral supersensitivity to dopamine and a marked rise in the number 
of dopamine D2 receptors in the brain. Second, in humans psychostimulants such 
as amphetamine and cocaine increase levels of dopamine in the brain and, after 
prolonged use, cause psychosis (named as amphetamine or cocaine psychosis) that 
is virtually indistinguishable from the positive symptoms associated with schizo-
phrenia. Third, antipsychotic drugs block D2 dopamine receptors and reduce posi-
tive psychotic symptoms. 

A recent positron emission tomography (PET) study of a Finnish group from 
University of Turku gives an additional evidence to the dopamine hypothesis 
of schizophrenia (Hirvonen et al., 2005). Using the carbon 11 labeled racropride 
(a substance with affi nity to D2 receptors) they studied mono and heterozygotic 
twins with and without history of schizophrenia. They found that unaffected 
monozygotic co-twins had increased caudate D2 density compared with unaf-
fected dizygotic co-twins and healthy control twins. Higher D2 receptor binding 
in the caudate nucleus was associated with a poor performance on cognitive tasks 
related to schizophrenia vulnerability in the whole sample. The authors concluded 
that the caudate dopamine D2 receptor upregulation is related to genetic risk for 
schizophrenia. 

  B.    Neural Net Model 

According to our theory of action selection within the basal ganglia thalamo-
cortical circuits (see Chapter 18) the striatum serves as a map of actions in which 
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representations of different actions are mapped into separate locations. The selec-
tion of the relevant representation of action is performed within the striatum by 
means of long distance lateral inhibition according to  “winner takes all ” principle. 
In line with the model, the representation of an action is selected if its activa-
tion exceeds some threshold ( Fig. 18.2   ). The threshold of activation of striatal 
neurons      14    is set by the mediator dopamine. The effect of dopamine is defi ned by 
density of dopamine receptors at the postsynaptic membrane of striatal neurons. 

In healthy subjects the threshold is high enough so that only currently impor-
tant actions are selected while others are suppressed. The selected action is per-
formed and comes into consciousness. In schizophrenic patients the density of 
D-receptors is high and consequently the threshold is low. The low threshold 
enables selection of several actions simultaneously. The selected actions compete 

    14  The threshold defi ned in this context is the minimal amount of excitatory postsynaptic potentials 
coming from the activated cortical representation to trigger fi ring of striatal neurons. It differs from the 
classically defi ned threshold of a neuron (which is constant) because in this context the input to the 
neuron is divided into two parts: fast acting activation from the cortical neurons and long lasting modu-
latory activation from dopaminergic neurons in the substania nigra. Consequently, increase of the mod-
ulatory input would decrease the amount of the cortical input needed to activate the striatal neuron.    
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FIGURE 18.2    Impaired action selection in the striatum of schizophrenic patients. (a) Parallel basal 
ganglia thalamo-cortical loops with the dopaminergic modulatory input from the substantia nigra to the 
striatum. (b) Two overlapped representations of potential actions overlapped in the cortex, but segregated 
at the striatal level. Excess of modulatory dopaminergic activation from the substantia nigra due to the 
excess of density of postsynaptic dopamine receptors in schizophrenia leads to a condition in which the 
irrelevant action (depicted as a lower amplitude bell shape) is selected together with the relevant action 
(giving the largest input to the striatum) – the state called as  “split of consciousness. ” DA – dopamine, 
D-receptors – postsynaptic striatal receptors to DA, antipsychotic drug – a schematic representation of 
a molecular of an antipsychotic drug that blocks the D-receptors and lessen symptoms of schizophrenia. 
(c) The schematic relationship between the affi nity to D2 receptors of antipsychotic drug (the ability to 
block D2 receptors) versus reduction of psychotic symptoms. 
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with each other and create  “the split of consciousness ”      15   . Blocking D2-receptors 
by antipsychotic drugs increases the threshold for action selection and restrains 
psychosis. Note that the ability of a drug to lessen symptoms of psychosis strongly 
correlates with the affi nity of the drug molecules to the D-receptors, that is, with 
the ability of the drug to block the D-receptors ( Fig. 18.2c ). The amount of corti-
cal resources allocated by the brain to execution of the selected action is refl ected 
in the P3b component of ERPs. If the resources are split among competing 
actions the P3b component decreases. This explains why schizophrenic patients 
exhibit lower amplitudes of P3b component in comparison to healthy controls.   

  V.    TREATMENT 

  A.    Antipsychotic Agents 

All pharmacological treatments currently used for schizophrenia primarily suppress 
the psychotic symptoms but not cognitive defi cits. Drugs that are used to treat psy-
chosis are called antipsychotic agents. They are in use for more than 50 yeas. The 
discovery of one of the antipsychotic drugs, chlorpromazine, was made by chance 
in 1950s. This discovery dramatically reduced the number of patients held in men-
tal institutions. Antipsychotic medication remains the mainstream for treatment of 
schizophrenia. This treatment provides symptomatic relief from the positive symp-
toms of psychosis. Most medications take around 7–14 days to have an antipsychotic 
effect. The two classes of antipsychotics are generally thought equally effective for 
the treatment of the positive symptoms but atypical antipsychotics have fewer extra-
pyramidal side effects. Typical antipsychotics have the affi nity the D2 dopamine 
receptors and block them. The affi nity of different antipsychotic agents strongly 
correlates with the reduction of psychotic symptoms produced by these drugs. This 
correlation was fi rst reported by Philip Seeman and his colleagues in 1975 (Seeman 
et al., 1975, 1976). It should be stressed here that despite the clinical importance of 
cognitive abnormalities, there are still no approved treatments for these defi cits. 

  B.    Electroconvulsive Therapy 

Electroconvulsive therapy (ECT), also known as electroshock, is a controversial 
psychiatric treatment in which seizures are induced by means of strong electrical 

    15  In some situations (such as scientifi c research) it is good to allow non-trivial (and consequently, 
less activated) actions to be selected. I recall my classmate from the St. Petersburg Lyceum for Physics 
and Mathematics (famous school 239) who was one of the best in math in our school. He later gradu-
ated from Department of Mathematics of St. Petersburg State University and became a famous math-
ematician. Half of his time he spends in a psychiatric clinic for treatment of schizophrenia, the other 
half he writes papers for prestigious mathematical journals.    
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current. ECT was invented in Italy in 1937 and became widespread in the 1940s 
and 1950s. It is widely accepted that ECT carried out in a modern way does not 
cause brain damage. Now, ECT is most often used as a treatment for severe major 
depression unresponsible to other forms of therapy, but it is also occasionally used 
in the treatment of schizophrenia. As noted in (Fink and Sackeim, 1996), ECT is 
effective early in the course of treatment of acutely psychotic patients, especially 
in fi rst-break psychotic patients. 

  C.    Psychosurgery 

Psychosurgery is a type of surgical ablation or disconnection of brain tissue with the 
intent to alter affective or cognitive states caused by mental illness. Psychosurgery 
was fi rst introduced as a treatment for severe mental illness by Egas Moniz in 
1936. At that time, no satisfactory pharmacological treatment options existed. At 
the height of enthusiasm, psychiatric neurosurgery was recommended for cur-
ing schizophrenia, depression, criminal behavior, and some other mental disorders. 
It is estimated that over 50,000 procedures were performed in the United States 
alone between 1936 and the mid-1950s. These operations were associated with 
many complications including intellectual impairment, personality change, seizures, 
paralysis, and death. Despite these complications, the operations were helpful in the 
majority of patients and Moniz was awarded the Nobel Prize in Medicine in 1949 
“for his discovery of the therapeutic value of prefrontal leucotomy in certain psy-
choses. ” With the introduction of antipsychotic drugs in 1954 the role of surgery 
declined. Nevertheless, some patients failed to respond to appropriate pharmaco-
logical therapy and referrals to specialized centers for neurosurgical intervention 
continued. 

Nowadays psychosurgery is used for treatment of Parkinson’s disease, epilepsy, 
and obsessive-compulsive disorder (OCD) – brain disorders with known (to some 
extent) pathophysiology      16   . However the biological basis of most psychiatric dis-
orders remains poorly understood and biological markers of mental or psychic 
symptoms are still a matter of research. These circumstances limit application of 
psychosurgery for treatment of schizophrenia. Meanwhile, introduction of PET, 
fMRI, and QEEG/ERPs as biological markers of psychiatric disorders as well as 

    16  Those are types of patients who might be accepted as candidates for stereotactic neurosurgery 
in our Institute of the Human Brain in St. Petersburg. My subjective experience of working with 
these patients tells that the operation was the only chance for them to be treated because they did not 
respond to other conventional forms of treatment. After mild stereotactic interventions quite many of 
them showed remarkable reduction of symptoms and felt that the operation was successful. For more 
details see (Anichkov et al., 2005).    
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the tendency of the modern neurosurgery to use less invasive techniques      17    open 
new horizons in the treatment of schizophrenic patients who are unresponsible to 
all pharmacological forms of therapy. 

  D.    Neurofeedback 

There were few attempts to treat schizophrenia by means of neurofeedback. 
Besides severity of the disorder, the fact that no statistically signifi cant and clini-
cally discriminative deviations form normality in EEG spectra have been found 
does not provide any scientifi cally based rationale for treatment. However, reg-
ulation of slow cortical potentials appeared to be dysregulated in schizophre-
nia. Indeed, schizophrenic patients revealed reduction in CNV amplitude and 
enhancement of so-called postimperative negative variation – another slow wave 
that followed the imperative stimulus      18   .

On the basis of these observations it was concluded that schizophrenic patients 
might have a failure in regulating cortical excitability (refl ected in slow cortical 
processes) rather than reduction of excitability per se (any signs of which must 
be present in EEG spectra). In a study of a group of scientists from University 
of Tuebingen, Germany (Schneider et al., 1992) medicated schizophrenic patients 
were compared with healthy subjects. Although the patients were able to learn the 
self-regulation technique of slow potentials (however it needed more sessions for 
them to learn than for healthy controls) they had diffi culties in transferring this 
ability for situations in the absence of feedback. 

Later another group of researchers from Imperial College School of Medicine 
at Charing Cross Hospital in London (Gruzelier et al., 1999) used a similar tech-
nique to train schizophrenic patients to shift negativity from one hemisphere to 
another. It was hypothesized that left–right asymmetry was associated with mental 
overactivity and affective delusions, while the right   �     left asymmetry character-
ized a withdrawal syndrome in schizophrenia. These studies showed that despite 
executive dysfunctions schizophrenic patients could learn self-regulating neu-
rofeedback techniques. However, no indication that these methods could lessen 
symptoms of schizophrenia has been obtained so far.   

    17  One of such techniques is stereotactic neurosurgery. With a special technology (named stereo-
tactic apparatus) it can be used to reach the most inaccessible areas of the brain, without extensive 
opening of the skull and unnecessary destruction of normal brain areas lying above the target. The ste-
reotactic apparatus allows the precise positioning of the patient’s head inside a geometrical coordinates 
system, so that each structure inside the brain can be reached from the outside. The neurosurgeon 
needs only to make a small opening in the patient’s skull, under local anesthesia and to insert a thin 
probe into the target area of the brain.    

    18  Recall, that CNV paradigm consists of presentation of trials of two stimuli: a warning stimulus that 
is to prepare the subject for further actions and an imperative stimulus that trigger the prepared action.    
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  VI.    SUMMARY 

Schizophrenia is a psychiatric disorder that is characterized by impairments in the 
executive system, such as paranoid or disorganized speech and thinking, impair-
ments in the sensory systems, such as auditory hallucinations, and impairments in 
affective system such as blunted emotions. Due to involvement of different brain 
systems there is debate regarding whether the diagnosis represents a single disor-
der or a number of discrete syndromes. Although genetic factors play a substan-
tial part, the etiology of schizophrenia apparently requires an interaction between 
genetic susceptibility and environmental risk factors. This interaction is thought 
to alter neurodevelopmental processes that occur before the onset of symptoms. 
All pharmacological treatments currently used for schizophrenia primarily sup-
press the psychotic symptoms but not the cognitive abnormalities. BOLD fMRI 
studies demonstrate hypoactivation of the executive system in schizophrenia. 
Investigations of QEEG abnormalities in schizophrenia are inconsistent: some 
studies have reported increase of beta and reduction of alpha EEG power in 
schizophrenia, other research has shown no differences and even opposite results. 
The most consistence observations in ERP research on schizophrenic population 
are: reduction of amplitude of the MMN, reduction of the CNV, and reduction 
of the engagement of P3b component. Some studies reported reduction of the 
late positive monitoring component elicited to NOGO cues in the GO/NOGO 
paradigm and generated in the anterior cingulate cortex. Relative hyperfunc-
tion of the subcortical dopamine systems has been suggested to be one of the 
key pathophysiologic mechanisms in schizophrenic psychosis and is refl ected in 
the dopamine hypothesis of schizophrenia. PET studies as well as the ability of 
antipsychotic drugs to block dopamine receptors seem to support this hypoth-
esis. According to our model schizophrenia might be associated with impairment 
of selection of actions in the striatum of schizophrenic patients. The discovery of 
antipsychotic drugs in 1950s signifi cantly reduced the number of electroconvul-
sive therapeutic interventions and completely abolished the use of psychosurgery 
for treatment schizophrenia. There were few attempts to treat schizophrenia by 
means of neurofeedback.                                    
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  I.    DESCRIPTION OF BEHAVIOR 

  A.    Symptoms 

Addiction is an extreme state of drug abuse      1   . Addiction is defi ned as a compulsive, 
out-of-control drug use despite serious negative consequences. The behavioral 
pattern of an addicted person becomes progressively focused on obtaining, using, 
and recovering from the effects of drugs. It continues despite illness, disrupted 
relationships and failures in life. Compulsive actions could be misinterpreted by 
frustrated family members as deliberate self-destruction. 

Important character of addiction is the high risk of relapse to drug use. The 
potential for relapse maintains even in abstinent addicts long after they stop taking 
drugs. The relapse is caused by two factors: cues and stress. Drug-conditioned cues 
can be environmental or interoceptive. For example, the risk of relapse is elevated 
when addicts encounter people or places associated with earlier drug use. Stress 

             Addiction   

 C H A P T E R  1 9 

    1  In its turn,  substance abuse is a behavioral pattern in which people rely on drug excessively, so that 
the drugs eventually occupy a central part in their life.    
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also plays a signifi cant role in relapses in addicts      2   . Current treatments for addiction 
are helpful to some patients, but far from satisfactory. 

From the theory presented in Part II, addiction can be conceptualized as 
impairment in monitoring operation that is resolved in uncontrolled, compulsive 
patterns of drug use. In this defi nition addiction appears to be similar to obsessive-
compulsive disorder (OCD) (see Chapter 20). Indeed, clinical descriptions of both 
OCD and addiction are associated with inability to inhibit intrusive repetitive 
thoughts (obsessions or cravings, respectively) and ritualistic behaviors (compul-
sions or active drug-seeking/taking, respectively). 

  B.    Substances of Abuse 

 There are many types of substances of abuse. They are listed in  Table 19.1   .

  C.    Tolerance, Dependence, and Withdrawal 

In addition to addiction the drugs of abuse can produce tolerance, dependence, 
and withdrawal symptoms      3   . It should be stressed, that tolerance, dependence, and 
withdrawal can be observed in response to other, non-addictive drugs (e.g., drugs 
for treatment of asthma and hypertension). Not all drugs of abuse produce physical 

 TABLE 19.1     Substances of Abuse and their Action    

   Substance of abuse  The main action on cellular level 

   Opioids (morphine, heroin)  Perform as agonists to opiate receptors 

   Psycho-stimulants (cocaine, amphetamines)  Inhibit dopamine transporters 

   Barbiturates and benzodiazepines  Enhance conductance of Cl      �       channels in 
neuronal membrane, perform as GABA receptor 
agonists

   Nicotine Agonist of acetylcholine receptors 

   Alcohol Facilitates GABA receptors 

    2  A debate continues as to whether cues initiate relapses through sub-conscious classical condi-
tioned refl exes or by the mediation of intense consciously experienced urges. However, cue-initiated 
relapses occur even in individuals who have strongly resolved never to use drugs again, sometimes 
without any insight into what is happening to them.    

    3   Tolerance is a decrease in the effect of a drug despite a constant dose, or a need for increased dosage 
to maintain a stable effect. Some drugs can also produce  sensitization (enhancement) of drug responses. 
Dependence, narrowly defi ned, refers to an adapted state of the brain that occurs in response to exces-
sive drug stimulation. After drug cessation, this adapted state can result in the production of cognitive, 
emotional, or  “physical ”  withdrawal  symptoms.    
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dependence: cocaine and amphetamine are examples of such drugs. For psycho-
stimulants physical withdrawal symptoms are absent, while emotional withdrawal 
symptoms are variable and can be mild. Physical dependence and withdrawal are 
clinically signifi cant, but do not constitute the mechanisms for  “psychological ”
dependence (addiction) as a compulsive drug use with late relapses.   

  II.    IMAGING CORRELATES 

  A.    PET and MRI 

Several studies of responses to drug-conditioned cues using positron emission 
tomography (PET) and functional magnetic resonance imaging (fMRI) consis-
tently showed activation of several brain areas such as prefrontal cortical regions, 
the nucleus accumbens in the striatum, and the amygdala in the limbic system      4   . For 
example, a group of researchers from School of Medicine at Emory University, used 
PET to localize alterations in synaptic activity related to cue-induced drug crav-
ing (Kilts et al., 2001). In their approach, script-guided imagery of autobiographical 
memories were used as individualized cues to internally generate a cocaine craving 
state and two control (anger and neutral episodic memory recall) states. Compared 
with the neutral imagery control condition, imagery-induced drug craving was 
associated with bilateral activation of the amygdala, the left insula and anterior cin-
gulate gyrus, and the right subcallosal gyrus and nucleus accumbens area. 

  B.    Increased Level of Dopamine in Nucleus Accumbens 

Recent research shows that addictive drugs directly (such as cocaine) or indirectly 
(such as opiates) increase the levels of synaptic dopamine in the nucleus accum-
bens, for example, by blocking dopamine receptors ( Fig. 19.1b   ). Moreover, the 
increase of dopamine in the striatum positively correlates with the  “high” induced 
by methylphenidate (or cocaine)      5    ( Fig. 19.1c ). Recall that dopamine is generally 
required for reward and reinforcement. So, dopamine appears to be critical for 
acute reward and initiation of addiction. 

The current literature also suggests that in addition to the brain’s reward system, 
two frontal cortical regions (anterior cingulate and orbito-frontal cortices), critical 
for the control over reward-related behavior, are dysfunctional in addicted indi-
viduals. These are the same regions that have been implicated in compulsive con-
ditions characterized by defi cits in inhibitory control over maladaptive behaviors, 

    4  Note that activation areas are detected as the difference between response to drug-related cues in 
comparison to neutral cues.    

    5  See a recent review by Peter Kalivas and Nora Volkow (2005).    
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such as OCD (see Chapter 20). In a study by Steven Forman (Forman et al., 2004) 
from University of Pittsburg, event-related fMRI was used to study individuals 
with opiate dependence and healthy control individuals performing a Go/NOGO 
task. Compared with controls, opiate addicts exhibited an attenuated anterior cin-
gulate cortex error signal and signifi cantly poorer task performance.   

  III.    STAGES OF ADDICTION 

A vast amount of empirical and theoretical knowledge in the neurophysiology of 
addiction enables us to suggest that addiction is a complex psychological process 
that evolves during several stages each having its own neuronal mechanism. 

  A.    Expectation Stage 

At the fi rst stage – an expectation, a  motivation for initial drug use often comes 
from normal desires to elevate mood or to experience new feelings. Indeed, in 
majority of cases initial drug use produces a desirable affect – a positive subjective 
experience – a pleasure, a high. Neuronal mechanisms of this stage are conven-
tional mechanisms of motivational behavior. 

FIGURE 19.1    Effect of cocaine on the dopamine in the nucleus accumbens. (a) The limbic basal 
ganglia thalamo-cortical circuit with the dopaminergic modulatory input from the substantia nigra to 
the nucleus accumbens. (b) Cocaine blocks dopamine transporters (DAT) which increases the con-
centration of dopamine in the nucleus accumbens. (c) The level of dopamine concentration strongly 
correlates with self-reported of  “high” of cocaine addicts. DA – dopamine, D-receptors – postsynaptic 
striatal receptors to DA.        
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  B.    Consolidation Stage 

At the second stage – memorization of drug consuming, the subjective experience 
associated with drug consumption is consolidated as an emotionally signifi cant 
event – reward. As any learning procedure, this stage links the reward with men-
tal representation of objects and actions related to consuming the drug. During 
this association learning any object or action linked to drug consuming in future 
becomes a cue eliciting a pleasure. Neuronal mechanisms involved in this stage 
are common mechanisms of learning – a complex process that probably involves 
both procedural and episodic memories. What differs learning in addiction from 
normal learning is the extraordinary  emotional context (an elevated level of pleasure, 
a “high”) that constitutes initial drug consuming. But the most important fac-
tor seems to be the direct effect of the drug on synaptic transmission associated 
with enhancing release of dopamine into synaptic clefts. As we know from neu-
roscience (see Chapter 13) the orbito-frontal cortex receives strong connections 
from multi-modal areas of the cortex and from the limbic system. It is a cortical 
site where representations of rewards as emotionally meaningful events are stored. 
From neuroscience we also know that dopamine is a modulator that enhances the 
memory trace formed in the corresponding cortical area. So, at the second (con-
solidation) stage the drug consumption produces an extremely intensive memory 
of a new drug-associated reward in the orbito-frontal cortex      6   .

  C.    Habituation/Sensitization Stage 

At the third stage (habituation/sensitization), the effects of drug itself (pleasure or 
release of dysphoric moods) start to habituate. For drugs such as alcohol, nicotine, 
and heroine, pleasure can be markedly reduced over time by medical complications. 
Heroin addicts often report that they feel miserable, that they do understand that 
drugs ruin their lives, but they still want them. Drug addicts sometimes describe their 
continuing drug use as an attempt to re-experience remembered  “highs, ” often with-
out success. A question arises, why drug addicts continue to take drugs even if the 
drug itself does not produce pleasure anymore? To answer this question Robinson 
and Berridge in 1993 proposed incentive-sensitization (or simply, wanting–liking) 
theory. According to this theory, a drug at the second (consolidation) stage produces a 
certain amount of  “wanting ” and  “liking” – activities in different brain systems. After 
several drug takings the tolerance to drug increases and liking decreases, habituates. 
In the same time,  “wanting, ” that is now associated not with drug itself but with 
pleasure giving by cues related to the drug-induced positive sensations increases. 

    6  The circuit that is responsible for the second stage of addiction includes: the limbic system with 
amygdala as a nucleus responsible for emotional component, the ventral striatum with nucleus accum-
bens as an element responsible for memorizing the behavioral pattern, and the orbito-frontal cortex as 
a cortical place of representation of the whole event as a signifi cantly emotional reward.    
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  D.    Neural Net Model 

According to the theory of brain functioning introduced in this book (Part II), neu-
ronal mechanisms of different stages of addiction could viewed as follows ( Fig. 19.2   ). 

During the expectation stage most of the prefrontal cortical areas activate the 
motor cortex to initiate a new and possibly pleasurable action. 

During the consolidation stage the orbito-frontal and anterior cingulate corti-
cal areas receive strong and emotionally meaningful inputs from the limbic system. 
The representation of the reward in the orbito-frontal cortex is strongly consoli-
dated due to normal mechanisms, such as enhancement of synapses in the circuit 
orbito-frontal cortex  → nucleus accumbens  → globus pallidus  → anterior nucleus 
of the thalamus. Under normal circumstances, this dopaminergic circuit is a cru-
cial substrate for rewarding and reinforcing effects of positive natural stimuli asso-
ciated with survival, such as food and reproductive opportunities. During drug 
consumption, the release of dopamine is dramatically enhanced due to the direct 
or indirect drug effect. High concentrations of dopamine at the dendrites of cells 
in the nucleus accumbens enhance activity of striatal neurons and  “imprint ” the 
representation of the reward and the behavioral pattern associated with it. Thus 
addicted drugs stimulate brain reward circuitry with a strength, time course, and 
reliability that exceeds almost any natural stimulus, powerfully consolidating 
responses to drug-associated stimuli. After the memory of the reward has been 
stored in the limbic circuit, any cue (either internal, just a subjective recall from 
memory, or external, associated with the drug) activates this critical circuit     7   .
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FIGURE 19.2    Neuronal networks and stages of drug addiction. See explanation in text.    

    7  The critical circuit for the consolidation stage includes the limbic system (with the amygdala as 
a critical element for generating emotions), the nucleus accumbens as a critical element for learning 
behavioral patterns associated with drugs, and the orbito-frontal cortex as a cortical map for represen-
tation and storing rewards. Whether related to drug taking or survival, actions that increase synaptic 
dopamine in this brain  “reward ” circuitry tend to be repeated.    
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At the habituation/sensitization stage the activity from the orbital–frontal cortex 
recalled from the memory about the reward (e.g., how wonderful it was during the 
fi rst drug consumption …) is compared with the representation of the real situa-
tion (e.g., life is boring and grey) in the anterior cingulate cortex. The result of the 
comparison refl ecting this inconsistency activates the basal ganglia thalamo-cortical 
loop associated with the anterior cingulate cortex. In its turn, the activation of the 
anterior cingulate cortex starts drug-seeking behavior by activation of premotor 
and motor areas of the cortex.   

  IV.    TREATMENT 

  A.    Stereotactic Anterior Cingulotomy in 
Heroin Addicts 

The prediction of the model described above is that addiction at its fi nal stage is 
associated with high level of activation of neurons in the anterior cingulate cor-
tex. This hyperactivation is due to constant mismatch between the reality      8    and the 
strong memory trace of the drug consuming behavior. This constant hyperactiva-
tion of the anterior cingulate cortex constantly drives the drug addict’s behavior 
to search for a drug. The hyperactive state of the anterior cingulus is similar to the 
corresponding state in the OCD. 

In the Institute of the Human Brain in St. Petersburg a stereotactic operation 
for restraining compulsive behavior in heroin drug addicts has been suggested. 
More than 300 drug addicts have been operated with a good success.  Figure 19.3    
represents the results of study in our laboratory with a group of drug addicts. Scalp-
recorded event-related potentials (ERPs) in the visual two stimulus GO/NOGO 
task were taken before (thin line) and after (thick line) stereotactic operation of 
anterio-cingulotomy in 13 patients with heroin drug addiction      9   . The P400 moni-
toring component was found to be selectively suppressed after the operation      10   . This 
data indicate that this component is a good indicator of functioning of the ante-
rior cingulate cortex and could be used for examining the results of stereotactic 
operation. The outcome of operations also shows that compulsive component is 
very strong in addiction and that destruction of this  “compulsive ” circuit is a very 
powerful tool in the treatment of addiction. 

    8  The information about reality is coming to the anterior cingulate cortex from several sources 
including the insular and sensory motor cortical areas, while information about the highly activated 
program for drug consumption is probably coming from the orbito-frontal cortex.    

    9  The study was approved by the ethical committee of the Institute of the Human Brain. Patients 
gave a written consent for undergoing a stereotactic operation as well as for participating in the study.    

    10  Recall that this component is generated in the anterior cingulate cortex.    
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  B.    Neurofeedback 

The most known neurofeedback protocol for addiction uses alpha–theta biofeed-
back. This technique involves the simultaneous measurement of occipital alpha 
(8–13   Hz) and theta (4–8    Hz) and the feedback      11    for each band for the spectral 
power that exceeds the preset thresholds      12   . The subject is encouraged to relax and 
increase the amount of time for each signal. 

Alpha–theta feedback training was fi rst used and described by Green et al. in 
1975 at the Menninger clinic. This method was based on Green’s observations of 
single-lead electroencephalogram (EEG) during meditative states in practiced med-
itators. When the separate and independent auditory feedback of alpha and theta 
signal was given to subjects in eyes closed or self-induced relaxed conditions, states 
of profound relaxation and trance were reported to occur. As meditational states 
progressed, an increased theta amplitude was observed following an initial increase 

    11  The feedback is presented by separate auditory tones separately for each band.    
    12  Note that EEG activity in the alpha band is highest in posterior regions of the cortex during 

eyes closed condition, while EEG in the theta band increases in deeply relaxed states. The alpha–theta 
protocol is accomplished in eyes closed condition with the auditory feedback.    
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FIGURE 19.3    ERPs in addiction. Grand average ERPs in the two stimulus GO/NOGO task for 
a group of heroin drug addicts before (thick line) and after (thin line) a stereotactic destruction of a 
part of the anterior cingulate cortex. Note, that operation selectively diminishes the P4 monitoring 
NOGO component.    
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of alpha amplitude, at the next stage the drop of the alpha amplitude (theta–alpha 
crossover) was usually observed. Whereas the EEG changes are similar to stage 1 
sleep, the subjects are maintained in a relaxed yet focused condition, subjectively 
similar to a hypnotic trance with a sense of timelessness. Those effects may be non-
specifi c to the alpha–theta brain wave biofeedback method and may be achievable 
with other biofeedback techniques or with meditational techniques alone. 

Note that alpha–theta neurofeedback in addiction is not used alone. Green 
and colleagues applied this technique for augmenting effects of psychotherapy. 
The fi rst studies of alpha–theta biofeedback for addictions focused on augment-
ing therapy experience in alcoholics engaged in psychotherapy and 12-step model 
programs in a Veterans Administration hospital setting. Daily 20    min alpha–theta 
EEG biofeedback sessions (integrated with EMG biofeedback and temperature 
control biofeedback) were done over 6 weeks and resulted in free, loose asso-
ciations, heightened sensitivity, and increased suggestibility. Patients discussed their 
insights and experiences associated with biofeedback in therapy groups several 
times a week, which augmented expressive psychotherapy. 

Peniston and Kulkosky reported a randomized and controlled study of adult 
chronic treatment resistant alcoholics treated with alpha–theta EEG biofeedback 
(Peniston and Kulkosky, 1989). Compared with a traditionally treated alcoholic 
control group and non-alcoholic controls, alcoholics who received brain wave 
and temperature biofeedback did show signifi cant increases in percentages of EEG 
record in alpha and theta rhythms. In addition, the experimentally treated subjects 
showed reductions in Beck Depression Inventory scores compared with the con-
trol groups. 13-month follow-up data indicated sustained prevention of relapse in 
alcoholics that completed alpha–theta brainwave training. The alpha–theta proto-
col has become known as the “Peniston-Kulkosky Protocol. ”   

  V.    SUMMARY 

Addiction is defi ned as a compulsive, out-of-control drug use despite serious neg-
ative consequences. The behavioral pattern of an addicted person becomes pro-
gressively focused on obtaining, using, and recovering from the effects of drugs. 
Addiction is a complex psychological process that evolves during several stages 
such as expectation, consolidation, and habituation/sensitization stages each having 
its own neuronal mechanism. Recent research shows that addictive drugs directly 
(such as cocaine) or indirectly (such as opiates) increase the levels of synaptic dopa-
mine in the nucleus accumbens. The level of the dopamine concentration strongly 
correlates with self-reported of  “high” of cocaine addicts. So, dopamine appears 
to be critical for acute reward and initiation of addiction. In later stages the ante-
rior cingulate cortex interconnected with the nucleus accumbens becomes over-
active. The anterior cingulate cortex plays a critical role in monitoring behavior, 
so that its hyperactivation is resolved in uncontrolled, compulsive patterns of drug 
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seeking. According to our theory addiction at least in some patients can be con-
ceptualized as impairment in monitoring operation. This inference was supported 
by our recordings of ERP components in the GO/NOGO paradigm in heroin 
drug addicts before and after stereotactic cingulotomy performed in these patients 
to relieve their obsessive thoughts and compulsive actions. The P400 monitoring 
component was selectively suppressed by lesions in the anterior cingulate cortex 
in these patients. Theoretically, any relaxation protocol of neurofeedback might be 
helpful in drug addiction. The most known of them is alpha–theta or Peniston-
Kulkosky protocol. This technique involves the simultaneous measurement of 
occipital alpha and theta activity while the subject is encouraged to relax and 
increase the amount of time of each signal.                
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  I.    DESCRIPTION OF BEHAVIOR 

  A.    Symptoms 

The name, obsessive-compulsive disorder (OCD), comes from symptoms of the 
disease, which affect both cognition (fl ow of thoughts) and motor behavior (action). 
Obsessions are thoughts that repeat over and over again, unwanted but insistent. 
Compulsions are actions repeated over and over in ritualistic, stereotyped succes-
sion. Usually, particular compulsive acts are carried out in response to a particular 
obsession to neutralize the anxiety associated with that obsession. However, there 
are some patients who suffer mainly obsessions, and, there are patients who suffer 
mainly compulsions. 

People with OCD are usually aware that the obsessions and compulsions are 
senseless, but, despite great effort, they cannot control them. A common type 
of obsessions and compulsions is checking, that is, going back over and over in 
response to obsessive self-doubts whether it was done, and done just right. Other 
types of OCD are washing, ordering …. The obsessions and compulsions can go 
on for hours. For example, a  “checker ” checks again and again, and the question 
“what if? ” dominates, and there is no behavioral closure. These recurrent obsessions 
or compulsions  “are severe enough to be time consuming or cause marked distress 

           Obsessive-Compulsive Disorder   

 C H A P T E R  2 0 
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or signifi cant impairment ” (Diagnostic and Statistical Manual of Mental Disorders, 
Fourth edition)      1     . The repeated doubt and subsequent checking that surround 
actions is particularly the salient features of OCD. Within the framework of the 
brain model described in the book, these intrusive obsessions and subsequent com-
pulsions can be viewed in terms of dysfunctional response monitoring. However, 
because these obsessions/compulsions are also associated with anxiety, OCD may 
also be associated with affective system. 

OCD is estimated to affect 1–3 per cent of the population. Prevalence is simi-
lar throughout countries and cultures. Symptoms generally begin in childhood or 
adolescence and are associated with dramatic impairment in social and occupa-
tional functioning. In a 1998 World Health Organization study, OCD was among 
the top 10 leading medical or psychiatric causes of disability in developed coun-
tries. Even when the most aggressive medical and behavioral therapies are applied, 
an estimated 10 per cent of the OCD population remains severely affected.   

  II.    GENETICS AND CO-MORBIDITY 

  A.    Poor Heritability 

Twin studies strongly suggest that vulnerability to the OCD can be inherited, but 
a positive family history is absent in many patients. Only 10 per cent of the parents 
of children with OCD have the disorder themselves. 

  B.    Co-morbid Disorders 

Patients with the OCD often suffer from other (co-morbid) disorders, includ-
ing depression, anxiety and Tourette syndrome. Major depression has a lifetime 
prevalence of 60–70 per cent in OCD patients while 90 per cent of patients with 
Tourette syndrome have OCD.   

  III.    IMAGING CORRELATES 

  A.    PET, MRI 

Theoretically, the OCD might be associated with impairments in different opera-
tions in the executive system, such as (1) impairment in inhibition operation, that 

    1  We all have habits, mannerisms, and sometimes expose superstitious behavioral patterns. But in 
many cases these are not disturbing behaviors. They give us certain personality features forming a back-
ground for our cognitive and motor activities. In people who suffer from OCD such habitual patterns 
are out of control.    
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is, inability to suppress unwanted action or (2) impairment in selection opera-
tion, that is, inability to switch to another action, or (3) impairment in monitor-
ing operation, that is inability to compare the executed action with a desired one 
and to complete the action. All these operations are associated with the frontal 
cortex–basal ganglia–thalamo-cortical circuits ( Fig. 20.1   ). 

In line with these theoretical considerations, the majority of brain imaging (pos-
itron emission tomography – PET, functional magnetic resonance imaging – fMRI) 
studies in subjects with the OCD has shown an abnormal activation of the fronto-
striatal system including the following anatomical structures: (1) at the cortical level: 
the orbito-frontal (OFC), dorso-lateral prefrontal (DLPFC), and anterior cingulate 
cortex (ACC); (2) at the striatal level: the ventro-medial striatum (including nucleus 
accumbens), the globus pallidus/substantia nigra pars reticulata complex, (3) at the 
thalamic level: anterior and medio-dorsal thalamic nuclei. For example, increased 
activity was shown consistently in the OFC and the caudate nucleus, under resting 
conditions as well as under symptom provocation. This hyperactivity was correlated 
with the symptomatology and normalized after therapy. 

OFC ACC MC

ANA

GP

FIGURE 20.1    A neuronal network of OCD. Inputs from the prefrontal cortical areas (including the 
orbito-prefrontal cortex) strongly activate the ACC. The ACC in turn drives the motor cortex either 
directly through cortico-cortical pathways or indirectly through the ACC  → NA → GP → A circuit, 
where ACC stands for anterior cingulate cortex, NA – for nucleus accumbens, GP – for the corre-
sponding part of the globus pallidus, A – for the anterior nucleus of the thalamus. These pathways from 
the prefrontal cortex drive the motor areas to perform compulsive actions.    
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  B.    QEEG 

In a recent study researchers from University of Naples in Italy (Bucci et al., 2004) 
used quantitative electroencephalogram (QEEG) to show the signs of hyperacti-
vation of the frontal cortex in the OCD. They found a decrease of the slow alpha 
band power mainly in the frontal areas in OCD patients as compared to healthy 
subjects. In addition, signifi cant negative correlation between the slow alpha band 
power and the time to complete a neuropsychological test exploring executive 
functions was found: the more reduced the slow alpha band power, the slower the 
performance on this test. This relationship was accompanied by positive correla-
tion between the beta band power and the characteristic of OCD. However, as 
this hyperactivity was found not only in patients with OCD, but also in specifi c 
phobias and post-traumatic stress disorder under symptom provocation, it has been 
argued that hyperactivity might refl ect anxiety component of the OCD more 
than its specifi c neuronal correlates. Leslie Sherlin and Marco Congedo from 
Novatech using low resolution electromagnetic tomography (LORETA) imaging 
found an excess of current source density of beta activity in the cingulate cortex 
in OCD patients as compared with healthy subjects (Sherlin and Congedo, 2005). 

  C.    Monitoring Component of ERPs 

As we know, the ACC is involved in monitoring operations manifested in P400 
monitoring component elicited in response to NOGO cues in the two stimulus 
GO/NOGO task. We also learnt that the hyperactivation of the system may result 
in reduction of the event-related potentials (ERPs) component similar to reduc-
tion caused by the hypoactivation of the system      2   . The results of a group from 
University of Wurzburg, Germany (Herrmann et al., 2003) are in line with this 
theoretical consideration. In this study patients with OCD and healthy controls 
performed a cued GO/NOGO task, while ERPs were registered with multiple 
electrodes. The authors showed a reduction of P3 NOGO component in OCD 
patients in comparison to healthy controls. The reduction of P3 NOGO com-
ponent was manifested in a so-called anteriorization parameter computed as the 
difference between the location of the positive centroid in the GO and NOGO 
conditions. This parameter was negatively correlated with the symptomatology as 
measured by the Yale-Brown Obsessive-Compulsive Scale. In summary, hyperac-
tivation of the ACC could be considered as a core of the disease. Because this 
cortical area is involved in both the executive and affective system, both basic 
mediators seem to be effective in treatment of OCD.   

    2  Recall inverted U-relationship between activation of the system and its functional ability.    
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  IV.    MEDIATORS 

There is strong evidence that the serotoninergic system modulates symptoms of 
the OCD. Potent inhibitors of serotonin transporter function (serotonin reuptake 
inhibitors) are unique among antidepressants in producing at least some clinical 
benefi t in most patients with the OCD. Interestingly, both the serotonin transporter 
and some serotonin receptor subtypes implicated in the OCD are highly expressed 
in the ventral striatum where they could infl uence the functioning of the basal 
ganglia–thalamo-cortical circuits. In theory, other neurotransmitter systems within 
these circuits may play a role in susceptibility, course, or response to OCD treat-
ment. For example, dopaminergic mechanisms have been implicated by controlled 
studies demonstrating that neuroleptics, ineffective as monotherapy in OCD, are 
benefi cial when added to ongoing serotonin reuptake inhibitor treatment. 

  V.    TREATMENT 

  A.    Stereotactic Anterior Cingulotomy 

Fulton (1951) was the fi rst to suggest that the anterior cingulum would be an 
appropriate target for psychosurgical intervention. Ballantine et al (1987) subse-
quently demonstrated the safety and effectiveness of cingulotomy in a large num-
ber of patients      3   . Cingulotomy has been a surgical procedure of choice in the North 
America over the last 30 years and currently is used for treatment of the OCD      4   .

  B.    QEEG/ERPs Assessment in an OCD Patient 

Cingulotomy is used for the treatment of OCD in the Neurosurgery clinic of the 
Institute of the Human Brain in St. Petersburg. Recently, we started using QEEG 
and ERP for localizing the source of cortical hyperactivation in OCD patients 
who were unresponsive to all conventional forms of treatment and therefore rec-
ommended for stereotactic operation. The results of assessment of one of such 

    3  Although the patient may experience an immediate reduction in anxiety just after the operation, 
there is generally a delay to the onset of benefi cial effect on OCD. This latency may be as long as 6–12 
weeks. The results of bilateral cingulotomy in 198 patients suffering from a variety of psychiatric dis-
orders were reported retrospectively by Ballantine et al in 1987. In patients with OCD approximately 
56 per cent were found to have undergone clinically signifi cant improvement. A recent retrospective 
study evaluating cingulotomy in 33 patients with refractory OCD demonstrated that using very strict 
criteria for successful outcome, at least 25–30 per cent of patients benefi ted substantially from the pro-
cedure. (Jenike et al., 1991). An independent analysis of patients who underwent cingulotomy demon-
strated no signifi cant intellectual defi cits as a result of the cingulate lesions themselves.    

    4  As well as for refractory major affective disorder and chronic anxiety states.    
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OCD patients are presented in  Fig. 20.2   . As one can see, this patient is character-
ized by strong ( p     �   0.0001) access of beta activity in central medial regions with 
maximum at Cz that according to s-LORETA is generated in the areas of the 
middle prefrontal cortex and ACC. In addition, independent analysis of ERP com-
ponents shows a selective statistically signifi cant ( p     �   0.02) deviation from nor-
mality in the P4 monitoring component while no signifi cant deviations in other 

FIGURE 20.2    QEEG/ERP assessment of an OCD patient. A young OCD patient was scheduled 
for stereotactic anterior cingulotomy at the Neurosurgical clinic of the Institute of the Human Brain 
of Russian Academy of Sciences. (a) A fragment of raw EEG and corresponding spectrum in eyes open 
condition recorded at Cz. (b) The results of comparison of the spectrum at Cz with the normative 
data: the map of deviation and the difference spectrum. (c) s-LORETA image of raw signal in beta 
frequency range. (d) Superposition of ERP components of the patient (thin line) with the normative 
data (thick line), P400 monitoring component at the left and P2 comparison component at the right. 
(e) s-LORETA image of the P400 monitoring component.            
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FIGURE 20.2    (Continued ).            

independent components are found. All these fi ndings consistently show hyperac-
tivation of the cortical area that is located around ACC. Note also that the effected 
area overlaps with the prefrontal area that is involved in inhibition of actions. 

  C.    Neurofeedback 

A review of the literature on the neurofeedback treatment of anxiety disorders 
was made by Moore in 2000 (Moore, 2000). He was able to identify two pub-
lished studies of application of neurofeedback in the OCD. Both studies used 
alpha enhancement training, without positive results. Viewed from a modern per-
spective, these studies, which were published in the mid-1970s, used a simplistic 
treatment approach of only doing alpha enhancement training. Literature since 
that time has shown that there are at least two subtypes of EEG patterns found 
in OCD. Recent reports are available on the successful treatment, with lengthy 
follow-ups, of three consecutive cases of OCD. In each of these cases, neurofeed-
back protocols were individualized to the unique neurophysiologic characteristics 
of each patient through a QEEG assessment.   
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  VI.    SUMMARY 

The name, obsessive-compulsive disorder (OCD), comes from symptoms of the dis-
ease, which affect both cognition (fl ow of thoughts) and motor behavior (actions). 
Obsessions are thoughts that repeat over and over again, unwanted but insistent 
while compulsions are actions repeated over and over in ritualistic, stereotyped suc-
cession. People with the OCD are usually aware that the obsessions and compul-
sions are senseless, but, despite great effort, they cannot control them. The majority 
of brain imaging (PET, fMRI) studies in subjects with OCD showed an abnor-
mal activation of the fronto-striatal system including the OFC, DLPFC, and ACC, 
nucleus accumbens, and anterior thalamic nuclei. QEEG studies found overactiva-
tion pattern in the frontal cortex, while ERP studies revealed reduction of NOGO 
monitoring component in OCD patients in comparison to healthy controls. 
Cingulotomy has been a surgical procedure of choice and currently is used for the 
treatment of OCD. Alpha neurofeedback protocols performed in the mid-1970 did 
not show positive results. Recent protocols of the successful neurofeedback treat-
ment were individualized to the unique neurophysiologic characteristics of each 
patient through a QEEG assessment.               
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  I.    DESCRIPTION OF BEHAVIOR 

  A.    History 

The word  “melancholia” (derived from Greek melaina chole – black bile) is 
known as the fi rst description of depression by Hippocrates 24 centuries ago. In 
the end of the 19th century Emil Kraepelin created a new nosological system 
to classify psychiatric disorders in which the term  “involutional melancholia ” was 
introduced. From a historical perspective, there have been large swings in the clas-
sifi cation systems, ranging from descriptive strategies, such as those of Kraepelin, 
to interpretative-based approaches, such as Freud’s ideas who viewed depression as 
the manifestation of internalized anger or loss. In most of the western countries 
the Kraepelinian, descriptive approaches have always prevailed. 

  B.    Symptoms 

Major depression is a disorder of the affective system      1   . Major depression is 
characterized by a triad of symptoms: (1) low or depressed mood, (2) anhedonia 

            Depression   

 C H A P T E R  2 1 

    1  Other disorders of the affective system include dysthymia (chronic intermittent minor depression), 
bipolar disorder (manic–depressive illness), and cyclothymia (a mild form of bipolar disorder).    
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(loss of interest or pleasure in almost all activities), and (3) low energy or fatigue. 
Other symptoms, such as sleep and psychomotor disturbances, pessimism, guilty 
feelings, low self-esteem, suicidal tendencies, and food-intake and body-weight dys-
regulation, are also often present. The prevalence of depression is consistently high 
worldwide and affects about 7–18 per cent of the population on at least one occa-
sion in their lives, before the age of 40. The disease is more prevalent in women – the 
female/male ratio can be as high as 5:2. Typically, the course of depression is recur-
rent; patients go through periods with symptomatic episodes and periods of recov-
ery      2   . Depression is one of the top 10 causes of mortality. Suicide, which is usually 
a consequence of depression, is one of the leading causes of death all over the world      3   .

  C.    Subtyping Depression 

It is a common understanding that there is no one structure that is responsible 
for the symptoms of depression and that there are several subtypes of depression 
depending on the brain structures involved. Positron emission tomography (PET) 
and functional magnetic resonance imaging (fMRI) studies indicate the heteroge-
neity of brain structures that are dysfunctional in the illness      4   . This heterogeneity 
is expressed in diversity of symptoms, variability of the course, and highly indi-
vidual responses to available treatments. The heterogeneity of major depression 
enables most experts to view depression as a syndrome, not a disease, assuming 
that different neuronal circuits in the brain might be responsible for symptoms of 
depression. 

  D.    Heritability 

Depression is highly heritable with roughly 40–50 per cent of the risk for this ill-
ness being genetic. However, specifi c genes that underlie the risk have not been 
identifi ed. The remaining 60–50 per cent of the risk are also poorly defi ned. Early 
childhood trauma, emotional stress, physical illness, and even viral infections have 
been suggested as non-genetic risk factors. 

    2  However, about 20 per cent of patients have a chronic course without remissions.    
    3  The rate of suicide depends on age: in the United States, suicide is the fourth leading cause of 

death in the 25–44 age group and the third leading cause of death in the 15–24 age group. The inci-
dence of major depression is increasing and nowadays the onset occurs at a younger age in comparison 
to previous generations.    

    4  Numerous neuroimaging studies indicate the impairment of hippocampus and prefrontal cortical 
areas (involving probably in producing cognitive symptoms), amygdala (in producing emotional symp-
toms), and the hypothalamus (in producing symptoms related to appetite, sleep, and circadian rhythms 
abnormalities).    
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  E.    Need for Objective Diagnostic System 

A key problem in diagnosis is that existing classifi cation systems are solely based 
on the subjective descriptions of symptoms. Such detailed phenomenology 
includes the description of multiple clinical subtypes; however, there is no bio-
logical feature that separates one subtype from another. The distinction between 
depression and everyday sadness is based on the inexorable nature of depression 
and the accompanying disability. Because each of symptoms of major depression 
is not qualitatively different from experience that all of us have at some points in 
our lives, depression is frequently not detected or misdiagnosed, and, at the same 
time, overdiagnosed. An objective method for depression is needed.   

  II.    IMAGING CORRELATES 

  A.    PET, MRI 

Early infl uential studies that examined resting cerebral glucose metabolism and 
blood fl ow with PET in patients with depression found decreased prefrontal 
activity. This decreased activity was correlated with severity of depression and was 
reversed upon recovery from depression. These initial imaging fi ndings were con-
fi rmed later by fMRI studies as well by EEG studies that demonstrated increased 
alpha power (alpha power is thought to be inversely related to neural activity) in 
left frontal regions of the brains of depressed patients. 

From clinical experience we know that depressed patients preferentially focus 
on sad events (low mood) and fail to respond with pleasure to happy events 
(anhedonia). One of the echologically valid approaches for studying the affec-
tive system is to observe metabolic or EEG responses of the brain to emotion-
ally meaningful (happy and sad) events. A study of researchers from University of 
Pittsburgh Medical School and Institute of Psychiatry in London (Keedwell et al., 
2005) employed this paradigm (see Methods of Part III) to compare the responses 
of the brain to positively and negatively valenced stimuli      5   . The main fi nding was a 
double dissociation of response of the ventro-medial prefrontal cortex to different 
stimuli in a group of depressed patients in comparison to a group of healthy sub-
jects: relative increase of response of this cortical area to happy stimuli compared 
to sad stimuli in depressed patients, but an inverse pattern – relative decrease of 
response of happy stimuli compared with sad stimuli in healthy individuals      6   .

    5  They used blood oxygenation level dependent (BOLD) functional magnetic resonance imaging 
(fMRI) as an index of metabolic activity.    

    6  Simultaneously with decrease of metabolic activity mostly in the ventral parts of the prefrontal 
cortex hyperactivation (excess of metabolic activity) was found in dorsal parts of the prefrontal cortex. 
This increase of metabolic activity was associated with hyperactivity in amygdala and abnormalities in 
the hippocampal circuit.    
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Recently, in a group of treatment-resistant patients with depression in addi-
tion to decreased prefrontal activity an increase of metabolic activity (measured by 
PET) in the subgenual gyrus cingulate (a part of the limbic system) was observed 
(Mayberg et al., 2005) . This is the same area that demonstrates increased blood 
fl ow in healthy subjects when sadness is induced. This is also an area that responds 
to antidepressant pharmacological treatment. 

  B.    QEEG Asymmetry 

EEG correlates explore the idea of laterality of emotional reactions with negative 
emotions having a bias in activating the right hemisphere and positive emotions 
activating in more extent the left hemisphere      7   . Frontal alpha asymmetry is often 
used for these purposes. Given that a major characteristic of depressed persons is 
their increased sensitivity to negative stimuli and their withdrawal from positive 
stimuli, asymmetrical distribution of positive and negative emotions in the pre-
frontal cortex may have important implications for diagnostics and treatment of 
depression. Indeed, some fi ndings of prefrontal cortex asymmetry (see Chapter 13) 
suggest that frontal EEG asymmetry may represent a predisposition that underlies 
individual differences in reactivity to valence stimuli      8   . The idea of asymmetry of 
the affective system comes from clinical observations that associated left frontal 
lesions and subsequent depression. 

Taken into account the relative temporal stability of alpha asymmetry (Tomarken 
et al., 1992) and its potential relation to defi cits in approach behavior, one would 
expect to observe evidence of left frontal hypoactivation in depressed persons as 
well as in individuals who are at elevated risk for experiencing this disorder. 
Indeed Henriques and Davidson (1991) assessed anterior EEG asymmetry      9    in cur-
rently depressed and never depressed subjects, and found elevated left midfrontal 
alpha power (F3/F4) in the currently depressed subjects. Several investigators have 
observed that individual differences in frontal asymmetry emerge early in life and 
are associated with individual differences in infants ’ behavior along the approach-
withdrawal      10   . Taken together, these fi ndings suggest that frontal asymmetry might be 

    7  The hypothesis of asymmetrical representation of positive and negative emotions (and probably of 
rewards and punishers) is supported by clinical evidence. In the stroke patients lesions in the left frontal 
areas are more often associated with depression than lesions at the right side.    

    8  More specifi cally, individuals who exhibit hypoactivation of the left frontal region and who, there-
fore also demonstrate elevated responsivity to negative stimuli, may be at increased risk for experienc-
ing episodes of depression.    

    9  Recall that frontal hemispheric asymmetry of the EEG spectral power is usually calculated as 
((L     �      R)/[(L      �     R)/2]) �100%, where L and R are square root power values at the homologous left 
and right hemisphere sites (F3 and F4, F7 and F8).    

    10  For example, these studies found left frontal hypoactivation in children of depressed mothers and 
in behaviorally inhibited children.    
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a biological marker of familial and, possibly, genetic risk for mood disorders, which 
can potentially have important implications for psychiatric genetic research      11     .

It should be stressed that values of frontal asymmetry are very small with aver-
age in healthy group of about 1 per cent and with standard deviations of about 5 
per cent      12   . In line with these results is a study from University of Pittsburgh (Vuga 
et al., 2006). Using EEG recordings in 1–3 year intervals in individuals with his-
tory of depression and healthy controls the authors were able to show that the 
resting frontal EEG asymmetry refl ects a moderately stable (interclass correlation 
between 0.4 and 0.6) individual difference in adults, irrespective of sex and his-
tory of depression. Taken together these data show that that frontal asymmetry 
might be associated with only one (relatively small) subtype of depression making 
the results quite inconsistent depending on the procedure of selecting the patients. 

  C.    ERP Asymmetry 

Recent studies show that cognitive event-related potentials (ERPs) might serve as 
endophenotypes for discriminating depressed patients from healthy individuals. A 
study of a group of researchers from Centre for Neuroimaging Science in London 
(Sumich et al., 2006) shows that healthy subjects but not sub-clinically depressed 
participants had asymmetry (R      �     L) of amplitude of N200 component of ERPs 
recorded in an auditory oddball task      13   .

  D.    QEEG/ERPs Assessment in a Depressed Patient 

An example of application of the Human Brain Institute Normative Database for 
assessment of one patient with depression is shown in  Fig. 21.1   . Two types of asym-
metry were observed. One type of asymmetry was observed in spectra recorded in 
eyes open condition. The other type of asymmetry was found in ERPs recorded in 
the two stimulus GO/NOGO task. For comparison spectra and ERPs computed 
for symmetrical frontal areas (F7 and F8) are presented. Note larger amplitude 

    11  However, a recent study in Washington University School of Medicine (Anokhin et al., 2006), 
with a sample of 246 young adult female twins found very low (although statistically signifi cant) heri-
tability of frontal asymmetry parameter measured at F3/F4 locations, suggesting that only 27 per cent 
of the observed variance can be accounted for by genetic factors. In contrast, alpha band power was 
highly heritable at all four frontal sites (85–87 per cent).    

    12  Also recall, that the index of frontal asymmetry presumes calculation of a ratio while the standard 
deviation for the ratio is a sum of standard deviations of two parts of the ratio. This creates diffi culties 
in obtaining robust estimation of this index in a particular subject.    

    13  The data were taken from seven world-wide Brain-Resource Company (BRC) clinics. These 
clinics are located in London, Nijmegen, Sydney, Adelaide, Melbourne, New York, and Rhode Island. 
BRC clinics operate with a standardized protocol and high interlab reliability which is not affected by 
age or sex (for details see www.brainresource.com ).    



FIGURE 21.1    Spectra and ERP asymmetries in a patient with depression. (a) Fragment of raw EEG in the local average montage at F7, F8. (b) Superposition 
of EEG spectra for electrodes F7 and F8 and deviations from normality at these sites. (c) ERPs to NOGO cues in the visual two stimulus GO/NOGO task. (d) 
s-LORETA images of the asymmetrical alpha activity and of deviation from the normative mean in ERPs to NOGO cues.          
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of alpha oscillations at the frontal left side (F7) in comparison to the right side 
(F8) in this patient in eyes open condition. s-LORETA images indicate genera-
tors of this abnormal      14    alpha rhythm in the left ventro-lateral prefrontal cortex 
and superior temporal areas. Knowing that the presence of alpha rhythm is the 
cortical area is associated with hypofunction (idling) of this area we can conclude 
that the left ventro-lateral prefrontal cortex in this patient is hypoactivated. In line 
with the quantitative electroencephalography (QEEG) assessment, analysis of ERP 
components shows asymmetrical activation of frontal areas in response to GO and 
NOGO stimuli. As one can see from  Fig. 21.1  ERPs evoked by NOGO stimulus      15    
are suppressed in comparison to healthy subjects at the left side (F7) but not at 
symmetrical right side (F8). This fact indicates hypofunction of the left medial and 
ventro-lateral prefrontal cortical areas and matches the alpha asymmetry. 

  E.    QEEG Predictors of Response to Antidepressants 

QEEG and ERP indexes can be used in patients with major depression as predic-
tors of their response to antidepressants. This is an important issue because 50–75 
per cent of the effi cacy of antidepressant medication represents the placebo effect, 
since many depressed patients improve when treated with either medication 
or placebo. In a recent study from the Quantitative EEG Laboratory of UCLA 
School of Medicine, Los Angeles (Leuchter et al., 2002) the researchers examined 
brain function in depressed subjects receiving either active medication or placebo 
and sought to determine whether QEEG could detect differences in brain func-
tion between medication and placebo responders. Both QEEG power and cor-
dance     16   , a new measure that seems to refl ect cerebral perfusion better than EEG 
spectra, were used. The authors showed that cordance exhibited early decreases in 
prefrontal areas in medication responders, while it increased in placebo respond-
ers. The data show that the cordance can be served not only as measure for dis-
criminating medication responders from non-responders, but also as measure to 
discriminate them from placebo responders.   

  III.    NEURONAL MODEL 

  A.    Monoamine Hypothesis of Depression 

The monoamine hypothesis of depression was an early milestone in attempt of 
understanding brain mechanisms of this disorder. According to the monoamine 

    14  Note that the power of this rhythm is signifi cantly ( p       �     0.01) higher than the corresponding 
power in age matching healthy controls.    

    15  Presented as an example while ERPs to GO stimuli are not shown.    
    16  The cordance refl ects a deviation from an average both in relative and absolute power in a type 

of local average montage (for more details see Methods of Part I).    
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hypothesis, depression was postulated to refl ect a defi ciency or imbalance in the 
mediator noradrenaline (or serotonin) of the brain. The hypothesis were based on 
observations that several antidepressant drugs increased synaptic concentrations of 
noradrenaline or serotonin, and that reserpine, a catecholamine depleting drug, 
could cause depression-like symptoms. 

Drugs that target monoamines affect the corresponding neurotransmitter systems 
within an hour or less after administrating drugs. However positive changes can be 
seen only after few weeks of medication! One of the theories that try to explain this 
discrepancy postulates slowly adjusting changes in the brain stem autoreceptor syn-
aptic effi ciency resulted in the fi nal desensitization of the autoreceptors      17   . Another 
hypothesis postulates that depression is caused by impairment in neuronal circuits of 
the affective system, but not mediators themselves. Reorganizing these pathologi-
cally altered circuits requires long-term modifi cations similar to those involved in 
acquiring procedural memories. 

  B.    Brain Circuitry of Depressed Mood 

Imaging experimental evidence indicates that depression as a multi-symptom dis-
order involves elements of both affective and executive systems of the brain      18   . The 
elements of the affective system involved in major depression include the orbito-
frontal and medial cortical areas, the insular, the amygdala, and the structures of the 
hypothalamic–pituitary axis (HPA). The elements of the executive system include 
the anterior cingulate cortex (ACC) and the corresponding basal ganglia thalamo-
cortical loop. Let us describe the circuit that is responsible for depressed mood 
(Fig. 21.2   ). Recall that depressed mood is the most widely recognized symptom of 
depression and is the most often targeted by pharmacological treatment. 

Numerous neuroimaging studies show that sadness and depressed mood are 
associated with abnormal neuronal activation in the medial prefrontal cortex, 
including the ACC and orbito-frontal cortex. These areas in the cortex receive 
inputs through the anterior nucleus of the thalamus from the hippocampus, amyg-
dala, and mammilary bodies of the hypothalamus. The activity in these areas is 
mediated mostly by serotoninergic enervation from the midbrain raphe nucleus, 
and partly by noradrenergic enervation from the locus coeruleus. Antidepressants 

    17  The point is that systemic introduction of the drug effects not only the target structures in the 
affective system, but also autoreceptors in the brainstem nuclei that in turn regulate mediator produc-
tion in the target structures. So, the net effect of the initial systemic drug administration could be very 
small or even zero. Slowly evolving desensitization of autoreceptors in the brain stem has been postu-
lated to explain delayed effects of drugs in depression.    

    18  This fi ts well the fact that symptoms of affective disorders besides affective have also cognitive, 
motor, and neuroendocrinologic components. Each of these components of depression is associated 
with its own specifi c neural circuit.    
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that improve sadness and depressed mood act on these mediator systems and nor-
malize activity in these areas. Chronic deep brain stimulation (DBS)       19    of the sub-
genual part in the ACC produces similar effect. 

In contrast to hyperactivity of the medial frontal cortex and associated 
depressed mood, executive dysfunction in major depression is probably refl ected 
in hypoactivity in the dorso-lateral prefrontal cortex. This hypoactivity might be 
a result of mutual inhibition between affective system and the executive system. 
Neuronal basis for this inhibition can be given by lateral long distance inhibi-
tory connections within the striatum. Recall that areas in the striatum that receive 
inputs from the cortical areas of the affective system are located in areas distinct 
from those that receive inputs from the executive system      20   . As we know, the exec-
utive system controls a wide range of cognitive operations including working 
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FIGURE 21.2    Neuronal circuitry of depressed mood. Outputs from the amygdala (Am), mammillary 
bodies of the hypothalamus (MB), and hippocampus (Hip) are projected via the anterior nucleus of the 
thalamus to the insula, orbito-frontal cortex (OF), and the anterior cingulate cortex (ACC). Sad events 
are probably mapped into the subgenual gyrus cingulus (depicted by dotted pattern) so that hypoactiva-
tion of this area produces a depressed mood.    

    19  Recall that deep brain stimulation at high frequencies and large currents suppresses activity in 
the stimulated area.    

    20  This is refl ected in the parallel basal ganglia thalamo-cortical circuits of cognitive and limbic origin.    
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memory, attention, and social motivation. So, cognitive symptoms of depression 
are associated mostly with dopaminergic innervations in the executive system and 
may be targeted by the corresponding medication. The suppression of the execu-
tive system effects mainly the dominant hemisphere and is refl ected in alpha asym-
metry in background EEG (more alpha activity at the left side) and in decrease of 
ERP components associated with the executive system.   

  IV.    TREATMENT 

  A.    Cognitive Behavioral Therapy 

Cognitive behavioral therapy is a psychological treatment with roots going back 
to the times of Sigmund Freid. Psychotherapies are now generally recommended 
as treatment of milder depression or as an adjunct to antidepressant drugs in more 
severe illness. The main idea behind this type of treatment is that depressive symp-
toms arise from dysfunctional beliefs and thoughts developed in early learning 
experiences. These schemata are activated by a situation or an event that has a 
specifi c meaning for the individual. So, the main focus of cognitive behavioral 
therapy is to identify and challenge negative automatic schemata. Several studies 
have shown the advantage of cognitive-behavioral therapy over other psychologi-
cal therapies and placebo      21   .

  B.    ECT and Psychosurgery 

Currently accepted methods of physical treatment of depression have been 
described as early as 1937, with the introduction of electroconvulsive therapy 
(ECT). ECT despite public and professional worries remains the most effective 
treatment for depression      22   . The main objection to ECT has been its liability to 
cause cognitive impairment. However a recent meta-analysis by ECT Review 
Group in the United Kingdom published in  Lancet in 2003 indicates that cogni-
tive impairment after ECT consists mostly of short-lasting anterograde and retro-
grade amnesia. 

In 1940–1950s psychosurgery, and more specifi cally frontal lobotomy, began to 
be used for the treatment of depression. Later in 1960s the fi rst drugs that could 
lessen symptoms of major depression were incidentally discovered. This discovery 
of antidepressant drugs and the study of their pharmacology have revolutionized 

    21  The results of meta-analysis of the effects of cognitive therapy in depressed patients are present in 
paper by (Gloaguen et al., 1998).    

    22  Note that ECT is also applied for treatment of schizophrenia implying that ECT is the most effi -
cient if depression is combined with psychotic symptoms, such as delusions and hallucinations.    
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the fi eld      23   . In addition, the massively destructive psychosurgery was replaced by 
the modern stereotactic approach allowing precise insertion of electrodes and pro-
viding a tool for DBS      24   . A group of researchers from Toronto University in Canada 
(Mayberg et al., 2005) recently treated six patients with severe refractory depres-
sive disorder      25   . In this study electrodes were implanted in the white matter lateral 
to the subgenual anterior cingulate. The authors reported striking and sustained 
remission of depression in four of the six patients. PET images showed a reduction 
of metabolism in the subgenual area which was initially elevated in those patients 
in comparison to healthy controls. 

  C.    Antidepressants 

Antidepressants are in fact a heterogenous group of drugs that act primarily by 
increasing the availability of monoamines at the synaptic cleft. Understanding 
their pharmacology has provided the means for the formulation of the mono-
amine hypothesis of depression. It has also broadened the approach of developing 
new drugs, such as the selective serotonin reuptake inhibitors. 

Each of the many antidepressant drugs has a success rate of about 60 per cent. 
At present, there are no reliable predictors of clinical response to specifi c anti-
depressants. So, when patients do not respond to one drug, they are switched to 
another one, usually of a different class, until various classes of antidepressants are 
tried. Because a clinical response occurs after 6–8 weeks, a patient can undergo 
several months of trials and errors until an effective antidepressant is identifi ed. This 
process is expensive and time consuming. Moreover it leads to increased likelihood 
of suicide because patients can have partial responses that improve psychomotor 
state but not depressive feelings. And fi nally, in spite of trail-and-error method of 
pharmacological treatment of depression, quite many patients remain unresponsive 
to any of known drugs. 

A lack of effective pharmacological treatment forced medical science to seek 
for alternative forms of treatment, such as EEG-based neurofeedback, transcranial 
direct current stimulation (tDCS), deep brain stimulation (DBS), transcranial mag-
netic stimulation (TMS). All these approaches (together with traditional ones) need 
reliable objective measures of disease for diagnosis and monitoring the course of 
treatment. 

  Table 21.1    summarizes most of the currently available treatments of major 
depression. 

    23  There are now dozens of approved drugs, which belong to four different classes – tricyclic drugs, 
selective serotonin reuptake inhibitors, MAO inhibitors, and miscellaneous antidepressants.    

    24  Deep brain stimulation as a currently experimental treatment offers an intervention similar to 
neurosurgery but, in contrast to it, is reversible and enable placebo control for a particular patient.    

    25  Those were patients who had failed to respond to antidepressant, psychotherapeutic, and electro-
convulsive therapies.    
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  D.    TMS 

Transcranial magnetic stimulation (TMS ) as a potential method for treatment of 
depression was fi rst applied in the end of 1990s. However, after initial enthusiasm 
the current assessment of the method is more moderate. The meta-analysis of all 
available data made in 2006 by Klaus Ebmeier and colleagues (Ebmeier et al., 2006) 
indicates a trend with size effects substantially decreasing from 1996 to 2004. 

  E.    Neurofeedback 

Neurofeedback for treatment of depression is based mainly on Davidson theory of 
asymmetrical alpha activity in the lateral frontal areas. On the basis of this theory 
Rosenfeld developed a neurofeedback protocol with the goal to normalize the 
abnormal asymmetry in depression. The so-called ALAY protocol (which stands 
for alpha asymmetry) uses the ratio (F4 – F3)/(F3      �     F4) as a biofeedback param-
eter. It has been used in case studies with encouraging preliminary results, but no 
controlled research has been conducted. For example, Baehr et al. (1997) carried 
out 1–5-year follow-ups on patients treated with the ALAY protocol and docu-
mented that the changes in depression were enduring and that the frontal alpha 
asymmetry not only had changed at the end of treatment but that this physiologic 

 TABLE 21.1     Currently available treatments for major depression 

   Type of intervention  Mechanism of action 

   Tricyclic antidepressants  Inhibition of serotonin and noradrenaline reuptake 

   Monoamine oxidase inhibitors (MAOIs)  Inhibition of MAO A  and associated inhibition of 
biogenic amine reuptake 

   Lithium Unknown 

   Atypical antidepressants  Unknown 

   Selective serotonin reuptake inhibitors (SSRIs)  Inhibition of serotonin selective reuptake 

   Noradernaline reuptake inhibitors (NRIs)  Inhibition of noradrenaline selective reuptake 

   Serotonin and noradrenaline reuptake 
inhibitors (SNRIs) 

 Inhibition of mixed serotonin and noradrenaline 
reuptake 

   Electroconvulsive therapy (ECT)  Global electrical activation of neuronal circuits 
with intensive releasing of various mediators 

   Transcranial magnetic stimulation (TMS)  Aftereffects of local electromagnetic activation of 
neuronal circuits 

   Deep brain stimulation (DBS)  Chronic stimulation of the subgenual cingulate 
cortex 

   Cognitive-behavioral therapy  Unknown 

   Intrapersonal therapy  Unknown 
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asymmetry continued to be reversed on long-term follow-ups. Unfortunately, no 
placebo control double-blind studies that are usually performed to prove effi cacy 
of pharmacological treatment were conducted.   

  V.    SUMMARY 

Major depression is characterized by a triad of symptoms: (1) low or depressed 
mood, (2) anhedonia (loss of interest or pleasure in almost all activities), and (3) low 
energy or fatigue. It is a common understanding that there is no one brain struc-
ture that is responsible for depression symptoms and that there are several subtypes 
of depression depending on the structures involved. The heterogeneity of brain 
structures is expressed in diversity of symptoms, variability of the course, and highly 
individual responses to available treatments. EEG correlates of depression explore 
the idea of laterality of emotional reactions with negative emotions having a bias in 
activating the right hemisphere and positive emotions activating in more extent the 
left hemisphere. Some fi ndings of frontal alpha asymmetry suggest that his param-
eter may represent a predisposition in reactivity to valence stimuli. Numerous neu-
roimaging studies associate sadness and depressed mood with increased neuronal 
activation in the medial prefrontal cortex. In contrast to hyperactivity of the medial 
frontal cortex executive dysfunction in major depression is refl ected in hypoactivity 
in the dorso-lateral prefrontal cortex. According to the monoamine hypothesis, 
depression was postulated to refl ect a defi ciency in regulation of mediators nor-
adrenaline and serotonin. In line with this hypothesis several antidepressant drugs 
increase synaptic concentrations of noradrenaline or serotonin. ECT remains the 
most effective treatment for depression. Antidepressant drugs has a success rate of 
about 60 per cent that forced the medical science to seek for alternative forms of 
treatment, such as EEG-based neurofeedback, tDCS, DBS, TMS. A so-called ALAY 
protocol has been invented to normalize the alpha asymmetry in depression.               



  I.    DESCRIPTION OF BEHAVIOR 

  A.    Symptoms 

Neuronal cells are slowly dying with age. But in some, fortunately rare, cases this 
normal slow process turns into abnormally fast degenerative process. In 1906 a 
German physician Alois Alzheimer published his study on a 51 year old woman 
with severe dementia. He described behavioral symptoms and associated them with 
abnormalities found in this patient in the cerebral cortex and the limbic system. 
Now we are aware of two basic neuronal changes that occur in Alzheimer’s 
disease: a loss of cholinergic cells in the basal forebrain and the development of 
neuritic plaques in the cerebral cortex located mostly in the temporal lobe areas      1   .  

  II.    MEDIATORS 

  A.    Association with Cholinergic/GABA 
Septal-Hippocampal Circuits 

As we learnt earlier, episodic memory is associated with cholinergic/GABA septal-
hippocampal circuits. These circuits apparently are responsible for chunking 

          Alzheimer’s Disease   
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    1  The plaque consists of a central core of a homogeneous protein material known as amyloid, 
surrounded by degenerative cellular fragments.    
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information processing in the hippocampus and related structures. This hypotheti-
cal chunking is made at short bursts of the theta rhythm generated in the hip-
pocampal circuits. The bursts of the hippocampal theta rhythm can be impaired 
by means of damage of the septum either due to anatomical destruction or due 
to physiological interventions by antagonists of acetylcholine. In line with the 
hypothesis of theta chunking of information encoding, the suppression of the lim-
bic theta rhythm is associated with impairment of episodic memory. 

  B.    Cholinergic Hypothesis of Alzheimer’s Disease 

The idea that some of the symptoms of Alzheimer’s disease are due to a defi ciency 
of the neurotransmitter acetylcholine in the brain fi rst appeared in 1976, when 
Davies and Maloney published their paper in  Lancet. Subsequent studies have con-
fi rmed their fi ndings. The cholinergic hypothesis of Alzheimer’s disease postu-
lates that some of the cognitive decline experienced by patients with Alzheimer’s 
disease results from a defi ciency in cholinergic neurotransmission. This hypoth-
esis stimulated a great deal of effort in experimental pharmacology. Most drugs 
approved for Alzheimer’s disease treatment by the Food and Drug Administration 
(FDA) increase the availability of acetylcholine by reducing its breakdown.   

  III.    NEURAL NET MODEL 

  A.    Theta Bursts in Healthy Brain 

  Figure 22.1    depicts a hypothetical neuronal network that is responsible for con-
solidation of episodic memory and that might be impaired in Alzheimer’s disease. 
As we know from Part II, episodic memory is formed by long-term potentia-
tion in the hippocampal circuits by repetitive bursts of activation of hippocampal 
neurons. These bursts follow each other with 120–200    ms periods. Short lasting 
activations of hippocampal neurons during salient events are refl ected in bursts 
of the theta rhythm in the hippocampus. This rhythmic activity is transported to 
the anterior cingulate cortex through the mammillary-thalamic tract and is seen 
at electroencephalogram (EEG) in a form of the frontal midline theta rhythm. 
The hippocampal theta rhythm is driven by the input from the septum so that 
the amplitude of theta bursts strongly depends on the activation of cholinergic 
neurons in the septum. The mechanism of theta generation involves inhibitory 
interconnections between septum and hippocampus. 

  B.    Increase of Spontaneous Theta Activity in Diseased Brain 

In Alzheimer’s disease degeneration of septal neurons appears to decrease the septal 
inhibitory control of the hippocampal neurons and, as a consequence, dysinhibits 
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hippocampal neurons      2   . The dysinhibition leads to increase of spontaneous neu-
ronal activity in the hippocampus ( Fig. 22.1 ). The increased hippocampal activity 
appears to be grouped into slow fl uctuations. These slow oscillations are seen at 
Fz in a form of fl uctuations of frontally recorded cortical potentials in the range 
of theta–delta bands. These oscillations are quite different from the normal hippo-
campal theta rhythm because they are not time locked to silent stimuli and are not 
related to consolidation of episodic memory. Moreover, the lost of inhibitory con-
trol from the septal region could cause epileptiform activity in the hippocampus 
and, in some cases, even epileptic seizures      3   . In addition, degeneration of choliner-
gic cells of the basal nucleus (BN in  Fig. 22.1 ) in Alzheimer’s disease is expressed 
in decrease of the cholinergic input of the activating ascending system to the pre-
frontal cortex which in turn may be expressed in increase of slow activity and 
decrease of beta activity in prefrontal areas.   

  IV.    IMAGING CORRELATES 

  A.    QEEG 

In a study at the University of Tübingen, Andreas Stevens and his colleagues 
(Stevens et al., 2001) recorded 19 channel EEG during eyes open, eyes closed 

FIGURE 22.1    Neuronal network of Alzheimer’s disease. (a) Neuronal network involved in 
generation of hippocampal theta rhythm. (b) Responses in EEG (recorded at Fz) and hypothetical 
impulse activity of neurons recorded in the hippocampus in a healthy subject (top) and in patient with 
Alzheimer’s disease.      
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    2  For experimental evidence and for theoretical background see paper by Luis V. Colom from 
University of Texas at Brownsville.    

    3  Indeed, in Alzheimer’s disease, 10–22 per cent of patients suffer seizures that eventually necessitates 
anticonvulsant treatment (Mendez and Lim, 2003).    
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conditions as well as during watching pendulum condition      4    in patients with mild 
probable Alzheimer’s disease and age/sex-matched controls      5   . A signifi cant effect 
for discriminating two groups in absolute power and coherence was found only 
in the theta band that manifested an increased power and decreased coherence 
in patients. The most reliable parameter yielding the best results in discriminating 
patients was the coherence in the eyes open condition. 

In a recent study by Roy John’s laboratory in  New York University School of 
Medicine (Prichep et al., 2006) the focus was made on normal elderly people with 
subjective cognitive complains to assess the utility of quantitative electroencepha-
lography (QEEG) in predicting future decline within the next 7 years      6   . Spectral 
characteristics of EEG in decliners differed signifi cantly ( p       �     0.0001) from non-
decliners. QEEG of decliners was characterized by increases in theta power both 
in absolute and relative values, slowing of mean frequency, and changes in covari-
ance among regions. 

  B.    ERPs 

Components of cognitive event-related potentials (ERPs) can also be used for dis-
criminating patients with Alzheimer’s disease from healthy controls. In a recent 
study from Stanford University, age- and dementia-related changes in ERPs were 
assessed during a picture–name verifi cation task (Mathalon et al., 2003). The authors 
used response-synchronized ERPs as markers of response monitoring. Aging was 
associated with slower behavioral responses and decreased amplitude of error-related 
negativity (ERN) while dementia was associated with decreased accuracy and 
decreased ERN as compared with healthy controls of the corresponding age. 

  C.    Principle Component Analysis of ERPs 

An attempt for using principle component analysis of ERP components for dis-
criminating Alzheimer’s disease from normal population was made recently in a 
study from University of Rochester in USA (Chapman et al., 2007). The authors 
used a number–letter task. In addition to the well-known P3b, contingent negative 
variation (CNV), and slow wave (SW) the authors were able to separate other ERP 
components, including relatively early ones peaking at 145 and 250    ms (memory 

    4  The last was designed to keep the subjects’ attention engaged and the gaze fi xed.    
    5  Group differences in the EEG power spectra and coherence were largest during resting with eyes 

open, yielding almost 80 per cent correct classifi cation result. Already in early stages of Alzheimer’s dis-
ease EEG changes were topographically wide-spread.    

    6  Forty-four normal elderly received extensive clinical, neurocognitive, and QEEG examinations at 
baseline. All subjects had only subjective complaints but no objective evidence of cognitive defi cit.    
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storage component). The ERP component scores to relevant and irrelevant stimuli 
were used in discriminant analyses to develop functions that successfully classifi ed 
individuals as belonging to an early-stage Alzheimer’s disease group or a like-aged 
control group. Applying the discriminant function to the half of the data showed 
that about 90 per cent of the subjects were correctly classifi ed into either the 
Alzheimer’s disease group or the control group with a sensitivity of 1.00      7   .  

  V.    TREATMENT 

  A.    Acetylcholinesterase Inhibitors 

The main idea of current pharmacotherapy for Alzheimer’s disease is to increase the 
levels of acetylcholine in the brain. It’s usually implemented through inhibition of 
the cholinesterases. These drugs, known as acetylcholinesterase inhibitors (AChEIs), 
were fi rst approved by the US FDA in 1995 based on clinical trials showing modest 
symptomatic benefi t on cognitive, behavioral, and global measures      8   .

  B.    Neurofeedback 

Search for two items  “Alzheimer’s disease ” and neurofeedback in the PubMed did 
not reveal any papers regarding the use of neurofeedback in correcting symptoms 
of Alzheimer’s disease.   

  VI.    SUMMARY 

Alzheimer’s disease is a degenerative brain disorder that starts with progressive 
memory loss. The loss of cholinergic cells in the basal forebrain appears to be 
responsible for the fi rst stage in developing of the disease. The cholinergic hypoth-
esis of Alzheimer’s disease postulates that some of the cognitive decline experi-
enced by patients with Alzheimer’s disease results from a defi ciency in cholinergic 
neurotransmission. Most drugs approved for the Alzheimer’s disease treatment 
by the FDA increase the availability of acetylcholine by reducing its breakdown. 

    7  The two cross-validation results were good with sensitivities of 0.83 and classifi cation accuracies 
of 0.75–0.79.    

    8  In 2004 the FDA approved memantine, an NMDA antagonist, for treating dementia symptoms in 
moderate to severe Alzheimer’s disease cases. In clinical practice, memantine may be co-administered 
with an AChEI, although neither drug individually or in combination affects the underlying patho-
physiology of dementia.    
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In Alzheimer’s disease degeneration of septal neurons appears to decrease the 
inhibitory control of the hippocampal neurons and, as a consequence, increases 
the background activity in the hippocampus. This spontaneous hippocampal 
activity is seen at the frontal leads in a form of theta oscillations which are quite 
different from the frontal midline theta rhythm. QEEG of Alzheimer’s patients is 
characterized by increases in theta power both in absolute and relative values.                     



  I.    PLACEBO 

  A.    Placebo as Expectation of Results 

The fi rst time when this problem faced me was the beginning of my carrier in 
1970s. In those days we were working with Parkinsonian patients to whom elec-
trodes were implanted for diagnostic and therapeutical purposes     1   . A colleague of 
mine (Vladimir M. Smirnov) was making deep brain electrical stimulations in the 
patients while I was recording impulse activity of neurons and slow electric poten-
tials from the same patients and the same implanted electrodes. One day we were 
scheduled to demonstrate the results of our studies to the Head of Department 
Professor Natalia Bechtereva. Because we worked with the same patient we had 
to switch our machines (recording and stimulating) to show our results. First, 
I demonstrated the effect of motor action on multi-unit activity of neurons 
recorded by one of the electrodes. Then the colleague was going to demonstrate 
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    1  The author was working on his PhD thesis of application of slow processes for assessment of local 
metabolic processes in the patients of the Clinic of the Institute of Experimental medicine in Leningrad.    
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the effect of electrical stimulation at the same electrode and I was supposed to 
switch the machines. I was distracted by questions and forgot to do it. The col-
league and the patient who were not aware of my fault demonstrated the effect 
quite well – the patient’s tremor was inhibited when V.M Smirnov pressed the 
stimulation button. The point was the patient expected the effect and when 
he saw that the doctor was pressing a bottom it triggered the expectation. The 
sham showed its effect! 

  B.    Neuronal Basis of Placebo 

  Figure 23.1    schematically simulates the placebo effect observed in the above men-
tioned case. The simulation is implemented by a two stimulus task with warning 
and trigger stimuli followed each with 2    s intervals. Recording are made in a patient 
with Parkinson’s disease to whom multiple electrodes were implanted for diagnosis 
and therapy. An electrode was found, high frequency electrical stimulation of which 
suppressed tremor in the patient. Impulse activity of multi-neurons was recorded 
from the implanted electrodes. As one can see the warning stimulus alone increase 
the neuronal background activity and enhances neuronal reaction to the motor 
action. The deep brain stimulation (DBS) through this electrode increases the 
background activity and the reaction to action, but does not alter the preparatory 

FIGURE 23.1    The placebo effect (a model). (a) A scheme of the position of the implanted electrode 
in a Parkinsonian patient. (b) Poststimulus time histograms ( Y-axis – averaged discharge rate,  X-axis – 
time). The poststimulus time histograms are computed for two cases: (1) for placebo, that is, no DBS, 
(top), (2) for DBS (middle). The net effect is depicted as the difference between the two histograms.      
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activity between the warning and the trigger stimulus. The reactions that precede 
the DBS are depicted at the top of  Fig. 23.1 , while reactions that immediately 
followed the DBS are shown in the middle. The  “net” effect of stimulation that 
expressed as the difference between the two reactions is presented at the bottom. 
Note that the placebo induces preparatory activity similar to the one induced by 
the DBS – a so-called placebo effect, but the DBS evokes a larger response to the 
motor action. The net effect of the DBS is seen as the increase of the background 
activity and as well as the increase of reactivity of the thalamic neuron. 

This simple observation was repeated 30 years later in a study of Benedetti et al. 
(2004). The authors recorded impulse activity of neurons in the subthalamic 
nucleus of Parkinsonian patients who had electrodes implanted for DBS. The activ-
ity from single neurons was recorded before and after placebo administration to 
see whether neuronal changes were linked to the clinical placebo response. The 
placebo consisted of a saline solution that was given to patients along with the sug-
gestion that it was an antiparkinsonian drug. This procedure was performed intra-
operatively after preoperative pharmacological conditioning with apomorphine, a 
powerful antiparkinsonian drug. It was found that the placebo responders showed 
a signifi cant decrease of neuronal discharge and a reduction of bursting activity 
of subthalamic neurons, whereas the placebo non-responders did not. Remarkably, 
there was a nice correlation between the subjective reports of the patients, the clin-
ical assessment of the neurologist, and the electrical activity of single neurons. 

  C.    Need for Double-Blind Placebo-Controlled Studies 

These observations demonstrate that any medical treatment (including DBS, 
pharmacological, and neurofeedback) encloses a psychological expectation that 
might affect the therapeutic outcome. The effect of expectation is called placebo 
(or sham) effect. Recall from Chapter 12, that during preparatory operations the 
widely distributed executive system (including the dorso-lateral prefrontal cortex 
and the basal ganglia) is activated. Moreover, neuronal reactions during motor pre-
paratory set in some cases are similar to reactions to motor actions per se      2   .

In the context of this book we pose the problem of placebo effects for two 
reasons. First, the placebo effects show a power of human ability for self-regulation. 
These effects have a real neurophysiological basis that can be revealed by electroen-
cephalogram (EEG) and other imaging methods. Second, the placebo effect must 
be excluded in order to prove the effi ciency of any new therapeutic method. For 
this reason, any new method must be tested in placebo-controlled double-blind 
studies. Double-blind means that neither subjects nor experimenters know whether 

    2  Classical Pavlovian refl ex may be considered as another example of placebo effect. Indeed, after 
multiple association of a conditional stimulus with the reward the dog reacts to the conditional stimu-
lus as to the reward.    
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the testing is a real one or a sham. In such studies a sham treatment (the placebo) is 
given, but the patient believes it is effective and expects a clinical improvement. The 
placebo effect is the outcome after the sham treatment. A review on the placebo 
effect is given by Fabrizio Benedetti and colleagues in  The Journal of Neuroscience in 
2005 (Benedetti et al., 2005).   

  II.    NEUROFEEDBACK 

    These are still the early days of neurofeedback. Every day we are learning new ways of 
thinking about brain dis-regulation and new ways of training the brain to self-regulate 
more effectively... This is in fl ux. It has always been in fl ux. It will continue to be in fl ux.

Sue Othmar in her note on 8th of August 2001   

  A.    History 

The main events in the history of neurofeedback are briefl y presented in  Table 
23.1  . The fi rst attempt to present large review of the studies in the fi eld was made 
in the book  “Introduction to Quantitative EEG and Neurofeedback ” edited by 
Evans, J.R., Abarbanel A. in 1999. 

Physiology of conditioned refl exes forms an objective background for neu-
rofeedback      3   . The experiments on conditioned refl exes were carried out by Ivan 
Pavlov in the Institute of Experimental Medicine in St. Petersburg. The institute 
was founded in 1990 by prince Odenburgsky – a member of the Russian Royal 
family      4   . The fruitful ideas of Pavlov’s were further developed by his pupils. In the 
end of 1940s, Petr Kupalov, a former student of Pavlov, invented a methodology of 
situational conditioned refl exes. In the west this method was coined as the method 
of operant conditioning. In the method animal behavioral reactions but not exter-
nal stimuli served as unconditioned stimuli. In times of Pavlov those reactions 

    3  We presume that the readers are familiar with the Pavlovian method of conditioned refl exes. A 
famous Russian psychologist Ivan Pavlov was the fi rst who in the beginning of 20th century used this 
method to study physiological mechanisms of psychological functions. In the Pavlovian method, some 
conditioned stimulus initially having little behavioral signifi cance for an animal is associated in time with 
some reinforcement or reward (in Pavlovian terminology, unconditioned stimulus). The conditioned 
stimulus could be a visual or an auditory stimulus. The unconditioned stimulus could be a piece of meat 
for dogs, or a small amount of juice for monkeys. The reward having a vital signifi cance for the animal 
induced essential changes in its behavior and physiological reactions (salivation, for example). Now, if 
feeding the dog has been many times accompanied with the metronome sound, some time later the dog 
will salivate in response to the sound itself – conditioned refl ex has been established in the animal.    

    4  Our laboratory is located just 200    m from the laboratory in the Institute of Experimental Medicine 
where Ivan Pavlov carried out his research on conditioned refl exes. In a museum after his name there is 
a harmony – an old musical instrument similar to organ – that Ivan Pavlov used for his experiments to 
generate conditioned stimuli.    
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were usually the motor ones such as the animal runs into a specifi c section of 
an experimental room. In 1930 an American mathematician Norbert Wiener in 
collaboration with a Mexican psychologist Arturo Rosenblueth introduced con-
cept of feedback in relation to biological systems. This concept was further on 
evolved into a new science coined by Wiener  “Cybernetics ” in his book published 
in 1948. About the same time, a Russian scientist Petr K. Anokhin, a student of 
Pavlov and Bechterev, in 1935 developed a theory of functional systems. The key 
element of this theory was neuronal feedback – an interaction between a so-called 
 “ acceptor of actions ” and behavioral adjustment of the animal. 

Following these traditions of the Russian school of physiological science, 
Nikolay Vasilevsky, Professor of the Institute of Experimental Medicine, started 
his studies of cellular mechanisms of neurofeedback regulation in late 1960s and 
early 1970s. Natalia Chernigovskaya who worked in the department of human 
physiology of the same institute in those years started using the method of bio-
logical feedback for treating some neurological and psychiatric diseases. The idea 
was simple: to train the brain or muscles (as in the case of cerebral palsy) by using 

 TABLE 23.1     History of Neurofeedback 

   Year  Event 

   Beginning of XX century  Ivan P. Pavlov developed the method of studying conditioned refl exes 
in dogs 

   End of 1940s  Petr S. Kupalov developed the method of situational conditioned 
refl exes in animals 

   1930–1940s Norbert Wiener and Petr K. Anokhin formulated the idea of feedback 
in self-regulation of live organisms 

   1960s Barry Sterman (US) carried out experiments on conditioned refl exes 
in cats and used the results for the treatment of epilepsy 

   1962 Joe Kamiya (US) showed that a person can control his/her own alpha 
rhythm in the presence of feedback 

   1960–1970s Nikolay N.Vasilevsky and Natalia V. Chernigovskaya (USSR) formed 
theoretical and practical basis for the modern biofeedback method 

   1970s Niels Biermbaum (Germany) used slow brain electric processes for 
biological feedback and began to use this method successfully for 
epilepsy treatment 

   1970–1980s Joel Lubar (US) proved effi ciency of beta training for ADHD 
treatment 

   Mid-1980s Application of neurometrics (Roy John, USA) for constructing 
protocols of EEG-biofeedback 

   Present  LORETA based and fMRI biofeedback protocols were initiated. 
In 2006, the  International Journal for Neurotherapy  celebrated its 10th 
anniversary. 
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physiological parameters as a feedback. EEG patterns, electric activity of mus-
cles, and slow metabolic processes were used for biofeedback. Approximately at 
the same time Joe Camiya, an American researcher observed that subjects could 
learn to voluntarily control their alpha waves. To achieve this goal, every time, 
when a subject generated the alpha rhythm, the researcher reported this fact. Thus, 
though Norbert Wiener and Petr Anokhin formulated the idea of feedback in 
1930–1940s, only in 1960 it was shown for the fi rst time that EEG parameters 
can serve as feedback for self-regulating the brain. Further Barry Sterman in his 
studies with cats introduced a rhythm associated with the sensory-motor system 
and therefore named as  “sensory-motor rhythm. ” Using operant conditioning, 
cats were trained to produce this rhythm for food reward. It was also discovered 
that overtraining protected these animals from experimentally induced seizures. 
Shortly after that, training of sensory-motor rhythm was applied to epilep-
tic patients. In these studies EEG biofeedback signifi cantly reduced seizures and 
normalized the EEG. 

In 1969, the method of brain self-regulation by means of EEG and other phys-
iological parameters was offi cially named biological feedback (biofeedback). EEG 
biofeedback was implemented for treating neuroses and epilepsy neurofeedback 
as well as an antistress rehabilitation therapy for Vietnam veterans      5   . In 1970s, Niels 
Biermbaum and his colleagues in Germany started using slow brain electric activ-
ity for biofeedback treatment of epilepsy and schizophrenia. 

That was a period of euphoria when biofeedback seemed to be a possible pan-
acea for all brain diseases. However, in 1974, an article by Linch et al. showed 
that the subjects who learned to control their own alpha rhythm with eyes open 
were not able to increase it more than they could do with eyes closed. The arti-
cle showed limitations of human abilities in EEG biofeedback, but the constraints 
were treated too literally and neurofeedback became unpopular      6   . However, a few 
enthusiasts continued to work with EEG biofeedback. Studies of Joel Lubar from 
University of Tennessee, USA played an important role in 1970–1980s. He proved 
that sessions with training beta rhythm UP and simultaneously theta rhythm 

    5  The antistress rehabilitation neurofeedback includes training of the theta rhythms in EEG with 
the aim to bring a subject into a changed state of consciousness.    

    6  There seemed to be many reasons why neurofeedback got a bad reputation in those years. One of 
them is misusing this approach in clinical applications. Note that it easy to perform neurofeedback in 
a wrong way for many reasons: (1) because of the lack of experience, (2) because of the lack of objec-
tive criteria for selection of an appropriate protocol (recall that in those years QEEG was seldom used 
before neurofeedback treatment), and (3) because of the lack of solid experimental support and valida-
tion of the selected protocol. So, a transition from laboratory experiments to clinical practice was too 
fast. The obvious limitations of neurofeedback were used by its opponents against this approach. One 
should also remember that EEG equipment in those days was rather expensive. Moreover, the method 
itself is quite sensitive to artifacts and therefore very demanding and time-consuming. It was quite 
easier for a clinician to use drugs in his/her practice than to invest time and money in this sophisticated 
and rather unproven approach.    
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DOWN signifi cantly reduced hyperactivity and improved attention in attention 
defi cit hyperactivity disorder (ADHD) patients (Lubar et al., 1995; Lubar, 1997). 
However these years were mostly associated with trial and error approach without 
using of any reliable scientifi c theory of neurofeedback. 

In the same time (in early 1970s) a new approach in the fi eld of EEG was 
developed. It was coined by Roy John from New York University Medical Center 
as neurometrics (John et al., 1977)      7   . The idea behind neurometrics was to quanti-
tatively compare parameters of individual EEG with those computed for a normal 
group. It was a revolutionary idea because up to these years only visual inspection of 
raw EEG signals had been considered as a gold standard in electroencepalography. 

In mid-1980s, the two approaches, EEG biofeedback and neurometics, merged 
forming a new direction that is now named neurotherapy      8   . An American com-
pany Lexicor was the fi rst to produce neurotherapeutic devices. At present, the 
new approach is actively developing and extending. New views for the genesis 
of EEG rhythms made it possible to form a theoretical basis for neurotherapeutic 
approach. Several companies are now specialized in EEG analysis and in develop-
ment of individual neurotherapeutic protocols. 

  B.    Bulldozer Principle of Neurofeedback 

Neurofeedback is based on two facts: (1) the brain state (including any dysfunc-
tion or dysregulation) is objectively refl ected in parameters of EEG recorded from 
the scalp, (2) the human brain has plasticity to memorize the desired (and thereby, 
rewarded) state of the brain. In the neurofeedback technique, some current param-
eters of EEG recorded from a subject’s scalp (such as an EEG power in a given fre-
quency band, or a ratio of EEG powers in different frequency bands) are presented 
to the subject through visual, auditory, or tactile modality with the task to volun-
tarily alter these parameters in a desired (leading to a more effi cient mode of brain 
functioning) direction. The position of electrodes and EEG parameters (called neu-
rofeedback parameters) vary depending on the goals of neurofeedback. Altogether, 
the position of electrodes and the neurofeedback parameter defi ne a so-called pro-
tocol of neurofeedback. For medical applications, most of neurofeedback practition-
ers implicitly or explicitly use a bulldozer principle of neurofeedback. According 
to this principle the aim of neurofeedback is to normalize a pathologically abnor-
mal EEG pattern. So, if there is an excess of some EEG parameter in a particular 
patient and in particular location in the cortex, the aim of the neurofeedback is to 
train this parameter DOWN, if there is a lack of some other EEG characteristic, 

    7  He gave this name in analogy to psychometrics which is a branch of psychology that studies dif-
ferences of psychological measures between patients and control groups.    

    8  In the present book we are using the concept of neurotherapy in a broader sense, including in it 
all other neurophysiologically based techniques, such as fMRI-biofeedback, tDCS, TMS, DBS.    
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the corresponding neurofeedback parameter is trained UP. The method works like 
a bulldozer fi lling in the cavities and excavating the bumps. 

  C.    Comparison with the Database 

The current practice of neurofeedback in clinical applications presumes several 
steps for its implementation. The  fi rst step includes constructing neurofeedback 
protocol on the basis of quantitative electroencephalogram (QEEG)      9    assessment. 
As we showed in this book a tremendous amount of empirical knowledge in EEG 
analysis reveals some abnormal QEEG patterns associated with various medical 
and psychiatric disorders. For example, a group of ADHD population is character-
ized by excess of the theta beta ratio in parietal–central–frontal (depending on age) 
locations     10   .

Placement of at least 19 electrodes is usually required      11    for QEEG analysis. 
Spectral characteristics of EEG in eyes open, eyes closed conditions, and in some 
psychological tasks (such as oddball task or arithmetic task) are compared statisti-
cally to a normative database. The comparison to the normative data provides sci-
entifi cally objective information on how the patient’s spontaneous brain activity 
differs from age-matching healthy subjects. The statistically signifi cant deviations 
from normality at spectra or coherence difference curves defi ne the parameters of 
neurofeedback procedure such as position of electrodes (e.g., Fz, Cz) and the neu-
rofeedback parameter (e.g., beta theta ratio). This step is schematically depicted in 
 Fig. 23.2   .

  D.    Defi ning Electrodes ’ Position 

A fragment of raw EEG in an ADHD girl of 13 years old is presented on the top 
left of Fig. 23.2 . EEG spectra in the whole epoch of eyes open condition was 
calculated (not shown) and compared with the normative spectra. The difference 
spectra (patient-norm) together with  Z-scores are presented at the middle of  Fig. 
23.2. Note an excess ( p   � 0.001) of slow activity at Cz electrode. In line with the 
excess of slow activity, the theta beta ratio (inattention index) computed for Cz      12    

    9  In the last few years in addition to QEEG assessment some laboratories and neurofeedback practi-
tioners started to use independent component analysis (ICA) of cognitive ERPs. It looks like that this 
approach will soon become a gold standard because it gives an entirely new data regarding stages of 
information processing in the human brain.    

    10  The theta beta ratio was labeled as inattention index.    
    11  Nineteen seems to be is a minimal number of electrodes that enables the user to make 2D maps 

and s-LORETA images with reasonable (for practical purposes) spatial resolution.    
    12  Note, that the theta beta ratio was computed for local average (according to Lemos) montage 

and therefore is slightly different from the one computed by Monastra et al. in their paper (Monastra 
et al., 1999).    



FIGURE 23.2   Step 1 in constructing a neurofeedback protocol – comparison with the database. The step includes computing spectra for raw EEG, compar-
ing the spectra with the database, and defi ning electrodes ’ position. (a) Raw EEG for a 13 years old ADHD girl with s-LORETA image of slow activity below. 
(b) Difference of EEG spectra (patient – normative data) with the signifi cant levels of deviation from normality (below the difference wave for Cz) and with the 
map of the spectra difference. (c) Theta beta ratio computed for the patient and for the averaged spectra of healthy control subjects of the corresponding age. 
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in this patient is 2.5 times higher than the corresponding parameter in a group of 
healthy subjects of the matching age. This fact indicates location of one electrode 
for neurofeedback protocol, namely Cz. The second electrode can be defi ned on 
the basis of the gradient of the spectral parameter. The gradient of the map of 
deviation from normality in theta (6    Hz) frequency range shows that the difference 
wave sharply decreases at Fz. This observation indicates location of the second 
electrode for neurofeedback protocol      13   .

  E.    Defi ning Neurofeedback Parameter 

After defi ning electrodes ’ position we need to defi ne a neurofeedback parameter – 
a spectral characteristic of EEG that we are going to train. For this reason, we need 
to reconstruct the raw EEG pattern in the patient using the electrodes ’ location 
that we already defi ned. In the Human Brain Normative Database for remontaging 
we are using the EEG recorded in the patient in eyes open condition. This enables 
us to reconstruct what the EEG pattern in this particular patient will look like in 
the selected montage of the two electrodes. The result of remontaging is presented 
in Fig. 23.3    bottom. A spectrum for the total EEG epoch in eyes open condi-
tion is in presented at the right. Using this spectrum we can defi ne the frequency 
bands for computing the neurofeedback parameter. The low frequency band may 
be between 3 and 7    Hz, while the high frequency band may be from 13 to 21    Hz. 
To normalize the spectrum (i.e., to make it closer to normative data) of the patient 
we have to enhance the high frequency activity and to suppress the low frequency 
activity. The  “normalization ” procedure can be done by using just only one param-
eter: the ratio of EEG powers computed for low and high frequency bands      14   .

  F.    Training Procedure 

The second step is the training process per se. During neurofeedback training, 
usually two electrodes are placed on the scalp at locations defi ned at the fi rst stage. 
A ground electrode could be placed on any location, but usually one of the earlobes 

    13  Note that in this example for the neurofeedback procedure we choose a bipolar montage of 
electrodes. According to our experience the bipolar montage is less sensitive to artifacts (such as eye 
movements). This montage, however, has one disadvantage – the training area includes a larger corti-
cal area (covered by both electrodes) in comparison to monopolar montage. Still, if the gradient of the 
deviated parameter is rather sharp the bipolar montage is preferable.    

    14  Some neurofeedback systems use two or even more parameters for training. They are based on 
human ability to follow several parameters simultaneously. However, our practice shows that the neu-
rofeedback procedure with one neurofeedback parameter works at least not worse than a procedure 
with multiple parameters.    
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serves as the background electrode. In comparison to other techniques, such as 
TMS, DBS, and tDCS no electrical current is injected into the brain. The elec-
trodes simply measure the ongoing brain EEG while the computer regularly cal-
culates the neurofeedback parameter and depicts it in some way to the patient. In 
our daily life without neurofeedback devices we are unable to infl uence the EEG 
in a desirable way because humans as probably other animals lack the awareness of 
the EEG patterns. 

There are many neurofeedback systems designed by different manufactures 
such as Lexiocor, Brain Master, Thought Technology, Brain Inquiry  … The critical 
points of any programmed neurofeedback procedure include two characteristics 
that describe: (1) how reliable is the computed neurofeedback parameter to refl ect 
the current state of the brain and (2) how frequent the parameter is presented to 
the subject so that the parameter consistently follows changes in the state of the 
brain. 

The fi rst characteristic is actually the integration period within which the EEG 
current fl uctuations are integrated. This period of integration is also called a sliding 
window. The second characteristic is the time intervals within which the integrated 
parameter is presented to the subject. From event-related potential (ERP) studies 
we know that the state of the brain can be changed in 100    ms time interval while 
the subject reacts to a stimulus within 300    ms. It gives us a temporal estimation 

FIGURE 23.3    Step 1 in constructing a neurofeedback protocol – defi ning a neurofeedback 
parameter. (a) Map of deviation from normality in spectra at 6 Hz. (b) Spectrum for the montage 
Cz-Fz for the total EEG epoch in eyes open condition. (c) A fragment of EEG of this patient 
computed at Cz-Fz montage.        
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of how fast the computed parameter has to be presented to the subject      15   . In modern 
computers calculations are very quick so that theoretically the rate of neurofeed-
back parameter presentation can be rather high. For reliable measuring of EEG 
spectra we need at least 1    s of recording, that is, 10 cycles of the dominant rhythm. 
It gives us an estimation of the integration parameter of neurofeedback      16   .

  G.    Computing Neurofeedback Parameters 

Different manufactures offer different ways of computing spectral characteristics of 
neurofeedback parameter. The methods are (1) the Fourier decomposition using 
fast Fourier transformation – FFT (see  Fig. 23.4   ) and (2) the digital fi ltration using 
fi nite impulse response – FIR (see  Fig. 23.5   ), or (3) infi nite impulse response (IIR) 
digital fi lters (for details see Methods of Part I). Any of the methods has its advan-
tages and limitations. Not going into technical details, both theoretical consider-
ations and the experience that we got in our laboratory show that IIR fi lters are 
preferable. 

FIGURE 23.4    Step 2 – on-line computing the neurofeedback parameter by FFT. (a) A fragment 
of raw EEG in the selected montage. (b) Spectra are computed using FFT in 1-s sliding window that 
shifts every 250     ms. The neurofeedback parameter is computed and presented on the screen (c).        
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    15  In example in  Fig. 23.3  the  “refreshing ” interval is selected of 250    ms.    
    16  In example in Fig. 23.3  the integration sliding window is equal to 1    s. Note that 1    s is actually the 

time interval that could be achieved in modern MRI machines. This makes MRI-biofeedback a valu-
able tool for correcting brain dysfunction.    
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So, when subjects get a feedback from their brain, that is, they see or hear repre-
sentations of neurofeedback parameter, they are supposed to learn how to change 
this parameter in a desirable direction. The patient is usually placed in front of a 
computer screen. The computer display may be as simple as possible, for example, 
a vertical bar on the screen, or can present a kind of complex multi-dimension 
display with different colors and shapes. The screen could be also a computer 
game designed by the manufacturing company specifi cally for neurofeedback, or 
a commercial computer game (such as Need-for-Speed) in which a parameter of 
the game (such as the speed of the car) is controlled by the neurofeedback. In 
our own research and practice we are using a technology that includes computer, 
video player (it could be also built-in the computer), and TV or computer screen. 
The subjects watch their favorable movies      17    while the neurofeedback parameter 

    17  They are asked to bring a new disk at each session to motivate them to work intensively.    
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FIGURE 23.5    Step 2 – computing the neurofeedback parameter by FIR fi lter. From top to bottom – 
raw EEG, parameters of FIR fi lters, fi ltrated EEG, fragments of squared fi ltered EEG (EEG power in a 
given frequency band) for 1-s sliding windows. The neurofeedback parameter is defi ned as the ratio of 
EEG power in two frequency bands. 
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calculated by the computer controls the quality of the video picture: the more 
“normal ” is the parameter, the better is the picture. 

In all ways of presenting the neurofeedback parameter the patient concentrates 
on the feedback and tries to learn the association between the parameter and his/
her state. It is not an easy task. Moreover, it can be achieved in different ways. This 
ambiguity raises a question: how to guide the patient to achieve the task in the 
most effi cient way. Some practitioners prefer not to give any instructions to their 
patients by simply saying  “Just do it. ” Some practitioners give instructions depend-
ing on the type of neurofeedback procedure: relaxation or activation. The learning 
procedure during neurofeedback training may be compared with the technique 
how we learn to drive the bicycle. It takes time to learn driving a bicycle! 

  H.    Training Curve 

The second step in neurofeedback procedure presumes that after each session the 
results of training are checked by the practitioner. The point is that not all patients 
can learn to control a biofeedback parameter. There are several reasons for that: 
(1) inappropriate selection of the parameter – the practitioner’s fault; (2) inabil-
ity to associate the parameter change with the subjective state – the patient’s fault. 
To assess how well the patient controls the parameter the manufacturing compa-
nies supply tools for computing so-called  “training curves. ” The training curve is a 
smoothed dynamic of the parameter during a single session. If the parameter during 
the “training” period is statistically different at  p     �   0.05 from that of the  “resting ”
period then the session can be considered as successful ( Fig. 23.6   ). If during 5–7 
sessions the practitioner does not see any signs of success the sessions must be inter-
rupted and a new protocol have to be suggested. 

  I.    Learning Curve 

The third step in neurofeedback procedure includes the assessment of improve-
ments produced by sequential sessions of neurofeedback. Usually around 5 ses-
sions are required to learn to change the neurofeedback parameter in a desired 
direction, while 20–35 additional sessions are required to practice this ability in 
order to  “consolidate” the acquired skill. The dynamics of the EEG parameter is 
refl ected in a so-called  “learning curve. ” The learning curve represents dynamics 
of absolute or relative index of training in each session.  Figure 23.6  represents a 
method of calculating a relative measure of success of the training procedure in 
a single session. The measure is computed as a ratio of the average neurofeedback 
parameter during training and resting periods. The confi dence level of the differ-
ence between two values can be estimated. 
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  J.    Techniques for Computing Neurofeedback Parameter 

It should be stressed here that neurofeedback protocols are not confi ned by FFT or 
digital fi ltration of the current EEG. Other neurofeedback parameters have been 
suggested. One of those parameters is a measure of correlation between EEG in 
different cortical locations, such as coherence or co-modulation (suggested by Bary 
Sterman and David Kaiser in their normative database). 
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FIGURE 23.6    Step 3 – defi ning the quality of neurofeedback. (a) Training curve – a smoothed 
dynamics of the neurofeedback parameter during a single session. The success of the training is defi ned 
as the ratio of the mean neurofeedback parameter in the training period divided by the mean neuro-
feedback parameter in the resting period of the session. This ratio is plotted versus number of session 
thus giving a so-called learning curve (b).      

1.5

Training parameter Learning curve

Number of sessions

Step 3:
defining the
quality of training

1.0
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

p � 0.05

(b)



484    Quantitative EEG, Event-Related Potentials and Neurotherapy

The other approach is to use low resolution electromagnetic tomography 
(LORETA or s-LORETA) in order to train a local area in the cortex. The ratio-
nale for this approach is the fact that any scalp electrode picks up activity not from 
the underlying cortex but from widely distributed cortical areas. So, that if we want 
to use an EEG-feedback from a local cortical area we need to apply tomographic 
methods that enable us to compute an intracortical EEG on the basis of multiple 
scalp-recorded EEG. The local intra cortical EEG extracted from the scalp recorded 
multi-channel EEG is called a virtual EEG. The method of constructing the virtual 
intracortical EEG for training a local area in the cortex was fi rst applied by Marco 
Congedo in the laboratory of Joel Lubar (Congedo et al., 2004)      18   . The authors 
coined this method as LORETA neurofeedback. Recently in our laboratory we 
developed the software for deriving the local current density of an intracranial area 
by means of s-LORETA method. The method itself provides no localization error 
and has been recently developed by Roberto Pascual-Marqui (Pascual-Marqui, 
2002).  All known EEG-based feedback techniques are listed in  Table 23.2   .

 TABLE 23.2     Techniques of Neurofeedback 

   Name Neurofeedback parameters  Examples of implementation 

   EEG spectra  The EEG power in certain frequency bands, 
or the ratio of EEG powers in two frequency 
bands of one channel EEG, or the ratio of 
EEG powers computed in the same frequency 
band but for different electrodes. FFT, wavelet 
transformation, or digital fi ltration are used 
for extracting these parameters 

 Sterman, 1989, 1996; Lubar, 1997; 
Lubar et al., 1995 

   EEG coherence  The coherence measures refl ecting how EEG 
powers in a given frequency band correlate 
between distinct scalp electrodes 

 Horvat, 2004   

   LORETA  The virtual EEG computed by LORETA 
for an area of interest and the corresponding 
spectral characteristics 

 Congedo et al., 2004 

   s-LORETA  The intracranial current density computed 
by means of s-LORETA 

 Ponomarev and Kropotov, 
in publication   

    18  LORETA provides a tool for computing the current density of generators located on the surface 
of the cortex including gyri and sulci. The solution is actually a matrix which by multiplication with 
the multi-channel EEG data gives the result – the current density of cortical micro dipoles. When the 
area within the cortex is defi ned, it is feasible to fi nd a so-called inverting matrix. Marco Congedo and 
his co-workers used LORETA-based neurofeedback to enhance low beta (16–20    Hz) and suppress low 
alpha (8–10    Hz) current density amplitude (vector length) in a region corresponding approximately to 
the anterior cingulate cognitive division. The region of interest included 38 voxels encompassing from 
the total number of 2394 voxels.    
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  K.    Types of Neurofeedback Protocols 

From physiological point of view neurofeedback protocols can be divided into 
two big categories: activation and relaxation protocols. This division is made on the 
basis of the data regarding correlation between EEG activity in different frequency 
bands and the metabolic activity measured by positron emission tomography 
(PET) or functional magnetic resonance imaging (fMRI) in the corresponding 
cortical location      19    ( Fig. 23.7   ). Activating protocols include enhancement of higher 
(�13   Hz) EEG frequencies, relaxing protocols include enhancement of alpha 
(8–12   Hz) frequencies and in some specifi c cases even lower than 8    Hz frequencies 
of EEG. Although the importance of electrodes ’ location can not be overestimated, 
below for didactic purposes we consider the protocols without any reference to 
electrode location. 

  1.    Activation Protocols 

A beta activating training is a common method used for variety of purposes. The 
protocol is intended to activate the corresponding cortical area. In our experience 
with relative beta training in ADHD children we sometimes encounter a signifi cant 

Correlation with
metabolic activity

Activation beta training

Frequency, Hz

Relaxation alpha training

6 12 18 24 30 36 42

FIGURE 23.7    EEG frequencies for activation and relaxation protocols. A scheme represents rela-
tionship between metabolic activity and EEG power in different frequency bands. Note that in the 
alpha band (8–12    Hz) the correlation is negative which defi nes the frequency parameter of  “relaxation ”
protocols, while in the beta band the correlation is positive which defi nes the frequency parameter of 
 “ activation ” protocols.    

    19  See for example the data from (Cook et al., 1998) where they studied the relationship between 
local PET perfusion values and relative EEG power.    
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“aha” phenomenon when the trainee discovers the exact type of mental state that is 
associated with the production of high amplitude beta activity in the frontal areas. 
Children used to say:  “Aha, now I know what it means to be attentive. ” Beta is usu-
ally trained on the left side, because according to Davidson’s theory (see Chapter 13) 
activating the left side of the brain, especially the frontal lobes, is associated with 
elevating positive mood and producing positive emotions. Possible negative side 
effects may include agitation, irritability, or a sense of being  “hyper. ” Therefore, 
sessions may be as short as 10    min, but usually last for 20–30    min. Often, beta training 
is used at the end of an EEG session, to bring the trainee into a state of energy and 
alertness      20   .

Another type of activation protocols explores EEG coherence as feedback 
parameter. Coherence is a QEEG index that refl ects correlation between EEG pow-
ers in two separate regions (see Methods Part I). Coherence is defi ned for a certain 
frequency band. Our studies show that children with ADHD have lower coher-
ence in the alpha band at the frontal–central areas      21   . ADHD as an executive disorder 
seems to be characterized by poor coordination of the frontal-motor areas of the 
cortex that is manifested in decrease of coherency of EEG recorded in these areas. 
The fact that the ADHD population characterized by hypofrontality is described 
by hypocoherency might give a neurophysiological basis of  “coherence ” protocols. 
These protocols appear to be associated with activation of the training areas. 

  2.    Relaxation Protocols 

Alpha (8–12    Hz) training is a common method used for many purposes. Taking 
into account that alpha rhythms are idling rhythms of the brain we can speculate 
that the neurofeedback protocols oriented to activate alpha rhythms are relaxation 
protocols, that is, protocols that are intended to deactivate, inhibit the correspond-
ing cortical areas. The relaxation training is often accompanied by presenting 
auditory stimuli, because visual stimuli activate and desynchronize the brain EEG 
in a larger extent than auditory stimuli. 

  3.    Peninston-Kulkosky Protocol 

The Peninston-Kulkosky protocol is a variant of relaxation protocols. It is 
designed as follows. Subjects are fi rst taught deep relaxation by skin temperature 

    20  Another type of activating protocols is associated with so-called  “squash” protocols. The idea of 
squash training is to suppress the overall production of brain rhythms in wide frequency bands. It is 
suggested that by training the brain to suppress EEG oscillations (especially of large amplitude), we are 
reinforcing the desynchronized behavior of neurons – which is associated with activation. A squash 
protocol may be done on any part of the brain. However, certain practitioners prefer specifi c locations, 
such as the frontal areas, or the central area.    

    21  The one distinct source of alpha activity at these areas is a family of mu-rhythms refl ecting the 
idling state of the sensory-motor strip of the human cortex.    
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biofeedback using autogenic phrases and have at least 5 sessions of temperature 
feedback. In the following sessions they receive neurofeedback, namely while they 
are in an eyes closed and relaxed condition, they receive auditory signals from 
EEG apparatus using the O1 site as an area for EEG recording. A standard induc-
tion script that uses suggestions to relax and  “sink down ” into reverie is read. 
When alpha brain waves exceed a preset threshold, a pleasant tone is heard, and 
by learning to voluntarily produce this tone, the subject becomes progressively 
relaxed. When theta brain waves (4–8    Hz) are produced at suffi ciently high ampli-
tude, a second tone is heard, and the subject becomes more relaxed and, according 
to Peninston, enters a hypnagogic state of free reverie and high suggestibility. The 
transition from the state with dominance of alpha activity to the state with domi-
nance of theta activity is called  “crossover. ” When the trainee spends some time 
in the theta state, they may be extremely relaxed, even stuporous or languid. It is 
often necessary to coach or counsel the trainee afterward, to ensure that they do 
not leave in an excessively sensitive or internally directed state of mind.   

  L.    Neurofeedback and Neurotherapy 

In this book we separate the concept of neurofeedback from a more general notion 
of neurotherapy. Neurotherapy besides neurofeedback includes other electrophysi-
ologically based methods of modulating the state of the brain. These methods are 
transcranial direct current stimulation (tDCS), AC-stimulation including deep brain 
stimulation (DBS), trancranial magnetic stimulation (TMS). Neurofeedback in turn 
can be divided into two subtypes: EEG biofeedback and DC (or infra slow wave) 
biofeedback. EEG biofeedback (as a sub-type of neurofeedback) is a method for 
correcting or tuning brain activity by means of electrophysiological feedback. In 
this feedback, some features of EEG such as EEG power in a given frequency band, 
intercortical coherence, or beta theta ratio are used as biofeedback parameters. 

  M.    Eastern Self-Regulation Techniques 

A parallel can be noticed between neurotherapy and Eastern self-regulation tech-
niques. Ancient eastern arts of self-regulation such as yoga and chi-gun      22    are in 

    22  Chi Gun is a Chinese meditation technique. Chi (pronounced more like  “tsi”) means the  “life
force ”, and Gun (pronounced more like  “goon”) means work, the work of chi. Unlike western medi-
cal healthcare Chi Gun is focused on relaxation – mental exercises, rather then on muscle exercises. 
According to Chinese doctrine Chi Gun helps to dysinhibit the  “blocks ” that prevent the human chi 
from moving around thus opening  “energy channels. ” In terms of the modern medicine the explana-
tion is not so straightforward. However we can speculate that muscles around our backbone can go 
to spasm and stay there for a very long time and this spasm can create all sorts of problems, from the 
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fact based on the human ability to affect internal psychological processes con-
sciously. However, it takes a lot of time and energy to master those arts. Moreover, 
direct tutor–pupil interaction is often needed. In terms of modern neurofeedback 
technology, in the eastern self-regulation relaxation technique the tutor (guru) is 
served as a kind of  “feedback” agent. In neurotherapy, learning process takes essen-
tially less time and is directed by feedback going directly from the subject’s brain. 
Moreover, neurofeedback is not confi ned by relaxation protocols. 

  N.    Sham Effect 

Special attention should be paid to placebo effects in neurotherapy (see Methods 
above). Placebo effect, as we learn from the previous, has distinct neuronal mecha-
nisms, can amount up to 30 per cent from the  “pure ” effect of a medical drug and 
it would be no sense to negate its presence in neurofeedback. At early years of 
neurotherapy development, placebo effect was more than once checked for two 
protocols, the sensory-motor rhythm training and the beta training. At present, new 
protocols are compared not with placebo condition but with a situation when a 
patient takes a medical drug approved and effective for a given disease. This is done 
due to ethic reasons: it would be inhuman not to treat anyone if an effi cient treat-
ment is known. 

  O.    Minimizing Side Effects 

Just like a scalpel in surgery, biofeedback can cure but can also harm. The method 
must not be used without knowledge of what is wrong in a particular brain. 
Neurotherapy is a method for correcting specifi c symptoms based on combina-
tion of biofeedback with a neurometric diagnostic system. Neurometrics defi nes 
the electrophysiological basis of brain dysfunction and the type of EEG biofeed-
back protocol that should be applied in the particular case      23   .

That is why neurotherapy must be performed only by a certifi ed specialist who 
in turn must follow basic principles of neurotherapy in the practice. Only few 

headach e to heart conditions. Consequently relaxation of these muscles will be favorable for the sub-
ject. Further we can speculate that our emotional state is closely related to our somatic sensations, in 
other words when we feel happy, we smile, but when we smile – you can also get a feeling of happiness. 
Consequently, training emotional state will be also favorable for the subject.    

    23  Like any other method, biofeedback cannot be used without relevant diagnostic procedures. 
Though there are quite few reports about negative consequences of biofeedback usage, one should 
always remember that, if organization of EEG rhythms is changed in a wrong direction, a patient’s 
brain could be dysregulated and symptoms could be elevated.    
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Universities provide courses in QEEG and neurotherapy. One of them is located 
in Texas, USA, the other in Trondheim, Norway      24   .

One advantage of neurotherapy is that it minimizes side effects. It is not a 
secret that many pharmacological drugs affect not only the relevant neurotrans-
mission but also other biochemical processes in the brain and in the body. That is 
why any description of a psychopharmacological drug includes a long list of side 
effects. In contrary to pharmacological drugs, neurotherapy affects brain processes 
selectively. Moreover, the subject actively participates in such a correction, avoid-
ing harm effects, consciously or unconsciously, as any self-preserving creature. That 
is why side effects of neurotherapy are practically not mentioned in the literature, 
though it does not mean their absolute absence. 

  P.    Stability of Effect 

Another advantage of neurotherapy is the stability of effect. A neurotherapeutic 
procedure is in fact a learning one. The procedure is often compared with a process 
of acquiring a specifi c skill – for example, the one to ride a bicycle. One can hardly 
balance a bike mounting it for the very fi rst time, but after several attempts he or 
she learns to ride holding the handle bar; while someone, after rather long train-
ing, manages even to ride without holding the bar. Similar adjustments happen in 
neurotherapy: at the beginning, it is diffi cult for a subject to catch an association 
between his/her own feelings and indexes of bioelectric activity displayed on the 
screen. However, as the association becomes gradually understandable, one’s mind 
lights up:  “Aha, I know how to do it! ” Further, skills are improved and one learns 
to hold the needed condition for longer time and not only in the laboratory but 
also at home or in school. After 20–40 sessions the neurotherapy can be ceased but 
the skill will remain for the rest of the life      25   .

  Q.    Limitations of Neurofeedback 

Does all mentioned above mean that neurotherapy has no disadvantages at all? 
Of course, not. One of the factors restricting usage of neurotherapy is that the 
sessions of neurotherapy consume about 20–40    h of labor from the clinician and 

    24  As was mentioned above the author is currently a Professor in the Norwegian University of 
Science and Technology in Trondheim teaching a course on QEEG and neurotherapy.    

    25  Joel Lubar had a possibility to track histories for more than fi fty of his patients for 10 years using 
objective measurement of behavioral parameters. Positive treatment results appeared to sustain for the 
whole period in almost all of the patients; however, some of them needed additional series of procedures 
to refresh their skills, and after one or two procedures the skills returned. Many people said that neuro-
therapy had changed their lives. In our research, we were able to track neurotherapy effects in children 
for a year. All children have been keeping brain indices of attention at a high level. If some of them lost 
skills due to psychic traumas or diseases, one or two additional sessions were enough to recover the skills.    
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the same amount of intense training from the patient      26   . In addition to that, before 
starting neurotherapy sessions, individual EEG must be recorded by a techni-
cian. Then, the type of brain dysregulation must be assessed by a specially trained 
person      27    and an individual neurotherapy protocol is to be constructed. This takes 
3–5 working hours of the qualifi ed specialists. Up to now, quite a few hardware/
software devices for neurotherapy are developed over the whole world      28   . For most 
of those systems, additional EEG machines for recording multi-channel EEG for 
diagnostic purposes are needed      29   .

Another factor to be considered in neurotherapy is motivation of a patient. 
Neurotherapy as any learning procedure is based on mood and motivation. The 
higher is the motivation level, the better are the acquired skills. Some neurothera-
peutic centers stimulate children’s motivation by prizes like money, toys, or tokens 
that can be later exchanged for toys or money. Assistance from family also plays an 
important role in successful neurotherapy. Indeed, during neurotherapy the brain 
is gradually changing, but to transfer these small changes into behavioral pat-
tern additional efforts are needed. For example, attention is the parameter we are 
supposed to improve by the relative beta protocol, but attention is not the only 
parameter that defi nes behavior. To have good attention is not enough and the 
children must be able to use this new brain skill to obtain school knowledge, as 
well as to adapt his/her behavior when contacting with parents or other children. 
Some ADHD patients may appear not to be able to change established image of 
a “diffi cult ” child on their own, needing help from the family and teachers. The 
parents may need special training in order to be able to help their child to get 
over these social–environmental diffi culties. 

  R.    Medical Versus Non-medical Application 

Biofeedback is used for both medical and non-medical applications. Currently, in 
the United States the US Food and Drug Administration (US FDA) recognizes 

    26  To reduce the waste of time for traveling back and forth the clinic, modern centers for neuro-
therapy offer so-called home trainers. In these cases, several initial sessions of neurotherapy are per-
formed together with a specialist, and after the patient has developed primary skills, training session 
are continued at home. The patient can buy or rent a neurotherapeutic device that can be installed at 
home and connected to a computer or to a TV set.    

    27  This person must read not only clinical EEG for detecting spikes and other paroxysms in EEG, 
but also has to know the QEEG, ERP, and basics of neurotherapy to be able to assess the patient’s 
EEG and to give to the practitioner the recommendations for pharmo- and neuro-therapy. Only few 
Universities in the world teach students these subjects.    

    28  These devices are produced by Thought Technology, Daymed, Brain Inquiry, Brain Master, and 
some other companies.    

    29  In our institute (the Institute of the Human Brain of Russian Academy of Sciences) we devel-
oped a multi-functional system that can perform QEEG/ERP/ERD assessment as well as sessions of 
neurotherapy. The system has been tested in the Center for Neurotherapy of the Institute and is sold 
by a Russian manufacturing company  “Mitsar, Ltd. ” (Saint Petersburg).    
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only relaxation training as an accepted use of EEG biofeedback. Medical applica-
tions, for example, protocols for treatment depression, seizures, headaches, autism, 
are considered either experimental or unproven. However, non-medical applica-
tions of neurofeedback protocols for general improvement in concentration and 
attention and for peak performance do not meet objections      30   .

Any EEG-based biofeedback equipment may be provided in two versions, 
addressing both the medical and the non-medical communities. When it is mar-
keted for clinical purposes, specifi c claims are made, and these claims must be 
reviewed and cleared by the US FDA or equivalent agencies in other countries. 
In the non-clinical embodiment the equipment is regarded as an educational and 
recreational device      31   .

So far, published clinical studies deal with the following brain dysfunctions 
such as ADD/ADHD, conduct disorders, learning disabilities, anxiety, depression, 
chronic fatigue syndrome, epilepsy, autistic spectrum disorders. Neurotherapy has 
been also applied for helping drug addicts to relax; for rehabilitating after stroke 
and traumatic brain injury; as well as enhancing cognitive functions in aging. For 
non-medical application neurofeedback is used for improvement of attention, 
concentration, and for peak performance, assistance in meditation and relaxation 
techniques, improvement of personal awareness and mental fi tness. 

  S.    Types of Neurofeedback 

The term EEG-feedback presumes using EEG parameters such as spectral indexes, 
coherence measures, intracranial current density derived by means of LORETA 
or s-LORETA. Theoretically any physiological parameter measured within the 
brain can be fed back to the patient and used for shaping the brain activity in 
a desired way. The list of physiological parameters used in neurofeedback is pre-
sented in  Table 23.3   .

  1.    ERP-Based Neurofeedback 

A priori, ERP components as indexes of information fl ow might be applied for 
brain–computer interface (BCI). However, technical hurdles such as a small sig-
nal to noise ratio, the absence of normative databases for ERP components have 
precluded application of the ERP-based BCI. Recently in our laboratory 
we developed the fi rst version of the ERP-based BCI software (Kropotov and 
Murashev, in preparation) . A starting point for this approach is decomposition 

    30  Any EEG system designed to enable the user to train for recreational, educational, or entertain-
ment purposes is not a medical instrument. The FDA or an equivalent agency in other countries allows 
such devices to be produced and marketed freely, as long as they pose no undue health risk to the user.    

    31  This is like a scalpel being marketed for surgical use, and for use in a science lab. The same 
instrument is being provided in both cases, but with different intent.    
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of ERPs into independent components      32   . The components are characterized by 
topography      33    and time dynamics. The topographies serve for constructing spatial 
fi lters to extract the components from the individual ERPs. The next step of the 
approach is to compare the amplitude or latency of the patient’s individual com-
ponents with the normative data. Statistically signifi cant deviation from normality 
in a certain component is used as indication for impairment of information fl ow 
in the corresponding cortical location defi ned by s-LORETA. The component 
can be further extracted from the multi-channel raw EEG in each separate trial 

    32  Note ICA can be reliably performed only on a large number of single ERPs which assumes that 
the normative database must include at least several hundreds of healthy subjects.    

    33  The topography of the component is transferred into s-LORETA image giving the 3D 
representation of the cortical area that is responsible for generation of the component.    

 TABLE 23.3     Parameters of Neurofeedback 

   Name Neurofeedback parameters  Examples of implementation 

   ERD-based neurofeedback  The relative changes of EEG 
power in a given frequency in 
response to either real or imagery 
actions are used as feedback 
parameters. 

 Pfurtscheller and Neuper, 2006  

   ERP-based neurofeedback  The ERP of a group of healthy 
subjects are decomposed into 
independent components 
characterized by topographies and 
time dynamics. The topographies 
serve for constructing spatial fi lters 
to extract the components from 
the individual ERPs. The amplitude 
or latency of the patient’s individual 
components are compared with the 
normative data and further used as 
feedback parameters 

 Kropotov and Murashev, in 
preparation   

   Self-regulation of evoked 
SCP (slow cortical 
potentials)

 Negative or positive shift of slow 
cortical potential in response to 
warning stimuli 

Strehl et al., 2006

   Self-regulation of fMRI 
(functional magnetic 
resonance imaging) 

 Hemodynamic brain activity as 
indexed by BOLD (blood oxygen 
level dependent) response 

 Weiskopf et al., 2004   

   Self-regulation of HEG 
(hemoencephalography) 

 Oxygenation of local blood fl ow 
measured by active or passive near 
infrared spectrophotometry 

 Toomim and Carmen, 1999 
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and can be fed back to the subject. In the next few years we are going to experi-
mentally test this method on ADHD children. 

  2.    Self-regulation of Slow Cortical Potentials 

As we learn from Chapter 17 surface-negative slow shifts of potentials originate 
in the apical dendritic layer of the cortex refl ecting synchronized depolariza-
tion of apical dendrites of cortical neurons. These negative slow shifts of potential 
are associated with increase of excitability of cortical neurons      34   . Rockstroh et al. 
(1993) were  the fi rst to hypothesize that patients with intractable epilepsy were 
characterized by an impaired ability to regulate their level of cortical excitability 
in the cortico-thalamic feedback loops. Studies with healthy subjects demon-
strated the ability of humans to learn the self-regulation of slow cortical poten-
tials. This led to the idea that epilepsy patients can acquire cortical self-regulation 
during learning. According to this hypothesis, a neurofeedback method was 
developed in which actual changes of slow cortical potentials are presented to 
epilepsy patients in the form of a moving object on a screen. In fact, using this 
method, most patients with drug-resistant epilepsy could learn to control their 
slow cortical potentials, resulting in a signifi cant and lasting decrement of the 
seizure rate (Rockstroh et al., 1993). 

A similar idea was developed by the same group in a so-called “thought trans-
lation device” that was designed to re-establish communication in severely para-
lyzed patients. The device relies on the self-regulation of slow cortical potentials, 
that is, the voluntary production of negative and positive potential shifts. After a 
patient has achieved reliable control over his or her slow cortical potentials, the 
responses can be used to select items presented on a computer screen. A spelling 
program allows patients to select single letters by sequential selection of blocks 
of letters presented in a dichotomic structure with fi ve levels. Several completely 
paralyzed patients diagnosed with amyotrophic lateral sclerosis were able to write 
messages of considerable length using their brain potentials      35     .

    34  Recall that these negativities are recorded during preparations to receive a stimulus and to make 
a movement.    

    35  In a study by the Tuebingen group (Hinterberge et al., 2005) the relationship between negative 
and positive slow cortical potentials and changes in the BOLD signal of the fMRI were examined in 
subjects who were trained to successfully self-regulate their slow potentials. fMRI revealed that the 
generation of negativity (increased cortical excitation) was accompanied by widespread activation in 
central, pre-frontal, and parietal brain regions as well as the basal ganglia. Positivity (decreased cortical 
excitation) was associated with widespread deactivations in several cortical sites as well as some acti-
vation, primarily in frontal and parietal structures as well as insula and putamen. Regression analyses 
revealed that cortical positivity was predicted by pallidum and putamen activation and supplementary 
motor area (SMA) and motor cortex deactivation, while differentiation between cortical negativity 
and positivity was revealed primarily in parahippocampal regions. These data suggest that negative and 
positive electrocortical potential shifts in the EEG are related to distinct and widespread differences in 
cerebral activation/deactivation pattern.    
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  3.    fMRI-Based Neurofeedback 

In a recent study of the Tuebingen  group (Weiskopf et al., 2005)  a new neuro-
feedback method was implemented. The method performs fMRI data processing 
and feedback of the hemodynamic brain activity within 1.3    s. Using this tech-
nique, differential feedback and self-regulation is feasible as exemplifi ed by the 
supplementary motor area and parahippocampal area. The methodology allows for 
studying behavioral effects and strategies of local self-regulation in healthy and 
diseased subjects. 

  4.    HEG-Based Neurofeedback 

The term hemoencephalography (HEG) was fi rst used by Hershel Toomim in 
1997 in his description of a system for near infrared spectrophotometry. Another 
implementation of the system, the passive infrared HEG system, evolved from 
Carmen’s application of infrared technology to peripheral thermal biofeedback 
(Carmen, 2002). Both systems respond to blood fl ow dynamics as a source of data. 
The passive infrared HEG system was specifi cally developed as a potential inter-
vention technique for migraine headaches. The conceptualization for training 
cerebrovascular regulation to produce migraine control was based on the tenta-
tive assumption that if a person could learn to control cerebrovascular activity 
(especially control over excessive vasodilation) relief from migraine would follow. 
Unfortunately, training a person to directly constrict excessively dilated cerebro-
vascular structures did not work. Most people could easily learn to increase the 
passive infrared HEG signal, but few could reduce it. So, the procedure was modi-
fi ed to train increases instead of decreases in the HEG parameters. The effects of 
HEG-based neurofeedback were positive on both migraine prophylaxis and actual 
abortion of migraine headaches.   

  T.    BCI 

If the process of modulating brain activity is directed to control of external devices 
the approach is named  “brain–computer interface ” (BCI). Sometimes it is called a 
direct neural interface or a brain–machine interface      36   . In this defi nition, the word 
brain means the brain or nervous system while c omputer (machine) means any pro-
cessing or computational device, from simple circuits to sophisticated computers. 

    36  In general terms BCI can be defi ned as a direct communication pathway between a human or 
animal brain (or brain cell culture) and an external device. In one-way BCIs, computers either accept 
commands from the brain (e.g., to move a prosthesis) or send signals to the barin (e.g., to send visual 
information to cortical neurons of blind people). Two-way BCIs would allow brains and external 
devices to exchange information in both directions.    



Methods of Neurotherapy    495

Research on BCIs began in the 1970s, but the fi rst working experimental implants 
in humans appeared only in the mid-1990s. Working implants in humans now exist, 
designed to restore damaged hearing, sight, and movement. The common idea 
behind this research is similar to the basics of neurofeedback, namely the remark-
able cortical plasticity of the brain. As in the neurofeedback approach any physi-
ological parameter can be used in BCIs. Electrical scalp recorded potentials are 
the most studied parameters. For example, Niels Birbaumer of the University of 
Tuebingen in Germany used EEG recordings of slow cortical potentials to give par-
alyzed patients control over a computer cursor (Birbaumer, 2006). Jessica Bayliss at 
the University of Rochester showed that volunteers wearing virtual reality helmets 
could control elements in a virtual world using their P300 components of ERPs 
(Beyliss et al., 2004). Gerd Pfurtscheller from Graz University of Technology in 
Austria used various parameters of EEG to control prostheses in paraplegic patients 
or to walk through a virtual city in healthy subjects (Leeb and Pfurtscheller, 2004) .  

  III.    DEEP BRAIN STIMULATION 

  A.    Psychosurgery 

When psychosurgery as a surgical procedure for treatment of severe psychiatric 
conditions emerged in the mid-20th century, the only method available to neu-
rosurgeons for modulating the brain was through destruction of targeted neural 
tissue. From Burckhardt to Fulton to Moniz and Freeman came the experience of 
ablation of frontal lobe tissue for the treatment of psychiatric disorders. However, 
the indiscriminate use of crude and large surgical interventions often led to dread-
ful consequences such as radical personality changes and cognitive decline      37   . The 
discovery of effective pharmacotherapy in 1960s seemed to become a panacea. Alas, 
it turned out not to be the case. There remain a large number of patients suffering 
from psychiatric disease without hope for improvement other than through surgi-
cal means. It is for this reason that the impetus for psychiatric surgery still remains. 

  B.    Stereotactic Neurosurgery 

While the development of stereotaxis in the latter half of the 20th century enabled 
neurosurgeons to refi ne their lesions with more precise interventions, ultimately 

    37  By the mid-1950s, over 20,000 frontal lobotomies had been performed in the United States 
alone. Although some patients benefi ted, many patients suffered. So, many countries throughout the 
world outlawed the practice. Thus, the birth and subsequent demise of the fi rst stage of psychiatric 
neurosurgery in the early and mid-20th century serve to caution the current attempts to intervene 
into the brain to improve the symptoms of intractable psychiatric illness.    
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ablation was still the only means of altering nervous system function. The stereo-
tactic lesion, while effective, is permanent in nature and therefore associated with 
the potential for permanent side effects. There is little room for error in terms of 
the placement, and once done, there is no means of adjusting the effect except by 
creating another or larger lesion      38   .

  C.    Deep Brain Stimulation as Reversible Destruction 

The experimental search for methods of reversible switching off the local brain 
activity was started in 1960s. In the Department of Human Neurophysiology of the 
Institute for Experimental Medicine in St. Petersburg (where the author worked in 
1970–1980) we were using methods of direct current stimulation and high fre-
quency stimulation for temporal switching off activity of neurons located around 
the electrodes implanted for diagnostic and therapeutic purposes in neurological 
patients     39   . However, only recently due to developing new electronic technology 
DBS was introduced into routine clinical practice and revolutionized the methods 
of neurosurgery (see  Fig. 23.8   ). DBS started with treatment of movement disorders 
and is now applied in the treatment of refractory psychiatric disease. 

DBS has advantages over lesioning procedures of neurosurgery. First, the effects 
produced by DBS are fully reversible. Second, stimulation parameters can be 
adjusted according to a patient’s changing symptoms and disease progression. Third, 
the stimulation can generally be turned on or off without the patient’s awareness, 
which provides a unique opportunity for double-blind studies. Along with advan-
tages, DBS has some disadvantages, primarily associated with the need for perma-
nent keeping the implant within the brain thus producing a danger for infection.   

  IV.    TRANSCRANIAL MAGNETIC STIMULATION 

  A.    Physics of TMS 

Transcranial magnetic stimulation (TMS) was introduced by Anthony Barker 
at the University of Sheffi eld, UK in 1985. TMS was then used as non-invasive, 
safe, and painless method of activating the human motor cortex and assessing the 

    38  Once made a destruction, the surgeon and, more importantly, the patient must live with the 
consequences, both good and bad. Nevertheless, the results and side effect profi les of modern lesion 
procedures have generally been favorable.    

    39  Surgical interventions for neurological and psychiatric diseases must use an extremely rigorous 
gauntlet of safety measures to ensure proper execution. In case of psychiatric disease, a patient must 
meet DSM-IV or ICD-10 criteria for a particular psychiatric disease such as OCD or major depression. 
Further, the candidate must meet strictly defi ned criteria for severity, chronicity, disability, and treatment 
refractoriness. For example, a patient must fail several rounds of treatment with multiple medications 
combined with appropriate psychotherapy before he/she is considered for surgical treatment.    
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integrity of the central motor pathways. Since its introduction, the use of TMS in 
clinical neurophysiology, neurology, and psychiatry has spread widely, mostly in 
research applications, but increasingly with clinical aims in mind. However, studies 
to date have not provided enough data to establish the objective indication for a 
systematic application of TMS as a therapeutic tool. 

TMS is based on the principle of electromagnetic induction, as discovered 
by Michael Faraday in 1838. If a pulse of electric current passing through a coil 
placed over a subject’s head has suffi cient strength and short duration it generates 
rapidly changing magnetic pulses that penetrate scalp and skull to reach the brain 

FIGURE 23.8    Deep brain stimulation (DBS) and transcranial magnetic stimulation (TMS). 
(a) DBS – the AC current is applied through the implanted electrodes with the goal to switch off or on 
(depending on the current frequency) neuronal activity near the electrode. (b) The electric pulse in the coil 
generates a changing magnetic fi eld that induces an electric current in the tissue, in the opposite direction.      
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with negligible attenuation. These magnetic pulses in their turn induce a second-
ary ionic current in the brain      40    ( Fig. 23.8 ). 

  B.    Diagnostic and Therapeutic Applications 

TMS delivered to different levels of the motor system can provide information 
about the excitability of the motor cortex, the functional integrity of intracortical 
neuronal structures, the conduction along corticospinal, corticonuclear, and callosal 
fi bers, as well as the function of nerve roots and peripheral motor pathway to the 
muscles      41   . The patterns of fi ndings in these studies can help to localize the level of 
a lesion within the nervous system, distinguish between a predominantly demyelin-
ating or axonal lesion in the motor tracts, or predict the functional motor outcome 
after an injury. 

To enhance the effects of magnetic stimulation, TMS can be applied repeatedly 
with frequencies from 1 pulse to more than 20 pulses per second. The effect of 
repetitive TMS may range from inhibition to facilitation, depending on the stimula-
tion variables. TMS at lower frequencies can suppress excitability of the motor cor-
tex, while 20    Hz stimulation trains seem to lead to a temporary increase in cortical 
excitability. The effect of low frequency repetitive TMS is robust and long lasting. 
This fi nding raises the possibility of therapeutic applications of repetitive TMS to 
“normalize ” pathologically decreased or increased levels of cortical activity.   

  V.    TRANSCRANIAL DIRECT CURRENT STIMULATION 

  A.    History 

From basic neurophysiology we know that a constant DC      42    shifts membrane poten-
tial of neurons toward either hypo or hyperpolarization depending on the direction 

    40  The capacity of TMS to depolarize neurons depends on the  “activating function, ” which causes 
transmembrane current to fl ow and can be described mathematically as the spatial derivative of the 
electric fi eld along the nerve. Depending on the orientation of the current induced in the brain, TMS 
will preferentially activate the pyramidal cells indirectly (i.e., trans-synaptically) to evoke indirect waves, 
or directly at their axon hillocks to cause direct waves. For TMS, fast conducting axons ( � 75    m/s) have 
a lower threshold for direct waves, whereas slow-conducting axons ( � 55    m/s) have a lower threshold 
for indirect waves.    

    41  When TMS is applied to the motor cortex at appropriate stimulation intensity, motor evoked 
potentials (MEPs) can be recorded from contralateral extremity muscles. Motor threshold refers to 
the lowest TMS intensity necessary to evoke MEPs in the target muscle when single-pulse stimuli are 
applied to the motor cortex. Motor threshold is believed to refl ect membrane excitability of corti-
cospinal neurons and interneurons projecting onto these neurons in the motor cortex, as well as the 
excitability of motor neurons in the spinal cord, neuromuscular junctions, and muscle.    

    42  DC is a fl ow of electric charge that does not change direction. It can be caused simply by apply-
ing two poles of an electric battery to the brain tissue.    
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of the current. Although the effect of electrical currents on living tissues has been 
known for centuries      43     , only in the middle of the 20th century systematic research of 
this phenomenon has been initiated. The evidence that a week scalp DC can induce 
prolonged changes in brain excitability opened new approaches to the management 
of neurological conditions. However, even nowadays whereas ample experimental 
data are available on brain polarization in animals, little is known about how weak 
DC applied through the scalp affects brain excitability in humans. Nowadays the 
procedure is called tDCS. 

Week direct currents in tDCS change membrane potentials of cortical neurons 
only slightly. The currents are much smaller than those used in a so-called elec-
troconvulsive therapy (ECT). ECT was discovered in 1930s by Italian scientists 
Bini and Cerletti. In those days ECT appeared as a fundamental breakthrough in 
the management of mental disorders. ECT produced the marked and consistent 
improvement in patients. ECT fundamentally differs from tDCS. Whereas ECT 
injects strong currents inducing convulsive activity in the brain, tDCS induces 
much smaller currents slightly modulating brain function by changing spontane-
ous neuronal activity      44    without inducing seizures. Available evidence indicates that 
unlike ECT, tDCS causes no memory disturbance or loss of consciousness, neither 
does it require the patient to be sedated or receive muscle relaxants. tDCS is so 
mild that the patients subjectively can not discriminate the feeling produced by 
tDCS when compared with sham. 

  B.    Procedure 

In a conventional tDCS procedure, a small amount of direct electric current is 
applied to the brain by means of two electrodes: the one is a  “stimulating ” elec-
trode, localized above the area that is supposed to be stimulated, and the other 
electrode is a  “reference electrode, ” localized on some  “silent” part of the brain 
or the body such as shoulder or earlobe ( Fig. 23.9   ). Two electrodes, attached cor-
respondingly to positive and negative poles of the DC source (e.g., a battery) and 

    43  The idea to use electricity for treatment of brain disturbances was so straightforward that its fi rst 
appearance was dated by 43–48 ACwhen Scribonius Largus observed that placing a live torpedo fi sh – 
delivering a strong direct electric current – over the scalp of a patient with headache elicited a sudden, 
transient stupor with pain relief. Neurophysiologists owe a special respect to the torpedo electric fi sh 
because its systematic study initiated by Walsh in 1773 started the science of electrophysiology. Several 
years later Italian scientists Galvani and Volta stated their work on effects of electricity on the leaving 
organs. Soon after, galvanic currents (DC) were applied in clinical medicine, particularly in mental 
disorders. In 1804, Galvani’s nephew Aldini reported the successful treatment of patients suffering from 
melancholia by applying galvanic currents over the head.    

    44  Although polarizing currents can not excite a silent cell, they slightly change membrane polar-
ization of neuronal cells which due to the collective and cumulative effects has a power for modulating 
the spontaneous cell fi ring.    
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placed on the scalp, produce electrical fi eld and, according to the Ohm’s law, elec-
tric currents along this electrical fi eld. 

  C.    Neurophysiological Mechanisms of 
Membrane Polarization 

Only a small part of the electric current passes through the cortex. Neurons in the 
cortex are oriented perpendicular to the surface, so that apical and basal dendrites 
are located in different layers. The electric fi eld and corresponding current under 
the anode electrode induces a lack of positive ions at the basal compartment of 
the neuronal membrane. The lack of positive ions induces depolarization of the 
basal part of the neuronal membrane. Depolarization activates voltage gated Ca      �      �  
and Na      �      channels and is associated with increase of excitability of the neuron. 
The increase of excitability leads to increase of the overall background activity of 
depolarized neurons. The net effect is a so-called  “anodal activation ” of neurons. 
Vice versa, the current under the cathode electrode induces an excess of positive 
ions near the external part of the basal membrane. This induces hyperpolarization 
of this part of the membrane. Hyperpolarization inactivates Ca �      � and Na      �      chan-
nels. The excitability of the neuron reduced and the frequency of the background 
activity decreases. The net effect is a cathodal suppression of neurons. 

Although changes in the basal membrane potential induced by 1    mA DCs are 
small to generate a spike, they start amplifi cation processes in neuronal networks. 
These amplifi cation factors eventually induce signifi cant physiological effects. We 
know at least one amplifi cation factor in the nervous system – collective effect due 
to recurrent excitatory connections in the cortical areas. In the recurrent networks 
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FIGURE 23.9    Transcranial direct current stimulation (tDCS). Left – a scheme of tDCS: two elec-
trodes are attached to the head, the electric current is provided by a battery driven device. The current 
usually does not exceed 1    mA while only a small part of it goes through the cortical grey matter. In the 
cortical layers the  “anodal” current depolarizes pyramidal cells at their basal membrane (see at right – the 
current fl ow of a pyramidal neuron within the cortex).    
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a small change in membrane potentials can lead to large changes in the overall neu-
ronal spiking. From this point of view, tDCS can be considered as a sub-threshold 
stimulation technique modulating spontaneous cortical activity and thereby induc-
ing transient functional changes in the human brain. tDCS elicits minimal discom-
fort and no negative sensations. A recent study (Gandiga et al., 2006) showed that 
sham (a situation when the researcher pretended to switch on the device, but actu-
ally does not inject the current) can not be distinguished from tDCS. This last fact 
actually implies that tDCS is a nice tool for double-blind placebo-controlled clini-
cal studies. 

In early 1970 the author worked together with a group that carried out 
research on tDCS in the Institute of Experimental Medicine of the Academy of 
Medical Sciences of the USSR. These studies started in the Department of Human 
Neurophysiology on patients to whom electrodes were stereotactically implanted 
for diagnosis and therapy. It was noticed that application of the anodal current 
increased multi-unit activity while the cathodal current decreased neuronal activ-
ity. Cathodal DC was used as a diagnostic procedure for temporal switching off 
neuronal networks around the electrode before making decision about further 
lesions in this brain location. In 1970–1980 experiments with polarizing brain tis-
sues were continued on cats and dogs at the Institute of Experimental Medicine. 
These experiments proved that the anodal currents activate neurons, while the 
cathodal currents inhibit them. In 1980 the polarization methods were started in 
a few clinics of Leningrad for treatment of neurological and psychiatric patients. 
Unfortunately, several tragic events (the death of two principle scientists, collapse 
of the Soviet Union, and following termination of funding the basic research) led 
to interruption of these very promising studies. Only in the beginning of the 21st 
century the research was continued. Nowadays, polarization methods are used with 
good success in correcting behavior of ADHD children and for treatment of chil-
dren with speech delay. During the last 5 years the interest to direct current stimu-
lation returned in the western world. This renaissance was partly associated with a 
search for alternative (non-pharmacological) methods of brain stimulation      45   .

  D.    Physiological Evidence 

From neurophysiological studies we know that slow changes of potential recorded 
from the scalp refl ect shifts in the overall membrane potential of the cortical neurons. 

    45  The research groups that now deal with tDCS are located in: National Institute of Neurological 
Disorders and Stroke, NIH, Bethesda, USA; Harvard Center for Non-invasive Brain Stimulation, 
Boston, USA; Institute of Neurology, University College, London, England; University of Occupational 
and Environmental Health, Japan; Universita di Milano, Italy; and in several universities in Germany – 
University of Goettingen, University of Luebeck, University of Kiel, Eberhard-Karls University of 
Tuebingen.    
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The idea that modulation of these slow potentials by simply injecting currents 
might effect psychological operations of the brain was so obvious that several labo-
ratories in 1960–1970 were testing this suggestion. The question was if the poten-
tials at the level of single neurons had been strong enough to modulate excitability 
of neurons. Evidence that DC delivered to the human scalp can infl uence brain 
excitability was obtained in patients with temporal lobe epilepsy by recording the 
potential difference from implanted electrodes for presurgical evaluation during 
scalp DC polarization at intensities up to 1.5    mA (Dymond et al., 1975). At this 
intensity of the injected current, the potential gradients within the cortex ranged 
from 6.4 to 16.4    mV/cm. Those gradients are strong enough to modulate sponta-
neous neuronal fi ring as was shown in crayfi sh and lobster experimental prepara-
tions by Terzuolo and Bullock (1956). 

One of the direct physiological evidences of effects of DC polarization came 
recently from experiments using changes in the muscle twitch evoked by TMS 
as indicators of changes in cortical excitability. In these experiments the anode 
(or cathode) was located over the motor cortex. The effect of tDCS was tested 
by recording muscle potentials evoked in response to a pulse of TMS ( Fig. 23.10   ). 
Figure 23.10  shows that changes in excitability of the motor cortex induced by 
5   min of tDCS last only for 5    min. Further research shows that longer periods of 
tDCS lead to prolongation (up to an hour) of the effect. It should be noted that 
the changes in the cortical excitability turned out to be local. For example, only 
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FIGURE 23.10    Polarity-specifi c effects of tDCS on excitability of the motor cortex. The  y -axis 
shows the relative amplitude of the motor potential evoked by TMS after tDCS applied to the motor 
cortex during 5    min. The  x-axis shows the time elapsed after the end of tDCS.  “Heads” at the top 
right schematically show the procedures of application of tDCS and TMS. Adapted from Nitsche and 
Paulus (2001).    
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tDCS of the motor cortex but not occipital or contralateral cortical areas induced 
activation or inhibition measured selectively in the motor cortex      46     .

  E.    Behavioral Effects 

Historically, application of tDCS started in experiments with healthy volunteers. 
In one of the studies carried out in 1964 (Lippold et al., 1964) DC of 0.5    mA was 
injected through two frontal electrodes and one electrode over the right knee. The 
study showed that scalp anodal currents induced an increase in alertness, mood, 
and motor activity, whereas cathodal polarization produced quietness and apathy. 
However, it took almost 40 years for the tDCS to re-appear as a research tool. 
In a recent study of a German group from the University of Goettingen (Antal et al., 
2001) cathodal DC stimulation of 1    mA over the occipital cortex signifi cantly 
decreased contrast sensitivity during and immediately after DC application. 
It should be noted that in all recent studies the effects of tDCS were compared 
with effects induced by sham trials      47   .

Transcranial direct current stimulation is considered as a quite safe procedure. 
None of the foregoing studies reported the occurrence of side effects. Nitsche and 
Paulus (2001) found no changes in serum concentrations of neuron-specifi c eno-
lase, a sensitive marker of neuronal damage, after the offset of DC. DC stimulation 
for several minutes, at 1    mA intensity with an electrode area of 35    cm2, is consid-
ered safe by Nitsche and Paulus (2000, 2001)      48   .

  F.    Clinical Applications 

In parallel with experiments on healthy subjects studies were performed on 
patients. In one of the early studies the anodal scalp DC was shown to improve the 
mood in depressed patients (Costain et al., 1964). In our own studies carried out at 
the Institute of the Human Brain, tDCS was used to improve symptoms of ADHD. 

    46  In a study of a group of scientists from University of Goettingen (Antal et al., 2005) the EEG 
activity in the visual cortex of healthy human subjects after weak tDCS was analyzed. The study showed 
that cathodal stimulation signifi cantly decreased while the anodal stimulation slightly increased the nor-
malized beta and gamma frequency powers. This observation is in line with speculation that anodal 
stimulation increases metabolic activity of the corresponding cortical area while cathodal stimulation 
inhibits the cortex.    

    47  The method is ideally suited for these purposes. The application of tDCS evokes only week sen-
sations at the abrupt onset of the current, but if applied with slow increasing intensity no sensations 
are felt at all. So, in sham control the current usually switches on (to imitate tDCS) for a few seconds 
and then gradually switches off.    

    48  Our own experience shows that tDCS with 0.3–0.7    mA, with electrode area of 4    cm2 during 
20–40    min may produce mild side effects, such as agitation, lack of sleep, or head aches.    
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    49  Direct current was applied through two gel-sponge electrodes (surface area 25     cm 2) embedded 
in a saline-soaked solution. The anode was positioned on the projection of the hand knob area of the 
primary motor cortex of the affected hemisphere on the patient’s scalp, and the cathode on the skin 
overlying the contralateral supraorbital region. Anodal tDCS was delivered for 20    min in the tDCS 
session and for up to 30     s in the sham session.    

FIGURE 23.11    tDCS in a patient with neglect. (a) From top to bottom – s-LORETA images 
of evoked potentials taken at different times and at different conditions (before, after) of the patient. 
(b) ERPs to GO stimuli in the neglect patient before (thin line), after (dotted line) several sessions of 
tDCS in comparison to ERPs computed for a group of healthy subjects of the same age (thick line). 
(c) Electrodes location. White area schematically depicts the area of lesion.      
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The experimental fi ndings on tDCS stimulation of motor areas carried out by 
the group from the University of Goettingen prompted application of tDCS for 
rehabilitation of stroke patients. In a recent study by Hummel et al., (2005) tDCS   
was successfully used in patients with 1–2 year history of stroke compromising 
motor functions      49   . Improvements in motor performance that appeared during 
tDCS, persisted beyond the stimulation period for at least 25    min and returned to 
baseline levels days later. 
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In our own pilot studies      50    we applied tDCS for three patients with the right 
parietal stroke accompanied by neglect.  Figure 23.11    represents results in one of 
the patients. As one can see, the fi rst component (P1) of ERPs of the patient is 
generated asymmetrically at the left occipital area with deviations from normality 
at the right side. The second N1 component is also generated asymmetrically, but 
more laterally and anterior in the temporal cortex and is absent at the right side. 
The third late component with latency of 300    ms is dramatically enhanced at the 
right side      51   . tDCS signifi cantly decreased the latency of the N1 component at the 
left side and shifted the location of generators of the late positive components. 
Psychologically after tDCS, patients performed signifi cantly better in lateralized 
tasks     52   . More clinical studies are needed, but the presented data show possible 
therapeutic effect of tDCS and advantages of ERP components for monitoring 
the effect.                                                                                          

    50  The study was performed in Rehabilitation Center in Mokvol, Trondheim, Norway. 
Neurophsychologists Jan Bruno, Knut Hestad were responsible for psychological assessment and test-
ing of patients before, during, and after 20     min sessions of tDCS.    

    51  The increase of the P3 component at the right side is explained by dysinhibition of the cortical 
areas that surround the area of lesion. Recall that lateral inhibition is one of the common features of 
cotico-thalamic pathways, so that the lesion of a part of the cortex suppress inhibitory effects of this 
part and thereby dysinhibit the surrounding parts.    

    52  One of the patients received driver license which he was unable to get during 2 years after the 
stroke.    
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  I.    GENERAL PRINCIPLES OF EEG ASSESSMENT 
AND NEUROTHERAPY 

Below we are going to summarize basic principles of the methodology of assess-
ment of brain functions and dysfunctions presented in the book. This methodol-
ogy was developed in the author’s laboratory of the Institute of the Human Brain 
of Russian Academy of Sciences. The methodology is based on a fundamental and 
applied research performed in the laboratory during the last 30 years. The meth-
odology was tested in the Center of Neurotherapy of the Institute during assess-
ment and treatment of thousands of patients with different brain dysfunctions 
such as attention defi cit hyperactivity disorder (ADHD), speech delay, obsessive-
compulsive disorder (OCD), drug addiction, epilepsy. 

  A.    Principle 1 

  Electroencephalogram (EEG) oscillations and event-related potentials (ERPs) refl ect differ-
ent and quite independent processes within the brain: (1) EEG oscillations are manifesta-
tions of self-regulation of the cortical areas and are associated with modulation of information 

                    Conclusion 



Conclusion    507

fl ow in cortico-subcortical neuronal networks, and (2)ERPs refl ect the fl ow of the signal 
induced by the external event and associated with the reactions of the brain such as extract-
ing physical, semantic, and emotional features of the stimulus, selection, and execution of 
actions.  

The two independent processes are measured by two different methods. The 
EEG spontaneous oscillations are usually compressed into the frequency domain by 
means of the Fourier analysis, while their dynamics in response to tasks is assessed 
by the wavelet analysis. ERPs are computed by averaging techniques in which 
the spontaneous oscillations that are not time locked to stimuli cancel each other. 
Consequently, the averaged potentials are independent of the background activity 
and refl ect the fl ow of the signal within the neuronal networks of the brain. 

  B.    Principle 2 

  EEG oscillations and ERPs are decomposed into separate components. The spectral compo-
nents are associated with different types of EEG rhythms each of them refl ecting different 
neuronal mechanism of cortical regulation. The ERP components are associated with different 
psychological operations such as processing primary sensory information, extracting semantic 
meaning and spatial location of the signal, encoding emotional reactions and feelings, detect-
ing physical and semantic changes, selecting and suppressing actions, monitoring the results of 
executed or suppressed actions.

Different methods can be applied for separation the components of EEG activ-
ity and ERPs. One of the modern methods is independent component analysis 
(ICA). 

The ICA can be applied to raw EEG as well as for “whitening” spectra. In 
the healthy brain the ICA enable us to separate several types of “normal” EEG 
rhythms, such as parietal and occipital alpha rhythms, mu-rhythms, beta rhythms, 
and the frontal midline theta rhythm. The normal rhythms are generated by dif-
ferent mechanisms and refl ect different modulation properties of neuronal net-
works. Alpha rhythms are generated by cortico-thalamic reciprocally connected 
networks and refl ect idling states of sensory systems. Beta rhythms are generated 
by the interplay between excitatory and inhibitory connections in cortical net-
works and seem to play a reset function for eliminating the traces of the previous 
cortical activation. The frontal midline theta rhythm is generated in the septo-
hippocampal circuits and is associated with enhancement of encoding the epi-
sodic memory. Any type of impairment in neuronal circuits can lead to decrease 
or increase of a normal rhythm, or to emergence of a pathological rhythmicity. 

The ICA can be applied to trials of raw EEG as well as to a set of individual 
ERPs computed for a homogeneous group of subjects or patients. The extracted 
ERP components refl ect stages of sensory processing, comparison operations, 
engagement, action suppression and monitoring operations as well as some other 
psychological processes. 
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  C.    Principle 3 

  Brain is decomposed into basic systems: the sensory systems in visual, auditory somato-
sensory … modalities, attentional networks, the affective system, the executive system, and the 
memory systems. Modulation of information fl ow in each of the systems is characterized by 
specifi c rhythms while stages of information processing in these systems are refl ected in specifi c 
ERP components.

The two  Tables C.1 and C.2      represent summaries separately for EEG rhythmic 
activities and ERP components, their location, mechanisms of generation, func-
tional meaning, and association with brain systems. 

  D.    Principle 4 

  Varying tasks and modalities it is feasible to test functioning of practically all cortical areas of 
the brain. For a particular patient the choice of the task is defi ned on the patient’s complains 
and on the basis of corresponding neuropsychological impairments in the patient.  

This principle is illustrated in  Fig. C.1   . We selected only the largest components 
that were extracted in response to visual stimuli in three different tasks (the two 
stimulus GO/NOGO task, the reading task, the mathematic task) from the Human 
Brain Institute Normative Database. Note that almost the whole cortical mantle is 
covered by the components ’ generators distributed over various cortical areas from 
the occipital cortex to the anterior cingulate cortex. Note also, that the brain is a 
heavily interconnected neuronal network in which neurons in different cortical areas 
fi re simultaneously to maintain a certain operation. s-LORTEA images presented in 
Fig. C.1  show only the top of  “icebergs” of widely distributed cortical activities. 

  E.    Principle 5 

  Any of the brain systems obeys to the inverted U-law. The law claims that responses of 
the system are largest if the activity of the system stays within the normal range and are 
abnormally smaller if the overall level of activation of the system is below or higher than the 
normal range.  

The level of activation of the system can be assessed by spectral analysis of the 
spontaneous EEG generated by the cortical part of the system. In general, excess 
of alpha activity in comparison to the normative range is associated with hypo-
activation of the system, while excess of beta activity is associated with hyperac-
tivation of the system. The responses of the system are refl ected in amplitude and 
latency of the components generated by cortical areas of the system      1   .

    1  For example, abnormally high amplitude of beta activity generated in the medial prefrontal cortex 
indicates overactivation of this part of the executive system while abnormally small P3 monitoring 
component indicates a reduced response of this system in situations that need monitoring of actions.    
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  F.    Principle 6 

  Brain disorders can be classifi ed in association with impairment of brain systems and diagnosed 
according to deviations from normality in the corresponding EEG spectral and ERP parameters.  

Any of the currently used classifi cation systems, such as DSM-IV or ICD-10, 
is based on description of the patient’s behavior and, in this respect, is subjective. 

 TABLE C.1     Normal Rhythms of the Human Brain 

   Name Frequency 
(Hz)

Topography  Mechanism of 
generation

Function Brain
system

   Occipital 
alpha
rhythm 

8–12 O1, O2 Ca     �      �  spikes 
following 
hyperpolarization  
of thalamo-cortical 
cells of the lateral 
geniculate body. 

 Refl ects idling 
state of the fi rst 
order visual areas. 
Primary visual 
information is 
suppressed but 
the cortex is 
ready to promptly 
process it. 

 Sensory 
systems

   Parietal 
alpha
rhythm 

8–12 Pz Ca     �      �  spikes 
following 
hyperpolarization  
of the thalamo-
cortical cells in 
the pulvinar 
nucleus. 

 Refl ects idling 
state of the 
second order 
visual areas. 

 Sensory 
systems

   Mu-rhythm  9–13 C3, C4 Ca     �      �  spikes 
following 
hyperpolarization  
of the thalamo-
cortical cells in the 
ventral-posterior 
nucleus. 

 Refl ects idling 
state of the 
somato-sensory 
system. 

 Sensory 
systems

   Beta 
rhythms 

13–30 Frontal or 
central
areas 

 The interplay 
between excitatory 
and inhibitory 
connections
within cortical 
networks in the 
state of 
depolarization.

 Is associated 
with resetting 
the trace of 
cortical activation 

Any system 

   Frontal 
midline
theta

5–8 Fz Depolarization  
in the septo-
hippocampal
circuit in response 
to a salient stimulus. 

 Refl ects chunking 
information into 
episodic memory. 

 Episodic 
memory 
system
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 TABLE C.2     Main ERP Components 

   Name Task  Peak 
latency
(ms)

Topography  Generator Functional
meaning

 Brain 
System

   MMN Auditory 
oddball

140 Fz Temporal 
and frontal 
cortex. 

 Automatic 
comparison 
of a regularity 
of acoustic 
stimulus with 
the sensory 
trace. 

 Sensory 
system

   P1 and N1  Any 
stimulus 
presentation 

100 Modality
specifi c 

 In vicinity 
of primary 
sensory 
areas. 

 Information 
processing in 
sensory systems 

 Sensory 
system

   P3b Active 
oddball in 
any modality 

300 Pz Widely 
distributed 
basal ganglia 
thalamo-
cortical 
circuits. 

 Activation of 
posterior 
anterior regions 
needed to 
execution of 
action. 

 Executive 
system

   P2 
comparison 

 Discrimination 
tasks

240–300 T5, T6 
visual, 
F7, F8 
auditory 

 Association 
areas in 
visual and 
auditory 
modalities. 

 Activation of 
neurons that 
detect a change 
in physical 
or semantic 
characteristics 
of the repetitive 
stimulus. 

 Sensory 
system

   P400 
NOGO

GO/NOGO 400 Fz Anterior
gyrus 
cingulus
and medial 
prefrontal 
cortex. 

 Monitoring 
operation, that is, 
activation 
of neurons that 
compare an 
executed 
action with the 
prepared one. 

 Executive 
system

   P3a Three 
stimulus 
oddball

260–300 Fz Widely 
distributed 
prefrontal 
areas 

 Attention shift.  Executive 
system

Several components of quantitative electroencephalography (QEEG) and ERPs 
have been suggested as plausible candidates for objective physiological markers of 
diseases – endophenotypes. Although more systematic research is required the fi rst 
results are very promising (see  Table C.3   ). 
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FIGURE C.1 Independent components in response to visual stimuli. The largest in amplitude 
independent components extracted in response to visual stimuli presented in the three tasks of the 
Human Brain Institute Normative Database. The tasks are the two stimulus visual GO/NOGO task, 
reading and math tasks. From Left to right – (1) topography of components (2) time courses of com-
ponents, (3) s-LORETA images of cortical generators of components.
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  G.    Principle 7 

  Transcranial direct current stimulation (tDCS) and neurofeedback provide electrophysiologi-
cally based tools for activation or suppression of cortical neuronal networks.  

tDCS implies injection of small amount of direct currents that depolarize 
(anodal currents) and hyperpolarize (cathodal currents) cortical pyramidal cells 
under the stimulation electrode. Neurofeedback implies active involvement of the 
subject in voluntarily changing the EEG parameters recorded from a given elec-
trode. Our recent studies have shown that the combination of these two techniques 
might be the best way of activating or suppressing the impaired brain system.   

  II.    TOPICS OF FURTHER RESEARCH 

The methods of QEEG/ERPs assessment of brain functions and dysfunctions 
introduced in the book represent a relatively new but fast developing fi eld of 

 TABLE C.3     Classifi cation of Brain Diseases and Their Endophenotypes 

   Diagnostic 
category 
DSM-IV

 Examples of 
disorders 

 Brain 
system

 EEG 
endophenotype

 ERP 
endophenotype

   Disorders usually 
fi rst diagnosed in 
infancy, childhood, 
and adolescence 

 ADHD, autism, 
learning disorders, 
conduct disorder 

 Executive 
system

 Increase of 
theta beta 
ratio fronto-
centrally

 Decrease of 
P2 comparison, 
decrease of 
P4 monitoring 

   Psychotic 
disorders 

Schizophrenia  Executive 
system

 Increase of 
beta activity 
frontally 

 Decrease of P3b 

   Mood 
disorders 

 Major depression, 
bipolar disorder 

 Affective 
system

 Left      �      Right 
asymmetry in 
frontal alpha 
activity 

 Elevated ERPs 
to negative 
stimuli, Left–
Right asymmetry 
in ERPs 

   Anxiety 
disorders 

 OCD, generalized 
anxiety disorder, 
post-traumatic
stress disorder 

 Executive 
system

 Increase of 
beta activity 
centrally

 Decrease of 
P4 monitoring 

   Delirium, 
dementia, amnestic, 
and other cognitive 
disorders 

 Alzheimer’s 
disease

 Episodic 
memory 
system

 Increase of 
theta activity 
fronto-
centrally

 Decrease of 
P3b and P4 
monitoring 
components

   Substance-
related 
disorders 

 Heroin 
addiction, 
alcoholism

 Affective 
and executive 
systems

 Increase of 
beta activity 
centrally

 Decrease of 
P4 monitoring 
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fundamental and clinical research. Electrophysiology-based methods for correcting 
brain dysfunctions, such as tDCS and neurofeedback, are still in their infancy. They 
are confi ned by laboratory settings and are considered mostly as experimental 
methods. Below we present the topics of the most argent, from our point of view, 
projects that need to be done within the frames of the fi led in a recent future. 

  A.    Topic 1: Constructing Standard Paradigms for 
Assessment of Affective and Memory Systems 

The methods for assessment functioning of the attentional networks and the exec-
utive system of the brain presented in the book      2    could serve as a good example of 
how standardized paradigms for assessment of the affective and memory systems 
could be designed. For example, using a standard structure of the GO/NOGO 
paradigm we can suggest a new task for assessing the affective system of the brain. 
In this task, images of sad, happy, and neutral faces could be presented instead 
of images of plants, animals, and humans used in the two stimulus GO/NOGO 
visual task of the Human Brain Institute Database. The patient’s task would be to 
recognize the emotional expression of faces and to press a button in response to 
two happy faces      3   . Differences of EEG reactions between happy and sad stimuli 
as well as differences between happy/sad stimuli and neutral ones could serve as 
indexes of functioning of the affective system of the brain. These indexes might 
serve as endophenotypes of autism, depression, and other affective disorders. 

  B.    Topic 2: Extracting Independent ERP Components in 
Behavioral Paradigms 

The ICA applied to a set of individual ERPs of a large group of healthy sub-
jects provides a powerful tool for constructing spatial fi lters for ERP components 
refl ecting basic psychological operations of the human brain. The ICA compo-
nents extracted in response to visual stimuli in the three tasks of the Human Brain 
Institute Database (GO/NOGO, math, and reading tasks) are presented in  Fig. C.1 .
Note that the components evoked in the three task conditions are associated with 
activation of quite different cortical areas. For example, neurons encoding primary 
visual features, form, arithmetic properties and written words are located in quite 
different (practically non-overlapping) posterior cortical areas, while neurons 
responsible for psychological operations with actions (such as action suppression 
and action monitoring) are located in the frontal–central regions of the brain. 

    2  They are oddball, three stimulus, and GO/NOGO paradigms, which now could be considered as 
standard and well studied paradigms.    

    3  The other option would be to standardize existing paradigms, such as the old/new and the posi-
tive/negative task that were developed for studying the memory and affective systems correspondingly.    



514    Quantitative EEG, Event-Related Potentials and Neurotherapy

Similar approach can be applied to ERPs computed for a homogeneous group 
of subjects performing other behavioral paradigms      4   . The software of the Human 
Brain Institute Database provides the users with all computational procedures to 
implement the methodological approach, including constructing protocols, record-
ing and storing EEG records in the built-in database, automated correcting artifacts, 
averaging and computing numbers of omission and commission errors, perform-
ing ICA on a group of collected ERPs, computing low resolution electromagnetic 
tomography (LORETA) and s-LORETA images of the extracted components. 

  C.    Topic 3: Using ERPs Independent Components as 
Endophenotypes in Diagnosis of Different Brain 
Disorders 

In the book we discussed possible ERPs and QEEG markers of different brain 
disorders such as ADHD, OCD, schizophrenia, depression  … However, the meth-
odology presented in the book is still in its infancy. During the last few years after 
development of the Human Brain Institute Normative Database the EEG spectra 
and the cognitive independent components in different groups of patients have 
been collected and analyzed. The data are now continued collecting in different 
scientifi c and clinical centers of the world. So, the project has been actually started. 
It should be noted that the main problem of the project is diffi culty in fi nding 
medication free patients such as fi nding patients with depression who had never 
been treated with medication.      5    Note also, that the number of patients belong-
ing to a separate disease has to be from 100 to 1000, that is, comparable with the 
number of healthy individuals. So the project on this topic is supposed to unite 
the efforts in different centers in order to create a Common QEEG/ERP Patient 
Database which must include several thousands of patients in different categories. 

After the Patient Database has been completed, the next step would be to fi nd 
the endophenotypes that are specifi c for a disorder or a group of disorders. The 
endophenotypes must not necessarily be a single QEEG or ERPs      6    parameter. It is 
quite possible that separation between different disorders may be done by means 
of so-called discrimination plains in multidimensional space of parameters. Each 
discrimination plain may represent a linear combination of the parameters with 
corresponding weights. The fi rst attempt in discriminating a specifi c disorder from 

    4  Electrophysiological laboratories all over the world prefer their own behavioral paradigms 
designed in the laboratories for specifi c scientifi c purposes. It seems impossible to force the laborato-
ries to study the same behavioral paradigms but it is quite feasible to provide them with a common 
tool for using it in studies of the brain.    

    5  Note that collecting data in a child population provides better chances of getting medication free 
patients of ADHD, dyslexia, and learning disabilities.    

    6  Even if we will be using independent components both for EEG and ERPs.    
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the normal population was done by Roy John in 1980s      7   . Later the attempt was 
continued by Bob Thatcher. Note, however, in all these cases that discriminations 
were done only for single disorders, such as discrimination of QEEG of patients 
with traumatic brain injury from QEEG of healthy subjects in the Thatcher’s 
Database. So far there is no possibility to associate the QEEG of a patient with a 
particular disease. 

  D.    Topic 4: Using ERP Endophenotypes in 
Pharmacotherapy (Pharmaco-ERP) 

The project on this topic is supposed to study the effect of different antipsy-
chotic and neurotrophic drugs on ERP independent components. By using this 
approach we will get a clue to how different disorders associated with impairment 
of certain ERP components might be treated by different pharmaceutical agents. 
The roots of this topic take place in pharmaco-EEG initiated in 1950–1960s. 
However, big variations of spectral parameters of raw EEG in the normal popula-
tion imposed certain limitations on this QEEG-based approach. The application 
of ERPs and especially ERPs independent components open new horizons in 
using physiological methods for monitoring effects of pharmaceutical agents on 
the human brain. 

  E.    Topic 5: Using Double-Blind Placebo Controlled 
Studies to Show Behavioral and Electrophysiological 
Changes Induced by tDCS and Neurofeedback 

Although several attempts have been made in several laboratories with positive 
results, the studies were carried out on a limited number of patients. Moreover 
most of the studies were using the same protocol for the same group of patients 
irrespectively of QEEG/ERPs subtype of the disorder. As we showed in this book 
protocols of neurofeedback and tDCS must be defi ned by QEEG/ERP analy-
sis and tailored to a specifi c pattern of dysfunction. It must be stressed here that 
tDCS and neurofeedback provide two different approaches aiming the same goal – 
activation or suppression of the corresponding brain system. It appears that a 
combination of these two methods may provide better clinical results. Indeed by 
combining the two methods we explore both (1) the ability of the subject to 
change voluntarily the state of his/her own brain and (2) the ability of neurons of 
the brain to undergo plastic changes induced by injected electric currents.    

    7  Unfortunately the QEEG parameters were limited to few standard bands while EEG was recorded 
only in eyes closed condition.    
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