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Introduction to the Series 
 
Since its inception in 1989, the Tutorial Texts (TT) series has grown to more than 
80 titles covering many diverse fields of science and engineering. The initial idea 
for the series was to make material presented in SPIE short courses available to 
those who could not attend and to provide a reference text for those who could. 
Thus, many of the texts in this series are generated by augmenting course notes 
with descriptive text that further illuminates the subject. In this way, the TT 
becomes an excellent stand-alone reference that finds a much wider audience 
than only short course attendees. 

Tutorial Texts have grown in popularity and in the scope of material covered 
since 1989. They no longer necessarily stem from short courses; rather, they are 
often generated by experts in the field. They are popular because they provide a 
ready reference to those wishing to learn about emerging technologies or the 
latest information within their field. The topics within the series have grown from 
the initial areas of geometrical optics, optical detectors, and image processing to 
include the emerging fields of nanotechnology, biomedical optics, fiber optics, 
and laser technologies. Authors contributing to the TT series are instructed to 
provide introductory material so that those new to the field may use the book as a 
starting point to get a basic grasp of the material. It is hoped that some readers 
may develop sufficient interest to take a short course by the author or pursue 
further research in more advanced books to delve deeper into the subject. 

The books in this series are distinguished from other technical monographs 
and textbooks in the way in which the material is presented. In keeping with the 
tutorial nature of the series, there is an emphasis on the use of graphical and 
illustrative material to better elucidate basic and advanced concepts. There is also 
heavy use of tabular reference data and numerous examples to further explain the 
concepts presented. The publishing time for the books is kept to a minimum so 
that the books will be as timely and up-to-date as possible. Furthermore, these 
introductory books are competitively priced compared to more traditional books 
on the same subject.  

When a proposal for a text is received, each proposal is evaluated to 
determine the relevance of the proposed topic. This initial reviewing process has 
been very helpful to authors in identifying, early in the writing process, the need 
for additional material or other changes in approach that would serve to 
strengthen the text. Once a manuscript is completed, it is peer reviewed to ensure 
that chapters communicate accurately the essential ingredients of the science and 
technologies under discussion.  

It is my goal to maintain the style and quality of books in the series and to 
further expand the topic areas to include new emerging fields as they become of 
interest to our reading audience. 
 

James A. Harrington 
Rutgers University 





Dedicated to the undergraduates who have forced me to look 
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my life. I hope I have, in some small way, returned the favor. 





ix

Contents

Preface xiii
Acknowledgments xv

List of Contributors xvii

1 Introduction 1
1.1 Scope ..............................................................................................1
1.2 Perspective on the Field .................................................................2
1.3 Structure of the Book ......................................................................4
References ...........................................................................................5

2 Review of Radiometry 7
2.1 Radiometric Terms ..........................................................................7

2.1.1 Definition of terms ..................................................................7
2.1.2 Blackbody radiators .............................................................17

References..........................................................................................20

3 The Wave Nature of EM Energy and an Introduction of the 
Polarization Ellipse 21
3.1 Wave Nature of EM Energy ..........................................................21
3.2 The Polarization Ellipse  ...............................................................27
3.3 Special (Degenerate) Forms of the Polarization Ellipse ............... 31

3.3.1 Linear polarization ...............................................................31
3.3.2 Unrotated ellipse ..................................................................31

References..........................................................................................32

4 Representation of the Polarimetric State of a Beam 33
4.1 The Stokes Parameters ................................................................33
4.2 Stokes Vector Representation ......................................................34
4.3 Methods to Characterize and Interpret Stokes Vectors ................ 38
4.4 Parameters of the Polarization Ellipse and the Poincaré Sphere . 44



x Table of Contents

References..........................................................................................49

5 Polarimetric Interactions: Reflection and Transmission 51
5.1 Fresnel Specular Reflection ..........................................................51
5.2 Polarized Transmission and Polarizing Materials ......................... 54
5.3 The Mueller Matrix: Polarimetric Energy-Matter Interactions  ....... 57
References..........................................................................................61

6 Polarimetric Bidirectional Reflectance Distribution Functions 
(pBRDF) 63
6.1 Bidirectional Reflectance Distribution Functions ........................... 63

6.1.1 Ways to characterize reflectance ......................................... 63
6.2 Polarimetric Bidirectional Reflectance Distribution Functions 

(pBRDF).........................................................................................67
6.2.1 Specular reflectors ...............................................................67
6.2.2 Optical scatter from surfaces ............................................... 71

6.3 Reflectance Variability or Texture .................................................. 76
6.4 BRDF Measurement .....................................................................77

6.4.1 Conventional laboratory measurements .............................. 78
6.4.2 Camera-based measurements ............................................ 79
6.4.3 Field measurements ............................................................82

6.4.3.1 Overhead BRDF measurement ............................... 84
6.4.4 Polarimetric BRDF measurement ........................................ 85

6.5 BRDF Models................................................................................88
6.5.1 Torrance-Sparrow model .....................................................88
6.5.2 Maxwell-Beard model  .........................................................89
6.5.3 Polarimetric BRDF models .................................................. 94

6.5.3.1 Target material pBRDF models ............................... 94
6.5.3.2 Background material pBRDF models  ..................... 95

6.6 Summary of pBRDF Concepts......................................................96
References........................................................................................101

7 Polarized Form of the Governing Equation Including  
Atmospheric Scattering Terms 107
7.1 Governing Polarized Radiance Equation .................................... 107

7.1.1. Scalar representation of the governing equation  ............. 107
7.1.2 Governing equation—Stokes representation  .................... 109



xiTable of Contents

7.2 Atmospheric Scattering and the Polarized State of the Terms 
  in the Governing Equation ......................................................... 112
7.2.1 Characterization of the polarized state of the incident 

radiative field ..................................................................... 113
7.2.1.1 Rayleigh scatter ..................................................... 114
7.2.1.2 Aerosol and nonselective scatter ........................... 116

7.2.2 Estimation of the atmospheric terms in the polarized 
governing equation ............................................................ 116
7.2.2.1 Use of radiative transfer codes to estimate 
polarimetric atmospheric terms ......................................... 117
7.2.2.2 Visualization of sky polarization and validation  
of the DIRSIG implementation of MODTRAN-P ................ 122

7.3 Predicting the Polarimetric Radiance at the Sensor ................... 128
References........................................................................................132

Color Plate Section

8 Sensors for Measuring the Polarized State of a Beam 135
8.1 Sensing of Polarization Contrast.................................................135
8.2 Generalized Stokes Vector Polarimeters  ................................... 138
8.3 Polarimetric Imaging Sensors .....................................................144
8.4 Issues Related to Polarimetric Imaging Sensors ........................ 149
References........................................................................................151

9 Processing and Display Algorithms 153
9.1 Display of Polarimetric Images ...................................................153
9.2 Data Processing and Analysis ....................................................160
References........................................................................................162

10 Measurements and Modeling of the pBRDF of Materials 165
10.1 Polarimetric BRDF Measurement Approach  ............................ 165

10.1.1 Measurement approach ...................................................165
10.1.2 BRDF probability distribution (BRVF) calculation ............ 169
10.1.3 Imaging system description and characterization ............ 170
10.1.4 Example measurement results ........................................ 172

10.2 Incorporation of pBRDF Models in Synthetic Scene  
   Generation Models ...................................................................175
10.2.1 Introduction to DIRSIG.....................................................175



xii Table of Contents

10.2.2 Surface radiometry solvers .............................................. 176
10.2.3 Supported polarimetric BRDF models ............................. 177

10.2.3.1 Generalized microfacet-based target model........ 177
10.2.3.2 Polarized Roujean background model................. 178
10.2.3.3 Priest-Germer BRDF ........................................... 179
10.2.3.4 Torrance-Sparrow BRDF ..................................... 179
10.2.3.5 Stokes vector orientation considerations ............. 179

10.3 End-to-End Passive Polarimetric Scene Simulation ................. 180
10.3.1 Polarized atmosphere ......................................................180
10.3.2 Polarized manmade sources ........................................... 181
10.3.3 Surface leaving radiance .................................................181
10.3.4 Platform and sensor modeling ......................................... 182
10.3.5 Simulation examples........................................................182

References........................................................................................187

11 Longwave Infrared pBRDF Principles 191
11.1 Background on Polarimetric Remote Sensing in the Thermal  

  Infrared ......................................................................................191
11.2 Applications of Polarimetric Infrared Imaging ............................ 195
11.3 Polarized BRDF and Emissivity Model ...................................... 199

11.3.1 Polarized specular reflection component of the pBRDF 
 model ............................................................................... 200

11.3.2 Unpolarized reflection component ................................... 202
11.4 Polarized Emissivity ..................................................................202
References........................................................................................208

12 LWIR pBRDF Measurements and Modeling 211
12.1 Measurement of Polarized Emissivity and pBRDF Estimation . 211

12.1.1 Measurement approach ................................................... 211
12.1.2 Image data collection .......................................................217
12.1.3 Emissivity model parameter fitting ................................... 222

12.2 Thermal Infrared Polarimetric Scene Simulation ...................... 227
12.3 Closing Thoughts ......................................................................239
References........................................................................................239

Index 241



xiii

Preface

This book was motivated by a short course on polarimetric remote sensing that 
I taught for industry about a year ago. I had supervised three doctoral students 
on thesis topics involving this subject and when I was asked to teach the course 
I thought it would be relatively easy to pull the course material together. In the 
months leading up to the course I discovered two things. First, as is so often the 
case, in preparing to teach the topic I found I knew far less than I thought I knew 
and dramatically less than I needed to know to teach a course. Second, I found 
that while there is a good treatment of polarization principles in the electro-optics 
literature, the treatment from the remote sensing perspective was quite scarce. In 
particular, while there were many journal and conference papers on specific top-
ics, there was nowhere to send a student to get a good start on the fundamentals 
that they would need to prepare to delve into the more specific topics in the jour-
nals. So, to make a long story short, with considerable effort, I pulled together a 
variety of material and taught the course.

Afterwards, I realized I had the foundation for an introductory book that might 
save others getting started in this field from a similar effort. As a result, I spent the 
last year fleshing out the initial material, with a good deal of help from dedicated 
colleagues. The final book focuses on passive electro-optical polarimetric remote 
sensing in the visible through the thermal infrared (0.4–14 mm).

Polarimetric remote sensing is a relatively new field. It has champions who 
tout that polarimetric measurements are uncorrelated with traditional measure-
ments of the magnitude and spectral content of the electromagnetic signal and 
should therefore add significant information. Likewise, it has detractors who point 
out that often the sought for contrasts between targets and backgrounds or be-
tween phenomena are not observed or are not as dramatic as they might be using 
some other sensing approach. I believe the jury is still out regarding how much 
utility we will eventually find in passive polarimetric remote sensing and what its 
role should be relative to other sensing approaches (e.g., multispectral). One of 
the main reasons for this is that polarimetric signatures are a rather involved func-
tion of source, target, and sensor geometry. Potential users must develop a more 
thorough knowledge of the relevant source-target-propagation-sensor physics to 
determine the true utility of this modality for their application. Once we under-
stand and apply the relevant physics, we can develop tools to make it easier for 
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other users to guide collection, processing, and analysis to improve signature con-
trast and determine the true utility of polarimetric remote sensing. It is for these 
students of the relevant physics (myself included) that I have written this book. I 
hope you find it a useful starting point for exploring this largely unexplored field. 

As I listen today to the waves crashing on the beach, drowned out periodically 
by the thunder rumbling across the sky and watch the bay lit up by lightning, I 
can’t help but be reminded how rich and complex nature is and how rewarding its 
study can be.

John R. Schott, Ph.D.
Wyldewood Beach

Port Colborne, Ontario
February 2009
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1

Chapter 1
Introduction

1.1 Scope
Polarimetric Remote Sensing is a relatively new and largely undeveloped field. If 
we begin with a simple definition of remote sensing as the science or process as-
sociated with learning about the world without coming into physical contact with 
it, then, in its broadest definition, polarimetric remote sensing is just the subset of 
remote sensing that uses the polarized nature of electromagnetic (EM) energy to 
learn about the world. In order to keep this to a brief introductory text, we need 
to restrict our interest to a small subset of the much broader field that might be 
encompassed by this general definition. This section will describe the aspects of 
polarimetric remote sensing that we will consider here. 

To begin, we will emphasize remote sensing of the earth. Many of the tech-
niques we will present are applicable to planetary astronomy; however, we will 
not pursue these applications. Furthermore, we will focus on sensing the earth 
at geospatial scales where human activities are dominant. By this we mean that 
we are interested in spatial scales where objects such as agricultural fields and 
roads or smaller objects such as buildings and vehicles are sampled (i.e., tens of 
meters to fractions of meters). As we will see, human activities often change the 
polarization state of the EM energy reflected or emitted from the surface of the 
earth, so, looking at spatial scales where we can see human influence is one of the 
most interesting areas of potential utility for polarimetric sensing. To further limit 
our scope, we will focus on passive remote sensing in the visible through thermal 
infrared regions of the spectrum (0.4-14 mm). Polarimetric sensing using radar 
systems has been shown to have significant value for various applications [Elachi 
(1987) and Henderson and Lewis (1998)]. However, the relevant source-target-
sensor physics and phenomenology are different enough from the electro-optical 
phenomenology that they will not be covered here. On the other hand, much of the 
material presented here is relevant to active sensing in the electro-optical region 
using polarimetric LIDAR. We choose not to include treatment of this topic only 
to maintain a focus on somewhat more widely accessible data. 

While much of the laboratory work on polarimetric sensing has used radiom-
eters (polarimeters), we will emphasize imaging systems. Polarimetric Imaging 

John R. Schott
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(PI) has come into widespread use in both the laboratory and the field with the 
ready availability of two-dimensional digital focal plane arrays and the associated 
processing electronics. Since much of our interest is in looking for information 
associated with spatial variation in polarimetric signatures, we will focus on PI 
systems for data acquisition. Finally, while the PI systems can be used at distances 
of mm to 1000s of km from the subject (which we will generically refer to as the 
target), we will emphasize relatively high standoff systems. Thus we are talking 
about the conventional use of the term remote sensing to imply aerial or satellite 
sensing; however, we will also include sensing from a distant vantage point (e.g., 
neighboring hill). 

This book is targeted at remote sensing scientists and engineers and assumes 
a modest knowledge of quantitative remote sensing at a level covered in introduc-
tory courses [Schowengerdt (2006), Richards, (1999), or Schott (2007)]. Because 
the general physics and phenomenology of polarized radiation and the sensing 
of polarized radiation are well covered in the literature [Collett (1993), Shurcliff 
(1962), Kliger et al. (1990), and Goldstein (2003)] we cover only those aspects 
essential to an introductory level knowledge of the remote sensing issues. Thus 
we assume a general knowledge of physics that any student of physical science or 
engineering would receive and build on that.

Our treatment emphasizes coverage of the end-to-end process of polarimetric 
remote sensing. This includes the nature of polarized radiation, its propagation, 
the phenomenology associated with energy-matter interactions, polarimetric sens-
ing, and data visualization and processing. Our goal is to provide an introductory 
treatment for remote sensing scientists working at any point along the polarimet-
ric imaging chain. By emphasizing the fundamental phenomenology, we intend to 
provide the user with a set of tools that will allow them to apply these principles to 
understand and apply polarimetric concepts to a variety of applications. Because 
application to a particular discipline generally requires significant knowledge of 
the subject area, we have chosen to restrict our scope to the underlying phenom-
enology. This is in part to control the size of this treatment but also because, due 
to the relatively recent development of polarimetric sensing, its potential utility to 
many applications has not been explored. 

1.2 Perspective on the Field
The polarized behavior of light was first reported in 1669 by Erasmus Bartholinus 
who observed the double refraction of light in calcite crystals (aka calspar or Ice-
land spar) [Collett (1993)]. Since then, the field of optics has been rich with litera-
ture on the nature and application of polarized radiation [Shurcliff (1962)]. Over 
the years, applications have been developed in most areas of optics ranging from 
microscopic to astronomical observation. However, as Tyo et al. (2006) point out, 
it was more than 300 years later in the mid 1970s that the use of polarized sensing 
first appeared in the remote sensing literature. While the topic crops up in the 
literature through the early 1990s, most of the earth remote sensing work was 
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restricted to polarized photography from space. The poor spatial resolution of this 
imagery restricted its application somewhat, but led to efforts using polarization 
to study the atmosphere and oceans. Indeed, in 1996 the first POLDER instrument 
was launched into space and led to a number of studies using polarized radiation 
to study the atmosphere [Deschamps et al. (1994)]. Regrettably, POLDER’s 6 km 
pixel size prevented it from sampling the human scale targets that are our focus. 

Over the last ten to twenty years, much more literature on polarimetric phe-
nomenology related to remote sensing of manmade and natural materials has 
begun to appear. This work spans the reflective through the thermal region of the 
spectrum (0.4-14 mm). Advances in the sensor field have also made operational 
remote sensing more possible. It is this increase in the scientific literature that 
makes this book possible; many of these contributions will be cited in the ap-
propriate chapters.

We should point out that the value of PI remote sensing has not been well 
established for many applications. Indeed, the question of the utility of PI for 
many applications is likely to remain in doubt for some time due to the lack of 
operational PI data at appropriate scales. Essentially all of the studies we report 
here were conducted as part of research programs run in laboratories, from towers, 
or as part of very limited flight programs. This lack of data continues to prevent 
many application scientists from evaluating the value of PI remote sensing. The 
problem is compounded by the relatively complex geometry associated with po-
larimetric signatures. As emphasized throughout this text, the PI signature is very 
much a function of source-target-sensor geometry and environment. As a result, 
unless acquired as part of a well-designed experiment, a small number of PI im-
ages may not effectively address the potential utility of PI for a particular applica-
tion. In fact, results from such limited studies may be unrealistically optimistic or 
pessimistic. Indeed, it is the need for better understanding by the potential user 
community of the subtleties of PI that prompted the development and structuring 
of this text.

For example, most remote sensing data is acquired from near-vertical viewing 
sensors with high solar elevation angles. This is due to a combination of factors: 
convenience in mounting the instrument, maximizing resolution and signal-to 
-noise levels, minimizing atmospheric effects, and reducing geometric distortion. 
It turns out that vertical viewing minimizes PI signatures for most applications. 
Thus, a simple test study conducted with a PI sensor in a conventional orienta-
tion may inappropriately suggest limited utility. Regrettably, this does not mean 
that well-designed studies will always show significant utility for PI remote 
sensing. Rather, to properly assess the value of PI, we need to understand the 
relevant aspects of polarimetric phenomenology as they impact the end-to-end 
process of image formation and analysis. Based on this understanding, we can use 
a combination of analysis and properly designed experiments to assess utility and, 
where there is value, to design effective operational collection programs. Thus, 
throughout the text we heavily emphasize understanding of phenomenology and 
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modeling of the PI source-target-sensor and environment so that the user can ap-
ply the tools described here to their scenarios and applications. 

To motivate the potential of PI, let us examine the fundamental characteris-
tics of EM radiation. EM radiation can be characterized by amplitude, frequency 
(wavelength), polarization, and coherence. The earliest remote sensing focused 
almost entirely on the amplitude of EM radiation in the visible spectral region. By 
sampling how the amplitude varied with location (spatial frequencies), we formed 
and then analyzed images. Most of the advances focused on reducing sample sizes 
(higher spatial resolution). We also sampled the amplitude in time, leading to 
change detection at low temporal frequencies and dynamic imaging (or persistent 
surveillance) at higher temporal frequencies. As we began to push the limits of 
amplitude-driven signatures, the remote sensing community turned to the spectral 
nature of EM radiation to try to find more diverse and therefore, more informative 
signatures. Over the years this has led to broadband sampling from the visible 
through the longwave infrared, then to multispectral sampling in several broad-
bands, and now to imaging spectroscopy where we sample hundreds of narrow 
spectral bands. Because the variation in amplitude is often decorrelated spatially 
and spectrally, the data is of higher dimension and carries more information. Thus, 
the spectral dimension has enabled the development of more diverse and subtler 
signatures, allowing us to effectively apply remote sensing to a wide range of 
applications [Rencz (1998) and Ustin (2004)]. The polarization of EM radiation 
is, in general, decorrelated with amplitude and frequency, offering the potential 
to increase the dimension and therefore, the information available. The spectral 
dimensions are most often governed by the molecular makeup of the target, while 
the polarimetric dimensions are governed by target geometry and surface proper-
ties. However, unlike spatial and spectral signatures, which are reasonably stable 
with viewing geometry, polarimetric signatures can vary substantially with view-
ing geometry. Thus, while polarimetric signatures offer an interesting possibil-
ity for increasing the dimension of remotely sensed data, they also present new 
collection, modeling, and analysis challenges. For passive remote sensing (i.e., 
sensing without an active radiation source (e.g., laser)) the polarimetric character 
of EM radiation represents a largely untapped dimension that can be analyzed to 
see if it leads to new or improved signatures for a specific application. For the 
applications we will consider here, the EM field can be considered to be spatially 
incoherent, so coherence issues will not be addressed. However, for certain pola-
rimetric LIDAR applications, the interplay of spatial coherence and polarization 
state should be considered [Wolf (2003)].

1.3 Structure of the Book
The first nine chapters of this text attempt to provide a basic understanding of 
the end-to-end remote sensing polarimetric imaging process. Chapter 2 reviews 
the fundamentals of radiometry that are necessary for propagating EM radiation 
and developing the governing equations needed to describe polarimetric signals. 
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Chapter 3 reviews the wave nature of EM radiation and introduces the polari-
metric characteristics of EM radiation. Chapter 4 introduces the Stokes param-
eters, a practical way to represent the polarimetric nature of a beam. Chapter 5 
introduces the Mueller matrix as a way to characterize polarimetric energy matter 
interactions. In particular, the means to represent reflection and transmission of 
beams characterized by Stokes vectors are introduced. Chapter 6 introduces the 
polarimetric bidirectional reflectance distribution function (pBRDF), which is the 
fundamental tool used to describe the polarimetric behavior of real-world (i.e., 
nonoptical) materials. The pBRDF is the fundamental building block for under-
standing polarimetric remote sensing. It also represents a fundamental difference 
between the standard optical treatment of polarization and polarization for remote 
sensing (or for that matter, polarimetric sensing of any irregular surface). The re-
maining chapters all use the pBRDF concept to describe the various stages of the 
end-to-end PI process. Chapter 7 introduces a governing equation for polarimetric 
remote sensing and incorporates the polarimetric behavior of the atmosphere into 
the equation. We also begin in Chapter 7 to introduce simulation and modeling 
tools to visualize the polarimetric behavior of the atmosphere. Having developed 
a means to describe the polarimetric radiance reaching a sensor in Chapter 7, 
Chapter 8 addresses polarimetric sensors. This is a very rich and rapidly evolving 
field which we treat at a relatively high level. We introduce the basic principles 
behind the most common designs and their limitations but avoid the esoteric de-
tails of specific designs. We close the general treatment with Chapter 9 where PI 
data visualization and some basic processing techniques are introduced. 

Because the pBRDF of materials is so critical to PI signatures, we describe 
a simple field method to measure it in Chapter 10 and then provide examples of 
ways to use synthetic image generation tools to model polarization signatures 
based on the pBRDF. In Chapters 11 and 12 we change wavelength regimes to go 
from the reflective region of the spectrum (0.4-2.5 mm) to the thermal emissive 
region (3-14 mm). Chapter 11 discusses the pBRDF in the emissive region and 
develops an appropriate governing equation. Finally, Chapter 12 parallels Chapter 
10 by introducing a simple field method to measure the polarimetric emissive be-
havior of materials and then uses synthetic image generation tools to visualize PI 
behavior in the thermal infrared.
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Chapter 2
Review of Radiometry

This chapter is excerpted from Schott (2007). It contains a review of radiometric 
principles that are used extensively in later chapters as we develop governing 
equations that describe the reflective and emissive behavior of polarized signals 
reaching remote platforms. 

2.1 Radiometric Terms
Radiometry is formally defined as the science of characterizing or measuring how 
much EM energy is present at, or associated with, some location or direction in 
space. It has evolved separately in the fields of physics, illumination or vision, 
and engineering, and as a result, a host of terms are used to describe various 
radiometric concepts. Often one concept has several different names; it is also 
common for the same term (e.g., intensity) to mean different things to different 
authors. To provide a common framework, we will briefly review the definitions 
of the relevant physical parameters and radiometric terms. An emphasis will be 
placed on the units of measure in this section and throughout the book to ensure 
a clearer understanding—units are usually designated with square brackets ([ ]) 
for clarity, and, where relevant, a unit’s cancellation analysis may be performed 
within square brackets. In reading other authors, particularly older works or work 
drawn from other disciplines, the reader should carefully evaluate the author’s 
definitions and units of measure to determine what term is being applied to each 
radiometric concept. The definitions used throughout this volume are consistent 
with those established by the Commission Internationale de l’Eclairage (CIE) 
and adopted by most international societies [see CIE (1970)]. In addition, to the 
extent practical, the parameters, nomenclature, and symbology are consistent with 
the relevant reference material [see Grum and Becherer (1979) and Nicodemus 
(1976)].

2.1.1 Definition of terms

For most radiometric considerations, we can use the ray/particle simplification of 
optics. This approach is based on geometric optics and assumes that light travels 
in straight lines and transfers energy in discrete packets or quanta. The physical 

John R. Schott
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optics effects of diffraction and interference associated with the wave nature of 
EM energy can be largely ignored in simple radiometric calculations in the visible 
and thermal infrared. The wave nature of EM energy is important in image forma-
tion; understanding the polarimetric behavior and will be treated in Chapter 3. 

Recall that wavelength (l [mm]), frequency (ν [sec-1]), and the speed of light 
(c [m/sec]) are related as:

 c v,=l  (2.1) 

where wavelength is the distance between two similar consecutive elements 
(same phase) in a wave representation (e.g., peak-to-peak or trough-to-trough). 
It is commonly referred to in units of micrometers [mm = 10–6 m] or nanometers  
[nm = 10-9 m]. Frequency is the number of waves (cycles) that would travel past 
a fixed point in 1 second and has units of hertz, cycles per unit time [Hz], or 
[sec-1]. The speed of light clearly has units of distance per second and in vacuum 
has a constant value of 2.9979×108 m/sec. Spectral references will generally be 
given with respect to wavelength. However, some computations are more readily 
represented by the wave number ν′ [cm–1], which is simply the number of waves 
that would fit in a 1-cm length, i.e.,

 
¢ = =-v v

c
1 1

l
[ ] .cm

 (2.2)

The common spectral regions and the nomenclature used in this volume are 
delineated in Fig. 2.1. In radiometric calculations, it is generally easier to think 
of energy as being transferred in terms of energy packets or quanta in accordance 
with quantum theory. The particle or energy carrier is called a photon, and each 
photon carries energy

 q hv hc= = / [ ].l joules  (2.3)

where h = 6.6256×10-34 [joules×sec] is Planck’s constant, and energy is expressed 
as joules [J]. Thus, we see that shorter wavelength photons carry more energy 
than longer wavelength photons. This becomes very important when we begin 
to look at the spectral response of detectors in Chapter 7. The total energy (Q) 
in a beam or ray is a function of the number and spectral makeup of the photons 
according to

 
Q q n hvi i i

i

= =
=
åå

1

,
 (2.4)

where the sum is over all frequencies present and ni is the number of photons at 
each frequency.

It is usually more convenient to think of a beam or bundle of rays not in terms 
of the total energy but rather in terms of the rate at which the energy is passing 
or propagating (cf. Fig. 2.2(a)). This rate of flow of energy is called the radiant 
flux, or power (), and is defined as the first derivative of the radiant energy with 
respect to time (t), i.e.,
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F=

dQ
dt

[W].
 (2.5)

Often we are interested in the rate at which the radiant flux is delivered to a sur-
face (e.g., the responsive surface of a detector). This concept is given the term 
irradiance (E) and is defined as

 
E E x y d

dA
= = -( , ) [ ],F Wm 2

 (2.6)

where dA [m2] is an area element on the surface of interest, and (x,y) are generic 
spatial location parameters that, for convenience, will generally not be explicitly 
expressed. Equation (2.6) is characteristic of a shorthand we will use to indicate a 
simplification of notation where E and E(x,y) are identical, but the dependence on 
x and y will be explicitly stated only where it is required for clarity. Irradiance, as 
illustrated in Fig. 2.2(b), is the flux per unit area onto a surface. It is very similar 
to radiant exitance, which is defined as

 
M M x y d

dA
= = -( , ) [ ]F Wm 2

 (2.7)

and describes the flux per unit area away from a surface (cf. Fig. 2.2(c)). This term 
describes the power per unit area radiated by a source or reflected from a surface.

Both the irradiance and the exitance provide spatial information about the 
flux, but provide no angular or directional information. The simplest term used to 
describe directional or dispersive information about the flux is the radiant inten-
sity (I), defined as

 
I I d

d
= = -( , ) [ ],q f

F
W

Wsr 1

 (2.8)

Figure 2.1 Nomenclature for various regions of the electromagnetic spectrum. 
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Figure 2.2(a–c) Illustration of radiometry definitions. (a) Radiant flux: time rate of energy 
delivery, production, or propagation. (b) Irradiance: flux per unit area onto a surface. (The 
first surface is perpendicular to the incident flux and has irradiance E0. The second is rotated 
through the angle q and has a flux Eq.) (c) Radiant emittance or radiant exitance: flux per unit 
area away from the surface. (A surface with E0 irradiance from the left and transmission t 
would have exitance M away from the right side.)
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Figure 2.2(d–f) Illustration of radiometry definitions. (d) Element of solid angle [steradian]. 
(e) Radiant intensity: flux per unit solid angle into the direction defined by q and f, where q is 
the angle from the normal to a reference surface, and f is an azimuthal angle. (f) Radiance: 
flux per unit projected area per unit solid angle from, onto, or through the plane. N is the 
normal to the plane.
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where dW = dA/r2[steradian, sr] is the element of solid angle. The element of solid 
angle is defined as the conic angle encompassing the area element dA on the sur-
face of a sphere of radius (r) (cf. Fig. 2.2(d)), and q and f are generic orientation 
angles (as illustrated in Fig. 2.2(e)) that will not be explicitly expressed unless 
required.

The radiant intensity describes the flux per unit solid angle from a point 
source into a particular direction. While the intensity provides directional infor-
mation, it does not provide any spatial information. The use of the radiance term  
(L [Wm–2sr–1]) to characterize the flux overcomes this limitation. It is the most 
complex of the radiometric terms we will consider, but also the most useful and 
ubiquitous. It is defined as

 
L L x y d

dA d
dE

d
dI

dA
dM

d
= = = = =( , , , ) ,q f

q q q q

2F
W W Wcos cos cos cos  (2.9)

where x and y define a location in the plane of interest, and q and f are angles 
that define the direction of interest relative to the normal to the plane. The radi-
ance is the flux per unit projected area (at the specified location in the plane of 
interest) per unit solid angle (in the direction specified relative to the reference 
plane). Note that while radiant exitance and intensity are generally source terms 
and irradiance is generally associated with receivers or detectors, radiance can be 
used to characterize the flux from or onto a surface, as well as the flux through 
any arbitrary surface in space [cf. Fig. 2.2(f )]. In addition, it has some very use-
ful properties of constancy of propagation that make it an attractive parameter to 
use in most treatments of radiation propagation. Nicodemus (1976) demonstrates 
the important concept of the constancy of radiance through an isotropic lossless 
media (i.e., no transmission losses and unit index of refraction). Referring to Fig. 
2.3, we assume a beam of energy with constant radiance across the profile of the 
beam. We select two arbitrary points along the beam and two surfaces with arbi-
trary orientation containing those points. It may be convenient to conceptualize 
the first surface as a source (i.e., the earth’s surface) and the second as a sensor. If 
we consider the flux associated with a bundle of rays at surface 1 contained in a 
surface element dA1 (which are also contained in dA2 on surface 2) we see that in 
a lossless medium, the flux d1 through dA1 must equal the flux d2 through dA2. 
We want to evaluate how the radiance at surface 1 (L1) is related to the radiance at 
surface 2 (L2). We see that the radiance L1 along the primary ray at p1 toward the 
surface element dA2 is, by definition

 
L d

dA d1 cos
=

2
1

1 1 12

F
Wq  (2.10)

and the radiance at p2 is

 
L d

dA d2

2
2

2 2 21

=
F

Wcos
,

q  (2.11)
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where q1 and q2 are the angles from the ray normal to the surface to the primary 
ray, and dW12 is the element of solid angle encompassed by the area element dA2 
at p1, and similarly, dW21 is the element of solid angle encompassed by the area 
element dA1 at p2. If we let r represent the arbitrary distance between p1 and p2, 
we see that the throughput ( ) can be expressed as

 
T1 1 1 12 1 1

2 2
2= =dA d dA dA

r
cos cos cos

q q
q

W
 (2.12a)

and

Figure 2.3 Constancy of radiance. (a) Radiance along a beam. (b) Illustration of terms used 
in the definition at the points p1 and p2 along a beam.
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T 2 2 2 21 2 2

1 1
2= =dA d dA dA

r
cos cos cos

q q
q

W
 (2.12b)

and that 1 = 2 = . Expressing the radiance as

 
L d

1

2
1

1

=
F

T  (2.13)

and

 
L d

2

2
2

2

=
F

T  (2.14)

and recalling that d1 = d2 = d, we have

 
L L d r

dA dA
d

1 2

2 2

1 1 2 2

2

= = =
F F

cos cos
.

q q T  (2.15) 
Since all the terms in this analysis were completely arbitrary, we see that the radi-
ance along a ray is constant over distance in a lossless medium. Thus, it is the 
term most readily used for radiation propagation, since it is independent of geo-
metric considerations and only losses due to the medium need to be considered 
(e.g., absorption and scattering). 

To this point, we have ignored the spectral character of the radiometric terms. 
In fact, the flux is spectrally variable, and therefore, each of the radiometric terms 
will vary with wavelength. In general, we will be interested in spectral density 
expressed as flux per unit wavelength interval and designated with a wavelength 
subscript. Thus, the spectral irradiance would be expressed as El[Wm-2mm-1]. 
The responsivity of the detectors is also a function of wavelength and must be 
cascaded with the spectral flux to generate effective bandpass values for the 
radiometric terms (i.e., What is the effective magnitude of the radiometric term 
relative to the spectral response of the detector?). The responsivity at each wave-
length is defined as the signal out (S) per unit flux incident on the detector at the 
wavelength of interest. Therefore, the spectral response function is defined as

 
R dS

d
( )

( )
,l

l
=

F  (2.16)

with units of [amps W-1] or [volts W-1], depending on the signal out of the detec-
tor. The unitless peak normalized spectral response function is

 
R R

R
¢ =( ) ( )

( )
,

max

l
l

l  (2.17)

where R(l)max is the maximum value of the R(l) function. Thus, R′(l) is nor-
malized to a maximum value of unity. The peak normalized effective value of a 
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radiometric term over the detector bandpass is then obtained by weighting the 
radiometric term by this normalized response value (cf. Fig. 2.4). For example,

 
L L L R d= = ¢

¥
- -òeff  Wm sr

0

2 1
l l l( ) [ ],

 (2.18)

where the subscript (eff) is usually implied, rather than explicitly indicated, and 
a numerical approximation to the integral is used in practice. The signal output 
from a sensor can be computed by integrating the spectral flux weighted by the 
spectral response function according to

 
S R d=

¥

ò Fl l l
0

( ) ,
 (2.19)

where the output signal (S) has units of amps or volts depending on the type of 
detector, and the integral or its numerical approximation needs to be performed 
only over the nonzero spectral response range. It is convenient to define the effec-
tive bandpass responsivity (R) such that the product of the effective responsivity 
and the total flux yields the observed signal, i.e.,

 
R R S R dF F Ftot = = =

¥

ò l l l( ) .
0  (2.20)

Substituting the integral form of tot and rearranging yields an expression for the 
effective responsivity of

 

R
R d

d
=

¥

¥

ò

ò

F

F

l

l

l l

l

( )
.0

0  (2.21)

It is important to recognize that when the bandpass value for responsivity is used, 
it is calculated for a specific source spectral distribution. The same detector will 
exhibit different bandpass responsivity values when irradiated by sources with 
differing spectral distributions.

In dealing with imaging spectroscopy, it is often useful to use effective spec-
tral radiometric terms. This is the constant value the radiometric term would need 
over the sensor bandpass to generate the observed signal. For effective spectral 
radiance, this would require the following expression to be true:

 
S L R A d L R A d= = òò l ll q l l q l( ) cos ( ) cos ,W Weff  (2.22)

yielding an expression for the effective spectral radiance of
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where leff is sometimes referred to as the effective spectral bandwidth. Similar 
expressions can be derived for all the radiometric terms. In general, for narrow 

Figure 2.4 Effective flux and responsivity sample calculations.
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spectral bands and spectrally smooth equations, the effective spectral values are 
good estimates of the actual spectral values.

2.1.2 Blackbody radiators

One of the cornerstones of modern physics and a critical element of quantitative 
radiometric remote sensing is the formula for spectral exitance from a blackbody 
radiator. A blackbody is an idealized surface or cavity that has the property that all 
incident electromagnetic flux is perfectly absorbed and then reradiated (i.e., the 
reflectivity is zero and absorptivity is one). Planck (1901) derived an expression 
for the spectral radiant exitance from a blackbody based on statistical calculation 
of the vibrational energy states between the atoms and the assumption that the 
vibrational resonation between the atoms could only emit or absorb energy in dis-
crete levels proportional to the frequency of the oscillation state. Thus, all of the 
energy states are defined by Q = mhν, where m can take on only integer values, 
h was an empirically derived value that we now refer to as Planck’s constant, 
and ν is the frequency of oscillation. Einstein’s later work on the quantum theory 
of light and the concept of the photon provided the theoretical foundation for 
Planck’s results [cf. Einstein (1905)]. The Planck or blackbody radiation equation 
for the spectral radiant exitance from a surface is

 M hc e Wm m
hc
kT

l p l l= -- - - -2 12 5 1 2 1( ) [ ],m  (2.24)

where T is the temperature in degrees Kelvin, k is the Boltzmann gas constant 
(1.38·10-23 JK-1), and h and c are the Planck constant and the speed of light as 
previously defined. Examination of the Planck equation shows that radiant exi-
tance is a function of both temperature and wavelength. By holding temperature 
fixed at selected values, a family of blackbody curves can be generated (as shown 
in Fig. 2.5) relating spectral exitance to wavelength. These curves show how the 
exitance increases with temperature and that it is a well-behaved function whose 
peak value shifts to shorter wavelengths as the temperature increases. In prac-
tice, the ideal blackbody can be approximated only by imperfect absorbers. To 
describe this phenomenon, we introduce the concept of emissivity (e(l)) defined 
as the ratio of the spectral exitance (Ml(T)) from an object at temperature (T ) to 
the exitance from a blackbody at that same temperature (MlBB(T )):

 
e l l

l

( ) ( )
( )

.=
M T

M TBB  (2.25)

The emissivity describes how well an object radiates energy compared to the per-
fect blackbody radiator and is a unitless value with a range from 0 to 1. Objects 
whose emissivity is approximately constant with wavelength are referred to as 
gray bodies, while objects with spectrally varying emissivities are called selec-
tive radiators. Objects that approximate gray-body radiators over all or in part 
of the spectrum are often described or approximated by a blackbody that would 
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produce the equivalent exitance. The exitance from the sun can be approximated 
by a blackbody at approximately 5800 K (cf. Fig. 2.5).

It is important to recognize that emissivity is a fundamental property of mat-
ter, as are absorptivity, reflectivity, and transmissivity. In the formalism we have 
introduced, the transmissivity is the ability of the material to allow the flux to 
propagate through it. The transmittance or transmission (t) can be expressed as 
the unitless ratio of the exitance from the back of a sample (Mt) to the irradiance 
on the front of the sample (Ei):

 
t t=

M
Ei

.
 (2.26)

Clearly, the spectral transmittance (t(l)) is simply the ratio of the spectral exi-
tance to the spectral irradiance. Similarly, the reflectivity is the ability of the mate-
rial to turn incident flux back into the hemisphere above the material, and the 
reflectance (r) can be expressed as the ratio of the exitance from the front of a 
sample (Mr) to the irradiance onto the front of the sample:

 
r M

E
r

i

= .
 (2.27)

Finally, the absorptivity is the ability of the material to remove electromagnetic 
flux from the system by converting incident flux to another form of energy (e.g., 
thermal energy). The absorptance (a) can be expressed as the ratio of the flux per 
unit area incident on the surface that is converted to another form of energy (Ma) 
to the irradiance onto the surface:

Figure 2.5 Blackbody curves and solar exitance spectra.
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a a=

M
Ei

.
 (2.28)

Since conservation of energy requires all of the incident flux to be absorbed, 
transmitted, or reflected, we have

 a t+ + =r 1, (2.29)

or in the case of an opaque material, where t is zero, we have

 a+ =r 1. (2.30)

Furthermore, according to Grum and Becherer (1979), Kirchoff’s law states that 
the emissivity must be numerically equal to the absorptance for surfaces in ther-
modynamic equilibrium (i.e., good absorbers are good emitters). Therefore, we 
can also express the conservation of energy relationship as

 e t+ + =r 1, (2.31)

or for opaque objects, as

 e+ =r 1. (2.32)

We can compute the total exitance from a blackbody by integrating the 
Planck equation over all wavelengths. This yields the familiar Stefan-Boltzmann 
equation
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where s (5.67·10-8Wm-2K-4) is the Stefan-Boltzmann constant. It is important to 
recognize that this fourth-power relationship holds only for the integral over all 
wavelengths and is primarily useful for energy exchange calculations in thermo-
dynamics. The exitance within a bandpass can be expressed as

 
M M d= ò l

l

l

l
1

2

 (2.34)

and must be solved in numerical form since no closed form solution exists. An-
other fundamental natural law can be derived from the Planck equation by taking 
the first derivative with respect to wavelength and setting it equal to zero:

 
dM
d

l

l
= 0.

 (2.35)

Since we have already seen that the Planck equation is well behaved with a single 
maximum, the zero point in the first derivative will yield the wavelength of maxi-
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mum exitance. Solving Eq. (2.35) and rearranging produces the Wien displace-
ment law

 
lmax ,=

A
T  (2.36)

where A (2898 mm·K) is the Wien displacement constant. This expression predicts 
that the peak radiance from the sun at approximately 6000 K will occur in the vis-
ible portion of the spectrum at approximately 0.5 mm and that the peak flux for an 
object near the earth’s ambient temperature of 300 K will occur at approximately 
10 mm (cf. Fig. 2.5). This is conveniently in the center of an atmospheric transmis-
sion window, which is extensively used for studying the thermal characteristics of 
the earth (see chapters 11 and 12).

The radiometric concepts introduced in this chapter will be used extensively 
in Chapters 6 through 12 as we develop and utilize the governing radiometric 
equations for polarimetric imaging.
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Chapter 3
The Wave Nature of EM Energy 
and an Introduction of the 
Polarization Ellipse

This chapter continues our review of basic physics by reminding the reader of 
ways to describe the wave nature of EM energy and introducing ways to describe 
the polarimetric properties of a beam of energy. These topics are covered in 
greater detail in Collett (1993) and Goldstein (2003).

3.1 Wave Nature of EM Energy
The polarimetric properties of light are most easily introduced using the wave 
nature of EM energy. So we begin with a brief review from freshman physics 
applicable to fully polarized radiation.

Recall that the electric field associated with a beam of EM energy traveling in 
the z direction can be described in terms of the vector sum of the electric fields of 
two transverse component waves oscillating at right angles to each other and to 
the direction of propagation. The field strength at any location (z) and time (t) can 
be expressed as 

 
  x 0x 0x 2= - = -

æ
è
ççç
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ø
÷÷÷sin( ) sinw wt kz t z

p
l  (3.1)

 
  y 0y 0y 2= - = -

æ
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÷÷÷sin( ) sin ,w wt kz t z

p
l  (3.2)

where x and y are the instantaneous amplitudes of the x and y components, 0x 
and 0y are the maximum amplitudes, t is time,  = 2v is the angular frequency, v 
is the frequency [cycles/sec], k = /c, c is the velocity of the wave in the medium, 
z is the location along the direction of the propagation, and l is the wavelength. 
Note that at any fixed location z1 along the beam, these equations indicate that the 
beam will oscillate at rates of the order of 1015 cycles per second (visible light in 
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air) and/or that at any fixed point in time the field will oscillate along the beam in 
a sinusoidal fashion (Fig. 3.1). This expression can be written to include a shift in 
phase as

  x x x= - +0 sin( )w ft kz  (3.3)

  y y y= - +0 sin( ),w ft kz  (3.4)

where fx and fy are the phase shift (Fig. 3.2). Also note that 

 
sin cos ,q

p
q+

æ
è
ççç

ö
ø
÷÷÷=2  (3.5)

i.e., the sine and cosine expression for the equation of a wave are equivalent with 
an appropriate phase shift. Furthermore, since the initial phase is often irrelevant 
(i.e., arbitrary) and only the phase difference is meaningful, the sine or cosine 
representations are both commonly used; we will use both to familiarize the user 
with both conventions.  

To reinforce our understanding of the observable properties of EM energy, we 
will follow Collett’s (1993) lead and briefly review the interference experiment 
conducted by Thomas Young around the year 1800. In this experiment Young 
took a monochromatic source of light and illuminated two equidistant pinholes. 
The light from the pinholes was allowed to combine and was observed on a screen 
parallel to the plane of the pinholes and at a distance from the pinholes (Fig. 3.3).
The resulting beam was not uniform but showed distinct bright and dark bands. 
We wish to see if these patterns are predicted by the wave expression for EM 

Figure 3.1 Fluctuations in the electric () and magnetic () fields giving rise to propagation 
of electromagnetic radiation in the z direction.
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radiation. Based on Huygens’ principle, we can assume that each pinhole acts as a 
secondary source from which waves emanate.

The equations for the amplitude of the waves from the two sources at a point 
p(x,y) located a distance 1 from source 1 and 2 from source 2 can be expressed 
as:

  1 01 1= -sin( )wt k  (3.6)

  2 02 2= -sin( ),wt k  (3.7)

Figure 3.2 Illustration of phase shift in a sine wave.

Figure 3.3 Illustration of Young’s interference experiment.
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where 01 and 02 are the maximum amplitudes for the field from each source and 
we are not differentiating between the x and y component of the transverse field 
(this is common practice for a randomly polarized beam, i.e., 01x = 01y and the 
phases are random).

For convenience, we assume the secondary sources are equal (i.e.,  
01 = 02 = 0) and that coherent superposition holds (i.e., the field strength adds 
coherently based on phase as shown in Fig. 3.4). This yields

    ( ) [sin( ) sin( )].t t k t k= + = - + -1 2 0 1 2w w   (3.8)

Since we observe (both visually and with all relevant sensors) over a period of 
time that is long compared to the 10-15 temporal period of the wave, we must take 
a time average of Eq. (3.8) to represent the observed field strength. This yields
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Figure 3.4 Coherent superposition concept: wave amplitude of the combined wave will be 
enhanced or suppressed based on the relative phase.
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Using the trigonometric identity that

 sin( ) sin( (w w wt k t k t k- = -  )cos( ) cos )sin( ), (3.10)

we see that on substituting this expression into Eq. (3.9), every term will have a 
sin(t) or cos(t) term plus time independent multipliers. The time average of 
sine waves (or cosine waves) is zero yielding:

 ( ) .t = 0  (3.11)

But as we pointed out, Young observed a clear signal that varied spatially 
(though not temporally). Thus, he and (we) must not be observing the field 
strength as expressed by the wave equation. Rather, we observe the amplitude 
squared, which also exhibits coherent superposition. It is referred to in optics as 
the intensity () and is proportional to the energy term (Q) used in radiometry. 
Note that this is not the same as the radiant intensity [W/sr] used in radiometry, 
though it is proportional to it. 

The time average squared amplitude of an arbitrary beam (Fig. 3.5) can be 
expressed, in general, as

 

  




= =

= -

®¥

®¥

ò

ò

2 2

0
2 2 0

2

1

1

( ) lim ( )

lim sin ( )

t
T

t dt

T
t k dt

T 0

T

T 0

T
=w 

22 0 .
 (3.12)

For our case from Eq. (3.8) we have 

 EE2
1)− sin tω sin −2( �t t ].−ω t�0

2
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2
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With a little trigonometry and substitution, Eq. (3.12) yields
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where  will vary from zero to 40, yielding four times the maximum energy from 
a single source (not two times as we might expect for incoherent combination) as 
the path length difference ( = 1-2) changes. For our experiment as described 
in Fig. 3.3,
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or

  2
2

1
2 2- = xd. (3.16)

This can be re-expressed as 

 ( )( )   2 1 2 1 2- + = xd. (3.17) 

If x and y are small compared to a, then 

  2 1 2+ » a, (3.18)

yielding 

 
D  = - =2 1

xd
a

.
 (3.19)

Substituting Eq. (3.14) yields

<sin(wt)> = 0

–1

–0.5

0

0.5

1

t

–1

–0.5

0

0.5

1

t

<sin2(wt)> = 1/2

(a)

(b)

Figure 3.5 Time averaging over sin(t) and over sin2(t). (a) The time average of sin(t) 
over a cycle is zero and therefore over many cycles is zero. (b) The time average of sin2(t) 
over a cycle is ½ and therefore over many cycles <0

2 sin2(t)> = ½0
2.
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Recalling that k = /c = 2/l, we see that Eq. (3.20) will yield maxima when
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is an integer multiple of  and nulls or becomes zero when it equals an integer 
multiple of +(1/2), producing maxima at 

 
x a n

d
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 (3.22)

and minima at 
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Therefore, if we let l = 0.59 mm, d = 0.001 m, and a = 2 m, then the distance to 
the first bright region from the central bright spot should be 

 
x = × ×

= =
-2 0 59 10

0 001
0 0012 1 2

6.
.

. .m mm.
 (3.24)

This example reminds us that while most physics and optics texts describe 
EM radiation in terms of the amplitude of the electric field, the observable for all 
of the relevant calculations and for all of the polarimetric terms we will consider 
is the squared amplitude of the wave equations (i.e., the intensity () or from 
radiometry, the energy (Q)). Because all of the basic physical concepts are built 
on the field equations, we will continue to use them for the fundamentals with a 
goal of moving into measurable radiometric expressions. 

3.2 The Polarization Ellipse 
Based on the fundamental concepts from the previous section, we can now for-
mally introduce the polarized nature of EM energy. To begin, we once again ex-
press the transverse components of an optical field propagating in the z direction 
as 

  x 0x x) = ( , cos( )z t t f+  (3.25)

and

  y 0y y, ) = ( cos( ),z t t f+  (3.26)

where t = t-kz is referred to as the propagator and fx and fy are the phases. 
x(z,t) and y(z,t) describe the component of a vector at any time (t) and over time, 
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the vector sum describes a locus of points that can be represented by a curve (Fig. 
3.6). 

Equations (3.25) and (3.26) can be combined and manipulated to yield 
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where 

 f f f= -y x (3.28)

Figure 3.6 Fluctuations in the horizontal (x) and vertical (y) fields give rise to a vector sum 
that varies in direction and magnitude. (a) Case of x and y in phase,  i.e., fx = fy. (b) The 
vector sum is a curve that, in this case, is in the plane at 45 deg to the x, y axis.
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is the phase difference between the two components.
Equation (3.27) describes an ellipse rotated through an angle  (Fig. 3.7) 

where 
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2 0 0
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x y

x y  (3.29)

and represents the pattern traced by the EM vector in time at a fixed plane  
(z = z0).

Recall that electromagnetic energy can be represented as two mutually per-
pendicular electric ( ) and magnetic () waves traveling in a direction (z) per-
pendicular to the direction of oscillation of both waves (cf. Fig. 3.1).  Randomly 
polarized EM energy is composed of many superimposed waves whose electric 
fields vary in orientation so that no preferential orientation can be discerned (see 
Hecht (1990) for a more complete treatment of polarization principles.) In con-
trast, for a plane-polarized wave, also called linear polarization, the electric (and 
therefore also the magnetic) field varies only in a single plane.  More generally, 
due to phase differences in the constituent waves, the orientation of the polar-
ization ellipse may rotate over time and the amplitude may vary.  This results 
in the general case of elliptically polarized radiation as described by Eq. (3.27).  
The amplitude of the electric field vector appears to trace an ellipse when viewed 
backward along the direction of propagation (cf. Fig. 3.8).

However, the ellipse does not capture the left- or right-hand rotation of the 
vector as it propagates. We capture this rotation by a convention that is based 
on observing the vector as it moves toward us along the positive z axis. If the 
rotation of the tip of the field vector is clockwise, the polarization is said to be 
right-handed; the polarization is left-handed if the field vector rotates in a coun-
terclockwise fashion (Fig. 3.8). Note that this convention is commonly used in 
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Figure 3.7 Illustration of the polarization ellipse and the polarization angle ().
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physics and optics, while the opposite convention is common in some other fields. 
Since many fields contribute to remote sensing, the reader is likely to encounter 
both conventions in the literature and should carefully verify which convention 
is in use. Circular and plane polarization can be thought of as special cases of 
elliptical polarization.  For circular polarization, the amplitude remains constant 

Figure 3.8 Polarization concepts. (a) In linear polarization, the electric field vector varies in a 
fixed plane that would form a line if projected onto the x,y plane. (b) For circular polarization, 
the electric field magnitude vector rotates such that it would trace a circle (counterclockwise 
in this case) when projected onto the x,y plane as a function of time. (c) In the general case 
of elliptically polarized radiation, the electric field vector rotates and changes in magnitude 
such that its tip would trace an ellipse (clockwise in this case) when projected onto the x,y 
plane.
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while the orientation angle of the vector sum changes, and for linear polarization, 
the magnitude varies while the orientation angle remains fixed.

3.3 Special (Degenerate) Forms of the Polarization Ellipse
The general polarization ellipse described by Eq. (3.27) can take on many special-
ized forms, which we will introduce in this section.

3.3.1 Linear polarization

Linear polarization occurs when the aggregate electric field vector forms a locus 
of points that oscillates only in a single plane. For the case of horizontal linear 
polarization, this can be expressed as 

  x 0x x,( ) cos( )z t = +t f  (3.30a)

and

 y ,( ) .z t = 0  (3.30b)

For the case of vertical linear polarization,

 x ,( )z t = 0 (3.31a)

and

  y 0y y,( ) cos( ),z t = +t f  (3.31b)

where t = t-kz.
More generally, if f = 0 or , Eq. (3.27) reduces to 
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0x
x=± ,

 (3.32)

which we recognize as a straight line with zero intercept and slope ±(0y /0x) 
(f = 0 yields positive slopes and f =  yields negative slopes), representing lin-
early polarized radiation at orientations defined by the slope. 

When 0y= 0x, the slope is 1, representing linear polarization oriented along 
the ±45-deg axis, (f = 0 is +45 deg and f =  is -45 deg). Linearly polarized 
radiation is the form most commonly found in remote sensing of the earth and 
will receive most of our attention in later chapters.

3.3.2 Unrotated ellipse

Another special case of the polarization ellipse occurs if f = /2 or f = (3/2), 
causing Eq. (3.27) to reduce to 
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which is the standard (i.e., unrotated) version of an ellipse.
If in addition to f = /2 or (3/2), 0x = 0y = 0, then Eq. (3.33) becomes
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2
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2 1+ = ,
 (3.34)

which is the equation of a circle yielding circular polarization (right handed if f = 
/2 or left handed if f = (3/2)).

Goldstein (2003) points out that the polarization ellipse, while providing 
some insight into the nature of polarized radiation, has serious practical limita-
tions. First, the description as we have presented it here is only applicable to fully 
polarized radiation which is very uncommon in nature. Furthermore, because it 
describes the EM field, we can’t observe it directly. This leads us in the next chap-
ter to the work of Sir George Gabriel Stokes, who developed a way to describe 
polarized radiation in terms of observable parameters.
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Chapter 4
Representation of the 
Polarimetric State of a Beam

In this chapter we introduce the Stokes parameters and the Stokes vector repre-
sentation of a polarized beam. This representation is particularly important to us 
because it can be easily measured and is the most common way to represent a 
beam’s propagation along a complex path such as we encounter in remote sensing. 
The Stokes representation is also important because it allows us to represent both 
fully and partially polarized beams. Our discussion in Chapter 3 presented ways 
to describe a beam in which all of the EM energy was polarized. For an unpolar-
ized or randomly polarized beam, no preferred orientation or rotational behavior 
is associated with the electrical field. Most EM radiation is partially polarized and 
can be thought of as being composed of both an unpolarized component and a 
polarized component.

4.1 The Stokes Parameters
Recall from Eq. (3.27) that for a fully polarized beam, we can express the polar-
ization ellipse as
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Stokes (1852) showed, with some algebraic manipulation including taking the 
time averages, that this leads to an expression of the form

 ( ) ( ) ( cos ) ( sin ) .       0
2

0
2 2

0
2

0
2 2 2 22 2x y x y 0x 0y 0x 0y+ = - + +f f  (4.2)

We can then define each of the four terms in the following manner:

 S0 0 0=  x
2

y
2+  (4.3)

 S1 0 0= - x
2

y
2

 (4.4)
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 S2 0 02=  x y cosf (4.5)

 S3 0 02=  x y sin ,f  (4.6)

where S0, S1, S2, and S3 are referred to as the Stokes parameters for a plane wave.
Note that the Stokes parameters are also commonly denoted by S0 = I, S1 = Q, 
S2 = U, and S3 = V in the literature.

Substituting Eqs. (4.3)-(4.6) into Eq. (4.2) yields

 S S S S0
2

1
2

2
2

3
2= + + . (4.7)

The Stokes parameters are real observable quantities expressed in terms of opti-
cal intensities or radiometric energies. The S0 term describes the total energy in 
a beam. The S1 term describes the amount of linear horizontal or vertical polar-
ization. The S2 term describes the amount of linear ±45-deg polarization and 
the S3 term describes the amount of right- or left-handed circular polarization. 
For partially polarized EM radiation sampled over a finite time, we find that  
S2

0 ³ S2
1 + S2

2 + S2
3. We also can express the polarization angle, introduced in Eq. 

(3.29), in terms of the Stokes parameters, since 
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The special (degenerate) cases discussed in Sec. 3.3 can be expressed in terms 
of the Stokes parameters. The expressions below show the Stokes parameter rep-
resentations for fully polarized radiation. 
Linear horizontal polarization (LHP): 0y =  0
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Linear vertical polarization (LVP): 0x =  0
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Linear +45-deg polarization (L+45): f = 0, 0x = 0y = 0
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Linear -45-deg polarization (L-45): f = , 0x = 0y = 0
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Right circular polarization (RCP): f = (/2), 0x = 0y = 0
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Left circular polarization (LCP): f = (3/2), 0x = 0y = 0
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Note that the L±45, RCP, and LCP beams as defined above have twice the total 
energy as the LHP and LVP beams. If 0x = 0y = 1/Ö̀2 0 in the L±45, RCP, and 
LCP beams, then S0 =  2

0 in all cases (i.e., we would have the same energy in all 
the beams).

4.2 Stokes Vector Representation
The Stokes parameters are often arranged into a column vector for convenience of 
representation (i.e., they have no directional character). This yields
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Note that we have introduced a notational convention which uses bold parameters 
to represent vectors and matrices. We will also use an arrow over a parameter at 
times to indicate a vector quantity when the directional character of the vector is 
important. The Stokes vector can be expressed in terms of the S0 component (i.e., 
optical intensity or radiometric energy) times a normalized vector that yields
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For the special cases introduced above, this would yield
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for linear horizontal polarization,
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for linear vertical polarization,
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for linear +45-deg polarization,
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for linear –45-deg polarization,
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for right circular polarization, and 
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for left circular polarization.
It is also common to refer to the normalized vector as the Stokes vector. This 

is convenient because the magnitude term is proportional to radiometric energy 
and can be replaced with any radiometric value to represent how much of the 
term is observable at each polarization.

Thus, an alternative representation is
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where E is the scalar irradiance [W/m2], EH is the horizontally polarized com-
ponent of E, E45 is the +45 polarized component of E, EC is the right circularly 
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polarized component (note that negative values indicate vertical, -45-deg or left 
circular polarizations, respectively), and S is the S0 normalized Stokes vector, i.e., 
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4.3 Methods to Characterize and Interpret Stokes Vectors
In most cases, EM radiation can be thought of as a combination of randomly 
polarized radiation and polarized radiation.  If our sensor is insensitive to polar-
ization (responds to all polarizations equally), then we need only address the ag-
gregate average flux.  On the other hand, if our sensor, either by design or by hap-
penstance, is polarization sensitive, then we need to focus on the relative response 
of the sensor to different states of polarization. To address these cases, we will use 
the Stokes vector terminology, as it characterizes the time-averaged polarization 
state most directly applicable to operational sensing. The Stokes vector associ-
ated with a beam can be directly related to a simple set of measurements of the 
irradiance transmitted through a conceptual set of filters, as illustrated in Fig. 4.1 
[see Stokes (1852)].  The filters are four linear polarizers oriented as shown and a 
right- and left-hand circular polarizer.  All have nominal transmittance values of 
50% to randomly polarized radiation (in practice, corrections must be made for 
actual transmittance values).  The unnormalized Stokes parameters (Ŝ) can then 
be calculated as

 S Eˆ E  ,H V0 = +  (4.26)

 S Eˆ E  ,H V1 = −  (4.27)

 = −S Eˆ E    ,2 +45 −45  (4.28)

and

 S Eˆ E  ,R L3 = −  (4.29)
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where Ŝ0
 is the incident irradiance, and Ŝ1 is related to horizontal polarization (as-

suming the EH polarizer is oriented to transmit horizontally polarized radiation) 
and will be positive when horizontal radiation dominates vertical and vice versa. 
Ŝ2 is related to polarization at 45-deg to the horizontal and will be positive when 
+45-deg polarization dominates -45-deg and vice versa. Ŝ3 is related to circular 
polarization and will be positive when right-hand polarization dominates left and 
vice versa. EH through EL are the measured irradiance values as illustrated in Fig. 
4.1. In practice, we will see that the Stokes vector can be calculated from a sim-
pler set of measurements. However, Fig. 4.1 helps to reinforce the meaning of the 
Stokes parameters.

As described in Eq. (4.25), the Stokes parameters are often normalized 
through division by the Ŝ0 value and collected into a vector that carries the polar-
ization characteristics of the ray:
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There are several potential methods to filter incoming radiation for measuring 
the linear Stokes parameters as shown in Fig. 4.2. Note that for passive remote 
sensing purposes, the degree of circular polarization is usually so small that we 
often only attempt to characterize the linear polarization state of a beam. A wide 
range of methods for sensing polarized radiation have been developed and will be 
discussed in more detail in Chapter 8. Table 4.1 and Fig. 4.3 aid in the intuitive 
analysis of some of the Stokes vectors.

Figure 4.1 Polarization filters used to characterize the Stokes vector.
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Table 4.1 Characterization of the polarization state based on the signs of 
the Stokes parameters. 
Parameter Positive Negative
S1 Horizontal dominates Vertical dominates
S2 +45 dominates –45 dominates
S3 Right-hand circular dominates Left-hand circular dominates

Figure 4.2 Methods to characterize Stokes vectors. Note that EÆ is the irradiance measured 
with the linear polarizer oriented to transmit at an angle Æ measured from the horizontal. 
(See Chapter 8 for a more complete treatment.)

Pickering Method
 S0 = E0 + E90

 S1 = (E0 - E90)
 S2 = 2[E45 - (S0/2)]

Modi�ed Pickering Method
 S0 = (E0 + E45 + E90 + E-45)/2
 S1 = (E0 - E90)
 S2 = E45 - E-45

Fessenkovs Method
 S0 = 2/3( E0 + E60+ E120)
 S1 = 2/3( E0 - E60- E120)
 S2 = 2/Ö̀3 ( E120 - E60)

0 deg 45 deg 90 deg

0 deg 45 deg 90 deg -45 deg

0 deg 60 deg 120 deg

(a) Unpolarized Light Polaroid Filter Polarized Light

(b)

(d)

(c)
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It is important to recognize that the polarimetric components of the Stokes 
vectors are additive (i.e., they obey linear superposition), thus 
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This leads to a simple means to describe a beam in terms of a completely polar-
ized component and a randomly polarized (i.e., unpolarized) component, accord-
ing to
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Figure 4.3 Stokes vectors.
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where we define the degree of polarization (DoP) using the Stokes parameters for 
the total beam as

 
DoP = 1
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and the degree of linear polarization (DoLP) as
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which, if S30, as is often the case for passive sensing, yields
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Finally, in closing this section, it is important to recognize that the reference 
frame in which we define the polarization orientation for Stokes vector character-
ization may change several times during the analysis of a problem. For example, 
our initial Stokes vectors may be defined relative to the solar illumination plane, 
(i.e., z is along the beam, y is in the illumination plane, and x is perpendicular to 
the plane). From a target material standpoint, the incident and reflected Stokes 
vector will typically be defined in a target-referenced coordinate space (i.e., 
relative to the target normal). Finally, the Stokes vector setup for analysis by the 
sensor will typically be in a reference frame defined by the target-sensor plane, 
(i.e., z along the beam, y in the target-sensor plane and x perpendicular to the 
target-sensor plane (Fig. 4.4)). Figure 4.5 shows a simple rotation of the horizon-
tal reference axis through an angle qR. The Stokes vector associated with this new 
reference axis can be defined by
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where Sq is the Stokes vector in the rotational frame, S is the original Stokes vec-
tor, and R(q) is the rotation matrix associated with a rotation of the horizontal 
axis through an angle qR. Note that rotation has no impact on S0 or S3, since the 
magnitude of the radiometric term is unchanged and rotation about the z axis will 
not change the amount of circular polarization. Rotation also has no effect on the 
overall DoP; it only changes the relative amounts of the S1 and S2 components. 
It is also important to note that rotation through qR about the axis of propagation 
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Figure 4.4 Polarimetric reference frames: (a) Illustration of polarization reference frames 
for the solar illumination plane(s) and camera view plane. (b) Illumination and view planes 
defined relative to the tilted target (x¢,y¢) plane and the target normal (z¢).
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Figure 4.5 Geometry of imaging system alignment or the rotation of a given Stokes vector 
about the sensor line of sight.

also rotates the y axis. Thus, if we want to redefine a Stokes vector originally de-
fined in a global coordinate system to be in the plane of incidence, it is sufficient 
to account for the change in rotation of the normal vector about the z axis (and to 
ascertain the zenith and azimuthal angles). We will return to this concept in more 
detail in Chapter 7.

We will see in Chapter 5 how each energy-matter interaction (e.g., reflection 
and transmission) will change the Stokes vector and how in certain cases the 
Stokes vector can aid in the characterization of materials when polarization-sensi-
tive sensors (e.g., sensors with filters such as illustrated in Fig. 4.1) are available.

4.4 Parameters of the Polarization Ellipse and the Poincaré 
Sphere

When referring to the polarization ellipse, three angles are commonly referred to 
in the literature and used in calculations. We introduce them here for completeness 
and to support the introduction of the Poincaré sphere, which is also commonly 
used to characterize the polarization state and polarization behavior of materials.

The relevant angles are: the angle of polarization (), which was previously 
introduced (Fig. 4.6) as 

qR

qR

Local Horizon (q = 0 deg)
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and the auxiliary angle (a), which is simply 

 
tan ,a =




0y

0x  (4.38)

i.e., it describes the relative magnitude of the maximum amplitudes of the x and y 
fields.

The ellipticity angle (c), which is defined in terms of the ratio of the minor 
axis (b) to the major axis (a) of the polarization ellipse as 

 
tan( ) ,c =

±b
a  (4.39)

can also be expressed as 
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If c = ±/4, we have circular polarization and if c = 0, we have linear polariza-
tion (i.e., b = 0).

Goldstein (2003) shows that we can express the normalized Stokes vector in 
terms of the polarization and ellipticity angles as 

Figure 4.6 Illustration of the polarization ellipse and the polarization angle y (as previously 
seen in Chapter 3).
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He further demonstrates (Fig. 4.7) that the equations relating the polarization 
angles to the Stokes parameters resemble the equations relating spherical coordi-
nates (r, q¢,f¢) to Cartesian coordinates (x, y, z):

 x r= ¢ ¢sin cos ,q f  (4.42a)

 y r= ¢ ¢ sinq fsin , (4.42b)

 z r= ¢cos .q  (4.42c)

Indeed, if we let q¢ = (/2)-2c and f¢ = 2, the equations are identical. This 
leads to the use of spherical geometry to describe the polarization state of a beam 

Figure 4.7 Relation between polar and Cartesian coordinates.
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in terms of the ellipticity and polarization angles. Figure 4.8 uses a units radius 
sphere to show the relationship between the normalized Stokes parameters and 
the polarization and ellipticity angles, which can be expressed as

 S0 1= , (4.43)

 S1 2 2= cos cos ,c y  (4.44)

 S2 2 2= cos sin ,c y  (4.45)

and

 S3 2= sin .c  (4.46)

This use of a spherical projection to describe the polarization state of a beam 
was derived by Poincaré in 1892 (i.e., prior to the use of Stokes vectors) using a 
different approach but arriving at the same representation. The Poincaré sphere, 
as it is called, is still often used to represent the polarization state of the beam. 
Figure 4.9 illustrates the form of the polarization ellipse associated with various 
polarization and ellipticity angles to aid in developing a more intuitive sense of 
these parameters. Note that points near the “equator” of the sphere are linearly 
polarized, while points near the “poles” are circularly polarized.

Figure 4.8 The Poincaré sphere used to represent the polarization state of a beam.
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Figure 4.9 Various polarization ellipses.
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Chapter 5
Polarimetric Interactions: 
Reflection and Transmission

This chapter introduces the formalism we need to describe the interaction of a 
polarized beam with a reflective or transmissive medium. To simplify the dis-
cussion, we begin in this chapter with simple optically flat surfaces and move, 
in Chapter 6, to consideration of the more complex surfaces that represent the 
surfaces we wish to remotely sense. This chapter draws on classic texts on optics 
and polarization [e.g., Hecht (1990) and Goldstein (2003)], to which the reader is 
referred for a more thorough treatment.

5.1 Fresnel Specular Reflection
In Chapter 2 we introduced the concept of total reflection as the ratio of the exit-
tance from a surface to the irradiance onto a surface and a similar term for the 
transmission. Fresnel (1866) showed that for radiation normally incident onto a 
planar dielectric surface (i.e., an optically flat surface), the reflectivity is a func-
tion only of the index of refraction of the two media and can be expressed as
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1

2

,
 (5.1)

where n1 is the index of refraction in the medium in which the wave is propagat-
ing (often air) and n2 is the index of refraction of the second medium (i.e., the 
reflecting surface). If the medium is opaque, then the remainder of the energy is 
absorbed (i.e., 1-r). If the medium is transmissive, the transmission through the 
interface is simply t = 1-r. For the more general case of radiation incident from 
an arbitrary angle, we must take into account the polarized nature of radiation.

Referring to Fig. 5.1 for reflection of radiation that is not incident normal to 
a surface, the Fresnel surface reflection can be expressed for radiation polarized 
perpendicular to the plane of incident flux as 

John R. Schott
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where n = n2/n1 is the relative index of refraction and R^ is the Fresnel reflec-
tance coefficient for the EM field. The beam transmission at the interface can be 
expressed as

 t q qtE^ ^( ) = [1 ( )].i- r  (5.3)

This would be the transmission associated with a collimated beam or the irra-
diance transmission. The radiance transmission (see Fig. 5.2), most commonly 
used, can be expressed as

 t q qtL i
2 = [1^ ^-( ) ( )] ,r n  (5.4)

due to the fact that the beam will be narrower in the denser medium. Also recog-
nize that due to Snell’s law, qi and qt are related as:

 n n1 i 2= sin sin .q qt  (5.5)

Similarly, for flux polarized in the plane of incidence, the Fresnel surface reflec-
tance can be expressed as:
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Figure 5.1 Illustration of parameters used in Fresnel surface reflectance and transmittance 
calculations.
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where R½½ is the Fresnel reflectance coefficient for the EM field. The beam trans-
mission can be expressed as

 t qtE|| ||( ) ( ),= -1 r  (5.7)

and the radiance transmission as:

 t qtL||
2

||
( ) ( ) ,= -1 r n  (5.8)

where we have dropped the dependency of r on qi for compactness.
For randomly polarized incident flux, the reflection can be computed as the 

average of the polarized components according to 

Figure 5.2 Illustration of the concept of radiance transmission where the beam is more 
dense (i.e., the solid angle is reduced) in the denser medium due to Snell’s law increasing 
the effective transmission (i.e., the radiance transmission tL is greater than the beam 
transmission if n2 > n1).

A
1
Ω

1

A
2
Ω

2

L
1

L
2

Ω
1

Ω
2



54 Chapter 5
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=

+ ^||

2
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 (5.9)

Similarly,

 
t

t t
=

+ ^||

2
.
 (5.10)

These terms are valid only for optically smooth surfaces or specular reflection 
(i.e., for optically smooth surfaces, qr is equal and opposite to qi). More empiri-
cal expressions must be used for the irregular surfaces commonly encountered in 
remote sensing of the earth. For essentially all surfaces of interest for earth re-
mote sensing, we have to treat the surfaces as rough or irregular, so the Fresnel 
equations are not directly applicable. To deal with these surfaces, Chapter 6 will 
introduce more involved reflectance terms that build on the Fresnel equations.

5.2 Polarized Transmission and Polarizing Materials
In order to study or sense the polarization state of a beam, we need to have ma-
terials (filters) that will differentially transmit or reflect the wave based on the 
orientation or state of rotation of the electrical field. One common method to do 
this is with a wire grid polarizer (see Fig. 5.3). These devices are made such that 
the spacing between the wires is small compared to the wavelength. The vector 
component of the incident electric field that is aligned parallel to the wires will be 
reflected or will induce oscillations in the filter material electrons that will con-
vert the associated energy into heat dissipated in the wires. Conversely, the vector 
component perpendicular to the wires cannot induce an appreciable oscillation in 
the free electrons and therefore, will not be absorbed or reflected. Thus, the ideal 
wire grid polarizer would pass all of the electric field perpendicular to the grid and 
none of the field parallel to the grid. Historically, it was hard to make wire grids 
at visible wavelengths; however, improvements in microlithography are making it 
possible to work at shorter wavelengths. Wire grid polarizers are commonly used 
in the midwave and longwave infrared. 

Conveniently, there are both naturally occurring and manmade materials 
whose structures induce the same effects on the electric field as the wire grid 
polarizer. The alignment of the crystalline structure can then allow incident flux 
to induce oscillation in the filter material electrons in one dimension and not the 
other, and the spacing in the crystalline structure is such that visible light is ab-
sorbed. Synthetic materials based on this principle are commercially available. 
Goldstein and Jones (2006) provide a characterization of these sheet-polarizer 
materials.

Note that these linear polarizers will transmit the vector component of the 
electric field parallel to the transmission axis of the polarizer (see Fig. 5.4). Thus, 
if we have a linearly polarized beam whose electric field was oriented at an angle 
q from the transmissive axis of the polarizer, we should observe an amplitude of 
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  t q0 = 0 cos , (5.11)

assuming unit transmission along the primary axis and zero transmission at right 
angles to the primary axis.

Thus, the irradiance in the beam, which is proportional to the square of the 
field amplitude, would be

 E Et q q0 = µ0
2

0
2 2cos cos ,  (5.12)

where E0 is the irradiance in the beam before the polarizer.
Note that if we oriented the same polarizing filter at 90 deg (see Fig. 5.4b), 

we would pass the sine component of q, resulting in 

  t q90 0= sin , (5.13) 

and giving

 E Et q q90
2

0
2 2= µ0 sin sin  (5.14)

and

 E E E E Et t q q0 90 0
2

0
2

0+ = + =cos sin . (5.15)

These linear polarizers are often referred to as analyzers because they allow us to 
analyze the polarization state of a beam. 

In order to analyze circularly polarized light, we need to introduce the optical 
elements known as retarders or phase retarders. These are made of materials in 
which one of the polarization states (x or y) lags in phase relative to the other as it 
propagates. Thus, on exiting the material, the relative phase and thus, the state of 
polarization will be shifted. Of particular interest is the quarter wave plate, which 
has the property of shifting the phase by /2. Thus, a right circularly polarized 
beam that enters with a relative phase angle of f = /2 emerges with a phase 
angle of f = 0 or  (i.e., it is diagonally polarized). If we placed a linear polarizer 
oriented to pass the diagonally polarized beam, we can use the retarder and the 

Figure 5.3 Wire grid polarizer. Note that the transmitted field is polarized perpendicularly to 
the orientation of the wires.
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linear polarizer to form a circular polarization filter (see Fig. 5.5). A perfect ver-
sion of such a filter would have unit transmission for the retarder, and one-half of 
the flux in a randomly polarized beam would pass through the retarder-analyzer 
combination. On the other hand, in the ideal case, all of the flux in a completely 
circularly polarized beam would pass through the retarder-analyzer combination. 

Essentially all of the polarization-sensitive instruments we will discuss in 
Chapter 8 employ to their advantage some form of polarization filter to isolate the 
polarization of a beam. Regrettably, as we have seen from this discussion, most 
optical elements can introduce some polarization sensitivity to a beam (i.e., they 
may polarize to some extent a randomly polarized beam or they may differentially 
pass a polarized beam). This latter effect is of greatest concern because it will 
result in different signals out (digital count values) for the same incident radiance 
level, depending on the polarization state of the beam. This results in instruments 
calibrated with randomly polarized flux being miscalibrated for polarized flux. 
Therefore, we need to design nonpolarimetric instruments that are insensitive to 

Figure 5.4 Illustration of how linear polarization filters pass the vector component of the 
electric field amplitude aligned with the polarizer’s principal axis.
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polarization orientation and to carefully characterize the polarization sensitivity 
of all instruments. 

5.3 The Mueller Matrix: Polarimetric Energy-Matter Interactions 
Having developed a method to characterize the polarization behavior of a beam 
using the Stokes vector representation, we would like to have a means of describ-
ing the interaction of a beam with a transmitting or reflecting element. The Muel-
ler matrix representation of an optical interaction provides the answer by relating 
the Stokes vector incident on the element (Sin) to the Stokes vector, leaving the 
element (Sout), according to 

 S M Sout in=  (5.16a)

 

S
S
S
S

m m m m
m m m m
m m

0

1

2

3 out

00 01

10 11

20

é

ë

ê
ê
ê
ê
ê
ê

ù

û

ú
ú
ú
ú
ú
ú

=

02 03

12 13

21 mm m
m m m m

S
S
S
S

22 23

31 32 3330

0

1

2

3

 

é

ë

ê
ê
ê
ê
ê
ê

ù

û

ú
ú
ú
ú
ú
ú

é

ë

ê
ê
ê
ê
ê
ê

ù

û

ú
ú
ú
ú
úú
ú
in

,

 (5.16b)

where M is the Mueller matrix representing the energy exchange at the optical 
element [Mueller (1943)].

Several transmissive Mueller matrices are listed here as examples:
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Figure 5.5 Use of a quarter wave plate (/2 retarder) and a +45-deg linear polarizer to form 
a circular polarization filter. Note that left circular polarization would be completely blocked 
and a randomly polarized beam would be 50% transmitted for the ideal case.
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and
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with a neutral density value of (ND), i.e., this filter will have no effect except to 
reduce the amount of energy by ND (i.e., tND= 10-ND) and finally,
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It is important to note that the net effect of multiple filters is simply the ordered 
product of the Mueller matrices of the individual filters. Consider the following 
examples.
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i.e., horizontally polarized radiation will pass unobstructed through an ideal hori-
zontal polarizer.
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i.e., horizontally polarized light will pass through an ideal 45-deg linear polarizer 
with 50% attenuation.

Consider the following somewhat counterintuitive example of a +45-deg 
linear polarizer followed by a vertical polarizing filter operating on a horizontally 
polarized beam:
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Taking advantage of Eq. (5.24), this can be expressed as 
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yielding a vertically polarized beam with one-fourth the energy.
The Mueller matrix for a retarder can be expressed as
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where f is the phase shift of the retarder.
Recall that for a quarter wave plate, f = /2, resulting in 
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Thus, a quarter wave plate (90-deg retarder) followed by a +45-deg linear polar-
izer operating on a right circularly polarized beam yields 
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Figure 5.6 Polarization filters used to characterize the Stokes vector.
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i.e., the quarter wave retarder transforms the right circularly polarized energy to 
+45-deg linearly polarized energy (with no loss in energy), which then passes 
unobstructed through the +45-deg linear polarizer. Note that left circularly polar-
ized light will be completely blocked by the second filter, having been converted 
to -45-deg linear by the retarder. Randomly polarized flux will be reduced in 
amplitude by 50% by the retarder-polarizer combination (i.e., the right circular 
polarization filter). We casually introduced the right circular polarization filter 



61Polarimetric Interactions: Reflection and Transmission

when we needed a filter set to define the Stokes parameters (see Fig. 5.6). We can 
now more formally express this filter as the retarder-linear polarizer combination 
described by Eq. (5.29).

Chang et al. (2002) show that the Mueller matrix representation for polari-
metric Fresnel reflection of an incident beam expressed as a Stokes vector can be 
expressed as:
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where r^ and r½½ are defined in Eqs. (5.2) and (5.6), respectively, Re and Im rep-
resent the real and imagery parts, and the asterisk (*) represents the complex 
conjugate. This expression is valid only for optically smooth surfaces; as a result, 
we will need to develop more involved expressions to support the more irregular 
surfaces of interest for earth observation.

The Mueller matrix, as a way to characterize energy-matter interactions and 
particularly remotely sensed reflection, will be a cornerstone of the remainder of 
our discussions. 
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Chapter 6 
Polarimetric Bidirectional 
Reflectance Distribution 
Functions (pBRDF)

In this chapter, we begin by introducing the scalar bidirectional reflectance distri-
bution function (BRDF) used to describe directional reflectance. This treatment 
draws extensively from Schott (2007). We then proceed to describe a polar form 
of the BRDF or pBRDF and ways to measure and model the pBRDFs of materi-
als. This treatment draws heavily from Shell (2005).

6.1 Bidirectional Reflectance Distribution Functions
In Chapter 2, we introduced the concept of radiance and the constancy of radiance 
during propagation in a lossless medium. This ease of propagation of radiance 
makes it the most convenient term to study for most remote sensing applications. 
However, what we often know is the irradiance onto a target we wish to observe. 
In order to convert the irradiance onto the target into radiance toward the detec-
tor, we need to consider the reflectance properties of materials. In general the 
reflectance properties are a function of wavelength, illumination angle, viewing 
angle and the polarization state of the incident flux. We need to develop a means 
to express the full impact of these dependencies on the reflected radiance and to 
develop a simpler expression for cases when full angular reflectance data are not 
available.

6.1.1 Ways to characterize reflectance

In Chapter 2, we introduced what we will now define to be the total spectral re-
flectance as:
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Specular reflector

Less-idealized surface

Nearly diffuse Nearly specular

Diffuse

This expression for reflectance, while perfectly valid, fails to provide us with any 
information about the directional distribution of the reflected flux. Our experi-
ence tells us that the directional characteristics of reflectance vary considerably 
from mirror-like surfaces (specular) (discussed in Chapter 5 and behaving ac-
cording to Fresnel reflection theory) to surfaces that appear to have little or no 
directional character to their reflectance (Lambertian or diffuse). In Fig. 6.1, we 

Figure 6.1 Reflectance characteristics of idealized surfaces.
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depict the angular reflectance characteristics of several idealized surfaces, as well 
as a more complex object. A perfectly specular object behaves like a mirror with 
flux reflected only into the direction exactly opposite to the incident ray. A nearly 
specular object will appear to have most of the reflected energy concentrated in a 
cone about the specular ray. 

A perfectly diffuse surface appears to have the same amount of reflectance in 
all directions, while a nearly diffuse object will generally appear brighter in the 
specular direction. A less-idealized surface may appear brighter in the specular 
and backscatter directions and darker when viewed at grazing angles. Rough sur-
faces, such as tree canopies, will typically have a strong return from the backscat-
ter direction, which is referred to as the “hot spot.” Recall that visual brightness 
or apparent reflectance is directly proportional to radiance, so that the vectors in 
Fig. 6.1 can be treated as the magnitude of the radiance in each direction. The 
surface that encloses the vectors can be thought of as a probability distribution 
function for the radiance in any direction. More formally (cf. Fig. 6.2) we can 
define the bidirectional reflectance to be the ratio of the radiance scattered into 
the direction described by the orientation angles qr and fr to the irradiance onto 
the surface from the qi, fi direction, i.e.,
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The bidirectional reflectance distribution function (BRDF) describes these 
bidirectional reflectance values for all combinations of input-output angles. The 
BRDF values will also change as a function of wavelength, so a complete char-
acterization would include the wavelength-dependent BRDF, using the spectral 
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values for irradiance and radiance in Eq. (6.2). The BRDF is actually a scattering 
function analogous to the angular scattering coefficient (bsca(l,q)) used to describe 
atmospheric scattering in Chapter 7.

It is often more convenient to describe directional reflectance in a unitless 
form. This is accomplished by introducing the bidirectional reflectance factor 
(r

rF
). This is the ratio of the radiance reflected into a particular direction to the 

radiance that would be reflected into the same direction by a perfect Lambertian 
radiator illuminated in an identical fashion. The perfect Lambertian radiator is 
defined to have a total reflectivity of unity, and because it is Lambertian, will have 
the same radiance in all directions. Nicodemus et al. (1977) show how the reflec-
tance factor (r

rF
) is related to the bidirectional reflectance (rBRDF) through a simple 

factor of p steradians, i.e.,

 
r rrF

BRDF sr
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[ ]

.- =1

p  (6.3)

In general, we will omit the rF subscript and use reflectance factors for the 
remainder of our discussion. Either the BRDF or the reflectance factor can be 
used to relate the incident irradiance from the qi, fi direction to the radiance into 
the qr, fr, direction according to 
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In addition to the bidirectional reflectance terms, two other terms describing 
reflectivity are commonly used. The first is the directional-hemispheric reflec-
tance. This is the ratio of the exitance from a target to the irradiance onto the tar-
get from a particular direction. Conversely, according to reciprocity, it is the ratio 
of the radiance into a particular direction to the radiance (uniform from all angles) 
irradiating a target. The final reflectance term of interest is the diffuse reflectance. 
This is best described in reference to the instrumentation commonly used to mea-
sure it (cf. Fig. 6.3). The instrument is set up so that all of the flux from the sample 
is collected by an integrating sphere, with the exception of the flux into a narrow 
cone about the specular direction. This is compared to a reading from a “perfect” 
Lambertian reflector measured in the same manner. The diffuse reflectance can 
then be defined as the hemispheric reflectance with the specular component re-
moved. If the light trap is not used, we measure the total hemispheric reflectance. 
The ratio of the diffuse reflectance (r

d
) to the total reflectance (r

tot
) provides a 

measure of the diffuseness (d) of the sample, i.e.,

 
d r

r
= d

tot

.
 (6.5)

A Lambertian reflector would be perfectly diffuse with a diffuseness of one. 
The more specular (less diffuse) a sample becomes, the lower its diffuseness, with 
a mirror having a value of zero. The specularity is often defined as one minus the 
diffuseness. Recognize that whether a surface can be treated as specular (with the 
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Fresnel equations used to good approximation) or rough (such that BRDF values 
or Lambertian assumptions are used) is a function of wavelength. A surface that 
appears smooth to flux at 10 mm may appear quite rough to flux at 0.5 mm. 

6.2 Polarimetric Bidirectional Reflectance Distribution 
Functions (pBRDF)

6.2.1 Specular reflectors

In this section, we want to combine the Mueller matrix formalism introduced in 
Chapter 5 for describing polarimetric interactions with materials, with the BRDF 
concepts introduced in the previous section. From a remote sensing phenomenol-
ogy standpoint, we will need to understand the reflective behavior of a polarized 
beam that can be captured by reflective Mueller matrices or collectively by the 
Mueller matrix representations of the polarimetric bidirectional reflectance distri-
bution function (pBRDF).

We introduced the BRDF function and reflectance factors in Sec. 6.1. Using 
the Mueller matrix and Stokes vector representation, Flynn and Alexander (1995) 
show that the unpolarized BRDF expression has a polarized equivalent. Accord-
ingly, the scalar expression

 L f E=   (6.6a)

becomes

 L E= f  ,  (6.6b)

Figure 6.3 Schematic concept for measuring total and diffuse reflectance.

Specular ray

Light trap
Sensor

Sample

Integrating
sphere

Incident 
flux



68 Chapter 6

where L[W/m2sr] is the observed radiance, E[W/m2] is the irradiance incident on 
the surface, f is the BRDF value [sr-1], L is the Stokes vector representation of the 
radiance, i.e.,

 L S=  outL , (6.7)

E is the Stokes vector representation of the incident irradiance, i.e.,

 E S=  inE , (6.8)

f is the Mueller matrix representation of the polarimetric BRDF, and Sout and Sin 
are the normalized Stokes vectors associated with the radiance and irradiance 
beam. Thus, the radiance can be expressed as

 

L = L  

0

1

2

3 out

00 01 02 03

10 11 12 13

2

S
S
S
S

f f f f
f f f f
f

é

ë

ê
ê
ê
ê
ê
ê

ù

û

ú
ú
ú
ú
ú
ú

=
00 21 22 23

30 31 32 33

0

1

2

3

 E  
f f f

f f f f

S
S
S
S

é

ë

ê
ê
ê
ê
ê
ê

ù

û

ú
ú
ú
ú
ú
ú

é

ë

ê
ê
ê
ê
ê
êê

ù

û

ú
ú
ú
ú
ú
ú
in

,

 (6.9)

which leads to

 L E f E f S f S f S0   S  +   +   +  
in in in in

= ( )00 0 01 1 02 2 03 3  (6.10)

for the first term in the output radiance, which will yield Eq. (6.6a) only if all the 
terms in parentheses are zero. 

Recall from Chapter 5 that we can write expressions for the parallel and 
perpendicular (Fresnel) reflectance from a planar surface based on the angle of 
illumination (qi) and the index of refraction

 n =ˆ n + ik,  (6.11)

where n̂ is the complex index of refraction, n is the real part, k is the imaginary 
part, and i = Ö̀-̀1.

In Eq. (5.30), we introduced the Mueller matrix representation of the Fresnel 
equations. Goldstein (2003) shows that the Fresnel reflectance-based Mueller 
matrix for reflection from a dielectric plane can also be expressed as (Eq. 8-34 in 
Goldstein)
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where q+ = qi + qt,q-= qi-qt,qi is the illumination zenith angle, qt is the refracted 
angle, n is the index of refraction of the dielectric medium (incident beam as-
sumed to be in air), and from Snell’s law (see Fig. 6.4), 
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This expression is valid only for direct specular reflection from perfectly flat 
surfaces and so will be of limited direct value. However, it is introduced here as it 
forms the basis for many models of the BRDF behavior of materials assumed to 
consist of many small planar facets. The Fresnel reflectance equations from Chap-
ter 5 can be expressed more specifically in terms of only the angle of incidence 
and the complex index of refraction (n̂ = n+ik) as
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where 

 
A C D=

2
+ ,

 (6.16)

Figure 6.4 Illustration of terms used in the Mueller matrix representation of reflection from 
a dielectric plane.
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B C D=

2
- ,

 (6.17)

 C n k D= 4 2 2 2+ , (6.18)

and

 D n k= 2 2 2
i- -sin .q  (6.19)

Examples of typical materials are shown in Fig. 6.5.
Note that randomly polarized radiation has one-half its electric field vector 

magnitude in the plane of incidence and one-half perpendicular to the plane of 
incidence. For normally incident and reflected light from both the dielectric and 
metal surface, equal amounts of energy will be reflected, resulting in no net po-
larization. In contrast, as the incidence (and therefore also the reflected energy) 
deviates from normal, more energy is reflected perpendicular (S polarization in 

Figure 6.5 Polarized reflectance from (a) glass (ñt = 1.5+i0) and (b) copper (ñt = 0.405+i2.95) 
as a function of qi. The incident light is in air. Note that RS= R  ̂and RP = R||.
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Fig. 6.5) to the plane of incidence (reflectance) than is reflected parallel (P po-
larization in Fig. 6.5) to the plane of incidence. This results in varying amounts 
of polarization as the angle changes. Note that at the Brewster angle for the di-
electric, where all the P-polarized energy is absorbed, the degree of polarization 
goes to 1. It is also important to note that in the case of the metal, even though 
there is high reflectivity in both S and P polarizations, the amount of reflected 
energy is roughly equal, so the degree of polarization remains relatively small 
over all angles. It is also important to note that Figs. 6.4 and 6.5 show values for 
a particular wavelength. Changing the wavelength will result in different n and k 
values, which will produce both different reflectance values and different degrees 
of polarization.

6.2.2 Optical scatter from surfaces

Quantitative remote sensing in the visible and near infrared (VNIR) is based on 
measurements of reflected solar energy from the earth. It is from these measure-
ments and estimates of the surface “reflectance” that algorithms and quantitative 
techniques may be applied to derive information from remotely sensed energy. 
Therefore, optical scatter or reflection phenomenology must be thoroughly under-
stood, as this is the mechanism by which information unique to a specific material 
is translated into the reflected electromagnetic wave. This would seem to have 
been accomplished in Chapter 5 with the derivation of the Fresnel equations; 
however, real materials are significantly more complicated. This section examines 
optical scattering from surface reflections. Atmospheric optical scattering is also 
an important consideration but will not be addressed until Chapter 7.

In the preceding example of Fresnel reflectance, the reflectance magnitude 
was determined based entirely on the optical properties of the materials and the 
angle of incidence. In addition, the reflected energy is only directed in the plane 
of incidence at the reflected angle qr, where qr = qi, per the law of reflection. How-
ever, this is true only for perfectly planar or “smooth” surfaces that also have no 
internal scatter.

A quick look around is all it takes to realize that most surfaces are not perfect 
“mirror” surfaces (An interesting thought experiment is to consider a world in 
which all surfaces were perfect mirror surfaces. In this world, only sources of il-
lumination would be visible and no objects could be discerned!), and even mirror 
surfaces are not perfect.

Two effects are responsible for energy reflected (or, more generally, energy 
scattered) outside the qr = qi reflectance angle. First, all materials have some level 
of surface roughness. This results in a distribution of localized surface normals 
that are oriented in multiple directions, similar to individual sequins on a dress. 
Therefore, the Fresnel reflectance is actually distributed around a reflection angle 
according to the “roughness” of the material. The second and usually more signifi-
cant phenomena directing energy out of the qr = qi scattering angle is internal or 
volumetric scatter. Once light has entered a material, multiple internal scattering 
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results in distributing the energy around the hemisphere. The internal scattering 
sources are also responsible for color by selective spectral absorption. Figure 6.6 
illustrates this complex interaction.

In Fig. 6.6, several possible ray paths are noted. Incident irradiance (E®i) may 
be reflected off the front surface of the material according to the local surface nor-
mal (N̂i) per the Fresnel reflection equation, giving RF (type-A photons). Transmit-
ted Fresnel irradiance (TF) may then interact with a myriad of particles and mol-
ecules having selective absorption. After these single and multiple interactions, 
the energy may re-emerge from the surface, again according to the Fresnel equa-
tions (type-B photons). In most cases, the incident medium is air, which results 

Figure 6.6 Detailed view of light scatter from material.
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in the real part of the refractive index of the transmitted medium being greater 
than the incident medium or nt>ni. This in turn results in total internal reflection 
for upward scattered radiance exceeding the critical angle relative to the local 
surface normal (as most have experienced, only a small area of the sky is visible 
when looking up while swimming underwater). Of course, after re-emerging from 
the surface, additional interactions with adjacent facets may also occur (type-C 
photons). Type-C photons may also originate from secondary surface reflections, 
or from two type-A interactions. Therefore, the integration of the type A, B and 
C photons over a solid receiving angle and material surface area A determines the 
magnitude and polarization of the reflectance in a given direction.

A few important conclusions may be made. The multiple, random scattering 
centers within a material have the net effect of depolarizing the fraction of TF. This 
results in the diffuse component of scatter being highly randomly polarized. Also, 
the scattered radiance from dark materials, or those that highly absorb TF, have a 
higher relative Fresnel reflection component (RF) (which is polarized), since the 
magnitude of re-emerging scattered energy is low. This results in the DoP being 
inversely proportional to a material’s reflectance and has been termed the Umov 
effect [Umov (1905)]—a phenomenon that will be further investigated.

A means for characterizing this directional scatter is the BRDF, which may 
be thought of as quantitatively defining the qualitative property of “shininess.” 
A material may be described as being diffuse or specular; for example, a mirror 
is highly specular, and hence, scatters minimal energy outside of the reflection 
angle. On the other hand, a projector screen is highly diffuse, and the apparent 
brightness (radiance) of the screen is the same, regardless of viewing orientation. 

Half of the battle in comprehending BRDF (and radiometry in general) is 
understanding the nomenclature and geometry. The nomenclature used is that 
recommended by Nicodemus (1970), which has subsequently been adopted by 
many authors. The National Bureau of Standards monograph by Nicodemus et al. 
(1977) is a seminal document on BRDF.

The BRDF is a function of the incident angle (qi), specified by the zenith and 
azimuth angles qi and fi; the reflected angle (qr), similarly specified by zenith and 
azimuth angles qr and fr, and finally the wavelength (l). The zenith angles are 
defined relative to the local surface normal, which is qi = 0 deg. Most materials 
have azimuthal or rotational symmetry about the surface normal. This reduces 
the degrees of freedom by one, enabling the azimuth angle to be characterized 
by only the difference between fi and fr, f = fr-fi. By convention, fi will be 
designated as f = 0 deg and the reflected or scattering azimuth angle defined 
relative to this orientation, increasing counterclockwise when looking down on 
the surface. Forward scattering is therefore f = 180 deg. This reduces the BRDF 
specification for rotationally symmetric materials to a three-dimensional (3-D) 
angular specification of fr(qi; qr, f; l). The geometry is illustrated in Fig. 6.7.

Note from Fig. 6.7 that the source and detector occupy a solid angle (d). 
BRDF is theoretically specified for a point source and detector, as well as an in-



74 Chapter 6

finitesimal surface area (dA) but practical measurement considerations result in 
averaging over the source and detector solid angles (i) and (s) and surface area 
(A). The averaging is most critical when the BRDF varies greatly as a function of 
angle, such as is the case with a highly specular or mirror-like material around the 
scattered specular lobe.

BRDF is actually a subset of the more general bidirectional scattering distri-
bution function (BSDF). Accompanying BRDF are the transmissive (BTDF) and 
volume (BVDF) scattering functions that apply to materials having those scatter-
ing features [Stover (1995)]. The discussion here will be limited to BRDF, but it is 
worth noting that radiance contributions in what remote sensing ascribes to BRDF 
have elements from these other scattering sources (e.g., vegetative canopies).

In general, manmade surfaces are likely to have a higher BRDF value in the 
forward scattering plane (f = 180 deg) near a reflectance angle equal to the inci-
dence angle, per the law of reflectance. However, this is generally not the case for 
natural surfaces with significant structure, such as vegetation. The so-called “hot 
spot” is present in the backscattering direction of the illuminating source, which 
may produce BRDF two to ten times that at diffuse reflection angles. The source 
of the hot spot is primarily due to self-shadowing not being visible when looking 
at a surface from the same orientation as the illumination angle. As the view angle 
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Figure 6.7 The BRDF geometry is uniquely specified by four angles corresponding to the 
source zenith and azimuth angles qi and fi and the reflected zenith and azimuth angles 
qr and fr. Most materials have azimuthal symmetry, in which case only a relative azimuth 
angle f is required where f = fr-fi.
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moves away from the illumination position, self-shadowing by the material, such 
as from leaves of vegetation, results in decreased radiance. Coherent backscatter 
is also responsible for the hot-spot phenomenon, but only dominates when the 
structure size of the material is on the order of the incident wavelength [Hapke et 
al. (1996)].

Reflectance, or the ratio of incident energy to that reflected, is properly de-
fined only through the BRDF. This fact is often forgotten, as it is common to use 
a scalar value as introduced in Sec. 6.1 for a material’s reflectance. Reflectance 
spectra “truth” databases typically contain only a scalar value as a function of 
wavelength. These values are actually the directional-hemispherical reflectance 
rDHR, which is the total reflectance for a specific angle of incidence (see Fig. 6.3). 
In terms of BRDF, rDHR is given by

 
r q f q f q f l q

p

DHR ( , ) ( , ; , ; ) cos( ) .i i r i i r r r rf d= ò
2

W
 (6.20)

Note that if fr is a constant, this results in rDHR being equal to fr ·.
Polarimetric BRDF, termed pBRDF, is the more generalized case of the scalar 

BRDF. In addition to quantifying the magnitude of the directional scattering, the 
polarization of the scattering is characterized. It is often overlooked that only the 
pBRDF correctly predicts the total reflectance magnitude when the incident ir-
radiance is partially polarized. As described in Sec. 6.1, the radiometric quantities 
of Eq. (6.6) become Stokes vectors, and the BRDF becomes a Mueller matrix. 
The generalized polarimetric BRDF (Fr) is thus represented as
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Mueller matrix notation is most often used to describe transmissive mediums 
(such as optics), which results in unitless Mueller matrices. Also, the matrix is 
frequently normalized such that the m00 element of M is 1 and the multiplicative 
constant is dropped—this notation readily represents the medium’s polarization 
characteristics at the expense of losing absolute radiometric values. When rep-
resenting BRDF using Mueller matrices, the matrix has units of sr−1 as expected, 
and multiplicative constants must be maintained. In this manner, the f00 element of 
Fr remains equivalent to the scalar BRDF value such that

 
r q f q f q f l q

p

DHR ( , ) ( , ; , ; ) cos( ) .i i i i r r r rf d= ò 00
2

W
 (6.22)

A good review of polarized BRDF representations is provided by Flynn and Alex-
ander (1995).

Invoking the assumption that circular polarization is not present in a signifi-
cant amount upon reflection from most natural surfaces, Coulson (1998) reduces 
the Mueller matrix to a 3´3 matrix and the Stokes vector to a three-element vec-
tor. With this reduction in dimensionality, Eq. (6.21) may be explicitly written as
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We will often use this simplification since for passive remote sensing of natural 
surfaces we expect to see very little circularly polarized energy.

6.3 Reflectance Variability or Texture
The formal definition of BRDF requires the measurement of an infinitesimal sur-
face area (dA) with an illumination source and detector that subtend infinitesimal 
solid angles. It is obvious that each of these three areas must have a finite size for 
practical measurement purposes. It is actually desirable to have a surface area of 
sufficient size that adequately represents the material.

For example, consider characterizing the scatter from a “painted metal plate.” 
Close inspection of the painted plate may reveal small defects such as paint 
bubbles or chips. If the BRDF measurement area was small and a defect occupied 
a significant fraction of the measurement area, it would significantly impact the 
scattering measurement. However, if a sufficiently large area of the plate would 
be measured, the microscopic variability would be averaged out, and a more ac-
curate BRDF measurement would result.

Local scattering variability within a material class is often called “texture,” 
and may be quantified as the bidirectional reflectance variance function (BRVF) 
[Ni et al. (1999)] or the bidirectional texture function, as it is commonly called 
in the computer graphics community [Dana et al. (1999)]. Note that this may be 
considered semantics—for the metal plate, one could also quantify the BRDF 
values for “pristine paint,” “paint bubbles,” and “paint chips.” From these three 
subclasses, the BRDF of the entire painted metal plate could be generated from a 
linearly weighted combination of these surfaces.

Such approaches using fundamental material BRDF values quickly become 
impractical, since subclass divisions may be continued indefinitely; for instance, 
a subdivision of “paint chips” may be “paint chips with metal indentation,” etc. 
The fundamental material approach toward constructing “macro” BRDF values is 
also difficult with complex materials, such as a tree canopy, which has significant 
transmittance and interaction among the leaves, ground, etc. The linear superposi-
tion of such complex objects becomes impossible with BRDF data of only the 
individual constituent materials. A BRDF measurement of a whole tree canopy is 
often more attractive; alternately, nonlinear scene simulation techniques may be 
employed (see Chapter 10).

Note that BRDF measurement of such macromaterials enables averaging of 
local variabilities but increases the necessity of assigning adequate qualitative 
descriptors of the material. For instance, when pulling the BRDF of grass from a 
database of BRDF measurements, one would likely also want to know such pa-
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rameters as the grass height, density of coverage or the amount of ground visible, 
the health of the grass, time of year, etc.

BRVF is a function of the surface area considered. If a remote sensing pay-
load has a ground sample distance (GSD) of 1 ft, then there will be essentially 
no pixel-to-pixel variability due to BRDF when viewing the metal plate previ-
ously described. However, if the GSD is 1 in, then some pixel-to-pixel variability 
will likely be manifested from the material defects. Therefore, the BRVF may be 
defined as the BRDF probability density function given a measurement area (A), 
according to

 BRVF A p f Ar( ) ( ).= |   (6.24)

Often the BRVF distribution is unimodal and approximately Gaussian, in which 
case the variance is an adequate means of quantifying the BRVF. It is also noted 
that the mean value of the BRVF is the BRDF.

BRVF has led to low-pass spatial filtering of high spatial resolution hyper-
spectral data cubes for target detection algorithms. If the target is resolved, then 
filtering down to the GSD of the projected target area may increase the signal 
to noise in detection algorithms due to the decreased background variability. 
Similarly, specular reflections from individual leaves in a tree canopy may have 
significant polarization imparted; however, when integrated at the level of a tree 
stand, the net polarized radiance is not so easily determined.

Before continuing our discussion of pBRDF and ways to characterize the 
pBRDF of a surface, we will briefly review methods to measure scalar BRDF, 
since pBRDF approaches build directly on them.

6.4 BRDF Measurement
A means of quantifying the BRDF, or more generally the pBRDF, is needed to 
generate a priori BRDF databases of target and background materials that may be 
applied to remote sensing algorithms. One means of generating the data is through 
BRDF models that may use physics-based principles to derive the directional re-
flectance (these will be discussed in Sec. 6.6). However, it will be seen that for 
practical purposes, measurements are required as inputs for most BRDF models.

The key elements of any optical scatter measurement are the sample material 
or object to be measured, the illumination source, and the detector. Most BRDF 
measurement devices employ one or more goniometric arms that provide angular 
positioning of the source and/or detector element. In some cases, the sample ori-
entation may also be changed in order to achieve the full hemispherical range of 
source and detector orientations.

When high angular resolution is required to resolve the specular peak of 
mirror-like materials, the solid angle subtended by the detector may be minimized 
by increasing the material-to-detector distance or decreasing the detector size. For 
diffuse materials, the angular resolution is not as critical, since there are usually 
only modest changes in BRDF with reflection angle. The detector signal to noise 
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can become an issue as one makes spectral BRDF measurements where a l 
of 10 nm may be desired, commensurate with the spectral bias of many hyper-
spectral sensors. Signal strength may also become problematic when measuring 
highly specular materials outside the specular lobe. However, in this circumstance 
the low signal is usually not of interest in remote sensing applications.

Commercial BRDF measurement systems have been developed and are avail-
able. However, most measurement needs are satisfied with systems customized 
to the user’s unique application. It is for this reason, in part, that very few BRDF 
databases exist. Measurements taken by a particular group often have inadequate 
material and experimental conditions described, and have tailored features that 
are not easily adaptable to a new user’s interest. One exception is the nonconven-
tional exploitation factors (NEF) database, which contains BRDF information for 
a number of materials [NEF (1996)].

Newer approaches in BRDF measurement often incorporate imaging 
techniques that enable the simultaneous sampling of multiple angles, greatly 
decreasing the required number of measurements. Imaging systems also readily 
enable characterization of the BRVF. However, many of the techniques are not 
polarization friendly. Other novel techniques have also been developed and will 
be briefly explored. The impetus for most of the newer measurement approaches 
is improved rendering in computer animation and simulation, for which there is a 
significant commercial market.

Outdoor BRDF measurements are common for remote sensing due to the 
large spatial scales of the materials involved, as well as the inability to bring 
representative materials, such as undisturbed live vegetation, into the lab. Ap-
proaches toward outdoor BRDF measurements will be reviewed, as well as the 
means to handle some of the challenges outdoor measurements present.

Finally, the measurements required to capture the most general form of 
BRDF, the polarimetric BRDF, will be reviewed (see Sec. 6.5.4). The foregoing 
measurement techniques may all be adapted to polarimetric measurements, with 
varying levels of complexity.

6.4.1 Conventional laboratory measurements

The most common and traditional means of measuring BRDF is to use an illumi-
nation source of small angular extent and a corresponding radiometer to measure 
the scattered radiance. Several means of acquiring the necessary source and de-
tector angular sampling are invoked by using a goniometer. For most systems, 
it is easiest to fix the source position and vary the detector location to sample qr 
and fr. The incident angle qi is sampled by moving the target sample, which is 
usually a relatively small, planar sample. With a large detector system, such as a 
spectrometer, the detector position is fixed and the source and material are moved 
to sample the hemisphere [Feng et al. (1993)].

Illumination sources may be either lasers or a broad-band source coupled 
with spectral filters at the source or detector to enable spectral measurements. 
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Often the data acquisition process is automated, whereby the angular position of 
the detector and material is changed to cover the prescribed BRDF measurement 
sampling density. The number of required measurements is significant. For an 
isotropic material (no azimuth dependency) and sampling at 10-deg increments in 
both qi, qr and f, the number of required measurements exceeds 1500 per spectral 
band: 9 for 0 deg£qi£80 deg, 9 for 0 deg£qr £80 deg, and 19 for 0 deg£f£180 
deg (9´9´19). This simple calculation illustrates the challenge in adequately 
measuring BRDF and motivates the modeling discussion in Sec. 6.6.

Lab measurements on materials of interest to remote sensing are particularly 
challenging. The heterogeneity or texture of most natural materials occurs at a 
spatial scale much larger than the typical sample size that is used in the labora-
tory. For this reason, natural materials are best measured over larger spatial scales 
and in their natural, undisturbed states by outdoor measurement techniques (see 
Sec. 6.5.3). However, BRDF measurements of manmade materials, which often 
constitute “targets” in spectral detection algorithms, may be more accurately mea-
sured in the controlled lab environment. A review of BRDF lab measurements 
with a remote sensing perspective is provided by Sandmeier and Strahler (2000).

6.4.2 Camera-based measurements

The use of focal planes to make BRDF measurements greatly increases measure-
ment efficiency. Rather than having a single detector element, and hence a single 
bistatic angle for each measurement, multiple reflection angles may be simultane-
ously acquired by the individual focal plane photo sites. Several permutations on 
this concept may be employed. BRDF measurement techniques using focal planes 
may be categorized into three basic approaches:

wide field of view (FOV) imaging to simultaneously sample many reflect-(1) 
ing angles,
tailored optics imaging systems that uniquely sample the material (many (2) 
variants), and
narrow FOV imaging used in a manner similar to a single element (3) 
detector.

The wide FOV systems rely on a large uniform material area for making measure-
ments. Discrete scattering angles are obtained from each pixel of the imaging sys-
tem, which enables an efficient, dense sampling of scattering angles for a single 
incident angle. Of course, spatial inhomogeneities in the material erroneously 
manifest themselves as a BRDF change, so caution must be used. For pBRDF 
measurements using an optical system with polarization filters, the high incident 
angles make this approach challenging. A few outdoor systems make use of this 
measurement approach and will be addressed separately in Sec. 6.5.3.

The second basic imaging configuration, the tailored optics systems, encom-
passes a number of measurement concepts and is among the most creative. The 
overall approach is to re-image the material surface in a manner that enables ef-
ficient changes to the system, such as varying the incident angle of illumination or 
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acquiring multiple viewing geometries. One such approach images an infinitesi-
mal surface point [Dana (2001) and Dana and Wang (2004)], and another employs 
a kaleidoscope that provides multiple discrete scattering angles while resolving 
the surface [Han and Perlin (2003)]. The most significant disadvantages of these 
systems are the limitations imposed on the illuminating source and the sample 
size—outdoor measurements using the sun would be difficult. Also, since these 
systems use reflective optics having multiple reflections or varying reflectance 
angles, measuring the polarimetric BRDF is problematic due to the polarization 
dependency of the system.

Finally, a narrow FOV imaging system may be used in a manner analogous to 
the way a single element detector is used. Implicit in this measurement technique 
is the ability to quantify BRVF from the image data. However, as with a single 
detector, many measurements or images must be acquired to cover the scatter-
ing hemisphere. Therefore, this technique must heavily rely on BRDF models to 
inter/extrapolate the data. This technique is adaptable to both the lab and field. 
For field use, calibration and stray light mitigation are readily employed. Systems 
using this approach have not been widely noted in the literature, likely due to the 
inefficiency of hemispherical sampling. These three basic imaging approaches to 
BRDF measurement, along with their relative merits, are illustrated in Fig. 6.8.

The following approaches are those of the “tailored optics systems,” with the 
wide FOV systems addressed in Sec. 6.5.3. Discussion of the narrow FOV cam-
era based measurement will be postponed until Chapter 10 where it is used in an 
example study linking pBRDF measurement and modeling approaches.

A few novel BRDF measurement techniques using imaging are briefly re-
viewed here. Marschner et al. (1999) report on a system that images an object of 
known shape, such as a sphere or a cone that is covered with a desired material 
to be measured. The shape of the object inherently provides the multiple viewing 
geometries, rather than using optics. Viewing the object, while having a single 
illumination source, enables the direct measurement of a large number of incident 
and scattering angles with a single image. The technique is readily adaptable to 
pBRDF measurements, but only for a relatively small class of materials, such 
as painted surfaces. Measurement of background materials could not be accom-
plished using the technique.

Dana and Wang (2004) use an off-axis parabolic mirror to image a single point 
on a material surface that provides multiple view angles. Multiple image points 
on the material surface are obtained by translating the parabolic mirror above the 
surface. The multiple image points enable BRVF or texture measurements. Again, 
this measurement concept is ill-adapted toward pBRDF measurement due to the 
high incident angles on the parabolic optic. A similar approach is also reported by 
Apel et al. (2001).

Finally, Han and Perlin (2003) image through a kaleidoscope that enables 
the simultaneous measurement of BRDF and BRVF. A tapered kaleidoscope with 
front-surface mirrors is used to image a material, creating a virtual sphere consist-
ing of multiple, tapered facets that correspond to different viewing zenith angles 
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of the object. The effect is equivalent to having multiple camera angles imaging 
the same surface area. A digital projector provides the light source, and the inci-
dent illumination angles are controlled by selectively turning on groups of pixels 
in the digital projector. The kaleidoscope is one of the most efficient measurement 
approaches, but again is not easily adapted for pBRDF measurements, nor is it 
very suitable for measurement of natural materials of large spatial extent. This 
leads us to consideration of field instruments which, though cumbersome in many 
ways, are almost always necessary for characterizing natural surfaces.

Tailored Optics

+  Very dense sampling of q
r
,  f

-  Requires  large, planar, uniform 
 surface
-  BRVD crudely obtained through 
 multiple images  taken at different 
 locations 
-  Ill-adapted for indoor use 

+  Implicitly contains BRVF data
+  Easily applied to lab or outdoor 
 measurements
-  Sparse q

r
,  f sampling — requires 

 multiple angular positions
-  Coarse sampling q

r
,  f limited by 

 system FOV

+  Dense coverage  of q
r
,  f

+/-  BRVF obtainable — technique 
 dependent  on specific optics
-  Limited sample size
-  Polarimetric BRDF difficult to aquire
-  Difficult for outdoor (solar source) 
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general optics 
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r
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q
r
= +30 deg

Figure 6.8 Three fundamental approaches toward focal-plane-based BRDF measurements, 
along with their advantages (+) and disadvantages (-).
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6.4.3 Field measurements

Portable BRDF devices suitable for outdoor measurements are attractive for 
a number of reasons. The use of portable devices arises out of necessity when 
measurements must be made that are extremely difficult, if not impossible, to 
replicate in the lab. Natural materials may be heterogeneous over spatial extents 
significantly larger than what may be measured in the lab. Vegetation is a classic 
example of one such material, whether it is grass or a leaf canopy. Direct mea-
surement of materials in their natural state and at larger spatial scales eliminates 
the requirement to scale-up individual material BRDFs that are often interactive, 
such as leaf transmittance and multiple leaf adjacency effects. Having the use of 
the sun as the source is advantageous as well. A good review of BRDF field mea-
surements in the VNIR is given by Walthall et al. (2000). 

Full polarimetric BRDF field measurements also have an additional con-
cern—the source must have a generator producing various polarization states. 
For practical reasons, this is impossible. Placing an appropriate filter over the 
sun while making a measurement would be difficult and would require a large 
aperture filter, depending on the sample size being measured and the stand-off 
distance of the filter. As will be seen in Chapter 10, having the ability to change 
only the analyzer polarization state results in quantifying the first column of the 
Fr scattering matrix.

An obvious challenge to outdoor measurements is cooperative weather and 
stray light. Good weather may eventually be found, but the downwelled sky radi-
ance is always an error source in the measurements. In addition, the magnitude 
and distribution of this error source changes depending on local atmospheric con-
ditions, such as extent of cloud cover. This error source obviously has a spectral 
dependence, as the blue sky testifies. A good discussion of outdoor measurement 
errors and minimization techniques is provided by Sandmeier (2000) with some 
quantitative assessments provided by Lyapustin and Privette (1999) and Epema 
(1991). A technique for minimizing this error will be discussed in Chapter 10 
when addressing an approach toward background material pBRDF measurement. 
Finally, the source zenith position is not easily adjustable. In most circumstances, 
outdoor measurements are made over a sample size of area A that is greater than 
that made with lab measurements. A sample area must be sufficiently large to 
average out high spatial frequency inhomogeneities or texture in the material, as 
discussed in Sec. 6.4. Adequate sample size is indicated when the resulting BRDF 
value is insensitive to changes in the sample area in the FOV of the instrument, or 
(dfr/dA) ® 0.

A highly relevant challenge, though outside the scope of this treatment, is 
generating a sufficiently accurate and meaningful descriptive characterization of 
the material, which is critical for natural materials. It is by these descriptive labels 
that the material type will be selected and used in subsequent analysis, synthetic 
image generation, etc. A simple descriptor such as “Paint XYZ on Aluminum” 
is not sufficient when ascribing BRDF to inhomogeneous targets. (Actually, 
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adequately describing “simple” materials is also very challenging. Added to the 
description of “Paint XYZ on Aluminum” should be information such as appli-
cation method, surface condition and paint thickness—a picture doesn’t hurt!) It 
is suggested that a robust meta-data set always accompany such measurements. 
This meta-data should include photographs of various viewing geometries of the 
sample, as well as detailed verbal descriptors.

We now move to a brief review of some field devices reported in the literature. 
Two fundamental designs may be used: a traditional “lab-like” system in which 
the sensor is moved around a hemisphere above the target, or one in which the 
sensor does not translate, but acquires different view angles from the fixed posi-
tion. With the latter, the target area must be sufficiently uniform such that views 
of each area are representative of one another.

The most direct approach toward field BRDF measurements is to emulate a 
laboratory setup by using a goniometer. With the illumination source (the sun) and 
target orientation on the ground fixed, the goniometer serves to move the detector 
to sampling positions throughout the hemisphere.

One such system is FIGOS (field goniometer system), built by the Remote 
Sensing Lab of the University of Zurich [Sandmeier et al. (1995) and Sandmeier 
and Itten (1999)]. The system consists of a “zenith” arc of 2-m radius that rests on 
a circular frame of 4-m diameter—the azimuthal arc (Fig. 6.9). A nearly identical 
goniometer, the Sandmeier Field Goniometer (SFG) was constructed by NASA 
Ames based on the FIGOS design. However, this field goniometer is fully auto-
mated and the acquisition time for the same angular sampling scheme as FIGOS 
(qr = 15 deg, fr = 30 deg) is completed in less than 10 min [Sandmeier 
(2000)]. Figure 6.9 pictures the SFG and FIGOS systems.

Another goniometer advertised as having outdoor measurement capability 
was constructed by ONERA in France. The target area is imaged with a bundle 
of 59 fiber optics and a fore optic [Serrot et al. (1998) and Boucher et al. (1999)]. 
The fiber optics mixes the incident polarization of the scattered radiance, thus 
eliminating the polarization dependency of the diffraction grating in the spec-
trometer and making it suitable for pBRDF measurements.

Figure 6.9 An example of field goniometers for BRDF measurements. FIGOS is shown 
on the left and the SFG system in the middle and right [Reprinted with permission from 
Elsevier, courtesy of Sandmeier (2000) (left and right) and Schill (middle)].
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The previously described goniometer systems provide high angular preci-
sion and rapid sampling of the scattering hemisphere and are suitable for highly 
accurate characterization of field materials. However, both systems require sig-
nificant support for transport and setup, which is exacerbated by having to time 
the weather conditions for suitable measurement periods. A simpler measurement 
technique is often warranted that still provides meaningful BRDF data. Represent-
ing this other extreme are simple measurements made with a radiometer attached 
to a hand-held boom. The angular position of such a device may be estimated 
based on trigonometry of the height and distance from the measured area. Mea-
surements of only a few geometric positions may provide an understanding of the 
BRDF anisotropy.

An alternative approach to a sensor being repositioned around the hemi-
sphere is a fixed sensor that changes the view angle over a large homogeneous 
measurement area. One such BRDF measurement device is PARABOLA (Por-
table Apparatus for Rapid Acquisition of Bidirectional Observations of Land and 
Atmosphere), which has been used in various forms by NASA Goddard since 
the mid-1980s [Deering and Leone (1986)]. In an attempt to average out spatial 
inhomogeneities, such a sensor is often mounted high on a mast or a lift in order 
for the small FOV to image at an adequate GSD (see Fig. 6.10).

As noted earlier, diffraction gratings are highly polarization sensitive, and for 
pBRDF measurements, the incident radiance on the diffraction grating should first 
be randomly polarized to provide consistent results. An equivalent approach may 
be made with an imaging system. Rather than scanning a radiometer to acquire 
the multiple view angles, a wide FOV camera lens may be used. The University 
of Arizona uses such a system that assists in the vicarious radiance calibration 
of Landsat (Nandy et al. (1999), Nandy et al. (2001), and Czapla-Myers et al. 
(2002)). Linear CCDs may also be used to make a conical push-broom scan 
around the target area [Radke et al. (1999) and Demircan et al. (2000)].

6.4.3.1 Overhead BRDF measurement

Finally, new payloads have enabled BRDF measurement from satellites and 
aircraft. In these instances the atmosphere provides an additional measurement 
uncertainty in deriving the surface-leaving radiance. One such instrument is 
POLDER (POLarization and Directionality of the Earth Reflectances), which has 
a wide field of view (GSD of 6 km) and is flown on the ADEOS satellite [Des-
champs et al. (1994)]. Derivation of POLDER BRDF products is described in 
Leroy et al. (1997) and Nadal and Bréon (1999). 

Similar large GSD data, though nonpolarimetric, is provided by NASA’s 
MODIS (Moderate Resolution Imaging Spectroradiometer) instruments, flown 
on Terra (EOS AM-1) and Aqua (EOS PM-1), having a GSD of 250–1000 m, 
depending on the spectral band. MODIS scans ±55-deg, thus enabling multiple 
angular views with successive passes. BRDF products from MODIS are described 
by Schaaf et al. (2002). The Terra satellite also hosts NASA’s MISR (Multiangle 
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Imaging SpectroRadiometer) payload, which provides BRDF data using four 
spectral bands to acquire nine angular views spaced in the along-track direction.

6.4.4 Polarimetric BRDF measurement

As noted in Sec. 6.3, one quantifies the reflective BRDF Mueller matrix Fr by 
making polarimetric BRDF measurements using Eq. (6.21). In polarimetric 
BRDF measurements, the scattered or reflected Stokes radiance vector L must be 
quantified such that

 L F E


( , ) ( , , ) ( ).q f q f q qr r i r i=  (6.25)

However, without the use of polarization filtering, the detector measures only 
the magnitude of the irradiance and radiance, as in the case of the scalar BRDF:

 L f Er i r i( , ) ( , , ) ( ),q f q f q q= 00 0  (6.26)

where the “0” subscript denotes the first element of the Stokes vector, which is 
the total flux, and f00 is the upper left element of the BRDF matrix equivalent to 
the scalar BRDF fr.

Clearly, additional measurements are needed to characterize the other 15 ele-
ments of the BRDF matrix. When considering linear polarization, this requirement 
is reduced to determining the remaining eight elements of the 3´3 BRDF matrix. 
These additional elements of the array may be determined by linear combinations 
of incident irradiance polarization states E® and received polarization radiance 
states L®.

Figure 6.10 The Parabola III system showing the sensor (left) and the sensor mounted on 
a boom (right) for field measurements [NASA (2004)].
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The most generalized means of acquiring the matrix elements is through pre-
senting multiple incident polarization states, and measuring the polarized output 
for each incident state, thus building a system of linear equations. The polarization 
filters that create incident polarization states are termed generators, while those 
that filter the output are called analyzers. The presentation of i incident polariza-
tion states onto the sample and their polarized radiance measurements may be 
represented as
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ùû is a 4´i matrix consisting of irradiance column Stokes vec-
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ùû is the corresponding reflected radiance representation. 

Rewriting these terms as matrix quantities E and L, the new expression is

 F E = Lr , (6.28)

where it is seen that

 F = LE 1
r

- . (6.29)

However, inversion of E is possible only when considering a nonsingular 
square matrix. For the general case where i>4, the pseudo inverse of E is sought, 
E#, which provides a least squares estimate in the presence of random noise. The 
pseudo inverse is given by

 E E EE# ( ) ,= -T T 1
 (6.30)

where T is the transpose of the matrix. The Mueller matrix is therefore solved by

 F = LE#
r . (6.31)

In this manner the full BRDF Mueller matrix may be determined for each permu-
tation of qi, qr, f, and l, as the scalar BRDF would be measured.

For practical measurement considerations, one would like an efficient set of 
input and output polarization states in order to minimize the number of measure-
ments. The equation describing this measurement setup is given as

 
 

L EA r G= T F T , (6.32)

where TG is the transmissive generator filter over the source and TA is the transmis-
sive analyzer filter over the detector. Note that the generator and analyzer Mueller 
matrices have no units, but the BRDF Mueller matrix Fr has BRDF units, sr-1. 
Referencing the polarization filters provided in Chapter 5, a simple example is 
constructed for generator and analyzer linear horizontal filters. The equation is 
given by

 
 

L Er= T F T  , (6.33)
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or explicitly as
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which reduces to
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However, as always, it is only the first Stokes component that the detector will be 
measuring. If the original source is highly randomly polarized, then E1<<E0 and 
the measurement yields 

 
L f f f f E

0
00 01 10 11 0

4
=

+ + +( ) .
 (6.36) 

In a similar manner, other permutations of generator and analyzer polariza-
tion states produce additional linear combinations of the Mueller matrix elements. 
A summary of such combinations is provided by Bicket and Bailey (1985). To 
quantify the 3´3 subset of Fr that relates to linear polarization, a total of nine 
measurement permutations is required including the three generator and analyzer 
states of horizontal, +45 deg, and no (or random) polarization. These states are 
represented symbolically as , , and , respectively. Using this symbolic repre-
sentation, Eq. (6.36) may be recast as

 
= =
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00 01 10 11

4
,
 (6.37)

where the first “” represents the generator state and the second “” is the polar-
ization of the analyzer. Using this notation, the Mueller matrix elements may be 
shown to equal

 f00 = (6.38a)

 f01 2= -  (6.38b)

 f02 2= -  (6.38c)

 f10 2= -  (6.38d)

 f11 4 2 2= - - +    (6.38e)

 f12 4 2 2= - - +    (6.38f)
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 f20 2= -  (6.38g)

 f21 4 2 2= - - +    (6.38h)

 f22 4 2 2= - - +   . (6.38i)

Often the symmetry of the material results in f01 =  f10,  f02 = f20 and f12 = -f21.
Careful error analysis must also accompany this measurement process as er-

rors may be introduced from several factors. The illuminating source may have 
some inherent polarization and the detector may have a polarization-dependent 
response. Some errors are always present from polarization filters, which are not 
perfect. All filters have a finite extinction coefficient, or the transmittance along 
one polarization axis relative to the other axis. This amounts to some leakage of 
the opposite polarization state, which becomes an error source. This leakage is 
also spectrally dependent. Finally, the fidelity of filter alignment results in an er-
ror source. Propagation of Mueller matrix element errors has been addressed by 
several authors [Peterson et al. (2000), Chenault et al. (1991), and Hayes (1997)]. 
To generate an estimate of the pBRDF Mueller matrix, this process must be re-
peated for each source-sensor geometry of interest.

6.5 BRDF Models
The complexity of BRDF measurement as complicated by pBRDF measurement 
leads us to consider BRDF models as a way to describe BRDF behavior. The 
goal is to describe BRDF in terms of physical phenomena and potentially reduce 
the number of measurements required to describe the full BRDF behavior of a 
surface. 

6.5.1 Torrance-Sparrow model

Torrance and Sparrow (1967) presented one of the first BRDF models to capture 
such phenomena as the off-specular peak, as well as providing good predictions as 
qr®90 deg. The Torrance-Sparrow model is developed on the basis of geometrical 
optics, and as such, requires the root mean square (rms) surface roughness (sm) to 
be comparable to or greater than the wavelength considered (sm/l  1.0). As with 
many BRDF models, the contributions of individual microfacet reflections to the 
overall material BRDF is considered. Each microfacet of area Af is treated as a 
specular surface for which the surface normal angular positions (a) are distrib-
uted according to a Gaussian probability distribution (P(a)). The diffuse BRDF 
component of the BRDF arises from multiple microfacet reflections or internal 
scattering. Therefore, the reflected radiance (Lr) may be expressed as the sum of 
the specular and diffuse components

 L L Lr r s r d= +, , , (6.39)

with the diffuse component given in terms of the incident radiance (Li) by
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 L aLr d i i, cos ,= q  (6.40)

where a is a constant.
The specular reflection is obtained by considering the Fresnel reflection from 

each microfacet. The significant advancement made by the Torrance-Sparrow 
model was the introduction of a geometric attenuation factor G, which enables 
masking and shadowing. Masking is the blockage of specular reflections by adja-
cent microfacets, while shadowing is the blockage of the illumination source onto 
a microfacet by adjacent microfacets. The resulting BRDF from the Torrance-
Sparrow model (see Fig. 6.11) is given as
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where the second term is the diffuse component and the specular reflectance co-
ordinate system is relevant to the microfacet normal, the qX,p coordinates result 
from projections of qi and qr onto the plane determined by the facet and surface 
normals, and F(qi, n̂) is the Fresnel reflectance associated with flux incident from 
the qi direction.

So, which parameters are required for producing Torrance-Sparrow BRDF 
predictions? To obtain the Fresnel reflectance, the index of refraction (n̂) is re-
quired. A roughness parameter (c) that relates the distribution of facet slopes rela-
tive to the normal plane is required. Note that c is contained in P(a):

 P ce c( ) .a a= - 2 2

 (6.42)

Torrance and Sparrow used a value of c  = 0.05, which was justified based on fit-
ting the data to experimentally determined BRDF. While Torrance-Sparrow makes 
use of first principles to model the BRDF, it nonetheless requires parameters (c, a, 
and possibly n̂) that Torrance and Sparrow fit to experimental data.

6.5.2 Maxwell-Beard model 

The development of the Maxwell-Beard BRDF model was originally motivated 
for use on painted surfaces [Maxwell et al. (1973)]. The model development em-
phasizes BRDF prediction from IR laser sources (1–4 mm) with varying polariza-
tion states. As with the Torrance-Sparrow model, separate specular and diffuse 
contributions to the BRDF are considered, which Maxwell and Beard term surface 
and volume contributions.

With the surface model, only single reflections from the microfacet surface 
are considered (see Fig. 6.12). The distribution of the microfacets are obtained 
through a “zero angle” bistatic scan (ZBS) in which the detector and illumination 
source are co-located, or as close to the same position as possible without sub-
tending each other. The surface normals of each microfacet are defined as being 
oriented in the (qN, fN) direction. The measured signal of the ZBS scan may then 
be related to the density of microfacets that fall within the detector solid angle, 
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Figure 6.11 Illustration of terms used in the Torrance-Sparrow BRDF model (note that 
azimuthal effects are ignored to simplify the illustration but are included in the model). (a) 
Facetized surface; (b) Gaussian probability distribution of facet normals; (c) For a given 
source-sensor geometry, only one angle a will result in a specular reflection and that angle 
has a probability of occurring as shown in (b); (d) shadowing effects (i.e., these facets will 
not contribute to final radiance); (e) masking effects (i.e., shaded facets will not contribute to 
final radiance); and (f) BRDF is the sum of specular and diffuse components.
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giving a density of X (qN , fN) that has units of sr-1. Reflection from the microfac-
ets is given by the Fresnel reflectance. This provides an empirical way to describe 
the facet probability distribution instead of the Gaussian assumption used in the 
Torrance-Sparrow model.
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Figure 6.12 Illustration of the geometric parameters used in the Maxwell-Beard model. 
qN, fN defines the facet normal relative to the surface geometry described in (a) global 
geometry defined relative to the plane of the surface. (b) The sun-target-sensor defines a 
plane b that is the half angle in this plane between the sun and the sensor. The facet normal 
required to generate a specular reflection must be in the plane and at an equal angle b from 
the sun and the sensors. 
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In terms of these experimentally measured parameters, the surface model 
component of the BRDF may be expressed as
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where RF is the Fresnel reflectance, expressed in terms of half the angle between 
the source and receiver, and 2b is the bistatic angle or angle between the source 
and receiver. fZBS(qN) is the BRDF from the ZBS scan through the zenith position 
(i.e., -90 deg ≤ qi =  qr  ≤  90 deg). It is given by
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from which the microfacet density function is obtained.
All of the information needed for Eq. (6.43) is experimentally obtained. 

However, the Fresnel reflectance requires the complex index of refraction n̂ of the 
material. Maxwell and Beard assumed that the surfaces were dielectrics, a reason-
able assumption for the paint samples they were modeling, making k»0 or n̂»n. 
A value of n in their study was estimated as n=1.65 and was based on experience 
with paint samples. As an alternative, Maxwell-Beard indicates the value of n 
may be calculated based on Brewster’s angle qB or the angle of incidence where 
the P-polarization component is minimum.

Using Eq. (6.43), Maxwell and Beard derived what the in-plane BRDF 
should be with a fixed incident angle. They found systematic variations that were 
attributed to shadowing and masking of the microfacets, previously addressed in 
the Torrance-Sparrow model discussion. However, Maxwell and Beard developed 
their own empirically derived function to account for shadowing and obscuration 
(SO), which they found superior to the Torrance-Sparrow function. The SO func-
tion has two free parameters, t and W, and is given by
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where fN is a “factor calculated from the geometry, which adjusts the falloff rate 
of the shadowing and obscuration function in the forward-scattered direction.” 
With this modification, the Maxwell-Beard surface BRDF is given by
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Maxwell and Beard then developed a volume component of the model. The 
non-Lambertian volume component development was motivated by experimental 
observation that the diffuse scatter component was in fact not Lambertian, due to 
both the angular dependency and the lack of complete depolarization. The non-
Lambertian volume component accounts for subsurface scatter, or the type-B and 
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-C photons in Fig. 6.6. Derivation of this volume component considers the expo-
nential loss via scattering of energy as the light propagates into the medium, as 
well as the exponential loss of energy as the light propagates back to the surface. 
It is assumed that there is no net transmission of energy through the surface, and 
absorption in the medium is not explicitly considered. Given these considerations, 
the parametric volume component of the BRDF is given as
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where f (b) and g(qN̂) collectively include the b and qN dependencies, and are 
treated as free parameters for adjustment based on the empirical data. However, 
the computer model implemented by Maxwell and Beard kept f(b) = g(qN̂) = 1, 
and simply states that these parameters may provide flexibility in future model 
development. rV is a constant that may be seen to equal frvol

 when qi = qr = 0 deg 
and with f(b) = g(qN̂) =1. rV is experimentally obtained by measuring the BRDF 
at qi = qr = 0 deg with the incident light polarized orthogonally to the detector 
filter.

The complete Maxwell-Beard BRDF model is given by the sum of the surface 
and volume components, or
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So, how is the model implemented? The monostatic scan is necessary for de-
termining the microfacet surface normal distribution function. For the microfacet 
Fresnel reflectance, an estimate of n̂ is required that may be estimated based on 
Brewster’s angle derived from experimental data. Using these as inputs, three 
parameters are fit to empirically measured BRDF; two of these parameters model 
the shadowing and obscuration, t and W, and one gives the volume component of 
the scatter, rV . Values of these parameters used in the Maxwell-Beard paper for 
a green and tan paint were t = 15 [radians], W=40 [radians], and rV=0.007 and 
0.05 [sr-1].

The Nonconventional Exploitation Factors Data System (NEFDS) uses a 
modified version of the Maxwell-Beard model [NEF (1996)]. The SO function 
is simplified and does not include the term in parentheses in Eq. (6.45). The vol-
ume scattering parameters f (b) and g(qN̂) are also dropped. However, the NEF 
version allows the simultaneous inclusion of a Lambertian (rD) as well as the non-
Lambertian volume component of scatter. These modifications result in a form of 
the Maxwell-Beard model given by
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The Maxwell-Beard model is addressed in more detail in Sec. 6.5.3.1 as part 
of the target material pBRDF model development. The models discussed to this 
point have focused on the scalar BRDF. In the next section we will introduce 
pBRDF models that will be treated in more depth in Chapters 9 and 11.

6.5.3 Polarimetric BRDF models

Polarimetric BRDF (pBRDF) models are required for predicting the reflected 
polarized radiance given an incident irradiance having arbitrary polarization. 
There has been minimal development of pBRDF models. As with the scalar or 
intensity-only conventional BRDF models, a distinction is made between homo-
geneous (target) materials and inhomogeneous (background) materials. For target 
materials, polarized versions of scalar BRDF target models have been created by 
incorporating the Fresnel reflectance contributions from the microfacet surface 
representation. The Mueller matrix for each microfacet is considered and related 
back to the global macrogeometry, and a superposition of the individual microfac-
et polarized radiance contributions is made. Background material pBRDF models 
have been developed that crudely approximate landcover classes at large GSDs.

6.5.3.1 Target material pBRDF models

A late 1990s industry survey concluded that no existing pBRDF model represent-
ed pBRDF signatures with the required fidelity [Hess and Priest (1999)]. How-
ever, some historical scalar BRDF models such as He (1991) provide an intrinsic 
means of modeling polarization.

Like He’s model, a new physical optics model by Duncan et al. (2003) also 
provides polarization information. Other historical scalar BRDF models derive 
polarized reflectance values as an intermediary to calculating the scalar radiant 
intensity L or the L0 Stokes vector component. However, few efforts have been 
made toward implementing fully polarized versions of these models.

Recently, Priest and Germer (2000) and Priest and Meier (2002) provided 
a general polarized formulation for a microfacet BRDF model. The micro-
facets are represented as a 2-D Gaussian distribution function from which the 
polarized radiance may be calculated. A polarized version of the Sandford- 
Robertson BRDF model has been developed by Conant and Iannarilli (2002), 
where the volumetric scattering component is considered to be completely de-
polarizing. Finally, a polarized variant of the Torrance-Sparrow BRDF model 
has been reported by Fetrow et al. (2002). Meyers (2002) implemented a hybrid 
model using the Priest microfacet specular reflectance and the volumetric scatter-
ing component of the Torrance-Sparrow model.
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In pBRDF models, it is common to assume that the volumetric scattering is 
completely depolarizing (cf. type-B photons in Fig. 6.6). However, as reported by 
Ellis (1996), this assumption is not always accurate.

In summary, most of the pBRDF target models employ a fully polarized 
Mueller matrix representation of the Fresnel specular term and assume that the 
scalar form of the volumetric and shadowing terms suffice. As a result they look 
mathematically identical to Eqs. (6.41) and (6.49) with the Fresnel reflectance 
terms F(qi, n̂) and RF(b) replaced with the Fresnel Mueller matrix introduced in 
Sec. 6.2.1.

6.5.3.2 Background material pBRDF models 

Even fewer pBRDF models for background materials exist; however, there is a 
parameterized model that supports the POLDER mission. Data collected over 
large, homogeneous land areas was analyzed to produce two expressions for the 
pBRDF of land cover. pBRDF representations for general “vegetation” and “soil” 
classes have been developed [Rondeaux and Herman (1991) and Bréon et al. 
(1995)]. The models are used as a linear combination with the relative weighting 
based on a normalized difference vegetation index (NDVI) calculation [Nadal and 
Bréon (1999)]. The models are given by
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where a is the incident angle and a = (−g)/2, where g is given by

 cos cos cos sin sin cos .g q q q q f=- -i r i r  (6.52)

Fp(a) is the polarized fraction of the Fresnel reflectance given by
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where at is the transmitted angle solved via Snell’s law. 
This model provides a baseline by which the pBRDF of natural materials may 

be represented—however, only at a GSD that integrates out the BRDF variability. 
For this reason even if it were highly accurate, it is inadequate for our purposes. 
Existing scalar BRDF models for background materials are not readily amenable 
to a polarized adaptation. A viable background pBRDF representation will likely 
be stochastic in nature due to the high variability of these materials at GSDs of 
interest (GSD » 0.3 m). We will return to this issue in Chapter 10.
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6.6 Summary of pBRDF Concepts
It is always valuable to have an intuitive sense of the dominant parameters that can 
control the phenomenon we are trying to understand. The mathematics of BRDF, 
and pBRDF in particular, often does not generate this intuitive sense. To help with 
this first-order conceptualization, consider the illustration of two surfaces shown 
in Figs. 6.13(a) and 6.13(b) and the simplified principle plane BRDF cross-section 
model associated with each. The BRDF model assumes that there is a multiple 
scattered approximately Lambertian term (diffuse) additively combined with a 

=+

=+
Perfect 
Lambertian 

Realistic 
diffuse

(a) 

(b) 

Diffuse
Component

Specular 
Component

Total

=+

+ =
(c) 

(d) 

Figure 6.13 Illustrations showing conceptual BRDF for various materials. The plots show 
the magnitude of the radiance for reflectance angles in the principle plane for targets 
illuminated as shown. (a) Approximately diffuse white surface, (b) white surface with strong 
specular component, (c) approximately diffuse black surface, and (d) black surface with 
strong specular component.
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single scattered first surface reflection term (specular). Shadowing and obscura-
tion at grazing angles cause the diffuse term to deviate from the true Lambertian 
behavior, which would cause the scattered radiance to be equal in all directions. 
As our intuition tells us, the smoother surface has a significantly larger specular 
component. These two surfaces might approximate the behavior of a white auto-
mobile hood (see Fig. 6.13(b)) and relatively rough white construction paper (see 
Fig. 6.13(a)). They have approximately the same reflectivity when illuminated at 
45 deg and viewed from overhead. But when viewed from the specular direction, 
the construction paper appears roughly the same as when viewed from overhead, 
while the car hood appears much brighter (the common effect of reflected solar 
glare from the smooth finish on an automobile). Figures 6.13(c) and 6.13(d) show 
similar simple BRDF models for a diffuse black surface (e.g., black construction 
paper) and a specular black surface (e.g., black automobile hood). Note that again 
the vertical views of these two black targets would produce similar signal levels. 
From the specular view angle the contrast would be exaggerated because at the 
specular view angle, the specular (first surface) component is a larger fraction of 
the overall signal. 

The treatment thus far has dealt only with the magnitude of the radiance. Since 
our visual system is polarization insensitive, this is to first order what we would 
see and is in keeping with our intuitive sense of the behavior of surfaces. When 
attempting to build an intuitive sense of the polarized behavior of materials, we 
need to consider the impact of properties such as surface roughness and absorp-
tion on the reflected (and absorbed) polarized radiance. To help with this process 
we have reproduced Fig. 6.13 as Fig. 6.14, adding the polarized components. To 
make the figures more comparable, we are showing twice the polarized radiance 
in the BRDF illustrations so that the average value represents the magnitude of 
the unpolarized radiance in each direction and should reproduce the values in Fig. 
6.13, i.e., 

 
L L L

L L
TOT = + =

2 + 2 
2^

^


 ,
 (6.54)

where LTOT represents the total radiance (or reflectance factor) shown in Fig. 6.13, 
and L^ and L½½ are the perpendicular and parallel components of the reflected radi-
ance (or reflectance factors), respectively. 

Let’s begin by considering the multiple scattered (diffuse) component of the 
BRDF in Fig. 6.14. The randomly polarized incident flux will potentially become 
partially polarized on reflection. However, after undergoing multiple reflections 
from the randomly oriented microfacets that make up the surface, the orientation 
of the aggregate polarization is expected to again be random such that we expect 
the diffuse (multiple scattered) component of the polarization to be random. Thus, 
the parallel and perpendicular components of the diffuse terms in Fig. 6.14 are 
approximately equal. To understand the single scattered (specular) component, it 
is often useful to consider absorbed flux as well. In Fig. 6.14, we have included an 
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Figure 6.14: Illustrations showing conceptual pBRDF for the various materials. The plots 
show twice the magnitude of the parallel and perpendicular components of the reflected 
and absorbed radiance in the principle plane, such that the average values represent the 
magnitudes shown in Fig. 6.13. (a) Approximately diffuse white surface, (b) white surface 
with strong specular component, (c) approximately diffuse black surface, and (d) black 
surface with strong specular component. 
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illustration showing the direction and magnitude of the energy absorbed at each 
polarization below the target. This figure shows that because of the microfacet 
orientations, some energy will be transmitted through the surface at essentially 
all angles and absorbed. Because the most probable orientation of a microfacet is 
horizontal, most of the transmitted (and therefore absorbed) flux will be headed 
into the directions of refracted beams associated with nearly horizontal surfaces. 
The EM energy oscillating in the plane of incidence (½½) (and therefore perpen-
dicular to the surface) is more likely to penetrate the microfacets and be absorbed. 
Conversely, the EM energy oscillating perpendicular to the plane of incidence 
(^) (and therefore parallel to the near-horizontal microfacets) is less likely to be 
transmitted and more likely to be reflected. As we see in the simplified model 
shown in Fig. 6.14, this results in significantly more in-plane (½½) energy absorbed 
(leaving less to be specularly reflected) than perpendicular (^) energy, with the 
net result that the specular lobe is dominated by perpendicular (i.e., horizontally 
polarized radiation). This logic suggests, as seen in Fig. 6.14a, that while some 
polarization may be induced at many angles, the most significant polarization will 
appear in the specular direction. Furthermore, the more specular surfaces will be 
strongly polarized (i.e., have larger DoP values). 

Recognize that in the principle plane for a horizontal surface, the linear polar-
ization will be almost exclusively either horizontal or perpendicular (since sym-
metry dictates that polarization at angles either side of vertical will be balanced 
by polarization on the other side of vertical). Thus, we can define the first order  
DoP as 
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To use the visualization in Fig. 6.14, the DoP is equal to half the difference 
between the ^ and ½½ components (recall that we are plotting twice the value for 
comparison purposes) divided by the average value. This is very telling when we 
compare the white specular target to the black specular target. Here we see that 
the high absorption by the black target has a significant impact on the denomina-
tor of Eq. (6.55), resulting in much higher DoP values. In fact, even though the 
more diffuse black sample induces less polarization, it still has a higher DoP than 
the diffuse white sample. In general, the percentage of reflection due to first sur-
face reflection is larger for dark objects; therefore, they will tend to exhibit more 
polarized behavior (i.e., have higher DoP values). 

Note that the treatment presented here has been simplified for clarity. It is 
intended to provide an intuitive sense of some of the parameters that impact the 
polarized behavior of materials relative to the diffuse and specular behavior of 
which we already have an intuitive sense through our daily observations of the 
world. Once again, it is important to note that the Fresnel reflection behavior is 
a function of the complex index of refraction (that is not fully captured in this 
simplified treatment) and that the effective roughness of a surface is a function of 
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wavelength (i.e., surfaces that appear smooth relative to flux at 2.5 mm will appear 
somewhat rougher to flux at 0.4 mm).

This section has presented a framework for describing the polarimetric re-
flectance properties of materials. In practice, there are relatively few materials 
whose pBRDF values have been characterized. Essentially all of the models have 
unknown parameters that require rather extensive measurements to generate an 
estimate of these unknowns. As a result, much analysis is forced to proceed on 
the basis of generalizations about the relative behavioral properties of materials. 
When more quantitative analysis is required, the existing database can be searched 
and, where necessary, augmented with additional measurements. One approach to 
such measurements in the reflective regime is described in Chapter 10.

As to the generalizations, we will summarize some of them here.
Nadir view/nadir illumination tends to induce no polarization difference.(1) 
Polarization from specular surfaces (as expressed by the DoP) tends to (2) 
increase with view angle away from the zenith and then decrease even 
though the total amount of reflected energy increases.
Umov’s effect indicates that the DoP of dark objects will tend to be high (3) 
compared to the DoP of bright objects of similar composition.
It is the specular component of the reflectance that tends to induce (4) 
polarization.

Thus, objects viewed in the specular direction are more likely to (4a) 
have polarimetric signatures.
Objects that are smooth relative to the wavelength are more likely (4b) 
to have first surface (i.e., specular) returns and therefore, exhibit 
polarized behavior. 

The electric field reflected perpendicular to the plane of incidence (reflec-(5) 
tance) is typically larger than the field parallel to the plane of incidence 
(reflectance). Thus, the angle of the polarization tends to be oriented in 
the plane parallel to the prevailing plane of the surface.
Most naturally occurring objects and first surface reflectance from man- (6) 
made objects tend not to exhibit circular polarization. As a result, much 
polarimetric remote sensing focuses on analysis of linear polarization.

Our discussion of polarization to this point has tended to focus on measure-
ment or observation of the behavior of materials in a controlled environment (e.g., 
an object illuminated from a direction with either completely random or linearly 
polarized radiation). Our interest of course is in viewing and understanding the 
polarimetric behavior of the world in the much more complicated scenario of 
the natural radiation field. To this end, the next chapter will review the govern-
ing equation for scalar remote sensing of reflected radiance and then develop an 
equivalent expression incorporating polarization effects.
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Chapter 7
Polarized Form of the 
Governing Equation Including 
Atmospheric Scattering Terms

In this chapter we will look at all the energy sources that contribute to the polari-
metric radiance reaching the sensor. In Sec. 7.1 we introduce the radiometric terms 
of interest in the form of a governing equation. To better understand the polari-
metric nature of these terms, we delve into the polarized behavior of atmospheric 
scattering in Sec. 7.2. The radiometric terms and concepts used throughout this 
section draw heavily on the radiometry fundamentals introduced in Chapter 2. 

7.1 Governing Polarized Radiance Equation
In order to analyze remotely sensed polarimetric data, we need to develop a 
governing equation describing all the terms that contribute to the polarimetric 
radiance reaching the sensor. First, the radiometric equation for the unpolarized 
radiance is introduced and nomenclature is established. Then, the polarimetric 
representation of these equations is derived. This representation highlights the 
role of the polarimetric BRDF and guides a simplified field measurement tech-
nique introduced in Chapter 10. The polarized radiance governing equation forms 
the basis for all subsequent remote sensing studies. The approach presented here 
follows that of Shell and Schott (2005). 

7.1.1. Scalar representation of the governing equation 

The total radiance in the visible to near infrared (VNIR) portion of the spectrum 
(i.e., that of solar origin) reaching a sensor aperture (Ls) may be approximated as 
the sum of three radiance sources (see Schott (2007) for a more complete deriva-
tion of the terms in the governing equation): 

direct solar reflection from the target ((1) Lr)
(2) upwelled atmospheric radiance resulting from solar scatter along the 

target  to  sensor path (Lu) and
target- reflected (3) downwelled radiance from the skydome (Ld).

James R. Shell II
Scott D. Brown

Chabitha Devaraj 
David W. Messinger

David Pogorzala
Adam Goodenough
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The order of the radiance terms above is that of typically decreasing magni-
tude, though the ground or target reflectance and atmospheric conditions greatly 
influence their relative values (cf. Fig. 4.12 and Table 4.1 of Schott (2007)). 
These radiance terms are functions of the incident and reflected zenith angles  
(qi, qr) and reflected azimuth angle (f). 

An expression for the radiance from the direct solar reflection (Lr) is obtained 
by first considering the exoatmospheric solar irradiance (Es) that propagates 
through the atmosphere along the solar-to-target path having a transmittance of 
ti. When incident upon a surface, it is then reflected, and again attenuated by the 
atmosphere along the ground-to-sensor atmospheric path by tr. We can use the bi-
directional reflectance distribution function ( fr) introduced in Chapter 6 to relate 
the reflected radiance to the incident irradiance. Assembling these terms, (Lr) may 
therefore be expressed as

 L f Er r r r i r i i i s i=t q q q f q t q q( ) ( , , ) cos ( ) ( ).  (7.1) 

Care must be used with the coordinate systems in Eq. (7.1). BRDF is defined 
relative to the material surface normal, which generally is not coincident with the 
zenith direction. This requires rotation of the coordinate systems to account for 
the local surface normal’s deviation from the normal to the earth. However, for 
purposes of introducing this approach, we consider only zenith-facing materials 
such that Eq. (7.1) is adequate. (Secondary illumination from adjacent surfaces 
and shadowing are also important, but are considered secondary effects and not 
necessary for this discussion.)

In a similar fashion, target- reflected radiance from the sky (Ld) may be de-
rived. The downwelled radiance distributed over the entire sky hemisphere (Ld

Wi)  
is integrated to sum irradiance contributions onto the target from the sky, which 
is modified by the cosine of the incident angle from the surface normal. As be-
fore, each of these irradiance contributions is then reflected by the surface BRDF, 
which is then attenuated by the target- to- sensor atmospheric transmittance. Re-
placing the BRDF by an isotropic reflectance factor not having angular depen-
dency greatly simplifies the expression, as the reflectance factor may be placed 
outside the integral. However, the more stringent BRDF must be retained, as it is 
essential to polarimetry. An appropriate expression for Ld is therefore 

 
L f L dd r r r i r i d i i

i

i

       = òòt q q q f q q f( ) ( , , ) cos ( , ) ,W

W

W
 (7.2)

where dWi = sin qi dqidf[sr].
A full representation for the upwelled atmospheric radiance (Lu) will not be 

attempted, as it is rather complex and usually approximated by atmospheric scat-
tering codes such as MODTRAN [Berk et al. (1999)], as is the downwelled sky 
radiance component (Ld

Wi) in Eq. (7.2). The upwelled radiance is given simply to 
show the geometry dependence as 

 L Lu u r= ( , ).q f  (7.3)
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7.1.2 Governing equation—Stokes representation 

Transforming Eqs. (7.1) through (7.3) into the polarized representation is accom-
plished using the Mueller-Stokes formalism introduced in Chapters 4 and 5. In 
brief, all radiometric flux values are replaced by Stokes vectors and “transfer” 
functions such as atmospheric transmittance and reflectance (BRDF) are replaced 
by Mueller matrices [Shell and Schott (2005)]. Prior to making these substitutions, 
some simplifications are appropriate (see Fig. 7.1). First, the exoatmospheric solar 
irradiance may be considered randomly polarized, so only the scalar magnitude 
(or first Stokes component) of the direct solar irradiance needs to be considered. 
Second, the atmospheric transmittance values in Eqs. (7.1) through (7.3) all pri-
marily represent absorption of forward scattering, which retains the incident po-
larization. Therefore, the scalar values for ti and tr may be used without resorting 
to a Mueller matrix representation. Eqs. (7.1) through (7.3) therefore become 

3

2

L
u

®

t qr d

i
i d



L Fò
W

W
i

cos r

E Fst q ti rcos r

1

Figure 7.1 Illustration of key terms and energy paths in the governing equation. Path one 
shows the randomly polarized incident flux bidirectionally reflected and polarized by the 
target and propagated to the sensor. Path two shows randomly polarized solar illumination 
scattered and polarized by the atmosphere and progagated to the target where it is 
polarimetrically bidirectionally reflected, integrated over the hemisphere above the target, 
and propagated to the sensor. Path three shows randomly polarized solar illumination  
scattered and polarized by the atmosphere and propagated to the sensor. 
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and

 
 

L Lu u r r= ( , ),q f  (7.6)

where Fr is now the polarimetric BRDF (pBRDF). Some knowledge of the up-
welled polarized radiance (®Lu ) along the target and sensor may be gained from 
Rayleigh scattering theory and other sources, such as Coulson et al. (1960) and 
Chandrasekhar (1950). However, knowledge of the polarized downwelled radi-
ance (®LWi

d 

 ) is more problematic since this term often has a high spatial variability, 
e.g., varying cloud cover. We will take a more complete look at these terms in 
Sec. 7.2.

The total polarized radiance reaching a sensor aperture is then 

 
   

L L L Ls r d u= + + . (7.7)

Atmospheric scattering, generally proportional to l-4, results in ®Ld and ®Lu  hav-
ing relatively large magnitudes at shorter wavelengths compared to ®Lr , especially 
from orbital altitudes. Polarimetric remote sensing of the atmosphere uses this 
phenomenon to minimize ground-reflected polarization signatures to better extract 
atmospheric water vapor and aerosol properties [Leroy et al. (1977)]. 

Conversely, for polarimetric remote sensing of land features, one often wants 
the magnitude of the direct solar reflected radiance to be large compared to the 
reflected radiance from the downwelled sky and upwelled atmospheric scattering, 
i.e., ®Lr > ®Ld, 

®Lu . This provides optimal conditions for estimating the polarimetric 
BRDF, Fr. Rigorously exploiting polarimetric signatures in a manner analogous 
to the way spectral signatures are exploited requires estimating (Fr), given the 
polarized radiance reaching the aperture (®Ls ), just as an estimate of a material’s 
spectral reflectance factor is desired in magnitude-only remote sensing. Estimat-
ing Fr given the radiance at the sensor aperture proceeds as 

 
   

L L L Lr s d u   = - - , (7.8)

whereupon substitution and rearrangement yields

 
t t q t qr r i i s s r r i d i uE L L d Li

i

   cos       F F= - -òò
  

cos .W

W

W
 (7.9)

Since the exoatmospheric irradiance is randomly polarized, we can often 
assume that only the first column of the pBRDF Mueller matrix is of concern 
in the ®Lr expression when the specular component of reflected flux is dominated 
by direct solar reflection (i.e., we are viewing close to the principle plane). In 
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fact, overhead polarimetric remote sensing is usually restricted to the first column 
of the polarimetric BRDF matrix. (Solving for other matrix elements requires 
illumination by varying polarization states, which can be difficult if we restrict 
ourselves to passive sensing.) However, recognize that in certain cases the inci-
dence flux from the sky can be highly polarized, as discussed in Sec. 7.2. With 
this consideration, Eq. (7.9) may be expressed as 
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with the first column of the pBRDF given by
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Solving for Fr is complicated by its inclusion in the integral of the ®Ld term, 
which also contains the highly spatially variable and generally ill- known down-
welled radiance component (®Ld

Wi). However, under nominal sky conditions, the 
magnitude of the direct solar irradiance for l > 600 nm is 5´ that of the inte-
grated sky  dome irradiance, increasing to 10´ for l > 1000 nm. This makes it 
reasonable (particularly when operating close to the principle plane) to approxi-
mate the polarized radiance contribution of the downwelled sky radiance as an 
error term:
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Therefore, when operating near the principle plane, polarimetric remote sens-
ing may recover the first column of the polarimetric BRDF Mueller matrix to 
within the error resulting from downwelled sky radiance, presented as 
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Note that Є0 is always positive, and while termed an “error” may be approxi-
mated with some certainty (Sec. 7.2.2), reducing the error in the retrieved pBRDF. 
For diffuse surfaces, the ratio of Є0/ f00 is equivalent to the ratio of the downwelled 
sky irradiance to the direct solar irradiance. The linear polarization terms Є1 and 
Є2 may be either positive or negative and represent the polarization resulting from 
the downwelled sky radiance. The polarimetric downwelled radiance terms may 
be estimated using radiation propagation models, as discussed in Sec. 7.2.

Situations in which the total radiance (Ls) is not dominated by the direct solar 
reflectance component (Lr)  should be recognized.  For instance, consider the case 
of viewing water at a high incidence angle outside of the principle plane.  In this 
situation, the dominant signal will be from the downwelled sky component (Ld), 
as the highly specular water surface will be reflecting the sky radiance (LW

d ) in the 
background.  Furthermore, unlike the direct solar illumination component, the sky 
illumination source may itself be appreciably polarized depending on the relative 
orientation of the background sky to the sun and the spectral band (see Table 7.1).

In this section we have derived the framework for a governing equation in-
corporating the polarimetric characterization of the radiation. In order to better 
understand the implications of this equation, we need to look briefly at the polar-
ized nature of the natural radiation field.

7.2 Atmospheric Scattering and the Polarized State of the 
Terms in the Governing Equation

In this section, we first describe the polarized nature of the radiation from the sky 
(Sec. 7.2.1) and then briefly look at a validation study of a radiative transfer code 
that will be used in later chapters to model the polarized behavior of the atmo-
spheric terms in the governing equation. This section draws on Shell and Schott 
(2005) and Devaraj et al. (2007).

Table 7.1  Maximum DoP for the Rayleigh atmo-
sphere [Coulson (1988), © A. Deepak Publishing] 
and fraction of skylight to total irradiance [see Shell 
and Schwarting (2004)].

l(mm) DoPmax dsky

0.3120 0.55 —
0.3715 0.72 0.47
0.4365 0.82 0.38
0.5460 0.91 0.28
0.8090 0.97 0.18
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7.2.1 Characterization of the polarized state of the incident radiative 
field

In this section we examine in more detail the polarized nature of the atmospheric 
terms in the governing equation. Specifically, the downwelled and upwelled 
radiance components, ®Ld and ®Lu , must be considered. For intensity-only remote 
sensing, (®Ld ) or equivalently L0d provides additional signal (reflectance) from the 
target. This is particularly true when the Lambertian reflectance approximation 
is considered. However, in polarimetric remote sensing, this term is a source of 
uncertainty, as the ®Ld polarization is dependent on the geometric location in the 
sky dome.

Upwelled radiance (®Lu ) or the solar energy that is scattered in the atmosphere in 
the direction toward the sensor, is an additive term that increases the uncertainty in 
both intensity and polarimetric remote sensing. It must be subtracted from the sensor-
reaching radiance when recovering the reflectance factor or the first column of the 
pBRDF Mueller matrix (Eq. (7.12)). For intensity-only remote sensing, it serves 
as a contrast reduction term. The effects of ®Lu  in polarimetric remote sensing are 
more complex, since the upwelled radiance is, in general, polarized.

Conservation of energy is observed with radiance in the atmosphere, as in any 
other medium. Atmospheric transmittance along the incident or solar-to-target 
path (ti) and along the reflected or target-to-sensor path (tr) were previously 
introduced as factors that attenuate the energy along that path. From the conserva-
tion of energy, it is noted that

 t r a= - -1 , (7.15)

where r is reflectance or scattering and a is absorptance. t may be expressed in 
terms of the optical depth (d) as

 t d d da= =- - +e e s( ) , (7.16)

where ds and da are the optical depths for the scattered (reflected) and absorbed 
components. Generally, absorption results in photons being lost to thermal energy 
conversion by atmospheric constituents. It is the reflectance or scattering that is 
of most interest here, as it is these photons that are responsible for the ®Lu and ®Ld 
components.

Atmospheric scattering is fundamentally governed by the interaction of 
electromagnetic energy with molecules and particles. Solutions for the interac-
tion of electromagnetic waves with these molecules and particles are complex and 
governed by Maxwell’s equations. It is convenient to approximate the scattering 
effect based on the size of the scattering center relative to the wavelength of in-
cident radiation. Rayleigh scatter results from interaction with molecules or par-
ticles that are small in comparison to l. Mie or aerosol scattering theory applies 
to particles whose size is on the same order as that of l, and finally, nonselective 
scattering results from particles that are large compared to l. Using these three 
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categorizations, ds may be represented as the sum of these individual scattering 
terms, resulting in atmospheric transmittance expressed as

 t d d d d da= =- - + + +e e r a ns( ) , (7.17)

where dr, da, and dns are the optical depths resulting from the Rayleigh, aerosol, 
and nonselective scattering, respectively. This expression provides an understand-
ing of the source of atmospheric losses, but does not provide information on the 
direction of scatter—other than out of the propagation direction along which t is 
determined.

The direction of the scatter and in particular the polarization of the scattered 
energy must be determined in order to quantify ®Ld and ®Lu . This information is 
captured by the phase function of the scattering. Each of the three scattering com-
ponents and their phase functions are now examined in more detail.

7.2.1.1 Rayleigh scatter

Rayleigh scattering applies when the particle size is small relative to the wave-
length, or [(2a)/l] 〈〈1, where a is the radius of a spherical scatterer [Kokha-
novsky (2001)]. Coulson (1988) indicates that (a/l) ≤ 0.03 is required to meet the 
small-particle criterion. Rayleigh scatter explains why the sky is blue, since the 
magnitude of the scattering is proportional to l-4. (Actually the “blue” is also a 
result of the spectral response of the human eye, combined with the l-dependent 
scattering.) This also explains the red color associated with a sunrise and sunset, 
since the long solar path length through the atmosphere preferentially scatters 
the blue out of the propagation path. Rayleigh scatter is independent of particle 
size once you are below the a/l < 0.03 threshold, which significantly simplifies 
the mathematical description. First, it is noted that the Rayleigh optical depth dr 
may be expressed in terms of the Rayleigh scattering coefficient (br ) which is the 
magnitude of scatter per unit length of propagation (z).

 d br r z= . (7.18)

Without further derivation br
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where n̂(l) is the complex index of refraction and m is the number density or 
molecules per cubic meter [Rayleigh (1871)]. From the scattering coefficient br, 
the attenuation along the propagation direction is therefore determined as a func-
tion of the wavelength, refractive index, and density.

The scattering out of the propagation path (br(q)) may be expressed in terms 
of the scattering coefficient and a phase function (p(q)), which provides the angu-
lar scattering distribution function,
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where the scattering angle (q) is the angle between the direction of the incident 
photon and the scattered photon.

The Rayleigh phase function for randomly oriented particles [Kokhanovsky 
(2001)] is
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with y being a sphericity or molecular anisotropy parameter typically ranging 
from 1 to 13, with y = 1 for spherical scatterers. The Rayleigh scattering function 
for incident randomly polarized radiance and y = 1 is given by [Schott (2007)]:
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Furthermore, the DoP is given by Eq. (7.23), where it is seen for spherical scatters 
(y = 1) that the radiance becomes completely polarized as q®90 deg or DoP = 1 
for q = 90 deg [Kokhanovsky (2001)]
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qy  (7.23)

The maximum DoP is always at q = 90 deg (or very close to 90 deg for actual sky 
conditions) and for this reason, the sky has a maximum DoP in an arc 90 deg from 
the sun, with the polarization composed of the S-polarization (i.e., at right angles 
to the sun-scattering center-observer plane). The location of maximum polariza-
tion is easily verified by viewing the sky radiance (®Ld) in different qi locations 
with a linear polarization filter. Of course, the same is true for the upwelled (®Lu) 
component, as will be seen from overhead polarization images. From Eq. (7.23), 
it is also seen that DoPmax= y-1.

The polarization of the scattered radiance is understood if the scattering 
geometry of dipole radiation is visualized. Incident randomly polarized radiance 
scattered in the forward direction continues to be randomly polarized. However, 
in accordance with Eq. (7.23), the polarization increases with scattering angle.

Based on Rayleigh scattering theory, Chandrasekhar (1950) derived expres-
sions using a “discrete ordinate method” for the polarized radiance leaving the top 
and bottom of the atmosphere, or ®Lu and ®Ld, respectively. From these expressions, 
Coulson et al. (1960) published tables of calculated results.

Although the magnitude of skylight decreases with increasing l per the l-4 
scattering dependency, the DoP actually increases with l. This is due to multiple 
scattering, which has the effect of depolarizing shorter wavelengths. The maxi-
mum DoP for a nominal atmosphere as a function of wavelength is given in Table 
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7.1, which also includes the typical fraction of the diffuse sky irradiance (dsky) 
relative to the total.

While the skylight polarization is predominantly S-polarization, there is a 
negative polarization branch, or P-polarization (polarization direction radially 
oriented with respect to the sun) observed near the solar point. Multiple Rayleigh 
scattering has been shown as a probable source of the negative polarization branch 
[Coulson (1988)].

7.2.1.2 Aerosol and nonselective scatter

As the scattering center size increases to the same order as that of the wavelength, 
Rayleigh scattering theory breaks down and aerosol scattering theory must be 
used. Aerosol scattering is often treated by Mie scattering theory and is predomi-
nantly in the forward direction, which retains the initial radiance polarization. The 
magnitude of ®Ld and ®Lu, which results from scattering away from the propagation 
direction, is inherently low. Therefore, the polarization from aerosol scattering 
may be treated as a first-order correction to Rayleigh scattering [Coulson (1988)].

Nonselective scattering may be treated by geometric optics due to the large 
particle sizes. The net polarization effects from aerosol and nonselective scatter 
are low in comparison to the polarization from Rayleigh scatter.

7.2.2 Estimation of the atmospheric terms in the polarized governing 
equation

Given that ®Ld  and ®Lu are polarized, a means of estimating these parameters is 
needed such that ®Lr and specifically Fr may be retrieved, given ®Ls (Eq. (7.11)).
The magnitude or L0 component of ®Lu is frequently estimated using atmospheric 
propagation computer codes such as MODTRAN [Berk et al. (1999)]. Recently, 
polarized versions of MODTRAN (MODTRAN-P) have been developed and 
may also be used to estimate the polarized atmospheric radiance [Egan (2004)]. 
An alternate technique uses the “Coulson tables,” which provide estimates of the 
Rayleigh scattering polarization component [Coulson (1960)].

Interestingly, some have proposed using the land-reflected polarization signa-
ture (®Lr and ®Ld) to derive the atmospheric contribution (®Lu). At sufficiently large 
GSD and over uniform land cover regions, the ®Lr + ®Ld component may be treated 
as relatively constant or as “truth” data [Bréon et al. (1995)]. The land-reflected 
radiance components are then derived by applying background polarimetric 
BRDF land cover models such as those discussed in Chapter 6. Obviously, if it 
is the polarimetric variation between materials within the broad background class 
that interests us, this is not an attractive option.

The degree of polarization due to Rayleigh scatter is depicted in Fig. 7.2, 
along with an example of direct measurement of the polarized state of the sky 
from Lee (1998).  Since we will seldom have access to measurements of the sky 
such as shown in Fig. 7.2, we will often need to resort to models to help in visual-
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izing the polarimetric contribution from sky light and in estimating terms in the 
governing equation.

7.2.2.1 Use of radiative transfer codes to estimate polarimetric atmospheric 
terms

This section focuses for convenience on the polarized version of MODTRAN. 
However as MODTRAN accounts for only Rayleigh-induced polarization, any 
radiative transfer code could be modified to include Rayleigh effects and achieve 
similar results [Fetrow et al. (2002)].

MODTRAN has been augmented to generate Stokes vectors for the radiance 
terms it calculates. These calculations include the polarizing influence due to sin-
gle scatter by a Rayleigh atmosphere and the depolarizing effects due to multiple 
scatter. The solar irradiance is assumed to be randomly polarized. Furthermore, 
the beam transmittance along ti and tr are assumed to induce no change in the 
polarization. Thus, the primary sources of polarized radiance are assumed to be 
from the upwelled and downwelled radiance induced by Rayleigh scatter.

A critical part of understanding polarimetric signatures is understanding the 
relative magnitude and polarimetric state of the incident light field. The relevant 
terms can be estimated using the polarized version of MODTRAN. As described 

Figure 7.2 Polarization characteristics of scattered flux. (a) Polar plot of the DoP induced by 
Rayleigh scatter of randomly polarized flux incident on a scattering center. (b) Illustration of 
the relative polarization of a clear sky.  The image is a grayscale representation produced 
from two images taken with linear polarizers oriented at right angels to each other such 
that the grayscale is proportional to PQ = [L(0 deg)-L(90 deg)]/[L(0 deg)+(90 deg)]. The 
sun is at an elevation of -0.46 deg and 0-deg azimuth. The grayscale quantization is set at  
DPQ = 0.05 [Courtesy of Lee (1998)].
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above, the direct insolation term from the sun is randomly polarized as is the for-
ward scattered radiance from Rayleigh and Mie scatter. Thus, the largest source 
of incident radiance for most surfaces is randomly polarized. This is particularly 
true for objects viewed by a sensor in or near the principle plane of the sun, at the 
zenith angles near the specular angle (see Fig. 7.3). However, for specular sur-
faces, a significant fraction of the reflected energy can come from the downwelled 
sky radiation in the specular direction (cf. Fig. 7.4). 

Since the specular component of the BRDF is most likely to maintain the 
degree of polarization of the incident flux, it is important to understand its DoP 
and polarization orientation. For relatively clear atmospheres, the downwelled 
radiance will be dominated by single scattered radiation observing the Rayleigh 
criteria. We can use MODTRAN to carefully predict the polarized state of the 
downwelled radiance as described above. However, an intuitive sense of the rela-
tive magnitude and orientation can be achieved by consideration of Fig. 7.5. This 
figure tells us that if we view the sky at right angles to the beam from the sun, we 
will have strongly polarized radiation and that the DoP falls off quite rapidly from 
this 90-deg value (with very small values from +30 deg to -30 deg and from 150 
deg to 210 deg).

Figure 7.5 further shows that if we imagine concentric rings around the solar 
illumination line projected onto the sky hemisphere and envision where our sky 
light comes from (i.e., where it would intersect the projected rings), the polar-
ized energy scattered from that region will be oriented along the tangent to the 
ring (e.g., the primary axis of polarization for the scattered energy is oriented 
perpendicularly to the plane containing the source, the scattering center, and the 
sensor). This is illustrated in Fig. 7.6 with two photos of a pair of linear polarizers 

Figure 7.3 Illustration of the region in the sky (shaded) where near-specular viewing would 
result in approximately unpolarized radiation from both the sun and the sky for horizontal 
targets.

specular direction

z

y

x
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oriented at 90 deg to each other. The polarizers are transmitting the flux from the 
southern sky just above the horizon. In Fig. 7.6(a) the sun is low in the eastern 
sky and vertical polarization dominates. In Fig. 7.6(b) the sun is near the zenith 
and horizontal polarization dominates from the same region of the sky. Thus, one 
can imagine cases where the sun is low in the sky (i.e., early morning sun in the 
east) and we are looking at the world from the south, facing north with a large 
zenith angle (see Fig. 7.7). The specular reflection will be low in the northern sky 

Figure 7.4 Example of BRDF functions for somewhat specular surfaces, viewed at various 
angles, illustrating the relative importance of the reflected energy from the specular direction. 
(See color plate following page 133.)
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and at right angles to the illumination line, so the DoP will be large. The polariza-
tion from that region of the sky will have a large vertical component. However, as 
we see from an assessment of how Fresnel reflectance drives BRDF (see Chapter 
6), a flat level surface viewed in this fashion will tend to preferentially reflect 
horizontally polarized radiation. Thus, the surface when viewed in this fashion 
has competing phenomena. It wants to reflect mostly horizontally polarized radia-
tion but is receiving mostly vertically polarized radiation and as a result may not 
have a strong polarization signature. On the other hand, if the sun were high in 
the southern sky (15-deg zenith) and we looked from west to east at a target with 
a relatively high view angle, we would again have a high DoP but this time the 
scattered energy would be horizontally polarized and we might expect a high DoP 
in the Fresnel component of the reflected beam. Thus, we see that the same target 
can exhibit significantly different polarization signatures depending on the sun-
target-camera angle. Because the interplay of illumination/view angles, BRDF, 
and target orientation can be quite complex, it is useful to have a model such 
as MODTRAN-P to predict the behavior of the atmosphere and a visualization 
tool to help understand the target energy interaction. In the next section, we will 

(a) (b)

Figure 7.6 Photos of polarizers transmitting flux from the sky just above the horizon. (a) Sun 
is low in the east and vertical polarization dominates to the south. (b) Sun is near the zenith 
and horizontal polarization dominates to the north.

Figure 7.5 Visualizations of DoP and AoP from scattering.
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briefly introduce the use of a visualization tool that will be used in Chapters 10 
and 12 and is used here to help visualize the polarized state of the sky.

Figure 7.7 Polarization orientation of a single scattered beam. (a) Unpolarized flux can 
generate oscillations of the electric field in all directions perpendicular to the beam. This 
leads to unpolarized radiation scattered into the forward direction (D), or fully polarized flux. 
Scattered at right angles (A and B) and partially polarized flux at other angles (C), (b) shows 
the polarization orientation of flux scattered from the sky and reflected by the surfaces on 
the earth.

(a) Polarization from a scattering center.

Unpolarized 
incident �ux

Forward scattering
is unpolarized

D

C

B

A

(b) Illustration of how polarization axis is oriented perpendicularly to source 
scattering center - observer plane. In this case, the observed sky light would 
have a strong vertical polarization.
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7.2.2.2 Visualization of sky polarization and validation of the DIRSIG 
implementation of MODTRAN-P

In order to visualize the polarimetric behavior of the sky, we will use the Digital 
Imaging and Remote Sensing (DIRS) Image Generation (DIRSIG) model [Schott 
(2007) Chapter 14]. The DIRSIG modeling code is designed to generate high 
fidelity synthetic images and has been upgraded to use MODTRAN-P to support 
radiation propagation of polarized beams. This section discusses the visualization 
of the sky using DIRSIG and the validation of the MODTRAN-P implementa-
tion in DIRSIG, which will be used for further visualization in Chapters 12 and 
14. Note that in this section comparisons are made to measurement results from 
Coulson (1988). Coulson uses a convention for angle of polarization (AoP) that is 
different from the convention used in the rest of the text, with vertical AoP being 0 
deg and horizontal being 90 deg. We define Comp to be the compliment of the AoP:

 C = 90 .omp -AoP  (7.24)

We compare this to AoP values as defined by Coulson, which adjust for the 
naming convention difference. To be consistent in comparison with Coulson, 
the Coulson results are presented as Comp values. These results are drawn from 
Devaraj et al. (2007).

DIRSIG has historically utilized the Air Force Research Lab’s (AFRL) at-
mospheric radiative transport codes (MODTRAN [Berk et al. (1989)] and FAS-
CODE [Smith et al. (1978)]) for all solar, lunar, sky, and path contributions. For 
these polarized simulations, an experimental version of MODTRAN that predicts 
polarized scattered radiance (referred to as MODTRAN-P) was utilized. In order 
to verify that the output from MODTRAN-P is being correctly incorporated into 
DIRSIG, we must be able to visualize where any given pixel is located. While this 
ability is currently available in DIRSIG in the form of zenith and azimuth angle 
maps, it is still difficult to get a qualitative understanding of where any given pixel 
is located, particularly when the sensor is pointed at the sky. As DoP and AoP 
are heavily dependent on the angle formed between the sun, the scattering object 
(in this case, a “piece of sky”), and the sensor, it is important to have a scene 
that both contains the entire sky dome and also gives us an explicit understanding 
of where any given pixel is located in the sky. For these reasons, a test scene 
was created that consisted of large alphabetic letters constructed as physical 3-D 
objects in a computer-aided design (CAD) environment. The letters corresponded 
to the cardinal compass directions, as well as to the X and Y directions within the 
DIRSIG environment. A cube was suspended in mid-air above the center of the 
scene to indicate a zenith angle of 0 deg. The geometry was then placed on a large 
flat plate to represent the ground and to create a horizon. The materials attributed 
to each object were basic materials drawn from the DIRSIG database; Fig. 7.8(a) 
depicts an overhead view of the scene.

Image data for the polarized atmospheric validation studies were rendered 
by a VNIR/SWIR pushbroom sensor, which was oriented vertically and swept 



123Polarized Form of the Governing Equation Including Atmospheric Scattering Terms

360 deg about the z-axis. The sweep started and ended facing north (+Y). The 
sampling rate was configured such that there are three pixels for every degree 
of rotation, resulting in images that are 1080 pixels across. The sensor was 1000 
pixels in the vertical dimension and was configured with a field of view that ex-
tends from below the horizon to beyond a 0-deg zenith angle, such that the sensor 
is seeing the sky behind itself. An illustration of the pushbroom sensor imaging 
the scene is shown in Fig. 7.8 (b). An RGB rendering of this 360-deg panoramic 
image is shown in Fig. 7.9. The elongated object across the top of the scene is the 
bottom of the floating cube. The sun (which has been suppressed) is located due 
south, and can be seen above the large “S” object. The shadow of the cube is seen 
due north, which is on the left and right edges of the scene as shown in Fig. 7.9.

This test scene was used in the simulations with a 40-km visibility for the 
atmosphere in MODTRAN-P to explore the variability of DoP and AoP across 

Figure 7.9 Panoramic rendering of the DIRSIG scene used for atmospheric validation (sun 
added for clarity).

Figure 7.8 (a) Oblique rendering of the DIRSIG scene used for atmospheric validation. (b) 
Illustration of the pushbroom sensor used in the atmospheric validation study. Note how the 
FOV extends beyond a zenith of 0 deg.

(a) (b)
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Figure 7.11 DoP distribution of (a) Coulson and (b) DIRSIG data on the solar meridian for 
different times of day (l = 0.65 mm).
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the atmosphere. By changing the latitude of the simulation, a qualitative compari-
son of the DoP distribution for high and low solar zenith is shown (Fig. 7.10). It 
can be noticed that the DoP distribution varies in accordance with the theoretical 
model discussed earlier. When the solar zenith is high (or for low solar elevation 
in the sky), the DoP minima occurs above “S” and “N” objects corresponding to 
the solar and antisolar minima. In the low solar zenith case only the solar minima 
is shown because the antisolar minima occurs below the horizon. Also, in both 
cases the DoP maxima occurs at 90-deg scattering angle. The artifacts in Fig. 
7.10(a) are attributed to the discrete sampling of the sky and the bilinear interpo-
lation currently used. User control over the sky sampling and interpolation will be 
introduced in future DIRSIG releases.

To perform quantitative analysis, DIRSIG-generated skylight polarization was 
compared with the data obtained from Coulson et al. (1960). Figure 7.11 pres-
ents the DoP distribution on the solar meridian at different times of day at 0.65 
mm. The plot illustrates that the DoP value reaches a maximum value at 90-deg 

Figure 7.10 DoP distribution for (a) high and (b) low solar zenith.
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scattering angle for all three solar zenith (SZ) cases. Even though the absolute 
maximum value of DoP from DIRSIG data is found to be slightly lower than the 
Coulson data, the desired DoP variability for different observation zenith angles 
is observed. Any mismatch between the atmosphere used in the simulations 
and the Coulson data can lead to such deviations in the resulting absolute value 
differences. 

In addition, the DoP azimuth distribution over the hemisphere for different ob-
servation zenith angles for a high solar zenith case was investigated and the result 
is shown in Fig. 7.12. DIRSIG data was simulated at 0.65 mm with the time of day 
at 6 a.m. The plot illustrates the variability of DIRSIG-generated DoP at different 
observation zenith angles such as 88 deg, 74 deg, 44 deg, and 16 deg and the data 
from Coulson observed at approximately the same observation zenith angles. It 
can also be seen that the DIRSIG-predicted DoP values linearly increase with the 
observation azimuth and have a maximum value when the observation azimuth 
is 90 deg relative to the solar azimuth, thus demonstrating its high correlation 
with the trends seen in Coulson data. When the observation zenith angle becomes 
smaller, it can be seen that the DoP values are higher because the observation 
locations move farther from the solar location. Due to the rotational symmetry of 
DoP, the data is plotted over only half of the hemisphere.

The DoP variation as a function of wavelength is illustrated using the data 
generated between 0.4 and 0.7 mm for 6 a.m., 8 a.m., 10 a.m., and 12 p.m. cases. 
The results were compared with the Coulson data for different solar zenith angles 
ranging from low sun to high sun. Figure 7.13 illustrates the maximum DoP as a 
function of wavelength. First, it can be observed that the DIRSIG data is accu-
rate in following a linearly increasing trend across the spectral bands at all times, 
since the DoP maximum is expected to increase with increasing wavelength. 
Multiple scattering effects dominate the shorter wavelength region as compared 
to larger wavelengths. Again, absolute differences in the values between Coulson 
and DIRSIG in Figs. 7.11 through 7.13 are due to the fact that the exact same 
atmospheres were not modeled for the two cases.

Figure 7.12 DoP distribution of (a) Coulson and (b) DIRSIG data over half of the hemisphere 
for different observation zeniths (OZ) for high solar zenith.
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Figure 7.14 Comp distribution of (a) Coulson and (b) DIRSIG data on the solar meridian for 
different times of day. (c) Sampling concept for (a) and (b). Note that the Comp convention 
used is shown in Fig. 7.16.
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Figure 7.13 Maximum DoP versus wavelength of (a) Coulson and (b) DIRSIG data for 
different times of day.

SZ=84.26
SZ=53.13
SZ=0

1.00

0.95

0.90

0.85

0.80

0.75

0.70

0.65

0.60

0.55

0.50
  0.55 

SZ=84.26
SZ=53.13
SZ=0

1.00

0.95

0.90

0.85

0.80

0.75

0.70

0.65

0.60

0.55

0.50
 0.55 0.35 0.650.3 0.5 

D
o

P 
m

ax

0.4 0.45 0.6

wavelength (micrometers)
0.650.5 

D
o

P 
m

ax

0.4 0.45 0.6

wavelength (micrometers)

(a)  Coulson maximum DoP magnitude as a 
function of wavelength

(b)  DIRSIG maximum DoP versus wavelength 
for a different time of day



127Polarized Form of the Governing Equation Including Atmospheric Scattering Terms

Figure 7.15 Comp distribution of (a) Coulson and (b) DIRSIG data over the hemisphere for 
different observation zenith angles for high solar zenith. (c) Sampling concept for (a) and 
(b). Note that the Comp convention used is shown in Fig. 7.16.
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The Comp azimuth distribution over the hemisphere for different observation 
zenith angles was also investigated. The results presented in Fig. 7.15 indicate 
the Comp azimuthal variation across the entire hemisphere observed at solar zenith 
of 84.26 deg with the corresponding DIRSIG data generated at 6 a.m. It can be 
noticed that the Comp at lower observation zenith tends to gradually decrease from 
90 deg and crosses 0 deg at about 90-deg relative azimuth and increases to 90 deg 
when observed on the solar meridian plane with 180-deg relative azimuth angle. 
However, when observed at zenith angle of 80 deg, both Coulson and DIRSIG 
Comp values have smaller values throughout the observation hemisphere. A visual-
ization of the Comp values as rendered by DIRSIG can be seen in Fig. 7.16.

It is important to note that this treatment has emphasized the effect of clear 
sky scattering on the downwelled polarization field. In many (most) cases, clouds 
will be present in the sky that will influence the magnitude and character of the 
downwelled polarization. Pust and Shaw (2006) and Pust and Shaw (2007) dis-
cuss instrumentation and observations of clear and cloudy skies that confirm that 
clouds in general reduce the polarization from the sky due to multiple scattering. 
However, they also suggest that clouds can influence the angle of polarization and 
be indicators of variations in the polarimetric behavior of clear sky regions from 
what would be predicted for severely clear cases.

7.3 Predicting the Polarimetric Radiance at the Sensor
Based on either experimental measurements or use of MODTRAN-P, we can es-
timate the atmospheric terms in the polarimetric form of the governing equation 
(cf. Sec. 7.1). The reflectance terms will use some form of the polarized BRDF 
discussed in Chapter 6. However, an important but easily overlooked issue arises 

Figure 7.16 Visualization of the Comp  values for the DIRSIG scene shown in Fig. 7.10.
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in effectively implementing the merger of the polarized Stokes vector representa-
tion (from a code such as MODTRAN) with pBRDF values through the govern-
ing equation. This is due to the three frames of reference in use along the radiation 
propagation paths. The incident Stokes vector is typically defined in the Global 
Coordinate System and relative to the plane of primary incident illumination (as 
is each Stokes vector associated with downwelled radiance from a location in the 
sky), as shown in Fig. 7.17.

The pBRDF models, on the other hand, are typically defined relative to the 
surface normal and assume the incident flux is defined in terms of the source-
target-target-normal plane. Thus, except when the target is in the plane tangent 
to the earth, the incident Stokes vector in the Global Coordinate System must be 
transformed into the pBRDF system prior to making the reflectance calculations. 
Similarly, the sensor typically analyzes the data relative to the plane containing 
the normal to the earth and the sensor. However, the pBRDF typically defines an 
output Stokes vector in the target-normal-target-sensor plane which again, unless 
the target is in the plane of the earth, will not coincide with the sensor geometry. 
Thus, before analysis, the reflected Stokes vector from the pBRDF calculation 
must be transformed into the earth-normal-sensor plane. Since the direction of 
propagation is common, this simply requires us to first rotate the incident Stokes 
vector into the pBRDF incident plane and then rotate from the pBRDF output 
plane into the sensor plane. Recall that the rotation of a Stokes vector is easily 
done with a Mueller matrix if we know the rotation angle (see Fig. 7.18 and dis-
cussion of Fig. 4.5). The orientation of linearly polarized light is defined with 
respect to the propagation direction and a reference axis that typically has some 
context in the real world (e.g., the “up” direction). The BRDF for a material is 
a function of the incident and reflected directions relative to the surface. In the 
case of a polarized BRDF, the polarization state (e.g., vertical linearly polarized 
light) is also assumed to use the surface relative coordinate space as the reference 
(meaning the “up” direction is parallel to the surface normal). Once we attempt 
to model a surface in the context of a global coordinate system, we must resolve 
the effects of the surface orientation within that system. Consider vertical linearly 
polarized light (in the global coordinate system) incident on a surface that is tilted 
at 45 deg about an axis in-plane with the incident light. In the context of the tilted 
surface, the incident light is linearly polarized but the orientation is -45 deg 
rather than 0 deg (vertical).

To correctly reflect the radiation off of a surface arbitrarily oriented in a 
global coordinate system, we must address two effects. First, the global incident 
and reflected directions must be projected into the local coordinate space so that 
they can be used to access the BRDF. Second, the Stokes geometry of the global 
incident and reflected polarizations must be translated into and out of the local 
coordinate space. The global-to-local vector projections required to evaluate the 
BRDF are common to any radiative transfer problem. However, the translation of 
the Stokes geometry is unique to polarized radiative transfer.
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Figure 7.17 Illustration of the definition of global orientation angles to define the Stokes vector 
in the plane of incidence (i) and the sensor plane (o).  Note that the axis labeled ½½i is in the 
plane of incidence and is perpendicular to the direction of propagation (P polarization state) 
and that the axis ^i is perpendicular to ½½i and the direction of propagation (S polarization 
state).  Similar logic follows for ½½o and ^o, relative to the sensor plane.
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To resolve the relative versus global Stokes geometry problem, we need to es-
tablish a rotation that will translate the polarization state into and out of a surface 
relative coordinate system defined by the surface normal in the global coordinate 
system (n̂glob). For a light path traveling in the direction v®i , the P (vertical) and 
S (horizontal) polarization orientations will be defined so that the P polarization 
state is perpendicular to v®i , in the plane of the global “up” vector and its projec-
tion on ẑglob  is positive. The S polarization state is orthogonal to both the propaga-
tion direction and P, such that  v®P^v®S^v®i .The rotation for incident light ( v®i) can be determined by computing the rota-
tion of the vertical orientation from the global coordinate system into the local 
coordinate system. This is accomplished by computing the angle between the 
surface “up” direction (defined by the surface normal, n̂glob) and the global “up” 
direction (ẑglob) in the plane orthogonal to the incident light. The calculation of 
this angle requires calculation of the S and P unit vectors of the incident light 
propagation direction, as well as the facet normal vector projected into the S-P 
plane of the incident light ( n®iSP

),

 
� �v z v ,glob is = ×ˆ  (7.25)

where v®s is a vector pointing in the direction of the perpendicular polarization axis 
(^i in Fig. 7.15) and v̂s is a unit vector, i.e., the magnitude-normalized version of 
v®s 

 
  v v vp i s= ´ , (7.26)

where v®p is a vector pointing in the direction of the parallel polarization axis (úúi in 
Fig. 7.15) and v̂p is the corresponding unit vector. The facet normal projected on 
the S-P plane is given by

 
� � �n v n v  .i glob iSP
= × ×i ( ˆ )  (7.27)

The incident rotation angle (αi) can be computed as the inverse tangent of the 
ratio of the S and P components of the vector n®iSP  

,
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 (7.28)

This angle can be used to construct a Mueller matrix that will rotate the in-
cident Stokes vector from the global Stokes geometry into the surface relative 
Stokes geometry:
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The surface relative to global rotation angle for a similar exittent (output) 
geometry (ao) can be computed using the same approach. However, the rotation 
angle is opposite in sign compared to the similar incident geometry. The reflected 
polarized radiance (Lr) for polarized incident light is then

 L M M M Er ii
= × × ×a ao

[ ( )],BRDF  (7.30)

where Mao
 is the local-to-global (exittent) Stokes rotation matrix, MBRDF is the Mu-

eller matrix from the polarized BRDF for the incident/exittent reflected geometry, 
Mai

 is the global-to-local (incident) Stokes rotation matrix, and Ei is the incident 
irradiance defined in the global Stokes coordinate system.

Using the pBRDF concepts presented in the last chapter and the governing 
equation and polarimetric radiative transfer mechanisms presented in this chapter, 
we can describe the Stokes vector incident on a remote sensing system. The next 
chapter addresses the sensors that can be used to capture this polarimetric signal. 
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Chapter 8
Sensors for Measuring the 
Polarized State of a Beam

We have throughout the earlier chapters made the assumption that we could ob-
serve and record the polarized state of the EM energy reaching a sensor. In this 
chapter we will present some of the basic methods for sensing polarized radia-
tion. We begin with simple intuitive approaches (Sec. 8.1) and then introduce full 
Stokes vector sensors in Sec. 8.2. Section 8.3 extends the principles of the first 
two sections to imaging sensors, which are of the most interest for direct remote 
sensing applications. Finally in Sec. 8.4, we introduce some of the sensor-related 
issues associated with polarimetric imaging for remote sensing. Throughout this 
chapter we emphasize the general issues of sensing as they relate to understand-
ing the nature of the remotely sensed signal. The details of sensors and sensor 
design are beyond the scope of this treatment, so for a more thorough treatment 
the reader should consult the references for this chapter and the current literature.

8.1 Sensing of Polarization Contrast
For cases where linear polarization dominates the polarized portion of a partially 
polarized beam, it is possible to use very simple methods to capture some of the 
polarimetric character of the signal. Consider the case shown in Fig. 8.1(a) of par-
tially polarized flux incident on an extremely simple sensor. The sensor is made 
up of a linear polarizer followed by an aperture that controls the field of view of 
a detector. A more efficient design is shown in Fig. 8.1(b) where a lens is used to 
more effectively gather the flux and control the field of view. To deal rigorously 
with the design in Fig. 8.1(b), we would need to introduce the polarimetric Muel-
ler matrix of the optic, so we will continue with the simple design in Fig. 8.1(a) 
for the present.

Assume that the linear polarizer is oriented with its transmissive axis along 
the horizontal axis. The Stokes vector associated with the flux incident on the 
detector can be expressed as 

John R. Schott



136 Chapter 8

 

S S

S

d i

i

=T

=

é

ë

ê
ê
ê
ê
ê
ê

ù

û

ú
ú
ú
ú
ú
ú

1
2

1 1 0 0
1 1 0 0
0 0 0 0
0 0 0 0

,

 (8.1)

where Si is the Stokes vector associated with the incident flux, T is the Mueller 
matrix associated with a horizontal polarizer (see Chapter 5), and Sd is the Stokes 
vector incident on the detector. If we assume that the detector is insensitive to the 
orientation of the electrical field (this is a good assumption for most detectors if 
the beam is incident on the detector along the direction normal to the surface), 
then only the S0 component of Sd can be isolated (measured) to generate an elec-
trical signal in the detector. Thus, it is only the first row of T that impacts the 
final sensed signal. To use our simple sensor to characterize the polarization state 

Figure 8.1 Simple polarization sensor (a) using a linear polarizer and an apertured detector 
and (b) using a lens to control the field of view.
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of a beam, we rotate the polarizer and record the detector output. An identical 
result could be obtained by rotating the entire sensor. This yields the more general 
equation for the sensor

 S M Sd iq q= × , (8.2)

where Sdq is the Stokes vector onto the detector when the linear polarizer is ro-
tated through an angle q from the horizontal and Mq is the Mueller matrix for the 
rotated ideal linear polarizer, which Collett (1993) shows can be expressed as
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q q
q q q q
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 (8.3)

A quick verification of Eq. (8.3) can be accomplished by inserting the angles 0 
deg, 45 deg, and 90 deg and verifying that the Mueller matrices for ideal horizon-
tal, +45 deg, and vertical polarization are returned. 

The sensor will respond to the S0 component of Sdq and generate a sinusoidal 
output as a function of the angle q in response to partially polarized radiation as 
shown in Fig. 8.2. Wolff (1994) defines the partial polarization (equal to the DoP 
for partially linearly polarized flux (i.e., the DoLP)) derived from such an instru-
ment as

 
PP =

-
+

F F
F F

max min

max min

,
 (8.4)

where max and min are the minimum and maximum flux observed by the po-
larimeter as the polarizer is rotated. Note that the form of Eq. (8.4) will cancel 

Figure 8.2 Response of a simple linear polarimeter (see Fig. 8.1) to rotation of the linear 
polarizer when viewing partially linear polarized radiation.

0 80 180

F
max

F
min

y

O
b

se
rv

ed
 S

ig
n

al
 



138 Chapter 8

any multiplicative terms, so the polarimeter output can be expressed in any unit 
as long as it has zero bias and is linearly proportional to the energy reaching the 
detector. Bowers et al. (2008) discuss the importance of this linearity assumption 
and the impact of nonlinearity on calibration of polarimetric sensors. The angle 
of polarization () associated with the polarized contribution to the flux is simply 
the angle associated with the maximum flux (see Fig. 8.2). Note that randomly 
polarized flux would have a constant flux value with angle and that fully linearly 
polarized flux would have min = 0 in Fig. 8.2. This approach to polarimetric 
sensing is very intuitive. Indeed, rotating a linear polarizer held in front of your 
eye provides a visualization of this type of measurement. In practice however, 
acquiring data over a wide range of angles and maximizing the response for each 
point of interest is impractical. Luckily, as we will see in the next section, the 
necessary information can be acquired with just a few measurements. 

8.2 Generalized Stokes Vector Polarimeters 
As discussed in the previous section, a rotating linear polarizer and many samples 
can be used to characterize the polarized state of a beam. In fact, restricting our-
selves to linearly polarized radiation, it is clear from Fig. 8.2 that if we sample the 
polarized signal at any three nonredundant angles, we should be able to recon-
struct the sinusoidal response shown. This in fact is the basis for the three filter 
orientations described in the generation of the linear Stokes vector introduced in 
Chapter 4 (see Fig. 4.2). Indeed, Pickering’s method and Fessenkov’s method are 
two of the many methods that can be used to characterize the linear polarization 
state of a beam by orienting filters at different angles in the polarimeter. Recall 
that the unnormalized linear Stokes vector can be obtained using three angular 
samples according to Pickering’s method to yield [Solomon (1981)]

 S0 0 90= +F F  (8.5)

 S1 0 90= -F F  (8.6)

 S S2 45 02 2= -( )éë ùûF , (8.7)

or using Fessenkov’s method to yield [Prosch (1983)]
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2
3

= + +( )F F F
 (8.8)
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or more intuitively, using the modified Pickering’s method and four filters to yield 
[Walraven (1981)]

 
S0

0 45 90 45

2
=

+ + + -F F F F
 (8.11)

 S1 0 90= -F F  (8.12) 

 S2 45 45= - -F F . (8.13)

Furthermore, as described in Chapter 4, the angle of polarization can be recovered 
from the linear Stokes vector using
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and the degree of polarization from a partially linearly polarized beam using
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S
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+S S1
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2
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0

.
 (8.15)

Thus, we see that for partially linearly polarized radiation, the polarimetric 
nature of the beam can be fully characterized with three samples made with a lin-
ear polarizer. Tyo (1998) demonstrates that the optimum angular sampling scheme 
(i.e., minimal correlation between channels) is to spread the angles equally over 
the 180-deg angular sampling range of the linear polarizers. Fessenkov’s method 
represents one example of this approach. However, Tyo (1998) points out that the 
maximum decorrelation in the sampled data can be obtained by generating three 
channels expressed as 

 
C1 0 60 120
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3

= + +( )F F F
 (8.16)
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 (8.17)

 
C3 0 60 120

1
6

2= - +( )F F F .
 (8.18)

These channels, referred to as the sum (C1) and difference (C2 and C3 ), can be 
used to display polarimetric image data from an appropriate three-channel sensor 
(see Chapter 9).

The discussion above has focused on the special case where we can assume 
that the contribution due to circular polarization is significant. While this is a com-
mon though not universally true assumption for earth remote sensing, we want to 
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develop a more general formalism for characterizing the full Stokes vector using 
a polarimeter. It is important to recognize that the full Stokes vector formalism 
developed here can easily be simplified to the case of a linear Stokes vector (i.e., 
when S3 = 0).

Conceptually, the simplest way to build a full Stokes vector polarimeter 
would be to use the definition of the Stokes parameters and take measurements 
with six filters in front of our detector. These would consist of four linear polar-
izers located at 0 deg, 45 deg, 90 deg, and -45 deg and a right and left circular 
polarizer (see Eq. (5.29) and related discussion). This approach requires three 
polarizing elements and six measurements and in general is not commonly used 
in polarimeters. Stokes vector polarimeters can take on many forms, with perhaps 
the simplest shown in Fig. 8.3. In this case, we have a rotatable retarder in front 
of a fixed linear polarizer (analyzer) leading into the radiometer. In practice, the 
radiometer will contain optical elements to control the field of view and often to 
isolate the spectral region sampled (spectral polarimetry). For the moment, we can 

Figure 8.3 Conceptual illustration of full Stokes vector polarimeters. (a) Elementary 
polarimeter and (b) more practical polarimeter using optical elements to shape field of view 
and sample spectrum.
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work with the simple conceptual instrument shown in Fig. 8.3(a). The governing 
equation for such a polarimeter can be expressed as 

 

S M M S
M S

d P R i

I i

= × ×

= × ,  (8.19)

where MR is the Mueller matrix for the retarder, MP is the Mueller matrix for 
the linear polarizer, Si and Sd are the Stokes vectors of the incident flux and the 
flux on the detector, respectively, and MI is the composite Mueller matrix of the 
instrument produced from the product MP·MR.

We can express the instrument Mueller matrix containing four four-element-
row matrices as 
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 (8.20)

where m0
T represents the transpose of m0 (i.e., m0

T is the first row of MI).
Our treatment of the analysis of the instrument governing Eq. (8.19) is drawn 

from Tyo et al. (2006) and Chipman (1995). Recalling that the detector responds 
only to the S0 component of Sd, we can write an expression proportional to the 
observed signal from the jth measurement as

 S0 0j ij
= ×m ST , (8.21)

where mT
0j  [m00j , m01j , m02j , m03j ] is the vector made up of the first row of MI 

associated with the jth orientation of the retarder-polarizer. Thus, Eq. (8.21) can be 
expressed as the simple linear equation

 S S  +  S  +  S  +  S .0 00 0 01 1 02 2 03 3j j i j i j i j im m m m=   (8.22)

If we know m0j , then Eq. (8.22) contains four unknowns (i.e., the input Stokes 
vector). In general, if we can write four or more independent equations of the 
form of Eq. (8.22), we should be able to solve for the input Stokes vector (Si).

By rotating the retarder in our polarimeter (Fig. 8.3) or in general changing 
the instrument matrix (MI) in a way that changes m0j , we generate as many equa-
tions of the form of Eq. (8.22) as desired. Since we have four unknowns, we must 
acquire four or more samples. This can be expressed in matrix form as 

 X A S= i× ,  (8.23)

where X is the N × 1 vector of observed signals for the N samples (i.e., retarder 
angles) and A is the N × 4 system matrix made up of the mT

0j  vectors as rows. To 
solve for Si, we use the pseudo-inverse of A, which can be expressed as 
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 A A A A# T 1 T= ( )- , (8.24)

which, when applied to Eq. (8.23) yields

 A X A A S A A A A S S# #
i

T 1 T
i i= = =× ×( ) ( ) ( )-
 , (8.25)

where Ŝi is the best estimate of Si in a least-squared error sense. A# is referred to 
as the data reduction matrix. It is clear that to reduce errors, care must be taken 
to select the analyzer characteristics that form the m0j vectors such that A can be 
solved for. For linear polarizers, A must be of rank 3 to allow recovery of the 
Stokes vector and of rank 4 for a full Stokes polarimeter. 

Let’s look at an example for the case where our retarder (MR) is a quarter 
wave plate and our linear polarizer (Mp) is an ideal horizontal polarizer. Collett 
(1993) expresses the Mueller matrix for a rotated quarter wave plate as
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 (8.26)

Recall that the ideal horizontal polarizer can be represented as
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Thus, the governing equation for our polarizer would be of the form

 S M S T M Sd I i /4 i= × = × ( )×
 l q  (8.28)

and the mT
0 j  vectors making up the systems matrix would be of the form
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 (8.29)

Ambirajan and Look (1995) solve for the set of four rotator angles that would 
yield a near-optimum solution to the data reduction matrix for a rotatable quarter 
wave plate and a horizontal polarizer. They recommend that rotation angles of 
-45 deg, 0 deg, 30 deg, and 60 deg or -90 deg, -45 deg, 30 deg, and 60 deg be 
used, as they are near optimal and the simple values of the trigonometry functions 
yield a simple data reduction matrix. Sabatke et al. (2000) look at the case of 
optimizing the retardance and rotation angles and find that an improvement over 
the quarter wave plate could be obtained using retarders close to one-third of a 
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wave. Tyo and Wei (2006) address the question of allowing the retardance of the 
retarder to vary in the presence of error. 

The approach presented above for characterization of an instrument governing 
equation can be generalized to include any combination of retarders and polarizer 
used in a polarimeter. Furthermore, it can be simplified to deal with linear polar-
izers where only the first three elements of the Stokes vector are required. 

The discussion above has implied that the system matrix (A) in Eq. (8.23) 
could be known. In fact, the retarder and linear polarizers used are never ideal and 
the other optical elements in the polarimeter can introduce additional character 
variability to the instrument Mueller matrix, making it difficult to generate an 
analytical form for A. It is much more common to solve for A empirically during 
the calibration process. Calibration of the polarimeter is accomplished by input-
ing known Stokes vectors and observing the output signals. For the jth polarization 
state, this can be expressed as

 S M S ,dj Ij i= ⋅ˆ
 (8.30)

where M̂ is the unknown instrument Mueller matrix. In practice, recall that we 
observe only the first Stokes parameter of Sdj and hence need only the first row of 
M̂Ij, which we term m̂T

0j. The system matrix for the instrument is then made up of 
N row vectors m̂T

0j, one for each of the N polarization states of the instrument. In 
matrix form, this can be expressed as

 X = A  S× i , (8.31)

where X is an (N´1) vector of signals observed for the N states of the polarim-
eter, A is the (N´4) system matrix, and Si is the input Stokes vector. If we now 
consider the case where we input a number (Q) of Stokes vectors, we can write a 
matrix representation of the process as

 Y = A  T× , (8.32)

where Y is the (N´Q) matrix made up of column vectors (Xq) of observed signals 
for each input Stokes vector (Sq ) and T is the (4´Q) matrix made up of each 
input Stokes vector (Sq) as columns. To solve for A, we use the pseudo-inverse of 
T to yield

 Y T A T T A,⋅ = ⋅ ⋅ =# ˆ#
 (8.33)

where Â is the best (in a least-squared error sense) estimate of A.
Clearly, we must use caution in selecting the Stokes vectors that make up T 

to ensure that T is invertible. This process incorporates the instrument unknowns 
into the solution for Â via calibration with input flux with known Stokes vec-
tors. Any unknown flux can then be analyzed using Eq. (8.25) and the estimated 
system matrix Â.

Our discussion to this point has been simplified by focusing on single-detector 
or point polarimeters, rather than on imaging polarimeters, which are of more 



144 Chapter 8

interest for remote sensing. Point polarimeters are widely used in the laboratory 
and field to characterize the Mueller matrices or pBRDFs of materials of interest. 
More importantly, the approach introduced here for a point polarimeter can to 
first order be generalized to imaging polarimeters by treating each pixel (or group 
of pixels) as a point radiometer, often with its own system matrix that must be 
obtained through calibration.

8.3 Polarimetric Imaging Sensors
A wide range of imaging polarimeters has been designed based on expanding the 
principles of the point radiometer described in Sec. 8.2 to two dimensions. In this 
section we will introduce a small sampling of the potential methods for acquiring 
polarimetric images. Because a serious treatment requires an understanding of 
optical principles beyond what we have developed here and beyond what remote 
sensing scientists need, we restrict ourselves to largely conceptual designs and 
encourage the reader to delve more deeply into the literature for a more complete 
understanding. In general, we will emphasize approaches to imaging remote sens-
ing that are readily available for ground truth or simple laboratory experiments or 
systems that are in use today for remote sensing of the earth. Many more types of 
instruments are in various stages of development and test in research and devel-
opment labs and will hopefully become sources for new streams of data available 
to the remote sensing community.

The simplest form of polarimetric imaging is that used in polarized sunglasses. 
The same principle has long been used in photography to increase contrast under 
conditions where a strongly polarized background signal is present. In both cases, 
a linear polarizer is oriented roughly orthogonally to the polarized background 
component of the flux to cancel that component and increase the contrast from 
the rest of the scene (see Fig. 8.4). When looking through a scattering medium 
that has a polarized component to the scattering (e.g., the atmosphere), we can 
increase the contrast in a distant object using a polarizer oriented orthogonally to 
the polarization angle of the scattered flux (see Fig. 8.5). 

This single polarizer approach was extended to a two polarizer approach that 
was used from space to generate some of the earliest polarimetric images of earth 
[Egan et al. (1991)]. This approach used two cameras equipped with linear cross- 
polarized filters. The photographer (astronaut) rotates the camera pair until the 
contrast is maximized (as seen through the lens viewfinder) and then snaps the 
simultaneous shutters. To analyze the images, they are digitized (the early cam-
eras were film cameras) if necessary and then registered to each other. The sum of 
the two images provides the S0 component of the Stokes vector and the difference 
provides an estimate of the polarimetric contrast (which, depending on the filter 
orientation, may approximate the S1 or S2 Stokes parameters). Note that rotating 
the cameras will not optimize the contrast between all objects simultaneously, so 
this approach must focus either on a particular target or more often on the average 
scene contrast. 
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Figure 8.4 Simple polarimetric imaging system employing a single linear polarizer. (See 
color plate.)

Specular flux from 
surface is largely 
horizontally polarized.

Flux scattered from 
within the water or 
from the bottom is 
more randomly polarized 

Unpolarized picture Picture through horizontal 
polarizer

Picture through vertical 
polarizer

Figure 8.5 Use of polarizer oriented orthogonally to the orientation of the scattered 
polarization to increase contrast when imaging through a scattering medium. (See color 
plate.)

Polarized image with polarizer oriented 
to cancel scattered component

Polarized image with polarizer 
oriented to pass scattered component
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These early approaches were followed by a number of methods that attempt to 
capture the full state of linear polarization (i.e., the first three Stokes parameters) 
or the full Stokes vector. Most of the systems in use or likely to be used in the 
near future for earth remote sensing are linear polarization imagers. This is in part 
due to the relative simplicity of designs that need only linear polarization filters 
and in part because the remotely sensed signatures from a passively illuminated 
earth show little or no circular polarization. Tyo et al. (2006) in a review of po-
larimetric remote sensing introduce a taxonomy of polarimetric sensing methods 
that we will draw on here in describing both linear and full Stokes vector imaging 
polarimeters. 

One common method employed for early multispectral and polarimetric 
imaging was to use multiple cameras, each filtered independently. If the cam-
eras are boresighted, they should in theory take simultaneous images of the same 
scene at the same time. In practice, the slight differences in optics, location, and 
alignment result in misregistered images that must in general be registered and 
resampled to form each Stokes vector image. The cost of multiple cameras and 
post-processing and errors due to residual misregistration have led to a variety of 
alternate designs.

One of the most common approaches to imaging polarimetry uses the divi-
sion of time polarimeter (DoTP), shown in Fig. 8.6. These imagers use sequential 
images taken with the analyzer rotated to different orientations. For a linear po-
larimeter, three or more orientations of a linear polarizer are sufficient to allow 
reconstruction of a linear Stokes vector as described in Sec. 8.2 (see Fig. 8.7). 
For a full Stokes vector polarimeter, a retarder is required in the analyzer and 
four or more images are needed to reconstruct the Stokes vector. In either case 
the analysis is done on a pixel by pixel basis using the procedures discussed in 
Sec. 8.2. The obvious limitation of this approach is that any motion of the target 
or sensor resulting in a translation of a significant fraction of a pixel before all 
frames of imagery are acquired invalidates the implicit assumption that common 
pixels in all frames are sampling the same signal. As a result, the DoTP approach 
was largely restricted to laboratory or field studies (ground truth) where it has 
been widely used due to its simplicity and quantitative integrity. Recent advances 
in high frame rate systems have led to early demonstrations in dynamic environ-
ments. Care must be taken with this approach to ensure that the image does not 
wander on the focal plane as the filters rotate. With good optical alignment and 
rigid mounts, the sequential images can be very well registered, resulting in very 
precise measurements of the Stokes vector of each pixel.

Division of amplitude polarimeters (DoAmP) avoid the DoTP timing issue 
by taking all of the images simultaneously. In this case the images are acquired 
through a common aperture (as they are with the DoTP approach), then the beam 
is split into three or four beams with beam splitters and analyzers and refocused 
onto three or four focal planes [Azzam (1985)]. Each focal plane forms a full 
resolution image of the incident beam, often passing through an analyzer formed 
by the beam splitter (which is also a linear polarizer) and a retarder. The result is 
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three or four (three for linear, four for full Stokes vector) simultaneously acquired 
full resolution polarimetrically filtered images from which Stokes vectors can be 
computed on a pixel by pixel basis using the procedures described in Sec. 8.2. 
This approach suffers from difficulty in aligning the images on the focal planes 
after the different complex optical paths. As a result, the images must in general 
be registered and resampled in post-processing. 

If we look to methods traditionally used by the remote sensing community to 
acquire multispectral data, most of them are applicable to polarimetric imaging. 
The traditional multispectral line scanning approaches [Schott (2007)] could be 
employed with polarimetric analyzers replacing the spectral filters. To increase 
signal to noise, many modern multispectral systems use filtered linear arrays. A 
polarimetric version of this pushbroom concept is shown in Fig. 8.8. These ap-
proaches require careful timing of the scan rates relative to the detector sampling 
to ensure good spatial registration of the filtered data.

Figure 8.6 Imaging division of time polarimetry concept. Note that the analyzer may be a 
single rotatable linear polarizer in a linear polarimeter on a rotatable retarder and a fixed 
linear polarizer in a full Stokes vector polarimeter.

Rotatable 
Analyzer 

Focal Plane

. . .

Time 1

Image from 
analyzer rotation 1

Time 2

Image from 
analyzer rotation 2

Time 3

Image from 
analyzer rotation 3
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Figure 8.8: Pushbroom sensor concept employing polarizing filters.

(a) (c)

(b) (d)

Figure 8.7 Polarimetric images showing strong polarization of sky and reflection of sky 
in upper windows. Lower windows, which reflect the adjacent building, show much less 
polarimetric character. (Courtesy of R.C. Olsen, Lt. Phil Smith, and Ms. Angie Puetz, Naval 
Postgraduate School.)

Linear array(s)

Optics

Focal plane

Projection of linear 
array onto ground

Ground swath

Sensor ground track
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Division of focal plane (DoFP) array polarimeters use conceptually the same 
technology used in commercial digital color cameras. An array of linear polarizers 
is fabricated onto the focal plane array in a pattern such as the pattern shown in 
Fig. 8.9. In order to form a polarimetric image, we must interpolate the expected 
response to each filter for the locations where no sample was taken for that filter. 
This results in lower spatial resolution data; however, because of advances in fo-
cal plane array technology, large arrays with small pixel size can be fabricated. 
Nonetheless, even if resolution issues can be overcome with this approach, there 
are still issues at edges or with high spatial frequency targets, due to interpolation 
artifacts. Despite these limitations, the simplicity of this design and its effective-
ness (if the polarimetric spatial frequencies of the scene are lower than the pixel 
sampling frequencies) make it very popular. Modern micro-fabrication techniques 
have made it possible to manufacture DoFP devices across the spectral range 
commonly used for remote sensing (0.4-14 mm).

8.4 Issues Related to Polarimetric Imaging Sensors
One concern with all imaging sensors is nonuniformity of response. This includes 
simple flat field nonuniformities associated with variable bias, gain, and linearity 
between detector elements (pixels). Imaging polarimeters suffer from all of these 
nonuniformities and must be calibrated and corrected using conventional ap-
proaches. In addition, it is common for the polarimetric response to change across 
the focal plane. This means that in general the system matrix (A) in Eq. (8.23) 
and therefore the data reduction matrix (A#) may be different for every pixel in 
the imager. As a result, the calibration procedures discussed in Sec. 8.2 may need 
to be applied on a pixel by pixel basis to achieve acceptable results. 

A second major concern with imaging polarimeters is spatial registration 
between the various filtered images. Essentially all of the approaches have regis-
tration issues. With some designs, the misregistration may be fixed so that we can 
characterize it and then apply a relative fixed resampling process. In other cases, 

Figure 8.9 Illustration of linear polarization filter pattern used in a division of focal plane 
imaging polarimeter.
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the user must compute the extent of misregistration and develop a new correction 
for every acquisition. Persons et al. (2002) discuss a method to post-process pola-
rimetric images to achieve image registration at approximately the 0.1-pixel level, 
which they suggest is the level required for misregistration errors to be compat-
ible with noise levels for the thermal infrared sensor they were studying. Ratliff 
et al. (2006) discuss issues and methods to mitigate the misregistration inherent 
in DoFP systems. It is difficult to over-emphasize the importance of registration. 
Because the Stokes parameters (other than S0) involve differences, they accentu-
ate misregistration artifacts. This means that misregistration artifacts are amplified 
and can easily be mistaken as polarimetric signatures. 

Another important consideration for polarimetric imaging systems is achiev-
ing acceptable signal to noise levels. The filtration process associated with 
forming polarimetric images typically reduces the signal to approximately 50% 
for approximately randomly polarized flux and significantly more for some filter 
orientations if the flux is strongly polarized. For the first Stokes parameter, the 
signal to noise is improved by summing several filtered images. For the other 
parameters, this is not the case and if the polarization of the beam is not optimally 
filtered (optimal retardance and rotation angles for the analyzer), the signal to 
noise can suffer [Bowers et al. (2008)]. Other factors affecting signal to noise and 
errors in polarimetric images include alignment and precision of repositioning 
of polarizing elements, as well as integrity of polarizers. Much of our discussion 
in previous chapters assumed ideal filters. In fact, all filters are less than ideal 
and this impacts the performance of our instruments. Two of the most common 
measures of performance of linear polarizers are the diattenuation, which can be 
expressed as 
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and the extinction ratio, expressed as 
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where max and min are the maximum and minimum flux associated with cross- 
polarized states of a linear polarizer, and tmax and tmin are the associated transmis-
sion values. If we have linearly polarized incident flux, it is clear that 
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In the visible region, extinction ratios of 100 or more are common. However, 
in other spectral regions or with stressing designs, this level is not always achieved 
and leakage of cross-polarized radiation can introduce errors in our analysis. Tyo 
and Wei (2006) discuss at greater depth than we can address here some of the 
issues associated with errors due to optical elements in polarimeters. For our pur-
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poses, it is important to recognize that these issues exist, that careful calibration 
of instruments is necessary to characterize them, and that some, but by no means 
all, of the issues can be compensated for by careful design and calibration of the 
instrument. 
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Chapter 9 
Processing and Display 
Algorithms

Relatively little research on processing of polarimetric remotely sensed image 
data has been published. In part this is because high-resolution polarimetric im-
age data has not been widely available for operational sensors to spur application 
scientists to develop and publish processing algorithms. It is also partially due to 
the fact that most of the algorithms developed for processing multispectral data 
can also be applied to polarimetric data. For example, Wolff (1990) used simple 
gray level thresholding of the polarization ratio to separate metals from nonmet-
als and Thilak et al. (2005) show that standard multiband material classification 
techniques can be used to classify materials using Stokes vector images of simple 
targets. These multiband processing methods are well treated in the literature 
and will not be covered here [Schowengerdt (2006), Richards (1999), and Schott 
(2007)]. Some image processing and display approaches particular to polarimetric 
image data have been developed and will be introduced here. 

In processing polarimetric images, the first issue to recall is that essentially 
all of the processing steps involve image differences that will exaggerate any 
misregistration between the images. Thus, careful registration of the raw filtered 
images before any further processing is a critical first step. Because the filtered 
images are highly correlated, most conventional registration methods relying on 
correlation are applicable and will not be addressed here [Schowengerdt (2006) 
and Schott (2007)]. However, the reader is cautioned that high levels of subpixel 
registration are required, particularly if per-pixel quantitative analysis is planned.

9.1 Display of Polarimetric Images
The first possible way to view polarimetric images is to look at the raw filtered 
images. However, these data are so highly correlated that they tend not to ac-
centuate the polarimetric properties of the scenes. The next step is typically to 
compute the Stokes vector images and to display the Stokes vector (see Fig. 9.1). 
The Stokes vector images can be combined using color techniques to allow si-
multaneous viewing of the Stokes parameters. In the simplest case, this would 

John R. Schott
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involve displaying each Stokes vector as a driver for each color display channel.  
For example, for the common case where we assume S3 = 0, we set
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 (9.1)

This requires us to scale S0 over the display range and to bias S1 and S2 such 
that 0 values fall roughly in the middle of the display range (see Fig. 9.2). Simple 
display methods such as this one often may fail to accentuate the polarization 
state of the data, which is often very low, i.e., Stokes vectors have most S1 and S2 
values near zero. As a result, it is in these cases desirable to generate mean level 
red, green, and blue values to provide reference gray images when the Stokes 
parameter is near zero and to accentuate the S1 and S2 values where they deviate 
from zero. There are many possible ways to accomplish this. 

Tyo et al. (1998) suggest an approach that takes advantage of the roughly 
orthogonal response of the visual system to the Value (brightness), Hue (color), 
and Saturation (purity of color, i.e., low saturations are pastel shades) (HSV) axes 
of color display. More specifically, value is the brightness of the scene and typi-
cally spans a range from zero to the maximum brightness displayable, hue is the 
angle in color space (ranging from 1 to 360 deg) used to select the equiluminance 
color, and saturation [ranging from 0 (neutral gray) to 1 (pure color)] describes 
the purity of the color (see Fig. 9.3). Note that there are simple transforms that 

Figure 9.1 Comparison of raw filtered images and Stokes vector images.
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relate red (R), green (G), and blue (B) display brightness to HSV values and HSV 
values to RGB;
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where F and F–1 represent the HSV-to-RGB transform and the RGB-to-HSV trans-
form, respectively [Foley et al. (1995)].

Tyo et al. (1998) display the S0 component as brightness (V) and the difference 
between cross-polarized components as saturation(s). They select two opponent  
hues (colors) to represent the positive and negative values of the polarization-
difference image. This can be expressed as

Figure 9.2 Color combination of Stokes vectors R ® S1, G ® S0, B ® S2. (See color 
plate.)

S
2

R

S
0

S
1

G B



156 Chapter 9

 DC DC V+ ®^  (9.4)

 | | DC DC S- ®^  (9.5)

 DC DC H- ®^ > 0 1  (9.6)

 DC DC H- ®^ < 0 2, (9.7)

where DCêê and DC^ are the image brightness values associated with the orthogo-
nal polarization axis of the linear polarizer and H1 and H2 represent two opponent 
colors (hues). They point out that several sets of opponent colors could be used 
to display different initial reference angles for the linear polarizer (i.e., a family 
of images can be produced). Tyo et al. (1998) show examples of this approach 
(referred to as two-color polarimetric-difference imaging (2C-PDI)) applied to 
polarimetric imaging in turbid media (see Fig. 9.4).

Note that this approach can be applied simultaneously to a linear Stokes vec-
tor image as follows

 S V0 ®  (9.8)

 S S1 ®  (9.9)

 S S2 ®  (9.10)

Figure 9.3 Illustration of the hue, saturation, and value color space.
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 S H1 10³ ®  (9.11)

 S H1 2< 0®  (9.12)

 S H2 30³ ®  (9.13)

 S H2 4< 0® , (9.14)

where H1 and H2 are opponent colors (e.g., red and cyan) and H3 and H4 are another 
pair of opponent colors (e.g., green and magenta). However, visual discrimination 
when both S1 and S2 signals are strong can be difficult. 

Bernard and Wehner (1977) propose using the HSV space to visualize the 
polarization character of a pixel according to

 S V0 ®  (9.15)

 DoP ® S  (9.16)

 2 ,y® H  (9.17)

where DoP and y are the degree of polarization and the angle of polarization as 
introduced in Chapter 4. Figure 9.5 shows an example using Eqs. (9.15) through 
(9.17). Tyo et al. (1998) point out that this approach may suffer when applied to 
scenes with low polarization when the angle of polarization can vary rapidly from 
pixel to pixel. This motivated their development of the approach captured in Eqs. 
(9.4) through (9.7) for turbid media.

In some cases the interpretation of polarimetric data may be difficult due to 
a polarization bias across the image. This might occur if viewing through a long 
atmospheric path that was at an angle where significant polarization was induced 
(see Fig. 9.6). It might also occur if the camera were rotated. In this case, there 

Figure 9.4 Two-parameter colorimetric polarization-difference imaging (2C-PDI) images 
of back-illuminated dielectric sphere at an effective distance of 0.13 attenuation lengths. 
Images (a), (b), and (c) were obtained with the analyzer oriented at the angles of 0 deg, 36 
deg, and 72 deg with respect to the vertical, respectively. 2C-PDI highlights areas that are 
polarized parallel to the PDI axes and has blind spots where the light is polarized at 45 deg 
with respect to the PDI axes. The key at the right reveals how the colors in the images map 
into polarization direction; for example, red represents an excess of horizontal polarization 
and cyan represents an excess of vertical polarization [Tyo et al. (1998)]. (See color plate.)

(a) (b) (c)
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Figure 9.6 Illustration of how the atmosphere can induce polarization bias. (a) The scattering 
in the atmosphere will introduce polarization at right angles to the sun-scattering center-
sensor plane (dark grey). In this case, the sun-scattering center-sensor angle is near 90 deg 
so the DoP will be large and the angle of polarization as seen by the sensor will introduce 
significant S2 signal (b).

(a) (b)

Figure 9.5 Illustration of opponent color encoding (OCE) (i.e., Eqs. (9.4) through (9.7)) and 
hue, saturation, and value encoding (i.e., Eqs. (9.15) through (9.17)) applied to longwave 
infrared polarimetric images. (See color plate.)
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would be no increase in polarization; however, the orientation of the polariza-
tion (i.e., the AoP) would be changed. Of course, both of these effects can occur 
simultaneously. In addition, more subtle effects such as widespread reflection of 
strongly polarized downwelled radiance can also introduce image-wide effects. 
Because we are often interested in variations in a scene, it is often valuable to 
display data such that the reference levels or backgrounds appear the same. Thus, 
image-wide bias in the DoP or AoP may introduce variations in the display that 
make interpretation more difficult. This might manifest as an image-wide hue or 
saturation shift in a color visualization, making color-based interpretation more 
difficult. To compensate for these effects, standard image processing methods can 
be applied to the final DoP and AoP images. This would involve evaluating the 
DoP and AoP histograms. Since we expect there to be a significant number of 
objects in a scene with near-zero DoP, a bias of the minimum DoP from zero can 
indicate an atmosphere-induced bias that can be subtracted out. Similarly, when 
looking at the reflected signals, we usually expect the mean AoP to be zero deg 
because we assume that the average surface orientation in the scene is horizon-
tal. Thus, on average, the AoP induced by reflection from objects in the scene 
will be near zero deg. Inspection of the AoP histogram can identify whether the 
mean value is significantly different from zero and any bias can be removed be-
fore display. An alternative approach must be employed if the display approach 
is based on the Stokes parameters. In this case, AoP bias must be removed by 
rotation of the Stokes vectors using the appropriate Mueller matrix rotation (see 
Eq. (7.29) and related discussion) for the image-wide AoP bias. The resulting im-
ages will have a mean AoP of zero deg and should yield more consistent display 
results. Note that the rotation process will not change the DoP; the rotation will 
only determine which Stokes parameter carries the DoP information. Therefore, 
if a DoP bias adjustment is desired, it must be performed after the rotation. For 
scenes where a significant fraction of the pixels have DoP values near zero, using 
a scene average or histogram-based approach to compute an AoP bias can lead to 
significant errors. This is because AoP calculations based on S2/S1 values can vary 
widely as both terms approach zero. An alternative approach involves plotting S1 
versus S2. If the bulk of the pixels fall along a line, then the slope of the line (S2/
S1) represents AoP bias, which can be removed by rotations. Note that the bias 
adjustments discussed above are designed to improve consistency of display for 
visual interpretation and may remove data useful for more detailed quantitative 
analysis.

The approaches presented in this section have emphasized methods to process 
polarimetric imagery for visual display and analysis. We reiterate that to be effec-
tive, these methods require good registration and are only applicable to three-band 
data sets due to the 3-D nature of the human visual system. In the next section 
we briefly review some data processing methods used specifically for analysis of 
polarimetric image data. 
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9.2 Data Processing and Analysis
Much of the processing of polarimetric image data is aimed at generating im-
ages for display and visual analysis as described in the previous section. In addi-
tion, standard single-band or multispectral processing techniques can be applied 
to individual bands or multiband data sets comprised of images acquired either 
through multiple analyzers or Stokes vector images. The methods employed at 
this stage include thresholding and edge detection/enhancement of individual 
images and a host of scene segmentation/classification, anomaly detection, and 
target detection approaches applied to multidimensional images. We do not want 
to downplay the value of these techniques to PI image analysis. However, because 
they are well treated in the general remote sensing literature, we will not review 
them here. In contrast, only a relatively small number of techniques have been de-
veloped that are specific to polarimetric data. Much of the PI-specific analysis has 
focused on the potential to take advantage of the angular variation in the Fresnel 
reflectance to capture the orientation of the surface [cf. Sadjadi and Chun (2004) 
and Morel et al. (2006)], with the ultimate goal of performing 3-D reconstruction 
of targets. Reid et al. (2006) describe an approach to estimate the surface normal 
vector from the degree of linear polarization (DoLP) and the angle of polarization 
(AoP) derived from each pixel of an LWIR imaging polarimeter. Their approach 
assumes that the user can estimate the index of refraction and surface roughness 
through some other means. The method involves comparison of a forward model 
with observed values to compute an estimate of the local surface normal. Their 
results, based on simulated data for roughened glass, indicate that recovery of 
the surface normal to within a few degrees requires knowledge of the roughness 
constant (s) to within 0.025 and the index of refraction to within 0.05. For many 
applications, a rather involved material classification may be required to achieve 
the level of precision required.

Thilak et al. (2007) describe an approach to recover the complex index of 
refraction and the view angle from the surface normal. Their approach requires 
multiple image acquisitions using reflective polarimetric sensors when the source 
is at different locations (see Fig. 9.7). The approach assumes that the source and 
sensor are in the principle plane and uses a minimization technique (nonlinear 
least squares) to minimize the differences between a model of the pBRDF be-
havior of the surface (see Chapter 6) and the observed DoP values. The model 
fit yields an estimate of the effective complex index of refraction (i.e., n and k), 
which can then be used in a second optimization to estimate the view angle from 
the surface normal. The authors point out that the values of n and k recovered 
using this approach do not need to be physically correct; rather, as long as compa-
rable values are retrieved each time, they can be used in subsequent material map-
ping. Model and laboratory results suggest that the approach is applicable over 
a relatively large range of incident illumination angles and that results improve 
if more incident angles over a larger range are available (five or more image 
acquisitions were commonly used). This approach shows some of the potential 
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for polarimetric analysis, but is limited by the principle plane assumption and the 
operational strain associated with multiple acquisitions. 

At the start of this chapter we pointed out the importance of image registra-
tion. Moving objects in an image can introduce localized misregistration in push-
broom or division-of-time polarimeters, even when the full frame is on average 
well registered. This results in false polarization signatures as shown in Fig. 9.8. 
These artifacts can aid in moving-object detection, but require object-specific reg-
istration algorithms if polarimetric analysis of the moving object is required.

We have not spent much time discussing how polarimetric signatures vary 
with wavelength. Because polarimetric signatures are heavily influenced by sur-
face properties, generally they do not vary rapidly with wavelength. On the other 
hand, the effective surface roughness is directly related to wavelength. Thus, a 
surface that is somewhat smooth in the visible may appear to be quite smooth 
(specular) in the SWIR and near mirror-like in the LWIR. Zhao and Zhang (2006) 
suggest that PI image data acquired at multiple wavelengths can provide incre-
mental data that is available due to spectral and polarimetric differences over 
broad spectral bands. Their results focus on methods to fuse multiband PI data 
for display. However, these data once registered can be processed with a variety 
of multidimensional processing algorithms for classification and target detection. 
Shaw (1999) also discusses how spectral polarization signatures over wide spec-
tral ranges can carry data beyond what is available in a single spectral band.

q

Figure 9.7 Illustration of the image acquisition procedure described by Thilak et al. (2007).
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Chapter 10
Measurements and Modeling of 
the pBRDF of Materials

To this point we have focused on the underlying phenomenology that governs the 
formation and observation of polarimetric signatures in remotely sensed images. 
In this chapter we will introduce a simple method to measure the primary terms 
impacting linear pBRDF (Sec. 10.1) and an approach to modeling polarimetric 
imaging phenomenology in the reflective region (0.4–2.5 mm) of the spectrum 
(Sec. 10.2). Many devices and approaches have been developed to measure 
pBRDF and the variation in pBRDF. A variety of these are described in Chapter 
6. To keep our treatment here manageable, we have chosen to present only one 
approach, due to its simplicity (i.e., nearly anyone could use the approach with 
minimum instrumentation) and the author’s familiarity with the data. We have 
chosen to limit the discussion to the linear polarization terms, due to the small 
contribution from circular polarization for most passive sensing of the earth.

10.1 Polarimetric BRDF Measurement Approach 
Ideally, BRDF measurements are made in a lab environment using a “point” il-
lumination source with careful control and minimization of stray light. However, 
many materials such as vegetation do not lend themselves to easy indoor measure-
ments, due to alteration of their natural state or simply because of their physical 
size (e.g., a tree canopy). Outdoor BRDF measurements of such materials become 
a necessity and, as described in Chapter 6, many approaches have been success-
fully employed [Deering and Leone (1986), Walthall et al. (2000), Sandmeier and 
Itten (1999), and Sandmeier (2000)]. Wide field-of-view (FOV) imaging systems 
may be used that efficiently enable the simultaneous measurement of multiple 
scattering angles [Czapla-Myers (2002), Han and Perlin (2003), and Dana and 
Wang (2004)].

10.1.1 Measurement approach

One simple approach described by Shell and Schott (2005) for measurement of 
background materials will be presented here. It uses a narrow FOV (»10 deg) im-

James R. Shell II
Scott D. Brown

Michael G. Gartley
John R. Schott
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aging system to make BRDF measurements. Each image pixel is approximately 
at the same scattering angle as that at the center of the image, such that the aver-
age radiance across the focal plane enables determination of the BRDF. Such an 
approach limits the scattering angle resolution to the FOV; however, this is not a 
concern for most natural surfaces that are not appreciably specular and hence do 
not have rapid BRDF changes over the 10-deg FOV of the system. The impetus 
for this technique is the ability to quantify the BRDF variability as well as the 
pBRDF. Multiple scattering angles are sampled by repositioning the camera in the 
hemisphere above the measurement surface. 

This technique may be used at any distance from the measurement surface—
the only prerequisite is that the ground FOV (GFOV) is large enough that it ad-
equately integrates the spatial variability or texture of the material. For instance, 
a GFOV of 1 ft may be adequate for grass, asphalt, and aggregate; but measure-
ments of tree canopies and shrubs would require a larger GFOV. For easy field 
use not requiring elevated platforms or other positioning devices, an operating 
distance for the measurements discussed here was 2 m, providing a GFOV of ap-
proximately 0.3 m. 

A successful technique for outdoor BRDF measurements may be developed 
by considering the radiance contri butions to a sensor (cf. Eq. (7.7)). It is first 
noted that imaging surfaces at a distance of 2 m results in negligible atmospheric 
scattering along the surface- to- sensor path, such that ®Lu

 » 0. The surface radiance 
is therefore composed of the direct solar and downwelled sky reflectance, or ®Lr 
and ®Ld. The measurement made when the surface is illuminated by the sun and 
downwelled sky radiance will be referred to as image C (see Fig. 10.1). 

The downwelled sky radiance is a stray light source for the purpose of BRDF 
measurements. It may be directly measured and eliminated via an image subtrac-
tion technique. ®Ld is measured by occluding only the sun (see Fig. 10.2), and im-
aging the shadowed surface (image D in Fig. 10.1). In this manner, it is seen that 

 
   

L L L L C Dr r d d = ( .+ - µ -) ( )  (10.1) 

The error terms shown in Eq. (7.14) are therefore eliminated by the “shadow” 
image. This is quite valuable, as comparison of the C and C-D data quantifies the 
change to the linear Stokes components resulting from the sky polarization.

The “digital counts” recorded by the imaging system may be normalized into 
absolute BRDF values by use of a Spectralon calibration target. Spectralon has a 
highly Lambertian, approximately angular- invariant BRDF of r/, with a nearly 
randomly polarized reflectance of r ≥ 0.97 across most of the VNIR spectrum 
[Goldstein (1999)]. As with the surface measurement, images of the calibration 
target are taken both in sun and in shadow (images A and B, respectively). 

When acquiring multiple images over a short time period such that the atmo-
spheric conditions and solar zenith position (qi) do not change appreciably, the 
BRDF may be determined by the ratio of the known calibration target BRDF to 
that of the unknown surface or 
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In terms of the digital counts of the pixels in each of the four images A through D, 
the BRDF is simply

Figure 10.2 Illustration of measurement system with sun blocked to acquire reflected sky 
radiance measurement (image D in Fig. 10.1).
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When imaging a calibration target such that it occupies the same FOV as the 
target, this technique also self  corrects for the so-called “lens falloff” irradiance 
reduction away from the center of the focal plane. 

The polarized radiance leaving the surface may be quantified as a Stokes vec-
tor using well-established ap proaches (see Chapter 4). For this implementation, 
images of the surface were acquired under four different linear polarization filter 
orientations relative to the horizon: 0 deg, 45 deg, 90 deg, and 135 deg. This en-
ables derivation of the Stokes vector according to 
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where Ix represents an image acquired with the polarization filter set at x deg. It is 
noted that the first Stokes component is derived using an average of both sets of 
cross -polarized images to reduce noise.

In terms of the images using the calibration target, it is seen from Eqs. (10.2) 
and (10.3) that the polarimetric BRDF is therefore 

 

f
f
f

A B

C D C D C00

10

20

1
2 0 0 90 90 4é

ë

ê
ê
ê
ê

ù

û

ú
ú
ú
ú
=

-

- + - +
r

p( )

( ) ( ) (

arb arb

55 45 135 135

0 0 90 90

45 45 135 135

- + -[ ]
- - -
- - -

D C D
C D C D

C D C D

) ( )
( ) ( )

( ) ( ))
,

é

ë

ê
ê
ê
êê

ù

û

ú
ú
ú
úú  (10.5) 

where arb indicates an arbitrary polarization filter orientation for imaging the cali-
bration target, since this radiance is approximately randomly polarized. 

To summarize, for each hemispherical scattering position, a total of eight im-
ages is acquired of the target surface: four polarization orientations, each with 
two illumination conditions (full sun and shadow). A minimum of two calibra-
tion target images must be taken, one for each illumination condition. Therefore, 
a data set at one scattering position comprises ten images. Care must be taken 
to ensure stable illumination conditions during the time required to acquire all 
of the data for one calculation. An obvious limitation of this approach is that it 
only characterizes the first column of the Mueller matrix and is therefore only 
appropriate for cases where the signal is dominated by randomly polarized illu-
mination. Note that this is a good approximation when viewing near the specular 
direction, or any time when the downwelled term is small relative to the direct 
solar term. However, when viewing specular targets at angles well away from the 
solar specular direction, reflected polarized skylight can become a significant con-
tributor that will not be treated by the simplified single-column BRDF described 
by Eq. (10.5).
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10.1.2 BRDF probability distribution (BRVF) calculation

Thus far, only the average digital count values over the entire image have been 
considered in deriving the BRDF. However, one impetus for using a technique 
that employs a digital camera is the ability to quantify the BRDF variability, or 
BRVF. The BRVF is important as it characterizes not only the range of BRDF val-
ues that might be associated with a material, but for background modeling it helps 
characterize the magnitude and spatial distribution of the clutter field in which 
we might search for a target. The variability is obviously a function of the ground 
sample distance (GSD), as a larger GSD results in greater averaging of texture 
within a pixel, and hence decreased pixel -to- pixel variability within a single-
material class. The high- resolution images acquired with the BRDF measurement 
system may then be used to generate the BRVF, given the anticipated GSD of a 
remote sensing sensor. Generating the BRVF is accomplished by convolving the 
image f [x,y] with a convolution kernel h[x,y] sized to the GSD of interest. The 
result is a low pass filtered image g[x,y] with the spatial texture representative of 
the GSD of h[x,y]. This is presented mathematically as 
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where X 2 is a weighting factor such that the average magnitude of g[x,y] is that 
of the original image f [x,y]. Ideally, h[x,y] is the point spread function of the re-
mote sensing platform in question, but for quick processing, a simple function 
with a unit magnitude and square spatial extent is used (termed a RECT function 
by some [Gaskill (1979)]). Figure 10.3 illustrates the effect using a simple color 
(RGB) image of grass taken with a commercial digital camera. 

Unlike the polarimetric BRDF determination (which can use image-wide 
averages), the accuracy of the BRVF depends on the degree of the spatial reg-
istration of the four sets of polarized C and D images (Fig. 10.1). When the size 
of the convolution kernel is commensurate with the spatial registration accuracy, 
significant errors result. The same is true of movement of measurement surfaces 
while acquiring the four polarization orientations, e.g., grass blowing in the wind. 
This requires the C and D image sets to be spatially registered prior to perform-
ing BRVF calculations. For most applications, the resolution of the ground-based 
camera is significantly higher than that of the remote sensors of interest, and reg-
istration issues can be minimized by the convolution operation in Eq. (10.6).

A summary of the general measurement steps for this technique was previ-
ously presented as Fig. 10.1. Depending on the polarimetric imaging system used 
to make the measurements, this process should be modified accordingly, with 
modifications such as spectral filter changes, etc. 
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10.1.3 Imaging system description and characterization

The imaging system used for the measurement presented here consists of a Sen-
Sys 1602E camera having a 1536´1024 thermo-electric-cooled 12-bit silicon 
CCD with a response nonlinearity ≤ 0.5%. A filter wheel located between the lens 
and the CCD is used to mount 25-mm diameter band pass filters. The spectral filter 

Figure 10.3 The RGB BRDF distributions or BRFV for a grass measurement. Histograms 
are shown for the full image resolution and at a larger GSD. The averaging of the texture as 
a function of GSD is illustrated at right.
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wheel housing accepts a standard F-mount lens, to which a Nikon 50-mm, f/1.8 
lens is attached. A linear polarization filter is mounted external to the lens on an 
optics post in a precision rotary mount, which is mounted to a common optics 
board with the camera. This assembly is then mounted on a tripod. To demon-
strate the technique, data is presented for only two spectral bands, 550 ± 5nm and 
750 ± 12nm. An overview of the system is shown in Fig. 10.4. 

The imaging system was characterized in order to gain an understanding of 
the measurement uncertainties and limitations. First, it was noted that “dark” im-
ages of the camera were highly repeatable and had negligible error contribution to 
the series of images used to make measurements. 

The lens falloff (or focal plane irradiance decrease away from the center of 
the array) was also quantified by imaging into an integrating sphere that provided 
a uniform radiance field. At an aperture setting of f/8.0, where the system is usu-
ally operated, the irradiance at the edge of the focal plane is 0.94 ± 0.01 of that 
relative to the center. Correction to the lens falloff is necessary only under cir-
cumstances where the calibration target may not be imaged over the full FOV of 
the system. A dark subtraction and gain (falloff) correction was applied where 
appropriate before further processing.

To illustrate the system performance, a data set was acquired by imaging a 
“magic 8-ball.” The ball is well- suited for demonstrating polarization phenome-
nology, as it has a highly smooth, specular surface, including regions of black and 
white that have very low and very high diffuse (randomly polarized) reflectance. 
In addition, the curvature of the ball provides multiple specular view angles. The 
ball was imaged under ambient lighting conditions in front of a Spectralon panel. 
The images were processed according to Eq. (10.4), providing the Stokes vectors 
from which the DoP and AoP were calculated (Figs. 10.5 and 10.6). The DoP 
image provides a good demonstration of expected results—reflectance from the 
Spectralon panel off the edges of the ball provides a DoP commensurate with that 
expected from Fresnel reflectance, with a peak magnitude reached near Brewster’s 
angle. In addition, the DoP is larger for the black regions as predicted by Umov’s 
effect (see Chapter 6). Finally, the AoP image shows how the AoP changes with 
the orientation angle of the tangent to the sphere.

Figure 10.5 The Stokes and DoP images of a “magic 8- ball” under ambient lighting 
conditions at 550 nm. S0 (left), S1 (middle left), S2 (middle right), and color -encoded DoP 
(right). (See color plate.) 
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10.1.4 Example measurement results

Indoor laboratory measurements of pea gravel at 550 nm are presented to demon-
strate the technique, along with field results for soil, asphalt, and grass. A quartz-
halogen lamp was used as a source that illuminated the gravel at an incident angle 
of qi

 » 37.5 deg. Polarimetric BRDF measurements were made in the forward  
(f » 180 deg) and side (f » 90 deg) scattering positions. The scattering zenith 
angle at the center of the images was θr » 30.3 deg for the forward scattering case 
and θr » 29.1 deg for the side scattering angle. 

The standoff distance was such that the full FOV covered 26.7 cm, result-
ing in a GSD of 174 mm. The images were processed using Eq. (10.3), with the 
exception that “shadow” images were not required in the lab. BRVF statistics 
were calculated for GSD pixel sizes of 1, 13, 41 and 101 pixels, or 0.017, 0.226, 
0.713, and 1.757 cm. Obviously, these are not GSDs of interest for most overhead 
remote sensing applications, but serve to illustrate the technique, which is easily 
scaled. Figure 10.7 presents the results. The polarization components of the BRVF 
may be presented as the distribution of Stokes components or by the DoP. DoP is 
chosen here, as it is insensitive to rotational alignment of the camera system about 
the optical axis. 

Unlike outdoor conditions, the irradiance was not uniform across the entire 
FOV; therefore, the BRDF inten sity measurement should be considered only an 
approximation. However, the DoP measurement is independent of irradiance uni-
formity. In the forward scattering case, the average BRDF is 0.0250 sr–1. Similar 
results are obtained for the side scattering f » 90 deg sensor orientation where 
the average BRDF is 0.0291 sr–1. In both cases, the mean BRDF is independent of 
GSD due to linearity. The decreased radiance in the forward scattering direction 

Figure 10.6 The polarization angle information from “magic 8-ball” image. Green corresponds 
to  = 0 deg, while the red-black transition is the transition point from  = 90 deg to -90 
deg. (See color plate.)
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is attributed to a higher fraction of the surface being shadowed, which is common 
with many natural materials. 

There is a marked difference in the DoP between the forward- and side-
viewing sensor orientations. For forward scattering, the mean DoP for the 1, 13, 
41, and 101 averaging kernels is 0.1973, 0.1860, 0.1931, and 0.1929. The same 
results for the side scattering are 0.1300, 0.0976, 0.0922, and 0.0917, where the 
higher value for the 1´1 kernel is attributed to residual spatial misregistration of 
the raw images. Investigation of the data reveals expected reflective polarization 
phenomenology: materials with lower reflectance typically have a higher DoP due 

Figure 10.7 The BRDF and DoP probability distributions for the side (left column) 
and forward (right column) scattering orientations. A photo of the gravel is shown at 
bottom left with a ruler (in inches) along with the forward scattering images of the 
intensity S0 (bottom middle) and color- encoded DoP (bottom right) which is scaled from  
0.0 ≤ DoP ≤ 0.6.
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to a higher fraction of surface Fresnel reflectance relative to diffuse, volumetric 
scatter. In addition, the polarization orientation (AoP) for the forward scatter is »0 
deg while that of the side scatter is »-45 deg, consistent with surface microfacet 
Fresnel reflectance. Similar measurements of highly reflective diffusely scattering 
marble chips resulted in a DoP »0.02 for both the side- and forward-scattering 
locations. 

The DoP calculation is not linear, as the S1 and S2 Stokes components are 
summed in quadrature. When there is variability in the pixel- to- pixel polarization 
orientation, the net result is a decreased DoP when averaging those pixels. This 
generally results in a decreasing DoP changing with increasing GSD until the 
GSD is sufficiently large to average out the texture variability. 

Shell (2005) used the method described above to develop pBRDF estimates 
of a number of background materials using natural illumination. These values 
were used to develop pBRDF models (see Fig. 10.8). The fitted pBRDF models 
for backgrounds were then used together with target pBRDF models (see Chapter 
6) in synthetic scene generation models (see DIRSIG discussion in Chapter 7 and 
Sec. 10.2). The results shown in Fig. 10.8 are expressed in terms of the source- 
target-sensor angle (x ), which is related to the zenith and azimuth angles through

 cos cos cos sin sin cos .x q q q q f= +i r i r  (10.7)

Figure 10.8 The DoP versus the phase angle x for top soil, asphalt, and lawn grass at 550 
and 750 nm. Fourth-order polynomial fits are shown with the data. No fit is made for the 
grass data at 750 nm, as the DoP is minimal and subject to measurement uncertainty.

D
O

P 
(in

 p
er

ce
nt

ag
es

)
20
18
16
14
12
10

8
6
4
2
0

0 30 60 90 120 150 180 0 30 60 90 120 150 180

0 30 60 90 120 150 180

30

25

20

15

10

5

0

7

6

5

4

3

2

1

0

DOP, 550 nm
DOP, 750 nm
Fit, 500 nm
Fit, 750 nm

DOP, 550 nm
DOP, 750 nm
Fit, 500 nm
Fit, 750 nm

DOP, 550 nm
DOP, 750 nm
Fit, 500 nm
Fit, 750 nm

DOP, 550 nm
DOP, 750 nm
Fit, 500 nm

DOP, Lawn Grass

DOP, Top Soil DOP, Asphalt

Phase Angle (deg) Phase Angle (deg)

Phase Angle (deg)



175Measurements and Modeling of the pBRDF of Materials

10.2 Incorporation of pBRDF Models in Synthetic Scene 
Generation Models

In this section we show how pBRDF models can be used with synthetic scene 
simulation tools to visualize polarimetric phenomena. To accomplish this, we will 
briefly review the DIRSIG model introduced in Chapter 7 and then illustrate how 
it uses pBRDF concepts previously introduced. 

10.2.1 Introduction to DIRSIG

The initial development of the Digital Imaging and Remote Sensing Image Gen-
eration (DIRSIG) model was begun at Rochester Institute of Technology (RIT) in 
the late 1980s as a 3-D simulation environment for predicting images that would 
be produced by thermal infrared systems. Since that time, the model has been 
expanded to cover the 0.35- to 20.0-mm region of the spectrum [Schott (2007)]. 
The model is designed to produce passive broadband, multispectral, and hyper-
spectral imagery through the integration of a suite of first-principles-based radia-
tion propagation modules. These object-oriented modules address tasks ranging 
from BRDF predictions of a surface, to time- and material-dependent surface 
temperature predictions, to the dynamic viewing geometry of scanning imaging 
instruments on agile platforms. In addition to the myriad of DIRSIG-specific 
objects that have been created, there is a suite of interface objects that leverage 
externally developed components (e.g., MODTRAN [Anderson et al. (1995)] and 
FASCODE [Anderson et al. (1995)]) and are modeling workhorses for the remote 
sensing community. The software is employed internally at RIT and externally 
within the user community as a tool to aid in the evaluation of sensor designs 
and to produce imagery for algorithm testing purposes. Key components of the 
model and some aspects of the model’s overall performance have been gauged 
by several validation reports at various stages of the model’s evolution [Brown 
et al. (1996) and Mason et al. (1994)]. The initial modification of the DIRSIG 
radiometry framework to support fully spectropolarimetric radiation propagation 
was completed in 2002 [Meyer (2002)].

The DIRSIG model is an image-generation tool that utilizes a complex com-
putational radiometry subsystem to predict absolute fluxes within a 3-D scene de-
scription. The model uses [1´4] Stokes vector and [4´4] Mueller matrix calculus 
to propagate, reflect, transmit, etc. fluxes within the simulated scene environment. 
When modeling signatures in the midwave infrared (MWIR) region (3-5 mm), 
the daytime illumination from the sun is proportional to the emitted radiation 
from ambient (approximately 300 K) materials. Furthermore, many manmade 
materials have moderate reflectance values (e.g., r > 0.2) in the MWIR region; 
therefore, we must consider both the reflected and the self-emission contributions 
to the surface leaving flux. The DIRSIG radiometry engine utilizes a single gov-
erning equation across all wavelength regions such that reflected and self-emitted 
contributions are always included unless explicitly disabled.
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The DIRSIG model has a flexible radiometry sub-system for computing radi-
ance values for arbitrary paths within the defined scene. The primary mechanism 
used to predict images is reverse ray-tracing where rays originate from the imag-
ing detectors and are propagated into the scene. When a ray intersects the scene 
geometry, the associated radiometry solver is run to compute the surface leaving 
radiance. DIRSIG has a handful of radiometry solvers used for opaque surfaces; 
the most flexible is the Generic Radiometry Solver, which computes the reflected 
radiance by sampling the hemisphere above the target. The distribution of these 
samples is based on the shape and magnitude of the associated BRDF. The nomi-
nal hemispherical sampling is cosine projected and has user-defined sampling pa-
rameters (e.g., total number of samples, etc.). The incident load for those samples 
is determined by tracing higher generation rays that intersect other surfaces and 
trigger other instances of the radiometry solver. The fidelity of the sampling for 
higher generation bounces can be decreased using a bounce-dependent decay 
rate that modifies the sampling parameters. The total number of bounces that are 
tracked is also user controllable. The incident loads from the sampled hemisphere 
are numerically integrated using the geometry-specific reflectance (BRDF) and the 
solid angle of the sample. The incident illumination from the sun, moon, and sky 
are provided by MODTRAN-P, which has been integration tested with DIRSIG 
(see Chapter 7) against Coulson’s polarized sky measurements [Coulson et al. 
(1960)]. Since the pBRDF is accessed via surface relative incident and reflected 
angles, the polarization orientation of the incident sources must be projected into 
the surface coordinate system, and the surface leaving radiance must be projected 
into the polarization coordinates of the sensor (see Sec. 7.3).

10.2.2 Surface radiometry solvers

The Radiometry Solver is a fundamental component of  DIRSIG’s radiative trans-
fer engine. An instance is assigned to each surface material and bulk material. The 
solver determines the energy propagating in any given direction by sampling the 
environment. This sampling includes the sun or moon, manmade light sources, 
the atmosphere, and other scene geometry. The classic radiometry solver has been 
utilized within DIRSIG since the 1980s. It is the most computationally efficient 
radiometry solver, but may not always be the most accurate one. The classic 
radiometry solver assumes surface reflectance to be composed of a diffuse and 
a specular reflectance value based on the spectral emissivity of the material be-
ing modeled and a user-supplied value of specularity. These user-supplied values 
make up a simplified BRDF model for the material that is utilized to sample inci-
dent radiance onto the surface of interest and to determine the quantity of radiance 
reflected toward the sensor. The Generic Radiometry Solver supports a large suite 
of analytical BRDF models, as well as a large range of user-configurable param-
eters, permitting a more accurate solution to the surface radiometry problem. This 
solver allows the user to specify the number of samples from which to sample the 
radiance incident on a surface from the hemisphere above it. A Monte-Carlo im-
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portance sampling approach is utilized to determine which portions of the hemi-
sphere to sample more densely. In some cases, the BRDF value at a particular 
position in the hemisphere may be small but the incident radiance from that direc-
tion may be large. For these cases, the user can force the entire hemisphere above 
the material surface to be sampled. To achieve this, the user specifies the number 
of azimuthal and zenith quadrants (see Fig. 10.9) from which at least one incident 
radiance sample is determined. In addition to importance sampling and minimum 
quadrant sampling, one sample is also taken for each important radiance source 
in the scene (such as the sun, moon, and any manmade light source). The result is 
a rigorous radiometric sampling of the light incident on and reflected from each 
material surface. In the polarized mode, each radiance sample is represented by a 
Stokes vector.

10.2.3 Supported polarimetric BRDF models

DIRSIG supports a wide variety of polarimetric BRDF models commonly found 
in the remote sensing literature. Although many of the models are actually quite 
similar, DIRSIG supports many specific forms to aid the user in leveraging model 
parameters found in the literature.

10.2.3.1 Generalized microfacet-based target model

The generalized microfacet-based polarized BRDF target model is useful for ma-
terials that are homogeneous at spatial scales of interest to remote sensing (typi-
cally manmade materials). The form of this BRDF is the following:

Figure 10.9 An illustration of the quad segmented concept of the BRDF hemisphere. A 
somewhat exaggerated projection of a solar disk onto the dome is shown.
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 f f fs d= + , (10.8)

where the diffuse component ( fd) is similar to the diffuse component utilized 
within the NEF database and the specular component ( fs) is a generalized form 
containing a Fresnel reflection Mueller matrix, a shadowing and obscuration 
function, and a surface slope probability distribution function:

 
f P B F n k Ss

i r

i r

=
¢( , , ) ( , , , , )

cos cos
.a s q q f

q q4  (10.9)

DIRSIG currently supports only the NEF database v9.45 shadowing and ob-
scuration function [NEFDS (2004)] and the Gaussian and Cauchy surface slope 
probability distribution functions. The unpolarized diffuse scattering term has a 
purely Lambertian term and a geometrically dependent diffuse term

 
f f f

d d
d

i r

= +1
2

cos cos
,

q q  (10.10)

where fd1 and fd2 are arbitrary constants. This form of a diffuse, multiple scatter 
term is purely empirical, but was found to fit measured material properties quite 
well.

This polarized BRDF model is also capable of spectral interpolation utilizing 
a supplied spectral reflectance curve with a higher spectral resolution than what 
is available for BRDF parameters. The spectral interpolation linearly interpolates 
the specular (polarized) component of the BRDF and scales the diffuse portion 
relative to the higher fidelity spectral reflectance data.

10.2.3.2 Polarized Roujean background model

The polarized Roujean background model is geared toward naturally occurring 
background materials such as grass and soil. The magnitude of the BRDF is de-
scribed by the Roujean model [Roujean (1992)] and takes the form

 
f k k g k gi r i r= + +[ ( , , ) ( , , )] ,0 1 1 2 2

1
100

q q f q q f
p  (10.11)

where k0, k1, and k2 are experimentally derived constants and g1 and g2 are geomet-
ric functions of the zenith angle of incidence (θi ), the zenith angle of reflection 
(θr), and the relative azimuth (f) between them. The polarization signature of this 
model is derived from a polynomial fit of experimentally measured values to the 
total angular extent between the incident and view directions given by

 cos cos cos sin sin cos .x q q q q f= +i r i r  (10.12)

The polynomial fit is simply a fourth-order polynomial with no bias of the 
form

 DoP( )ξ ξ ξ ξ ξ= + + +p p p p     .1 2
2

3
3

4
4

 (10.13)
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The orientation of the polarization between S1 and S2 components of the 
pBRDF Mueller matrix is determined by the relative view and reflection direc-
tions. This model is also capable of introducing statistical variability into both the 
magnitude and polarization components of the Mueller matrix. Example configu-
rations of this model were presented in Sec. 10.1.

10.2.3.3 Priest-Germer BRDF

The Priest-Germer model [Priest and Meier (2002)] can be used to generate either 
polarized or unpolarized results. Three parameters as a function of wavelength are 
used for model input:

Complex index of refraction, real part ((1) n)
Complex index of refraction, imaginary part ((2) k)
Surface roughness ((3) s)

The complex index of refraction is used to compute the Fresnel reflectance. For 
the diffuse portion of this microfacet model, the DHR (directional-hemispherial 
reflectance) is needed. A high-resolution precomputed table of this information 
is computed and loaded from an external file. (Note that we can precompute this 
table because of the limited set of input parameters).

10.2.3.4 Torrance-Sparrow BRDF

Torrance and Sparrow described a reflectance model [Torrance and Sparrow 
(1967)] utilizing the concept of treating a material surface as a series of connected 
microfacets (i.e., perfectly flat Fresnel reflectors) (see Sec. 6.5.1). Their model 
contains a specular component resulting from Fresnel reflection and a diffuse 
component resulting from multiply scattered and subsurface scattered light. The 
Torrance and Sparrow pBRDF model takes on the form 

 

) (θ θ
f                                                             ,

F n A G P a
dr

i f i p r p

i r i

�( , ˆ , ) ( )
cos cos

, ,θ

θ θ4  (10.14)

where θi is the angle of incidence relative to the microfacet normal, the angles θr,p 
and θi,p are the zenith angles of incidence and reflection in the plane determined 
by the facet and surface normals, G is a geometric attenuation factor incorporating 
masking and shadowing effects, F is the Fresnel reflectivity given the material’s 
complex index of refraction n, and P is the surface slope probability function. The 
Torrance and Sparrow pBRDF assumes a Gaussian surface slope distribution of 
the form

 P ce c( ) .a a= - 2 2

 (10.15)

10.2.3.5 Stokes vector orientation considerations

All of the previously mentioned BRDF models produce Mueller reflection ma-
trices that assume that the target material is parallel to the ground (e.g., the target 
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normal points directly up in the +z direction). To correctly reflect the radiation 
from a surface arbitrarily oriented in a global coordinate system, we must address 
two effects. First, the global incident and reflected directions must be projected 
into the local coordinate space so that they can be used to access the BRDF. Sec-
ond, the Stokes geometry of the global incident and reflected polarizations must 
be translated into and out of the local coordinate space. The global-to-local vector 
projections required to evaluate the BRDF are common to any radiative transfer 
problem. However, the translation of the Stokes geometry is unique to polarized 
radiative transfer. The mathematical approach to accomplishing this correction is 
described in Section 7.3.

10.3 End-to-End Passive Polarimetric Scene Simulation
DIRSIG operates as a full end-to-end spectropolarimetric light propagation code 
to simulate remotely sensed scenes. Photons originating from a variety of sources 
(Fig. 10.10), such as the sun, the skydome, the moon, and manmade sources (such 
as headlights and street lamps) are traced through the simulated scene geometry 
until they arrive at the focal plane. Once at the focal plane, the radiance values 
may be converted to sensor digital count values.

10.3.1 Polarized atmosphere

DIRSIG primarily utilizes MODTRAN for simulating solar, lunar, downwelled, 
and upwelled sources of radiance. For polarimetric scene simulations, MOD-

Figure 10.10 DIRSIG considers a variety of radiance sources, including: solar, lunar, sky, 
scene background, and path contributions that determine the sensed polarized signature 
coming from the direction of a target in a simulated scene.

Transmission/Scattering 
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TRAN-P is utilized [Egan and Liu (2002)]. MODTRAN-P simulates the sky 
polarization and has been demonstrated to match values measured and published 
by Coulson et al. (1960) as discussed in Chapter 7. This atmospheric radiative 
transfer code treats both the sun and the moon as completely unpolarized sources 
of irradiance; however, the Rayleigh component of the upwelled and downwelled 
radiance terms are polarized. Polarization and depolarization of the target-sensor 
path transmission are not currently modeled in MODTRAN-P. The utility of a 
MODTRAN-P based atmosphere is also enhanced by the ability to modify de-
viations in the source and path contributions, based on user-supplied vertical 
atmospheric profiles, visibility conditions, aerosol models, and time-of-day and 
day-of-year effects.

If the user does not have access to MODTRAN, or requires less radiometric 
fidelity, DIRSIG may be configured with a “Simple” atmosphere. This atmosphere 
simulates the sun based on published exoatmospheric spectral solar irradiance 
and assumes a sky temperature of 240 K with no path radiance contributions or 
transmission losses. The DIRSIG Simple atmosphere does not currently support a 
polarized skydome.

10.3.2 Polarized manmade sources

Manmade light sources, such as car headlights, street lamps, and indoor light-
ing may be included within a scene configuration. Typically, the user defines the 
source radiant intensity as a spectrally dependent Stokes vector. In addition to the 
spectropolarimetric properties, the orientation of the light source may be defined, 
along with an angular intensity distribution function.

10.3.3 Surface leaving radiance

The radiance leaving a particular surface in a scene is a combination of the polar-
ized radiance reflected from background sources, as well as the polarized ther-
mally emitted radiance. For each material facet within a scene, the user supplies 
a material configuration. The material configuration identities which radiometry 
solver should be utilized, as well as the physical material properties such as BRDF, 
transmission, extinction, and thermal inertia. The most accurate radiometry solver 
utilized is the Generic Radiometry Solver, which allows the user to determine 
how many background samples are taken, how many generation light bounces 
are considered, and the method with which the background samples are spatially 
distributed. This solver permits sampling for sources of radiance over the entire 
hemisphere above a sample, which is important for considering both shadowing 
and background clutter effects. This capability is especially critical for simulating 
scenes in the thermal infrared when the primary sources of radiance are not the 
sun and sky, but objects in the scene around the target.
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10.3.4 Platform and sensor modeling

DIRSIG contains a highly configurable sensor and platform model. The user has 
the ability to assemble an imaging system with multiple focal planes, each having 
its own pointing direction, master clock rate, and spectral bandpass. In addition, 
DIRSIG is capable of integrating user-supplied jitter profiles and platform motion 
ephemeris data. DIRSIG is also capable of simulating active imaging systems 
such as LIDAR and DIAL. In active mode, DIRSIG can track multiple transmit-
ted pulses in flight, as well as incorporate user-supplied source transmission char-
acteristics such as spectral, spatial, and temporal variability.

10.3.5 Simulation examples

Before we introduce image examples, we will consider some numerical examples 
derived from DIRSIG listed in Tables 10.1–10.3. The three examples are for a 
glossy green paint (Table 10.1), a less glossy green paint (Table 10.2), and a matte 
finish tan paint (Table 10.3). All three examples include a 90 deg, 180 deg, 0 deg 
azimuth case at a range of wavelengths from the blue, where atmospheric scatter 
can be expected to play a strong role, to the near infrared, where scattering effects 
should be significantly smaller. The solar zenith angle for all these examples is 60 
deg, producing a polarized downwelled skylight radiance field as shown in Fig. 
10.11. The sensor zenith in all cases is at 66 deg so that Table B in each figure 
is roughly in the specular direction and Table C in each case is in the backscatter 
direction. Note that for all cases, the sensor is in space and the targets are hori-
zontal. A wealth of data can be explored in these tables; we will point out only 
a few of the interesting themes. First, note that in the backscatter direction for 
all targets, neither the target nor the atmosphere induce appreciable polarization. 
Second, we observe that for all these targets, the DoP tracks with specularity (i.e., 
higher DoP with glossier surfaces), as expected at the near-specular direction. 
However, there is a considerable variation among wavelengths; much of the total 
DoP for less specular surfaces is contributed by the DoP of the upwelled radiance. 
Finally, note that at the 90-deg azimuth angle, most of the observed DoP for all 
targets is induced by the upwelled radiance and thus for these cases, the final DoP 
carries limited information about the target.

Figure 10.11 Illustration of the polarized downwelled radiance field (0.4-0.9 mm) used in 
generation of Tables 10.1-10.3.
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Figure 10.13 A portion of a DIRSIG Megascene attributed with polarized material BRDFs 
on selected background and target materials. An intensity band misregistration of 0.5 pixels 
was simulated to demonstrate registration artifacts in the resulting Stokes images.

Figure 10.12 An example of a DIRSIG Stokes image set of a scene containing grass, trees, 
and draped green tarps under the trees. The first configuration (a) shows the imaging platform 
oriented about 160 deg relative azimuth to the sun, while the second (b) is positioned at 
about 90 deg relative azimuth to the sun.
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The first polarized DIRSIG image simulation example consists of a scene ge-
ometry containing simply trees, grass, and two draped green tarps underneath the 
trees. In this configuration, we neglected atmospheric effects to concentrate on the 
underlying phenomenology present only in the scene. Figure 10.12(a) shows re-
sulting Stokes images for the sun positioned at a zenith angle of 35 deg from nadir 
and at 160 deg in relative azimuth to the imaging platform. Figure 10.12(b) shows 
a second configuration where the imaging platform is moved to a position that 
is about 90 deg relative azimuth to the sun. The imaging platform was assumed 
to be static at a zenith angle of 40 deg and configured with four linear polarizers 
oriented at 0, 45, 90, and 135 deg. The resulting Stokes images (assuming per-
fect band-to-band registration) are shown in Fig. 10.12. In the forward-scattering 
imaging geometry, the tarps are slightly different in apparent brightness in the 
unpolarized S0 image. The contrast between the tarps and the natural background 
is not significantly improved in the S1 image. However, examination of the S2 and 
DoLP images shows an enhancement in target-to-background contrast for the 
draped tarps.

The next example (see Fig. 10.13) shows a portion of a DIRSIG scene with 
polarized material properties. Specifically, the roofing, roadways, and grass have 
been attributed with a pBRDF, and the remainder of the materials are left with 
unpolarized BRDF models. The imaging platform was kept static and positioned 
at a zenith angle of about 50 deg. The sun was placed at a zenith angle of 40 deg 
and a relative azimuth to the sensor of 170 deg. In addition, a 0.5-pixel inten-
sity band misregistration, sensor noise, and an optical MTF was applied to each 
simulated intensity image. The resulting Stokes images show both true polariza-
tion signatures and artifacts common in much polarimetric image data due to 
misregistration.

In closing this chapter, we note that synthetic modeling of the full polarimetric 
behavior of polarimetric imaging systems is a very recent advance that is likely to 
greatly aid in understanding PI images and phenomenology.
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Chapter 11
Longwave Infrared pBRDF 
Principles

To simplify the discussion of polarization concepts, we have for the most part 
avoided consideration of the emissive region of the EM spectrum. This chapter 
and the next specifically address the emissive region. In this chapter, we begin 
with a short review of some of the measurement and applications work involv-
ing polarimetric sensing in the thermal infrared. We then explain the fundamental 
concepts related to pBRDF models in the emissive region of the spectrum. 

In the thermal infrared, we have two potential sources of polarized energy. 
The first is reflected energy, which will have behavioral phenomena similar to 
those in the VNIR-SWIR and are discussed in Chapters 2 through 10. The second 
involves the polarization state of the emitted energy. The final polarization state 
will depend on the degree of polarization due to each of these components and 
their relative magnitude. To begin this review we will briefly examine some of the 
literature describing measurements of the polarimetric emission from surfaces, 
as well as some papers that motivate consideration of the thermal infrared for 
polarimetric sensing.

11.1 Background on Polarimetric Remote Sensing in the 
Thermal Infrared

Although rare, polarimetric IR imaging-related topics have received some at-
tention in the literature over the past 20 years. The experimental and theoretical 
work in polarimetric IR spans a range of applications, including but not limited 
to: astronomy, observations of space objects, characterization of polarized mate-
rial emissivity, target cueing, and decoy discrimination. We will review a small 
sample of this work to introduce some of the principles and issues associated with 
sensing in this spectral region.

Jordan and Lewis (1994) describe experimental measurements of the emis-
sion polarization from glass and aluminum. Their work focused primarily on the 
wavelength region of 10 to 11 mm, dictated by their optical coatings and detector 
spectral response. They examined both smooth and sand-blasted versions of alu-

Michael G. Gartley
John R. Schott
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minum and glass, mounted to a thermal bath to maintain a sample temperature of 
approximately 70°C. The intent of heating the sample was to keep the thermally 
emitted radiance level well above the ambient radiance that might be reflected 
from the sample surfaces. A combination of a rotatable linear polarizer and a 
quarter wave plate enabled measurements of all four Stokes parameters (S0, S1, S2, 
and S3). The surface roughness was measured utilizing a surface profilometer. The 
surface slope distributions for each sample were found to lie between a Gaussian 
and a Cauchy distribution (see Fig. 11.1).

The authors found the S2 and S3 Stokes components of the thermally emitted 
radiance to be zero within the noise level of the measurements. The partial polar-
ization of all samples showed the S1 radiance to always be negative, indicative of 
a partial P polarization.

Jordan et al. (1996) utilized the same polarized emission results. However, 
they also used an active technique to measure the complex index of refraction of 
their materials at 10.6 mm. In addition, this followup paper developed a model to 
estimate polarized emissivity of a material given the complex index of refraction 
and rms surface slope distribution as inputs. Figure 11.2 is taken from this work 
and shows excellent agreement between their model and the experimental results. 
The model is not presented here, but the reader is directed to the references for 
further details.

Gurtan and Dahmani (2005) describe more current work in the area of emis-
sion polarization. The authors built a polarimetric Fourier transform infrared 

Figure 11.1 Measured surface slope distribution for a roughened glass sample [Courtesy 
of Jordan and Lewis (1994)].
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(FTIR) spectrometer, enabling polarized spectral measurements. The FTIR instru-
ment was outfitted with a wire grid polarizer and a quarter wave retarder plate. 
This spectrometer configuration enabled measurement of all four Stokes vector 
components between 4.5 and 13.0 mm.

The primary material examined by Gurtan and Dahmani was borosilicate 
glass. Included in their work was the complex index of refraction (n and k) values, 
over the same wavelength range that the FTIR covered (see Fig. 11.3), to facilitate 
evaluating a simple Fresnel model.

In order to examine the effect of surface roughness on the emission polariza-
tion, the authors sandblasted glass samples to various degrees. In addition to glass, 
they measured a Krylon black paint coating and a CARC green paint coating on 
smooth borosilicate glass substrates. The degree of roughness was quantified by 
a surface profilometer. From the profilometer traces, the authors calculated rms 
surface roughness (Ra) and rms surface slope roughness of all of the surfaces they 
examined. The authors found that the rms surface slope distribution followed a 
Gaussian distribution.

The polarized emission measurements showed that for all materials, the S2 
and S3 components of the emitted Stokes radiance vector was zero to within the 
noise of the measurement. For the smooth glass samples, the authors found excel-
lent agreement between measurement and Fresnel-predicted degree of emission 
polarization (see Fig. 11.4).

The emission polarization measurements were taken for emission angles 
between 10 and 80 deg. The authors found £2% DoLP for all samples at an emis-
sion angle of 10 deg. However, the DoLP reached about 55% for the smooth glass 
sample at an emission angle of 80 deg, and around 20% for all three of their sand-
blasted glass samples. The CARC green painted glass sample showed almost no 
emission polarization at most emission angles (max. 8% at 80 deg). The Krylon 

Figure 11.2 DoLP as a function of emission angle for various glass (left) and aluminum 
(right) surfaces [Courtesy of Jordan et al. (1996)].
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Figure 11.5 DoLP as a function of wavelength and emission angle for (a) Krylon black coated 
and (b) CARC green coated glass surfaces [Courtesy of Gurtan and Dahmani (2005)].
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Figure 11.4 DoLP as a function of wavelength and emission angle for (a) smooth and (b) 
moderately rough surfaces. Triangles show the predicted values from the Fresnel reflectance 
for the smooth glass surface [Courtesy of Gurtan and Dahmani (2005)].

Figure 11.3 Index of refraction for borosilicate glass between 4.5 and 13.0 mm [Courtesy of 
Gurtan and Dahmani (2005)].
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black painted sample showed an emission polarization increasing to about 25% at 
the max. emission angle of 80 deg (Fig. 11.5).

While only representing a sample of the thermal infrared emission data, these 
results are characteristic of the polarimetric behavior of materials in the thermal 
infrared. The emitted radiation is essentially unpolarized when viewed at nadir 
and has increasing polarization off nadir with vertical polarization dominating 
over horizontal. Furthermore, DoP is larger for smooth surfaces where Fresnel 
surface behavior dominates over multiple scattered radiation. The S2 term is lack-
ing in these studies because the measurements were oriented with the vertical 
polarizer in the principal plane (i.e., tilted surface or sensors will induce an S2 
contribution). The lack of an S3 term is characteristic; as a result, much of our 
modeling and analysis will focus on the linear components.

11.2 Applications of Polarimetric Infrared Imaging
This section reviews a few examples of work intended to explore how polari-
metric infrared imaging may be applied to operational scenarios. Pesses and Tan 
(2002) present work on polarimetric simulation of space objects in the longwave 
infrared. The intent of the work was to examine the potential utility of polarimet-
ric LWIR imaging versus unpolarized LWIR imaging. The authors utilized a 3-D 
LWIR spectropolarimetric signature model called Polar Heat.

The first utility example presented polarimetric images of a spinning global 
positioning satellite (GPS). The images were rendered utilizing a computer-aided 
design (CAD) model of a GPS spacecraft containing over 10,000 individual fac-
ets. The solar array panels were assumed to be constructed of quartz glass, while 
the surfaces of the spacecraft bus and antennas were assumed to be constructed of 
aluminum and silver, respectively. The authors compared the utility of S0, DoLP, 
and S0 /S1 image products to aid in exploitation of the GPS spacecraft images (see 
Fig. 11.6). It was found that the DoLP image products showed the largest level of 
contrast as the GPS spacecraft spun, potentially providing more information to an 
image analyst looking to solve an intelligence problem.

Pesses and Tan (2002) also examined the case of imaging small objects in low 
earth orbit and objects in geosynchronous orbit. In both of these cases, the space-
craft cannot be spatially resolved. However, the authors generated a time-varying 
polarimetric signature model that algebraically combined the polarization effects 
of all portions of the target into one signal. A preliminary analysis showed that for 
space object identification, the polarimetric rotation signature will be more useful 
than the current hyperspectral rotation signatures. 

Finally, Pesses and Tan present the challenging task that a ballistic missile 
defense system has of distinguishing between reentry vehicles and balloon de-
coys. The authors polarimetrically modeled these targets utilizing the Polar Heat 
model (Fig. 11.7). Polar Heat is outfitted with both Fresnel and BRDF reflectance 
models, as well as incoherent scattering effects. The authors discovered the 
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actual reentry vehicles to have two to four times more DoLP signature than the 
aluminum-coated decoy balloons.

Polarization measurements in the infrared have demonstrated utility for the 
detection of manmade objects in natural backgrounds. One example that has 
been studied extensively, both with modeling and experimental collections, is the 
detection of surface-laid landmines and tripwires. Forssell (2001) examined the 
utility of polarized image collections in the infrared for detection of landmines 
and tripwires. He compared detection of these objects in a nonpolarized IR image 
against a DoLP image.

Figure 11.7 Comparison of modeled DoLP values for two carbon-coated reentry vehicles 
(RVs) and two aluminum-coated balloon decoys [© IEEE, courtesy of Pesses and Tan 
(2002)].

Aluminum
Decoys

DoLP 8%

Carbon RVs

λ = 9 mm

Figure 11.6 The left column shows three different false color views of a GPS at 10 mm (S0).
The middle column shows three different views of a GPS at 10 mm (DoLP). The right column 
shows three different views of a GPS at 10 mm S0/S1 [© IEEE, courtesy of Pesses and Tan 
(2002)]. 
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Although unpolarized thermal imagery can sometimes easily reveal surface- 
laid landmines, the detection becomes quite challenging after the mines begin to 
be covered by surrounding vegetation and dust from the ground (see Fig. 11.8). 
The problem of detecting tripwires is even more challenging, in that for most 
cases the wire width is much smaller than the ground sampling distance of the 
detector, making unpolarized radiance measurements (IR or visible) unproduc-
tive. As a test scenario, Forssell laid five mines on a dry grass ground with no 
covering and two mines covered with dry grass. The visible image (Fig. 11.8(a)) 
shows the uncovered mines designated by the number 1 and the covered mines 
designated by the number 2. The four crosses in the scene are placed as reference 
markers, but are not meant to actually be targets for detection. The unpolarized IR 
image (Fig. 11.8(b)) shows two of the five uncovered mines clearly visible above 
the background. However, all five of the uncovered mines are visible within the 
DoLP image (Fig. 11.8(c)). In addition, one of the covered mines is also visible 
within the DoLP image and one is not (white arrows).

Figure 11.8 Visible contextual image (a) showing five surface-laid landmines and two 
landmines covered by dry grass. (b) Unpolarized IR and (c) DoLP images of the same 
scene [Courtesy of Forssell (2001)]. 
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Forssell also examined a scene where a tripwire is placed across a foot path. 
The tripwire is only 1.5 mm in diameter and is not visible within the unpolarized 
IR radiance image. However, Forssell is able to clearly detect the presence of the 
tripwire in the DoLP image (Fig. 11.9).

Cremer (2002) examines the utility of MWIR polarimetric measurements to 
solve the same problem. He presents an example where surface-laid landmines 
are difficult to detect with unpolarized MWIR radiance images. However, with 
the addition of a polarizer, he is able to easily detect the presence of landmines. 

Figure 11.10 Visible images of mines (a) before and (b) after vegetation has grown around 
them. (c) S0 IR image, (d) S1 IR image, and (e) S2 IR image of mines embedded in vegetation 
[Courtesy of Cremer (2002)]. 
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In Fig. 11.10, two visible images show the location of the five mines before and 
after vegetation has grown around them. Next, the figure presents a broadband 
unpolarized MWIR image where three of the five mines are visible. The S1 polar-
ization image shows all five mines to have some polarimetric contrast, while the 
S2 polarization image shows minimal contrast.

Another application of LWIR polarimetric imaging is detection of vehicles in 
a cluttered background. Tyo et al. (2006) show an example of two vehicles inside 
a shadow on the edge of a forest. The vehicle is not visible in the visible multi-
spectral image or in the unpolarized LWIR image. However, adding LWIR polar-
ization as another degree of freedom brings the vehicle out of the background and 
significantly enhances the ability for detection (see Fig. 11.11).

In summary, we find that polarized signatures in the thermal infrared offer 
some increased potential to improve the contrast between manmade targets and 
natural backgrounds. 

11.3 Polarized BRDF and Emissivity Model
In order to describe the polarimetric behavior of materials in the emissive spectral 
region, we need to be able to describe the pBRDF in this spectral region. The po-
larized thermal BRDF models follow the same principles as the reflective BRDF 
models and take advantage of Kirchoff’s law that 

 e = 1-r  (11.1)

for opaque surfaces in thermal equilibrium, where e is emissivity and r is the 
reflectivity. A polarimetric BRDF model suitable for use in the LWIR is summa-
rized here. This approach is drawn from Gartley et al. (2007) and Gartley (2007) 
and builds heavily on the BRDF models introduced by Maxwell et al. (1973) and  
Torrance and Sparrow (1967) and extended by Priest and Germer (2000). This 
reflectance and emissivity model is a generalization of the BRDF models intro-
duced in Chapter 6. Upon close inspection, it is apparent that the Beard-Maxwell 
model, the Torrance-Sparrow model, and the Priest-Germer model all have the 
same general form.

Figure 11.11 (a) Multispectral visible, (b) unpolarized MWIR, and (c) DoP MWIR image of 
vehicles in tree shadows [Courtesy of Tyo et al. (2006)]. (See color plate.)

(a) (b) (c)
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The polarized bidirectional reflection distribution function (pBRDF) can be 
generalized to include a polarized specular component and an unpolarized volume 
component. (Although in reality the volume component may contribute a small 
amount to the overall polarization of reflectance, this model treats the volume 
term as completely unpolarized.)

 f f f f fpBRDF spec vol polarized unpolarized= =+ + . (11.2)

The polarized component of the BRDF is a 4×4-element Mueller matrix as 
described in Section 11.3.1. The unpolarized component is a scalar value that is 
presented in Section 11.3.2.

11.3.1 Polarized specular reflection component of the pBRDF model

The specular component of the polarized BRDF is based on a statistical distribu-
tion (P(qN)) of a Fresnel reflection Mueller matrix (M) (see Eq. 6.12). In addition, 
we include a shadowing and obscuration function (SO (q, b, t, W)). These func-
tions and associated inputs are discussed below. 
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 (11.3)

Since most of the surfaces we will encounter in our modeling efforts will not 
be perfectly flat, we can take advantage of a facet probability distribution func-
tion. A probability distribution allows us to express a nonflat surface in terms of 
flat microfacets that are oriented at an angle a relative to the macrosurface plane 

Figure 11.12 Polarized BRDF angles relative to macrosurface normal ẑ.
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(see Fig. 11.12). Figure 11.13 illustrates how we can represent a roughened sur-
face as a series of flat microfacets with different orientations.

As seen in the previous section, a common microfacet distribution function 
is the Gaussian distribution (Fig. 11.14). This function is given in terms of a bias 
parameter (B) and a roughness parameter (s). Specifically, this distribution func-
tion is a Gaussian of the local surface slope (tan(q)) with a variance of s2. It can 
be expressed as
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.
 (11.4)

Figure 11.13 Polarized BRDF angles relative to microsurface normal ẑm and macrosurface 
normal ẑ.
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Figure 11.14 Examples of the Gaussian slope distribution function as a function of reflected 
zenith angle and relative azimuth between the incident and reflected directions, for flux 
incident at qi = 60 deg and fi = 0 deg and for various roughness and bias paramters. 
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The shadowing and obscuration function serves the purpose of accounting 
for shadowing and obscuration effects resulting from very rough surfaces. The 
particular function utilized by the Maxwell-Beard BRDF model is preferred due 
to its maturity within the NEF database. Equation 11.5 presents the function uti-
lized by the Beard-Maxwell BRDF model and implemented in the NEF database. 
It is expressed as

 

SO( , , , ) =
1

1

2 /

a b t

a

a

b t

W W

W

+

+

-e
.

 (11.5)

A stronger (smaller values of t and W) shadowing and obscuration function 
reduces surface reflectance for higher roughness surfaces by considering that 
oblique incident and reflected angle scattering has a higher probability of being 
shadowed or re-reflected in another direction by a microfacet. Recall that b is the 
angle between the facet normal and the incident or Fresnel reflected flux (see Fig. 
11.13).

11.3.2 Unpolarized reflection component

In addition to the polarized Fresnel component of the BRDF, there is also an un-
polarized scattering component. This unpolarized component has a volume scat-
tering term rv and a diffuse scattering term rd. 

 s c ( )i rθ θ
f

co osvol i r d
v( , 2

( )
θ θ .

 (11.6)

The diffuse scattering term is analogous to Lambertian reflectivity, where, by 
definition, there is no angular dependence on scattering and the result is complete-
ly unpolarized. The volume scattering term, also unpolarized, represents radiance 
that is absorbed and reflected immediately back out due to subsurface scattering.

11.4 Polarized Emissivity
The polarized emissivity utilizes the concept of energy conservation. Recall from 
Chapter 2 that 

 r t e+ + = 1, (11.7)

where r is the hemispherical reflectivity, t is the transmission, and e is the emis-
sivity of a material. In developing a polarized emissivity model, we assume that 
the material does not transmit radiance (t = 0) in the infrared region of the spec-
trum and solve for emissivity in terms of hemispherical reflectivity, i.e.,

 
e q q q f q( ) = 1 ( , , ) ( )-ò f dpBRDF r rD Wcos .

 (11.8)
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The above integral can be rewritten in terms of qr and fr as

 
e q q q f q q q f

p p
( ) = 1 ( , , ) ( ) ( )

0

2

0

/2
-ò ò f d dpBRDF r r r r rD cos sin .

 (11.9)

To understand how the different pBRDF inputs affect the behavior of the modeled 
emissivity, various examples are presented below.

As a baseline, a real-valued index of refraction value of 1.5 was chosen. For 
the shadowing and obscuration function, values of 5 and 10 were chosen for 
the t and W parameters, respectively. The plot on the left of Fig. 11.15 shows 
the Stokes S0 and S1 emissivity values as a function of emission angle and three 
different values of surface roughness (s). As expected, the S0 emissivity is quite 
flat for zenith values less than about 45 deg. However, for the smoother surface  
(s = 0.05), S0 falls off much faster at larger emission angles than for the moder-
ately and severely rough surfaces.

The plot on the right of Fig. 11.15 shows the effect of changing the prob-
ability function bias value (B) on the S0 and S1 emissivity curves. Larger values 
of B have the effect of scaling the emissivity away from a perfect Lambertian 
blackbody [e(q) = 1.0].

The next series of emissivity plots, shown in Fig. 11.16, demonstrate the ef-
fect of altering the values of t and W on the S0 and S1 emissivity curves. A com-
plex index of refraction value of 1.5–.5i was chosen for these plots. Larger values 
of t and W will relax the shadowing and obscuration function, such that they do 
not attenuate the reflections as significantly. Smaller values of t and W produce a 
stronger shadowing and obscuration function, in that reflections are attenuated for 
rough surfaces at large incident and reflected zenith angles.

Figure 11.15 Plots showing effect of changing s value (left) and bias value (right) of pBRDF 
function on S0 and S1 emissivity.
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The strongest shadowing and obscuration function was configured by the 
smallest values of t and W, chosen to be 0.1 and 0.1 radians, respectively. A 
moderate-strength shadowing and obscuration function was configured by setting 
t and W to 0.5 and 1.0 radians. The mildest form of the shadowing and obscura-
tion function was generated by setting t and W to 5.0 and 10.0 radians. The plots 
in Fig. 11.16 show that a stronger shadowing and obscuration function has the 
effects of (1) increasing the emissivity for all emission angles and (2) reducing 
the emissivity drop-off at large emission angles. As expected, the smoother sur-
face (right side of figure) is slightly less effected by changing the shadowing and 
obscuration function parameters than is the rougher surface (left side of figure).

Figure 11.16 Plots showing the effect of changing the shadowing function parameters for 
(a) a moderately rough surface and (b) a smooth surface.
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Figure 11.17 Plots showing S0 emissivity dependence on diffuse and volume scattering.
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Finally, a series of plots was generated to demonstrate the effect of altering 
the pBRDF diffuse scattering (rd ) and volume scattering (rv) terms. For these ex-
amples, the bias value (B) of the probability distribution function was set to 1e–6, 
effectively turning off the specular reflection portion of the pBRDF.

The plot on the left of Fig. 11.17 shows the effect of changing the value of rd 
on S0 emissivity. This term is essentially a Lambertian reflectance term, therefore 
no angle dependence is present in the emissivity values, as expected. Larger val-
ues of rd result in smaller values of emissivity.

The plot on the right of Fig. 11.17 demonstrates the effect of altering the 
value of rv on emissivity. Increasing the value of rv has the effect of reducing the 
emissivity, just as was demonstrated for the rd term. However, the rv term has 
an emission angle dependence that the rd term does not; dependence produces a 
gradual falloff in emissivity for larger emission angles. This falloff in emissivity 
is similar to the falloff produced by the Fresnel term; however, it has no effect on 
the S1, S2, or S3 terms of the emissivity Stokes vector.

The emissivity model was found to be somewhat over-parameterized, in that 
the same emissivity curve can be produced utilizing various combinations of com-
plex index of refraction and surface slope distribution function bias parameters. 
The values of the S1 component of the emissivity model are driven primarily by 
a combination of (1) the bias and complex index of refraction and (2) the surface 
slope variance parameter s. Due to the azimuthal symmetry assumed for surface 
roughness, the S2 parameter of thermal emissivity is always zero by definition. In 
all cases, we find the polarization of the modeled surfaces to always be negative 
(P polarized) in the S1 component and strongest at grazing angles. This general 
property of the polarimetric state of emitted radiance is in contrast to reflected 
light, which is generally positive in the Stokes S1 component (S polarized). There-
fore, surfaces that have strong polarized reflection and emission properties may 
appear to have no polarization signature when the level of radiance reflected from 
the surface is comparable to the level of radiance thermally emitted from the sur-
face (see Fig. 11.18). This situation can be more intuitively expressed in terms of 
temperature. If the emissivity of the target and background are high and the tem-
peratures are approximately equal, then the polarized component of the emitted 

11.18 Illustration of how the reflected component (predominantly S polarized) and the 
emitted component (predominantly P polarized) compete to determine the amount of overall 
polarization. 
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radiance and the polarized component of the reflected radiance are roughly equal 
and cross-polarized, producing a randomly polarized signal. Tyo et al. (2007) 
discuss how these effects can reduce polarimetric signatures in the LWIR. Shaw 
(2007) points out that, in addition to the simple competition between reflected and 
emitted polarization due to the temperature of target and background, atmospheric 
effects also influence the background radiance terms and final image contrast.

At the end of Chapter 6, we tried to promote an intuitive sense of the po-
larimetric behavior of materials based on how various parameters impacted the 
pBRDF. To do the same for objects in the thermal infrared, we need to begin by 
recognizing that there is a reflective component that will behave in essentially 
the same way as discussed in Chapter 6 for objects in the reflective region of the 
spectrum. However, because the sun emits negligible amounts of energy at longer 
wavelengths, the largest contributor to reflected radiance is usually adjacent ob-
jects, whose relative impact will depend on their temperature relative to the target 
temperature (i.e., Is the reflective component significant relative to the emitted 
component? (see Fig. 11.18)). Also recognize that in the thermal infrared, the 
wavelengths are approximately an order of magnitude larger than in the visible, 
so surfaces will tend to exhibit more specular behavior.

Keeping the reflective behavior in mind, we will focus on the emissive behav-
ior of materials, which is usually the largest source of radiance in the thermal in-
frared and often a large contributor to the polarimetric behavior. We begin with il-
lustrations depicting a simplified model of the angular emissivity as shown in Fig. 
11.19(a). The model shows how the emissivity varies with view angles relative to 
the nadir. It assumes that the emissivity is made up of two parts. The first part is 
due to direct surface emisson and multiple scattered emission (i.e., energy emitted 
by the target and then multiply scattered by the target). The radiance due to these 
processes should be roughly the same in all directions, though somewhat reduced 
at grazing angles due to self obscuration. There is also energy from just beneath 
the surface that is emitted in all directions. The energy that is not immediately 
absorbed can reach the surface where it will be either transmitted (and refracted) 
or internally reflected, as illustrated in Fig. 11.19(a). At normal incidence, most 
of the energy is transmitted. As the incidence angle increases away from normal, 
the amount of energy transmitted decreases (Fresnel reflection and transmission 
equations apply) until we reach the point where total internal reflection occurs 
and no energy is transmitted. The result of this is a lobe of emitted energy due to 
transmission from just below the surface. The two sources are combined to yield 
the total emissivity as a function of view angle from the normal as seen in the 
polar plots in Fig. 11.17(a). Note that these plots are azimuthally symmetrical for 
isotropic surfaces. Note also that the net effect of these two processes is to produce 
angular emissivities that decrease monotonically as the view angle increases (see 
Figs. 11.15 through 11.17). However, for many materials the angular falloff may 
be quite small over the first 30-50 deg from nadir. The fine detail describing the 
shape and relative magnitude of the two components of the emissivity model will 
be a function of the surface roughness profile and the complex index of refraction 
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of the target. In general, for rougher surfaces the multiple scattered component 
dominates, while the contribution from the transmitted component increases for 
smoother surfaces.

To understand how the polarization of the emitted energy varies with view 
angles, we need to look at the polarized behavior of the two components illustrat-
ed in Fig. 11.19(a). This is done in Fig. 11.19(b) where we have, as in Fig. 6.14, 
doubled the contribution from the parallel (êê) and perpendicular (^) components 
such that the average value should correspond to the total emittance shown in Fig. 
11.19(a). To begin, we see that the surface emission is random, and the random 
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Figure 11.19 Illustration showing how emissivity varies with view angle. Note that these 
surfaces are azimuthally symmetrical for an isotropic surface and that external sources 
would bi-directionally reflect, as illustrated in Figs. 6.11 and 6.12.
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orientation of facets will tend to cause the multiple scattered radiation to also be 
approximately random such that the parallel and perpendicular components are 
approximately equal. Note that once again symmetry dictates that there will be 
equal contributions at angles on either side of vertical, so we do not expect to see 
any contribution that would result in deviation of the S2 Stokes parameters from 
zero.

Unlike the surface term, the transmitted term is governed by the Fresnel equa-
tions and will result in polarized terms, as illustrated in Fig. 11.19(b). Here we 
see that the perpendicularly polarized radiation is preferentially reflected at the 
interface and the parallel component preferentially transmitted. The net result is 
that the transmitted lobe has a greater contribution of parallel polarized radiation. 
Note that the transmission at nadir is the same for both polarizations, and at angles 
well away from nadir is zero for both polarizations. This results in no polariza-
tion contrast when viewing perpendicular to the target (i.e., at nadir for horizontal 
targets) and at extreme grazing angles. The two components of this conceptual 
emissivity model combine to yield the final angular emissivity as shown in Fig. 
11.19(b). Note that the total emissivity would be the average of the two curves as 
seen in Fig. 11.19(a), and that the DoP due to only the emissive component would 
be equal to the difference over the sum of the final curves in the illustration.

This conceptual model indicates that the DoP should increase from zero as 
the view angle increases away from the normal to the surface, and should go 
through a maximum near grazing and then decrease rapidly to zero at grazing. 
It also implies that the polarization defined relative to the surface normal should 
always appear in the S1 component and always be negative (i.e., parallel dominant 
over perpendicular). Finally, recall that we need to combine the emissive contri-
bution of surface leaving radiance with the reflected component (which will tend 
to have a positive S1 term) to generate the net radiance and polarization that will 
be observed (see Fig. 11.18). 

This chapter introduced a thermal pBRDF model built on the reflective 
pBRDF models introduced in Chapter 6. To take advantage of these models, we 
need to make measurements that can calibrate them (i.e., estimate the value of the 
free parameters) for various materials. In the next chapter we will present a simple 
method to take measurements to calibrate these models and then show how these 
thermal pBRDF models can be utilized in synthetic scene generation models to 
study end-to-end polarization phenomenology.
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Chapter 12
LWIR pBRDF Measurements 
and Modeling

This chapter builds on the thermal infrared principles introduced in Chapter 11 
and parallels the simple measurements and synthetic scene modeling approach for 
reflective imaging polarimetry presented in Chapter 10. In Chapter 11, we intro-
duced thermal infrared pBRDF models and the parameters they depend on. In this 
chapter we will look at one simple method using field measurements to calibrate 
pBRDF models. This method was selected based on the author’s familiarity with 
it, for consistency with the pBRDF models presented in Chapter 11, and for its 
use in the scene simulation modeling presented in Sec. 12.2.

12.1 Measurement of Polarized Emissivity and pBRDF 
Estimation

This section describes a simple field procedure for measuring pBRDF values and 
ways to use these measurements to calibrate pBRDF models. The approach draws 
on Gartley et al. (2007) and Gartley (2007).

12.1.1 Measurement approach

Before making polarized emissivity measurements and generating infrared Stokes 
image sets, it makes good sense to first understand the key radiometric terms in-
volved in the radiance reaching the front of an IR polarimeter. A system design 
must be developed that pays careful attention to the environmental conditions as 
well as to hardware constraints. The images collected and the algorithms utilized 
to extract thermal emissivity from them will utilize the radiometric terms and the 
key design points presented in this section.

Consider a generic infrared camera equipped with a linear polarizer having 
rotation capability. Let the rotation angle of the polarizer be designated by an ori-
entation angle α. Let us also assume that the target-to-camera path transmission 
loss is negligible.

Five radiometric terms (see Fig. 12.1) contribute to the total radiance reaching 
an infrared sensor through an infrared wire grid polarizer (WGP):

Michael G. Gartley
John R. Schott
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Downwelled radiance reflected from the target:1.  r(a)Ldwtp
Thermally emitted radiance from the target:2.  e(a)LBBtp
Upwelled radiance from the path between the target and polarizer: 3. Luwtp
Downwelled radiance reflected from the polarizer surface: 4. rpLdw
Thermally emitted radiance from the polarizer surface: 5. epLBB,

where Ldw represents the downwelled radiance, Luw the upwelled radiance, rp the 
reflectivity of the polarizer for randomly polarized light, ep the emissivity of the 
polarizer, tp the transmission of the polarizer for randomly polarized light, LBB the 
radiance coming from a blackbody at ambient temperature, e(a) the target emis-
sivity, and r(a) the target reflectivity.

Therefore, the total radiance incident on the camera aperture is

 L L L L T L T Lp dw uw BB p BB p dw( ) ( ( ) ( ) ( )) ( ) ,a t r a e a e r= + + + +  (12.1)

where the variable T is the ambient air temperature.
For this experimental setup, we assume that the upwelled radiance (over 1 to 

2 m) between the sample and the camera is insignificant such that Luw = 0. Thus, 
Eq. (12.1) simplifies to

 L L L T L T Lp dw BB p BB p dw( ) [ ( ) ( ) ( )] ( ) .a t r a e a e r= + + +  (12.2)

Drawing on Young et al. (1965), we can make the assumption that the emis-
sivity of the wire grid polarizer is negligible (epLBB = 0). Then we can solve for 
the target emissivity (e(a)) as a function of WGP orientation angle (a):

 
e a

a t r

t
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-
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p BB dw  (12.3)

Figure 12.1 Illustration of relevant radiometric terms.
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Recall that if the emissivity of the wire grid polarizer is approximately zero, we 
can write the Kirchoff’s law relation for the polarizer as

 t rp p+ =1, (12.4)

allowing us to further reduce Eq. (12.3) to

 
e a

a
t

( ) ( )
( ( ) )

.=
-
-

L L
L T L

dw

p BB dw  (12.5)

Ideally, we could utilize the internal calibration of the LWIR camera and 
derive the blackbody radiance term (LBB) from the camera metadata. The camera 
metadata often provides a relationship between digital count values and scene 
temperature, assuming each material has an emissivity of 1.0. Knowing the band-
pass of the camera and the measured temperature allows us to derive an effective 
blackbody radiance value. However, repeated attempts demonstrated the internal 
calibration of the camera was not repeatable and accurate, requiring a user-based 
calibration method to compensate for calibration variation due to instrument tem-
perature variation (see Fig. 12.7 and related discussion).

In order to derive the downwelled sky dome radiance term (Ldw), we can in-
clude a 100% longwave IR reflector in the scene. A readily available reflector in 
this wavelength region is aluminum foil. We include a diffuse IR reflector and a 
specular IR reflector in each target scene. This feature allows us to choose an IR 
reflector that is closest to the surface roughness of the sample target of interest.

Plugging values of r = 1 and e = 0 into Eq. (12.1) gives us the radiance L100 
we expect to see at the camera aperture from the direction of the approximately 
unit IR reflector as

 L T L L T Lp dw p BB p dw100 ( ) ( ) .= + +t e r  (12.6)

We can again utilize Eq. (12.4) to further reduce this expression to

 L T Ldw100 ( ) .=  (12.7)

The next step is to solve for the target emissivity (e(a)) utilizing our knowledge 
of Ldw in Eq. (12.5) to yield

 
e a

a
t

( ) ( , )
( ( ) )

.=
-
-

L T L
L T Lp BB

100

100  (12.8)

The only unknown on the right hand side of Eq. (12.8) is the radiance due to 
the temperature of the target, which is easily computed from the Planck equation 
if the temperature is known. The temperature can either be measured with contact 
thermistors or assumed to be approximately equal to the air temperature under 
stable nighttime conditions.

Since we are primarily interested in measuring infrared emissivity, not re-
flectivity, we need to define the critical system design constraints. Thermal radi-
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ance incident onto the target sample surfaces must be kept much lower than the 
thermally emitted radiance. Inspection of Eq. (12.8) demonstrates that once the 
downwelled radiance level approaches the thermally emitted radiance level, the 
fraction is numerically unstable and noisy. The system requirements are:

The system must operate under nighttime conditions to avoid solar heat-• 
ing of target surfaces, and under conditions where exposed surfaces are 
approximately at air temperature.
The system must operate under ambient thermal conditions, requiring no • 
sample heating or cooling.
Ideally, the camera would operate under ambient thermal conditions, re-• 
quiring no cooling of the focal plane. This allows for rapid deployment 
of the imaging system to a wide variety of locations not equipped with a 
cryogenic coolant.
The atmospheric conditions must be thermally stable. An acceptable rate • 
of change in air temperature is <1°C over 30 min. Not only do we not want 
the sample temperatures to change during a measurement cycle, we also 
want the rate of change to be slow enough that the sample temperatures 
track well with the ambient air temperature in order to ensure consistency 
between multiple samples within a scene.
A polarizer that has high transmission and high contrast ratio in the long-• 
wave region of the spectrum.
An experimental setup capable of measuring emission zenith angles rang-• 
ing from 0 to 80 deg.
To meet the camera design constraints, the EZTherm long-wave infrared • 
camera (Fig. 12.2) was chosen for imaging. The focal plane array of this 
camera is an uncooled barium-strontium-titinate (BST) material. Contrary 
to common CCD operation where charge is collected and proportional to 
scene intensity, the BST material produces a measurable resistance change 
as a function of temperature gradient. The focal plane has a temperature 
sweet spot where it is most sensitive, requiring active focal plane tempera-
ture control. The pixel pitch is 50-mm square and the array is capable of 

Figure 12.2 EZTherm LWIR camera and IR wire grid polarizer.
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12-bit digitization. The camera is capable of measuring blackbody tem-
peratures between -20 and 500° C.

The effective focal length of the optics is 35 mm, while the primary aper-
ture size is 29 mm, resulting in an f/1.2 imager. The camera has a specified noise 
equivalent delta temperature (NEDT) of 0.080K. The manufacturer designs the 
camera to operate between -10 and +40°C ambient air temperature.

The image data is accompanied by useful metadata such as air temperature, 
internal camera temperature, capture time, and date. In addition, the camera is 
battery operated and housed in a camcorder case, allowing data collection almost 
anywhere.

The polarizer chosen was a wire grid polarizer manufactured by Molectron 
(Fig. 12.2). The polarizer has a 75-mm diameter clear aperture. The wire grid is a 
fine micropatterned mesh of aluminum wires on a ZnSe substrate. An important 
property of wire grid polarizers, whether in the visible or infrared region of the 
spectrum, is that they both transmit and reflect light (see Fig. 12.3). More specifi-
cally, EM radiation that oscillates parallel to the patterned lines of the wire grid is 
reflected, while light that oscillates perpendicular to the grid pattern is transmit-
ted. Wire grid polarizers are often superior to other types of polarizers due to their 
high contrast ratio and high transmission factors. The spectral transmission of the 
polarizer for incident radiance having its electric field vector perpendicular to the 
direction of the wire grid lines is shown in Fig. 12.4. A perfect polarizer would 
nominally have a transmission value of 1 for this plot, indicating that it transmits 
all of the light of the preferred polarization state. The contrast ratio, defined as the 
amount of light transmitted with the appropriate polarization state compared to 
the amount of light transmitted with the orthogonal polarization state, is reported 
by the manufacturer to be better than 400:1. Thus, the transmission of the polar-
izer to randomly polarized flux (tp ) is approximately one-half of the value shown 
in Fig. 12.4.

Simply putting the IR polarizer in front of the uncooled LWIR camera not 
only reduces the scene radiance incident on the camera aperture, it also reflects 

Figure 12.3 Illustration showing how a wire grid polarizer reflects one polarization state and 
transmits another.
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the thermally emitted radiance from the inside of the camera assembly. The first 
problem this causes is a nonuniform ghost image of the inside of the camera su-
perimposed onto the scene image. In addition, the shot noise induced by the ghost 
image drastically increases the NEDT of the resulting image.

The solution is to tip the polarizer at an angle relative to the camera aperture. 
The polarizer can be tipped to an angle that ensures that the radiance reflected 
from its surface comes from a uniform and cold source. For this experimental 
setup, we choose to tip the polarizer such that it reflects the nighttime, cloud-
free sky. An attractive alternative is to use a cooled reflectance chamber, but the 
overall aim here is to keep the system as simple as possible to permit wide-scale 
use of the approach. Nominally, the camera and polarizer are oriented as shown in 
Fig. 12.5 for best noise performance.

Since we have fixed the camera to have an approximate look angle of 45 deg 
to the ground, the sample platform must be adjustable to allow measurement of 
emissivity for zenith angles between 0 and 80 deg. This can be accomplished by 
assembling a sample stage that is approximately 0.6´0.6 m in size attached to a 
camera tripod with tip/tilt/rotate capability. The sample stage is made of light-
weight particle board and fastened by machine screws to the camera tripod. Ac-
curate tip angle measurements are made possible by utilizing a digital protractor. 
Figure 12.5 shows the relative orientation of the imaging system and the sample 
platform. The digital protractor measures the angle d, which is related to the emis-
sion zenith angle to the camera by

 q demission = -45deg . (12.9)

Orienting the sample platform at an angle of +45 deg results in a sample 
zenith of 0 deg toward the camera. Orienting the sample platform at an angle of 
0 deg relative to the normal to the ground plane results in a measurement zenith 

Figure 12.4 Spectral transmission of WGP for incident radiance with electric field vector 
perpendicular to the wire grid lines.
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angle of 45 deg. To obtain an extra degree of freedom, the camera tripod may be 
rotated about its primary axis to allow azimuthal rotation of sample surfaces.

12.1.2 Image data collection

Two types of image collections can be acquired with this system. The first type of 
collection is done in order to experimentally determine the polarized emissivity 
of target and background materials, herein referred to as an emissivity collection. 
The second is simply to generate Stokes vector images. Emissivity collections 
require masking of the imaging system and operator with a wall of aluminum foil. 
The ground surrounding the target sample stage is also covered with aluminum 
foil. The intent of the aluminum foil in both cases is to limit infrared radiance from 
the camera, the operator, and the ground from reflecting off the target materials. 
The emissivity measurement technique works best when the amount of thermal 
radiance incident on the target surfaces is much less than the amount of thermally 
emitted radiance. To accomplish this, the imaging measurements are always done 
at night under a starlit sky. In addition, the emissivity collection scenarios require 
embedding a glossy (pressed flat) aluminum foil target and a diffuse aluminum 
foil target on the sample stage to facilitate accurate measurement of downwelled 
radiance. For smooth target surfaces such as glossy paints and glass, the flat 
aluminum target is utilized to determine downwelled radiance. For rough target 
surfaces such as flat (diffuse) paints and soil, the diffuse aluminum foil target is 
utilized to estimate the level of downwelled radiance.

The concept for this approach is to have the reflecting foil target approximate 
the shape of the reflectance distribution function of the target surface in order to 
more accurately determine how much radiance is indeed reflected from the target 

Figure 12.5 Illustration showing the relative alignment of the IR camera assembly and 
sample measurement stage.
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surface. For example, consider a scene with a majority of the hemisphere above 
the sample stage consisting of the sky dome, except for a single house far off 
at a grazing angle (see Fig. 12.6). When the camera is viewing close to nadir, a 
glossy target will not reflect the house but a diffuse target will partially reflect the 
house. It is important that the reflecting foil target samples the hemisphere above 
the targets for incident radiance in a fashion similar to the way the target samples 
that same hemisphere. Although many varying degrees of roughness could be 
included to refine this concept, including simple types of reflecting targets is often 
sufficient if the reflected downwelled radiance is small compared to the emissive 
term.

Figure 12.7 illustrates the image processing flow to convert raw image data to 
a radiance image suitable for further analysis. The raw signal out of the camera is 
bias subtracted and converted to nominal temperature using the internal camera 
calibration. The nominal temperatures are then mapped to apparent blackbody 
temperatures using a calibration transfer function developed by the sensor imag-
ing a cavity radiator over a range of known temperatures. Depending on the uni-
formity of the camera, this may be done with a single function or a pixel-by-pixel 
transform.

Next, the calibrated temperature image is converted to a calibrated aperture- 
reaching radiance image. The functional relationship between the calibrated 
temperature and aperture-reaching radiance image is determined by fitting a third-
order polynomial to the value of the Planck function for temperatures between 
220 and 320K in 1-deg increments, i.e.,

 
L T hc

e
dhc kT( ) = 2 1

1

2

5 /ò -l
ll ,

 (12.10)

where the limits of integration are the sensor bandwidth.

Figure 12.6 Illustration showing the importance of including a diffuse and a glossy calibration 
target.
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The third-order polynomial that was a best fit between radiance and tempera-
ture was found to be

 

L T T
T

( ) = 0.010225614 1.012849 10
2.382483 10 1.552269 1

4

7 2

- ×

+ × + ×

-

- 00 10 3- T . (12.11)

The variance between the polynomial form and rigorous integration was found 
to be negligible. An example of a calibrated aperture-reaching radiance image is 
shown on the left hand side of Fig. 12.8.

Next, the calibrated aperture-reaching radiance image is converted to an 
aperture-reaching scene-leaving radiance image by removing the effects of the 
wire grid polarizer reflections. For each collection scenario, a flat aluminum foil 
target is placed in front of the wire grid polarizer such that it reflects the down-
welled skydome radiance. The illustration in Fig. 12.9 shows this configuration. 
An example of a WGP calibration image is shown on the right hand side of Fig. 
12.8. For the WGP calibration image, the governing equation is

 L L L LWGP p dw p dw dw= =r t+ . (12.12)

In order to remove only the polarizer-reflected radiance, the WGP calibration 
image is scaled by (1-tp), which is the same as rp (derived from Fig. 12.4). In 
addition to removing polarizer-reflected radiance, this processing step also serves 
as a flat-fielding step. The image presented in Fig. 12.10 is an example of a scene-
leaving aperture-reaching (SLAR) radiance image.

Figure 12.7 Processing flow for experimentally acquired image data.
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Figure 12.9 Illustration of radiance-reaching camera for WGP calibration image acquisition.
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Figure 12.10 Example of surface-leaving aperture-reaching radiance image with polarizer 
at 0-deg orientation.
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Once the aperture-reaching scene-leaving radiance image is produced, two 
distinct data processing paths may be followed. The flowchart in Fig. 12.11 shows 
these two paths, one to generate Stokes images of a scene and one to generate 
polarized emissivity values from a specific experimental setup.

For image data that is intended to be processed into Stokes images, the four 
image bands are simply combined as shown in Eqs. (12.13) through (12.15) to 
form S0, S1, and S2 images. Recall that there is no S3 image data due to the lack of 
a circular polarizer in the experimental setup.

 
S L L L LSLAR SLAR SLAR SLAR0

1
2

0 45 90 135= + + +[ ( ) ( ) ( ) ( )].
 (12.13)

 S L LSLAR SLAR1 0 90= -( ) ( ). (12.14)

 S L LSLAR SLAR2 45 135= -( ) ( ). (12.15)

Recall also that when the polarizer is oriented at 0 and 90 deg, the camera 
system is measuring the horizontal and vertical polarization states, respectively, 
of the scene-leaving radiance. Although the S0 images may be generated as a 
combination of the 0- and 90-deg or 45- and 135-deg radiance images, we have 
chosen to add all four images and then divide by two in order to reduce the NEDT 

Figure 12.11 Processing paths for Stokes-generated imagery and emissivity measurements.
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of the resulting S0 image. Figure 12.12 shows an example of the Stokes S0, S1, and 
S2 images produced following this path.

12.1.3 Emissivity model parameter fitting

In this section, we present a simple manual procedure for fitting the pBRDF mea-
surements described in Sec. 12.1.2 to the pBRDF emissivity model introduced in 
Chapter 11. Note that a multiparameter fit could be employed to minimize the dif-
ference between observed and modeled values. However, we have chosen to use 
a simple manual procedure to illustrate the approach. The manual procedure can 
be utilized to fit the experimentally measured Stokes S0 and S1 emissivity to the 

Figure 12.12 Image examples of processed Stokes radiance bands S0, S1, and S2.
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polarized emissivity model described in Chapter 11. The key model parameters 
driving the fit were determined to be the complex index of refraction, the dif-
fuse reflectivity, the probability distribution function variability (s), and the bias  
parameters. The following steps were followed for each material.

Parameter Fitting Step 1
As a starting point for each material, the s, bias, and n and k values for a 

comparable NEF database material were chosen. A visual assessment of the 
initial fit between model-predicted and measured S0 and S1 emissivity was made. 
The plot on the left in Fig. 12.13 shows an example of the results for a pine board 
at this point.

Based on this assessment, the s value of the emissivity model probability 
distribution function was varied such that the general shape of the modeled S1 
curve followed the general shape of the measured S1 curve. The plot on the right 
in Fig. 12.13 shows an example of the results for a pine board after this step.
Parameter Fitting Step 2

Once a s value was chosen, the bias value associated with the emissivity 
model probability distribution function was varied to bring the best visual fit 
of both the shape and magnitude of the S1 curve (in that the bias value directly 
scales the amount of modeled specular reflections and therefore the magnitude of 
the S1 curve). The plot on the left in Fig. 12.14 shows an example of the results 
for a pine board after this step.
Parameter Fitting Step 3

Once the s and bias values were chosen such that a good visual fit exists 
between measured and modeled S1 emissivity, the fit between the modeled 
and measured S0 emissivity was visually examined. Starting with values of  

Figure 12.13 Plot of Stokes emissivity before (left) and after (right) Step 1 of fitting process. 
The points represent measurements and the curves represent modeled data for a pine 
board. Step 1 of the fitting process consists of choosing the s parameter such that the 
general shape of the S1 curve follows experimental data.
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Figure 12.15 Emissivity model fit to experimentally measured emissivity for tree bark (left) 
and brick (right).
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rd = 0 and rv = 0, the modeled S0 emissivity was always higher than the measured 
value of S0 emissivity. Therefore, the final step was to vary the values of rd and rv 
to obtain the final fit. If the gap between the measured and modeled S0 curve was 
close to constant across all zenith angles, then only the value of rd was increased. 
However, in some cases the gap between the measured and modeled S0 curves 
was slowly increasing with increasing zenith angle, warranting an increase in 
both rd and rv to make up the difference. The plot on the right in Fig. 12.14 shows 
an example of the final modeled and measured results for a pine board.

The polarized BRDF parameters that produce the best-fit Stokes emissivity 
vector for emission angles between 0 and 80 deg for a sample of materials are 

Figure 12.14 Plot of Stokes emissivity after Step 2 (left) and after Step 3 (right) of the fitting 
process. The points represent measurements and the curves represent modeled values for 
a pine board. Step 2 consists of adjusting the polarized BRDF bias parameter to get the S1 
modeled curve to match experimental data, while Step 3 consists of adjusting the rV and rd 
terms to drop the modeled S0 emissivity down to the experimental data.
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listed in Table 12.1. Figures 12.15 through 12.19 show the agreement between 
the modeled (solid curves) and measured polarized emissivity (data points) for a 
sample of the materials. The asterisks correspond to measured S0 emissivity, the 
triangles to measured S1, and the squares to measured S2 emissivity.

Note that most of the measured emissivity curves show anomalous re-
sults at an emission angle of 0 deg due to the fact that the target samples were 
reflecting the camera system and operator. This condition violates the as-
sumption that the amount of background radiance reflected from the sample 
surfaces is minimized. Although the glossy and diffuse IR reflecting targets in 
the scene are meant to capture this background reflected radiance, for adequate 
removal of background radiance, the intensity of the radiance from the opera-
tor and camera requires a much better match in surface roughness between the 
reflectors and the sample surfaces. Therefore, in most cases, the emissivity 
values at a zenith of 0 deg were ignored during the parameter fitting process. 
This approach is intended to provide a simple field-capable example of a way to 
measure the pBRDF emissivity of materials. There are much higher fidelity means 
of measuring pBRDF [Fetrow et al. (2002)] that should be utilized when higher 
fidelity measurments are required. In the next section, we will show examples 
of how the pBRDF models developed here can be utilized on synthetic image 
generation models to help visualize the polarimetric behavior of scenes.

Table 12.1 Summary of polarized BRDF paramters that produce a polarized emissivity 
best-fit experimentally measured emissivity.

materials s bias n k rD rv DHR
bark 0.10 0.20 1.3 0.0 3.1E-02 1.0E-07 0.1007
brick 0.04 1.30 1.3 0.0 3.0E-07 2.0E-02 0.0992
cement 0.10 0.70 1.3 0.0 3.0E-07 1.0E-03 0.0503
flat black paint 0.25 1.30 1.3 0.4 1.1E-02 1.0E-07 0.0914
fresh asphalt 0.50 1.30 1.4 0.0 1.1E-05 1.0E-07 0.0286
glass 0.01 1.15 1.5 0.0 6.0E-20 2.0E-08 0.0440
glossy black paint 0.05 1.30 1.4 0.4 1.1E-05 1.0E-07 0.0699
glossy tan paint 0.02 1.15 1.5 0.4 6.0E-20 2.0E-08 0.0725
grass 0.10 0.20 1.3 0.0 6.1E-03 1.0E-07 0.0225
hood of car 0.02 1.15 1.5 0.0 6.0E-20 2.0E-08 0.0453
particle board 0.25 0.80 1.3 0.4 1.0E-03 3.0E-02 0.1538
pine wood 0.12 1.00 1.8 0.8 1.0E-11 1.0E-07 0.1487
shingle 0.12 0.50 1.8 0.8 1.0E-20 1.0E-20 0.0743
snow 0.10 0.20 1.3 0.0 4.1E-02 1.0E-07 0.1322
soil 0.10 0.05 1.3 0.0 2.5E-02 1.0E-07 0.0794
weathered asphalt 0.30 0.50 2.0 0.5 3.0E-10 2.0E-10 0.0623
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Figure 12.18 Emissivity model fit to experimentally measured emissivity for grass (left) and 
glossy tan paint (right).

Figure 12.17 Emissivity model fit to experimentally measured emissivity for fresh asphalt 
(left) and flat black paint (right).

Figure 12.16 Emissivity model fit to experimentally measured emissivity for cement (left) 
and soil (right).
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12.2 Thermal Infrared Polarimetric Scene Simulation
As discussed throughout this text, the combination of target-background-sensor 
phenomenology can be quite complex. In order to understand or estimate what 
signatures may be observed by a polarimetric sensor, a model of all of the rel-
evant source functions and interactions is required. Fetrow et al. (2002) describe a 
parametric model that simulates thermal infrared polarimetric target-background 
interactions and radiation propagation. Sadjadi and Chun (2004) show results 
using the AFRL’s Irma scene simulation model to generate thermal infrared po-
larimetric image products. In this section we will use the DIRSIG model [Schott 
(2007)] to illustrate how the pBRDF models described in the previous section can 
be incorporated into the synthetic image generation process to help understand 
thermal polarimetric phenomenology and to predict signatures.

The DIRSIG model was introduced in Chapter 10 and has been described in 
numerous publications [Schott et al. (1999), Robinson et al. (2000), and Schott 
(2007)]. Recent enhancements have included incorporation of reflective polariza-
tion phenomenology [Meyers (2002) and Shell and Schott (2005)] and thermal 
polarization phenomenology [Gartley et al. (2007)]. The details of the DIRSIG 
model are beyond the scope of this text. For our purposes the reader should simply 
recognize that it incorporates CAD models for scene geometry construction, ther-
mal models to predict target temperatures (this can be overridden if temperatures 
are known), pBRDF models of material behavior, and radiative transfer codes 
(e.g., MODTRAN) to predict illumination and radiation propagation phenomena. 
When coupled with models of the sensor, full Stokes vector images of synthetic 
scenes can be produced.

To provide an introduction to simulated thermal polarimetric images, consider 
Fig. 12.20. This figure shows a linear Stokes vector image of a simulated sphere 
used to evaluate the performance of the models during code development. The 

Figure 12.19 Emissivity model fit to experimentally measured emissivity for snow (left) and 
weathered asphalt (right).
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sphere is used because its geometry incorporates nearly all surface orientation 
geometries into a single simple scene.

The figure shows a change made to an early version of DIRSIG to correct the 
orientation of linearly polarized radiance within the S1 and S2 bands. Previously, 
DIRSIG treated the orientation of linearly polarized light coming from each facet 
as though each facet was flat to the ground. However, one would actually expect 
the orientation of the linear polarization between the S1 and S2 bands to change as 
a function of the local facet normal orientation relative to the camera and global z 
(up) direction.

The simulated images in Fig. 12.20 demonstrate the polarimetric phenom-
enology observed before and after the above-mentioned change. This simulation 
shows a warm sphere sitting on a cold flat ground. Before the change is made, 
emissive polarization is always in the S1 band only, regardless of the orientation 
of the facet relative to the camera system. After the fix is made, emissive polar-
ization does indeed appear in either the S1 or S2 band, or in both, depending on 
the orientation of the facet relative to the camera. Note the following phenomena 
in the images after the correction. In the S0 image, the warm sphere is brighter; 
we can see it reflected in the flat ground (the cold sky is reflected around the 
sphere for the rest of the ground). In the S1 image, P polarization (large negative 
S1) dominates the emission from the top and the bottom of the sphere. The same 
P polarization occurs from the sides of the sphere, but because we are viewing 
it at right angles, it appears as S polarization (large positive S1) in the camera 
coordinate system shown in the images. Also note that in the S1 image, the energy 
reflected from the ground is predominately S polarized because reflected energy 
is dominating over emitted, as we saw in the S0 image. In the S2 image, we see the 
large signal at the +45 and -135 deg orientation of the sphere and large negative 
values at +135 and -45 deg, as expected due to emission from the sphere.

Figure 12.20 DIRSIG simulations showing the effect of a recent code change to incorporate 
relative orientation of each facet relative to camera coordinates.
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In order to verify the DIRSIG model implementation of thermal pBRDF and 
polarimetric sensor models, experimental measurements of a flat-black painted 
sphere were conducted during the day (Fig. 12.21) and at night (Fig. 12.22). The 
simulations were configured to have target temperatures derived by the DIRSIG 
thermal model and thermodynamic properties similar to a paint from the DIRSIG 
database. Both the day and night scenes were acquired in a residential area and 
therefore had a significant number of objects in the background that contributed to 
surface reflections. The only objects considered in the simulations were two of the 
fences in the immediate vicinity. Surrounding homes and trees were not included 
in the simulated scene. The intention of the simulations was to verify the nature 
of the reflected and emitted scene phenomenology and angular dependence, not 

Figure 12.21 Measured and DIRSIG images showing a sphere sitting on snow with a glossy 
plate in front and a sun elevation of 18 deg.
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Figure 12.22 Measured and DIRSIG images showing a sphere sitting on snow with a glossy 
plate in front under a starry sky.
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to show an exact match. Note that the phenomenology pointed out earlier in Fig. 
12.20 is reproduced in Fig. 12.21 with more subtleties due to the thermal varia-
tions in the temperature of both the real and synthetic spheres.

In Fig. 12.22 the sphere (both real and synthetic) is no longer heated by the 
sun and the radiational cooling to the cold sky cools the top surface of the sphere 
as seen in the S0 images. The very top and edges of the sphere appear warm be-
cause at grazing angles on the top and at larger angles as we move to the sides 
and bottom, the reflected energy comes from the warmer surround. Note how the 
relative dominance of emitted or reflected energy and surface orientation have 
varying subtle impacts on the S1 and S2 images and how these are properly mod-
eled in the DIRSIG scene.

The remainder of this section describes a study [Gartley (2007)] that incorpo-
rates the pBRDF models from the previous section into DIRSIG scenes and then 
compares real and synthetic scenes to verify that the phenomenology was simu-
lated properly. Once verified, these targets were used to show how synthetic data 
could be used to study the impact of the surround on LWIR pBRDF signatures.

A simple test scene (backyard) was constructed consisting of a series of 
painted target surfaces, a piece of a car hood, a piece of glass, and a smooth piece 
of pine wood (Figs. 12.23 and 12.24). This scenario was set up to examine the 
effect of background clutter on the infrared polarimetric signatures of the target 
materials.

The imaging zenith angle was approximately 70 deg from the ground normal, 
at a range of approximately 8 m. The images were acquired under a starlit sky on 
August 21, 2006 between 11:00 and 11:30 p.m. At the time of image acquisition, 
the ambient air temperature was 12.9°C.

Figure 12.25 shows the experimentally acquired S0 (a) and S1 (b) Stokes im-
age bands. The S2 Stokes image band showed no polarimetric contrast, in that all 
targets were flat to the ground and had a surface normal almost completely in the 
bottom, the plane of incidence. Note that the ultraflat black painted surface and 
the car hood showed the least amount of contrast in the S1 band. Although this 

Figure 12.23 Illustration of target placement for Scene 1.
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is expected for the diffusely scattering flat black surface, the car hood was not 
expected to have a diminished signature. However, close examination of the car 
hood sample after imaging operations were complete showed a small amount of 
dew. This would tend to raise the emissivity, causing it to be more Lambertian.

Figure 12.25 also contains the DIRSIG-simulated version of the backyard 
target scene. The simulated S0 (c) and S1 (d) images were post-processed to con-
tain the same level of instrument noise as the measured S0 and S1 bands. There is 

Figure 12.25 Images of target range: measured (a) S0 and (b) S1 and DIRSIG-rendered (c) 
S0 and (d) S1. The IR reflectors were not rendered with polarimetric properties; therefore 
they do not have contrast in the DIRSIG S1 image.

(a) measured S
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Figure 12.24 Digital camera photo of target range.
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excellent agreement between the simulated and actual S0 and S1 bands, except in 
the car hood sample as noted previously. Note that the 100% diffuse and specu-
lar IR reflectors (targets 8 and 9) in the scene have polarized components in the 
experimentally measured images, but not in the DIRSIG-rendered images. The 
reflector targets were not experimentally characterized in this work; therefore, the 
DIRSIG simulation treats them as unpolarized.

The same backyard target range was imaged with a large plastic kiddie pool 
positioned behind the targets (Fig. 12.26). The intent of this scenario was to ex-
amine the effect of adding a significant infrared source in the background hemi-
sphere, including the effect on the S1 band polarimetric signatures. Figure 12.27 
shows the measured S0 (a) and S1 (b) bands next to the DIRSIG-simulated S0 (c) 
and S1 (d) bands. The bright objects in the measured S0 image are a sawhorse 
(right) and a folding chair (left) utilized to hold the pool on its side behind the tar-
gets. The sawhorse and folding chair were not rendered in the DIRSIG simulation 
due to the fact that they did not provide a significant level of background radiance 
from the target surfaces.

As with the backyard scene with no pool, the agreement between the actual 
and simulated Stokes bands is excellent. The effect of the pool is that is provides 
a source of radiance that is reflected from the target surfaces. This reflected radi-
ance has a positive value in the S1 band that is almost equal in magnitude to the 
negative value due to thermal emission in the S1 band. The result is essentially no 
polarimetric signature for most targets in the S1 band (at least within the limits of 
the image noise).

The next scene was developed to verify the DIRSIG implementation of polar-
ized infrared scene simulation with targets possessing complex geometry. This 
scene involves three automobiles on an asphalt surface. Figure 12.28 shows a 

Figure 12.26 Illustration of target placement for Scene 1 with pool.
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digital camera photo of the scene containing a Volkswagon Beetle, a sedan, and a 
sport utility vehicle.

Figure 12.29 shows the experimentally measured S0 (a), S1 (b), and S2 (c) im-
ages next to the DIRSIG-simulated S0 (d), S1 (e), and S2 (f) images. Most notable 
within the polarized bands of the experimentally measured images are the surfaces 
facing the sky, such as the hoods and roofs, and the surfaces facing sideways. The 
surfaces facing the sky are expected to have a significant polarimetric S1 signa-
ture due to (1) the glossy nature of the car surfaces and (2) a lack of significant 
reflected background radiance to dampen the negative thermally emitted S1 sig-
nature. The surfaces facing sideways are expected to have a minimal polarimetric 
signature due to the balance between positive S1 reflected background radiance 

Figure 12.28 Digital camera visible image of three automobiles utilized for test scene.

Figure 12.27 Images of target range with pool behind targets: measured (a) S0 and (b) S1 
and DIRSIG-rendered (c) S0 and (d) S1.
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and negative S1 emitted radiance. This effect of negligible S1 signature on the car 
sides is observed experimentally as expected.

The DIRSIG versions of the S0, S1, and S2 Stokes bands require careful ex-
planation. The DIRSIG S0 band agrees roughly with the measured S0 band. The 
roofs and car hood facing the sky are generally darker than the rest of the surfaces 
in the scene due to the minimal amount of reflected background radiance. The 
sides of the cars are brighter than the hoods and roofs in the DIRSIG S0 band as 
expected, but the effect is more dramatic than what is seen experimentally. This 
may be due to incorrect modeling of the car temperatures as well as inadequate 
sampling of the background radiance reflected from the car sides. No significant 
effort was made to match the thermodynamic properties of the modeled cars (e.g., 
specific heat, conductivity, etc.) to the actual vehicles.

The DIRSIG S1 and S2 bands correlate very well with the measured S1 and 
S2 bands. Specifically, the roofs and hoods of the cars show up as dark regions 
in both simulated and measured S1 images. There is also a slight brightening of 
the SUV windshield going from right to left, due to the fact that the surface angle 
rolls away from the imager in this direction. In fact, this rolling away of the S1 
signature on the SUV windshield shows up as a light-to-dark transition (from 
right to left) in both the measured and simulated S2 images.

In addition, the S1 and S2 signatures of the car sides show excellent agree-
ment between measured and simulated imagery. The polarized signature from the 
cars’ sides is actually within the noise of the camera due to the balance between 
thermally emitted radiance and reflected radiance. Note that the artifacts in the 
DIRSIG scene at extreme grazing angles are due to artifacts in the sampling func-
tion at angles close to 90 deg that had not been fixed when these images were 
produced.

Figure 12.29 Images of automobiles: measured and DIRSIG-rendered S0, S1, and S2.
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The final scene constructed for verification of the DIRSIG implementation 
of polarized infrared scene simulation has manmade targets placed in a complex 
natural background. Specifically, 2 ft ´ 2 ft painted panels, a car hood, a window, 
and a laminate floor plank were placed in the courtyard outside of the Center for 
Imaging Science building at the Rochester Institute of Technology campus. The 
courtyard consists of asphalt walkways, grassy areas, and multiple kinds of trees.

Two versions of this scene were examined. The first version has the targets 
placed in the grass with no trees immediately overhead or behind them. The sec-
ond version has the targets placed with minimal line-of-sight obscuration, but a 
significant level of tree cover overhead, immediately behind, and on the sides of 
the targets. The intent of both of these scenarios was to keep the target geometry 
simple, but the background geometry complex and significant.

Figures 12.30 and 12.31 show the targets placed in front of the grove of trees. 
Figure 12.32 shows the DIRSIG (a) and measured (b) versions of the S0 band for 
this first version of the scene. Figure 12.33 shows the DIRSIG (a) and measured 
(b) S1 band for this version of the scene. By design, there is good agreement be-
tween the measured and DIRSIG S0 bands because the thermodynamic properties 
of each scene material were adjusted to obtain this agreement. In the measured S1 
band, six out of seven of the targets are visible. The one target that is not detected 
is the window (which may have been due to dew accumulation on the window 
surface inhibiting the polarization signature). In fact, inspection of the targets af-
ter the imaging operation was complete showed dew on the painted panels—this 
most likely contributed to a reduction in the strength of the panel S1 signatures 
relative to the DIRSIG S1 signatures. All seven targets are detectable above the 

Figure 12.30 Digital visible camera photo of manmade targets placed in the open, away 
from trees.
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noise level in the DIRSIG-simulated S1 band. The measured S2 band shows no 
polarimetric contrast within the noise level and is therefore not presented.

Note that the measured S1 image has a system artifact that appears to show a 
large dark and light region on the very right hand side of the image. This is not 
due to actual polarimetric contrast in the scene, but rather to the polarizer being 
slightly too small for the camera aperture.

Figure 12.34 shows a digital camera photo of the seven targets placed within 
the grove of trees with the target array shown in Fig. 12.35. Figure 12.36 shows 
the DIRSIG (a) and measured (b) S0 bands, while Fig. 12.37 shows the DIRSIG 
(a) and measured (b) S1 bands. As with the previous version of the scene, there 
is excellent agreement between the S0 bands by design. In the measured S1 band, 
only the car hood and the flat green painted panel are detected (2/7 targets). In the 
DIRSIG S1 band, the car hood, the flat green panel, the flat black panel, and the 
window are detected (4/7 targets).

Although the agreement between measured and DIRSIG-simulated S1 bands 
is not exact, it is obvious that DIRSIG adequately integrates the effect of reflected 

(a) (b)

Figure 12.32 S0 images of targets in open: (a) DIRSIG rendered and (b) measured.

Figure 12.31 Illustration of target placement for Scene 2 with targets out in the open.
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Figure 12.35 Illustration of target placement for Scene 2 with targets embedded in a cluster 
of trees.
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Figure 12.34 Digital camera photo of manmade targets placed within a grove of trees.

Figure 12.33 S1 images of targets in open: (a) DIRSIG rendered and (b) measured.
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background radiance, diminishing polarimetric signatures. It should also be noted 
that the DIRSIG scene was constructed with tree sizes and types that only ap-
proximately represented the trees that existed in the measured scene. However, 
differences between actual and simulated tree geometry and radiometric properties 
could have significant impacts on the amount of background radiance reflected 
from the manmade target surfaces, which would affect the detectability in the S1 
band.

It is anticipated that a more accurate correlation between the DIRSIG images 
and measured images would be found if the DIRSIG scene was configured closer 
to ground truth. For this demonstration, the significant level of effort required to 
ground truth and configure the scene in DIRSIG was not justified.

Note that the measured S1 image once again has a system artifact that appears 
to show a large dark region on the very right hand side of the image. As previ-
ously mentioned, this is not due to actual polarimetric contrast in the scene, but to 
the polarizer being slightly too small for the camera aperture.

Figure 12.37 S1 images of targets embedded in trees: (a) DIRSIG rendered and (b) 
measured.

(a) (b)

Figure 12.36 S0 images of targets embedded in trees: (a) DIRSIG rendered and (b) 
measured.

(a) (b)
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12.3 Closing Thoughts
In closing this chapter and the book, a few final thoughts are in order. First, let 
me remind the reader that this text was intended to provide an introduction to 
this topic and that the current literature is rapidly expanding in scope, depth, 
and clarity. Second, as I expressed in the Preface, unlike other topics on which I 
regularly write as an expert, I am myself still very much a student of polarimetric 
phenomenology. As one student to another, I encourage you to question carefully 
as you study this field (including this text) and apply basic physical principles to 
analyze for yourself each topic, scene, or application. Don’t let one demonstration 
or example sway you one way or another, but delve into the “how and why” and 
the potential to produce predictable, repeatable results.
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Chun, 160
CIE, 7
circular polarization, 30, 32
circular polarization filter, 56
coherence, 4
Collett, 2, 21, 22, 137, 142
Commission Internationale de l’Eclairage, 7
Conant and Iannarilli, 94
coordinate space, 42
Coulson, 75, 110, 114, 115, 116, 122
Cremer, 198
Czapla-Myers, 84, 165

D
Dana, 76, 80, 165
Dana and Wang, 80
data reduction matrix, 142
Deering and Leone, 84, 165
degree of linear polarization, 42
degree of polarization (DoP), 42, 115
Demircan, 84
Deschamps, 3, 84
Devaraj, 112, 122
diattenuation, 150
diffuse, 64
diffuseness, 66
diffuse reflectance, 66
directional-hemispheric reflectance, 66, 75
DIRSIG, 121, 175, 227
division of amplitude polarimeters, 146
division of focal plane, 149
division of time polarimeter, 146
downwelled, 107, 112
Duncan, 94

E
effective responsivity, 15
effective spectral radiance, 15

Index
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effective value, 14
Egan, 116, 144
Einstein, 17
Elachi, 1
electric field, 21
elliptically polarized radiation, 29
ellipticity angle, 45
Ellis, 95
emission polarization, 191
emissivity, 17
energy, 8
Epema, 82
exoatmospheric solar irradiance, 108
extinction ratio, 150

F
FASCODE, 122
Feng et al., 78
Fessenkov’s method, 138
Fetrow, 94, 117, 225, 227
field strength, 21
Flynn and Alexander, 67, 75
Forssell, 196, 197, 198
frequency, 4, 8
Fresnel, 51
Fresnel reflectance, 61, 68, 69
Fresnel reflectance coefficient, 52
Fresnel surface reflection, 51

G
Gartley, 199, 211, 227, 230
Gaskill, 169
generators, 86
generic radiometry solver, 176, 181
geometric attenuation factor, 89
Global Coordinate System, 128
Goldstein, 2, 21, 32, 45, 51, 68, 166
Goldstein and Jones, 54
gray bodies, 17
ground sample distance, 77
Grum and Becherer, 7, 19
Gurtan and Dahmani, 192, 194

H
Han, 165
Han and Perlin, 80
Hapke, 75
Hayes, 88
He, 94
Hecht, 29, 51
hemispherical reflectivity, 202
Henderson and Lewis, 1

Herman, 95
Hess and Priest, 94
hot spot, 65, 74
hue, 154
Huygens’ principle, 23

I
index of refraction, 51, 68
instrument Mueller matrix, 141
intensity, 25
Irma, 227
irradiance, 9

J
Jordan, 192, 193
Jordan and Lewis, 191, 192

K
Kirchoff’s law, 19, 199, 213
Kliger, 2
Kokhanovsky, 114, 115

L
Lambertian, 64
Lambertian radiator, 66
Lee, 117
left-handed polarization, 29
lens falloff, 171
Leroy, 84, 110
LIDAR, 1
linear polarization, 31
Lyapustin and Privette, 82

M
Marschner, 80
Mason, 175
Maxwell, 89, 199
Maxwell-Beard, 89
Meyers, 94, 227
Mie, 113
Mie scattering, 116
MODTRAN, 108, 116, 117, 122
MODTRAN-P, 180
Morel, 160
Mueller, 5, 57
Mueller matrix, 57

N
Nadal, 84, 95
Nandy, 84
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NASA, 85
Nicodemus, 7, 12, 66, 73
Ni et al., 76
Nonconventional Exploitation Factors Data 

System (NEFDS), 93, 178
Nonconventional Exploitation Factors (NEF), 

78, 93, 178
nonselective scattering, 116

O
optical depth, 113

P
Perlin, 165
Persons, 150
Pesses and Tan, 195, 196
Peterson, 88
phase, 22
phase function, 114
phase retarders, 55
photon, 8
Pickering’s method, 138
Planck, 17
Planck’s constant, 8
Poincaré, 47
Poincaré sphere, 47
Polar Heat, 195
polarimetric bidirectional reflectance 

distribution function (pBRDF), 5, 75, 85, 
94, 168, 177, 200

polarimetric imaging, 1
polarization, 4
polarization angle, 34
polarization ellipse, 29
POLDER, 3, 84, 95
power, 8
P polarization, 71
Priest and Germer, 94, 179, 199
Priest and Meier, 94, 179
propagator, 27
Prosch, 138
pushbroom, 147
Pust and Shaw, 128

Q
quanta, 7
quarter wave plate, 55, 59

R
radiance, 12, 107
radiance transmission, 52

radiant exitance, 9
radiant flux, 8
radiometry, 7
radiometry solver, 176
Radke, 84
Ratliff, 150
Rayleigh, 114
Rayleigh scatter, 113, 114
Rayleigh scattering function, 115
reflectance, 18
reflectivity, 18, 51
registration, 149
Reid, 160
Rencz, 4
responsivity, 14
retarders, 55, 59
Richards, 2, 153
right-handed polarization, 29
Robinson, 227
Rondeaux, 95
rotation matrix, 42
Roujean, 178

S
Sabatke, 142
Sadjadi, 160
Sadjadi and Chun, 227
Sandford-Robertson, 94
Sandmeier, 79, 82, 83, 165
Sandmeier and Itten, 83, 165
saturation, 154
scattering, 113
scattering function, 65
Schaaf, 84
Schill, 83
Schott, 2, 7, 63, 107, 108, 115, 121, 147, 153, 

175, 227
Schowengerdt, 2, 153
selective radiators, 17
Serrot, 83
shadowing and obscuration function, 202
Shaw, 161, 206
sheet-polarizer materials, 54
Shell, 63, 107, 174
Shell and Schott, 109, 112, 165, 227
Shurcliff, 2
signal to noise, 150
Smith, 122
Snell’s Law, 52, 69
Solomon, 138
spectral bandwidth, 16
spectral density, 14
Spectralon, 166, 171
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spectral response, 14
spectroscopy, 4
specular, 64
specularity, 66
speed of light, 8
S polarization, 70
Stefan-Boltzmann, 19
steradian, 12
Stokes, 5, 32, 33, 38
Stokes parameters, 34
Stokes vector, 36, 45
Stokes vector images, 153
Stover, 74
Strahler, 79
superposition, 24
system matrix, 141

T
target, 42
Thilak, 153, 160
throughput, 13
Torrance and Sparrow, 88, 94, 179, 199
total spectral reflectance, 63
transmission, 18
transmissivity, 18
transmittance, 18
two-color polarimetric, 156
Tyo, 2, 139, 141, 146, 154, 155, 156, 157, 199, 

206
Tyo and Wei, 143, 150

U
Umov, 73
Umov effect, 73, 171
upwelled, 107
upwelled radiance, 112
Ustin, 4

V
value, 154

W
Walraven, 139
Walthall, 82, 165
Wang, 165
wavelength, 4, 8
wave number, 8
Wien displacement law, 20
wire grid polarizer, 54, 211
Wolff, 137, 153

Y
Young, 22, 212

Z
“zero angle” bistatic scan, 89
Zhang, 161
Zhao, 161
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