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General Preface 

What is Biological Physics? 

A short definition of Biological Physics is "The physics of the life processes". As- 
pects of the life processes are studied in light of the laws of nature, which are assumed 
to be equally valid for living and dead matter, with physical concepts and methods. 
A multidisciplinarian approach brings together elements from biology - knowledge 
of the problem that is a t tacked-  and from the physical sciences - the techniques 
and the methodology for solving the problem. Biological Physics is unlike any other 
physical (sub)discipline in one aspect: the observer and the examiner of the natural 
phenomena, as well as the conceptualizer are themselves object of study. 

While this leads to interesting knowledge-theoretical problems in biophysical fields 
as the psychophysics of perception, normally this distinction is not important. In 
principle, Biological Physics covers the physics of all of biology, including medicine, 
and therefore its range is extremely broad. Hence, it is useful to classify research 
in biological physics according to the biological level of aggregation: molecular, 
cellular, supracellular and organismal. On every level one may further distinguish 
structural organization and function, and the relation between the two. In addition 
one may discriminate, even on a molecular level, processes of growth and structural 
differentiation, regulation of the energetic and material properties of the internal 
medium (thermodynamics, mass transport), sensory and neuro-motoric processes, 
etc. 

Why a Handbook of Biological Physics? 

It will be clear that even with the above ways of differentiating between its fields 
and subfields, Biological Physics is not a discipline that is easily covered by one or 
a few monographs. Yet, there is a need to bring order in the growing complexity 
of research in Biological Physics, to present the experimental results obtained in the 
manifold of its (sub)fields, and their interpretation, in a clear and concise manner, 
such that physicists with an interest in certain biological problems will find an in- 
depth and yet digestible coverage of a particular field, while biologists may learn to 
what extent the physical approach helps in solving problems in their respective fields. 
Furthermore, for appreciating the significance of the many branches of Biological 
Physics and to help guide the rapid evolution of the various subfields, it is necessary 
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to take time for assessing the results gathered over the past years, connect them to 
research in other, perhaps at first sight unrelated, fields and to reflect on the direction 
in which the field should, or is likely to move. 

A good way to answer the need for assessment and reflection is setting up a 
series of interconnected volumes, each devoted to a certain subfield that is covered 
in depth and with great attention to the clarity of presentation. A series conceived 
in such a way that interrelations between fields and subfields are made clear, areas 
are identified in which a concentrated effort might solve a long-standing problem 
and, ideally, an evaluation is presented to which extent the application of physical 
concepts and methodologies, with often considerable effort in terms of personal and 
material input, has advanced our understanding of the biological process under study. 
The Handbook of Biological Physics, of which the present work is the first volume, 
is conceived to become such a series. 

The Handbook of Biological Physics, an outline 

Individual volumes of the Handbook are devoted to an entire "system" unless the 
field is very active or extended (as, e.g., for membranes or vision research), in which 
case the system will be broken down into two or more subsystems. A system can be 
a "membrane", a cell, the peripheral part of a sensory or motor system, part of the 
brain, a complete perceptual system, a sensorimotor system, etc., as long as it has 
been studied using biophysical methods. Depending on the subject, there will be an 
emphasis on physical chemistry approaches (emphasis on structure at the molecular 
level) and biophysical approaches (emphasis on mechanisms). 

The guiding principle of planning the individual volumes is that of going from 
simple, well-defined concepts and model systems on a molecular level, to the highly 
complex structures and working mechanisms of living matter. That is, every volume 
will be written in a bottom-up fashion. Each volume will contain an introductory 
chapter defining the place of each of the other chapters into this bottom-up approach. 
Ideally this introduction will define the "Black Box" and some of the sub-boxes 
constituting the system. This chapter will usually be followed by a morphologi- 
cal/structural chapter sufficiently detailed to form a basis for the later physiological 
and biophysical chapters. Generally the volume will end with a closing chapter indi- 
cating which parts of the black box have become somewhat "grey" or even "white", 
and providing an outlook into the future. 

Planned volumes 

It goes without saying that the Handbook of Biological Physics as outlined above is 
an ambitious undertaking, which will take many years to complete. It is therefore 
not possible to present an exhaustive list of planned volume topics. The "bottom-up" 
approach adopted for individual volumes, is also the guideline for the entire series. 
This means that the Handbook starts with a number of volumes devoted to molecular 
and supramolecular systems, and will continue with several volumes on cellular and 
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supracellular systems. Finally, a number of volumes is planned on the biophysics of 
suborganismal systems and whole organisms. 

Volumes presently completed, in statu nascendi, and tentatively planned are: 
1. The Biophysics of Membranes I, Part 1 and 2. 
2. The Biophysics of Membranes II, transport phenomena, signalling. 
3. Vision I, molecular aspects and the retina. 
4. Neuro-informatics I, neural modelling. 
5. Neuro-informatics II, information processing. 
6. Vision II, perception, pattern recognition, imaging. 
7. Photosynthesis and electron transport. 
8. Fluid dynamics and chaos. 
9. Motion and contractile systems. 

10. The vestibular system. 
11. Hearing. 
12. Electro-reception and magnetic field effects. 
Of course, the above list is, apart from the first four or five volumes, tentative and 

subject to change, and must not be construed as providing a complete overview of 
research in Biological Physics. Further volumes will be added as the need arises. 

In conceiving the Handbook of Biological Physics I have had help from many 
sides. It is a great pleasure to acknowledge the brainstorming sessions with Anita de 
Waard of Elsevier Science, who was instrumental in putting the idea of a Handbook 
of Biological Physics on a sure footing. Without the expertise and constructive 
help of Jos Eggermont in the initial stages of the project I doubt that the Handbook 
would ever have seen the light. The support of Elsevier Science and its staff was 
and continues to be, essential for the successful outcome of the enterprise. It is 
our hope that the Handbook will find a warm welcome in the Biological Physics 
Community, and that those who find occasion to read and peruse one of its volumes, 
will communicate to us their criticisms and suggestions for the future development 
of the project. 

Leiden, Spring 1995 
Arnold J. Hoff 

Editor 
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Preface to Volume 1B 
Generic and Specific Interactions: 

Introduction and Overview 

All living matter is built up from cells. This has already been realized during the 
last century. However, the general principles underlying the structure and dynamics 
of these cells remained obscure for a long time. Recently, a combination of cell bi- 
ology, genetics, biochemistry and biophysics has led to a new level of understanding 
and to the new discipline of molecular cell biology. 

One general construction principle which has emerged from molecular cell biol- 
ogy is the use of membranes in order to organize space into different compartments. 
First of all, each biological cell is enclosed by its outer plasma membrane which 
controls the interaction between the cell and its environment. This applies both to 
the relatively small cells of bacteria or prokaryotes, which have no cell nucleus, and 
to the much larger cells of eucaryotes, which have such a nucleus. The latter class 
of organisms contains all animals and plants as well as single-celled microorganisms 
such as amoeba or yeast. In addition to the outer plasma membrane, all eucary- 
otic cells contain internal membranes which represent the boundaries of the internal 
organelles such as the nucleus, mitochondria, chloroplasts, etc. 

On the molecular level, biomembranes are quite complex: they contain specific 
mixtures of molecules which reflect their diverse biological functions. However, in 
spite of this complex composition, all biomembranes exhibit an universal construction 
principle. Indeed, the basic structural element of all biomembranes appears to be 
a bilayer of lipid molecules which serves as a two-dimensional solvent for various 
proteins. Therefore, the simplest model systems for biomembranes are provided by 
lipid bilayers without any proteins. Such bilayers can be prepared in several ways 
and can then be studied by physical methods. When dissolved in water, these bilayers 
form closed vesicles which resemble the compartments formed by biomembranes. 

The present volume on 'Structure and Dynamics of Membranes' covers various 
aspects of biomembranes and lipid bilayers from the biophysical point of view. An 
alternative title for this volume would be 'Biologically inspired physics of mem- 
branes'. The volume has two parts. Part A dealt with lipid water systems, the 
morphology of vesicles and the applications of liposomes. Part B about 'Genetic 
and Specific interactions' covers membrane adhesion, membrane fusion and the in- 
teraction of biomembranes with the cytoskeleton. What follows is a brief summary 
of the contents of Part B. 
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The first two chapters of Part B discuss the generic interactions of membranes from 
the conceptual point of view. The first chapter by Lipowsky starts with an overview 
over the different experimental techniques for membrane adhesion and then focuses 
on the interplay between molecular forces and entropic interactions. The second 
chapter by Andelman gives a review of the electrostatic interactions of membranes. 

The next two chapters summarize the experimental work on two different bilayer 
systems. In the chapter by Parsegian and Rand, lyotropic liquid crystals consisting 
of large stacks of interacting bilayers are studied using the osmotic stress method. In 
this latter approach, one applies an osmotic pressure to the membranes and measures 
their separation by X-ray diffraction. The second system consists of bunches of lipid 
bilayers which are observed in the light microscope. The behavior of these bunches 
is difficult to understand and may indicate that lipid bilayers have a 'hidden' reservoir 
of membrane area, see the chapter by Helfrich. 

The adhesion of biomembranes is more complex than the adhesion of lipid bilayers. 
Plasma membranes, for example, are usually covered by many proteins which lead to 
specific adhesion mechanisms. The processes of contact formation, focal bounding 
and macroscopic contacts between cells are discussed in the chapter by Evans. Some 
representative models for cell adhesion are described in the chapter by Bongrand. In 
these systems, adhesion is controlled by specific adhesion molecules. For eucaryotic 
cells, these adhesion molecules are usually connected to the cytoskeleton inside the 
cells. 

The cytoskeleton within eucaryotic cells consists of a network of relatively stiff 
filaments. Three different types of filaments have been identified: actin filaments, 
intermediate filaments and microtubuli. As explained in the chapter by Janmey, 
much has been recently learned about the interaction of these filaments with the cell 
membrane. This interaction is also crucial for cell shape, cell locomotion, and cell 
division. 

The two final chapters of Part B deal with membrane fusion. Indeed, there are 
many biological processes in which membrane adhesion is the first step towards 
membrane fusion. One example is provided by the transport vesicles which shuttle 
between different compartments of eucaryotic cells. It seems that fusion can be 
induced in several ways. As discussed in the chapter by Dimitrov, one generic 
fusion mechanism which has recently become available is electrofusion induced by 
electroporation. Another more specific mechanism is based on the interactions with 
cations such as Ca 2+ as described in the final chapter by Arnold. 

We thank all authors of this handbook for their cooperation and Clarissa Jansen 
and Gudrun Conrad for their help with the editorial process. 

Reinhard Lipowsky and Erich Sackmann 
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1. Introduction 

The interaction of biomembranes and lipid bilayers is characterized by the interplay 
of energy and entropy [1 ]. The forces between the molecules lead to direct interac- 
tions which are already present for immobilized or rigid membranes. The membranes 
considered here are, however, not rigid but rather flexible and, thus, undergo ther- 
mally excited shape fluctuations which lead to fluctuation-induced interactions [2]. 

The competition between direct and fluctuation-induced interactions represents an 
interesting renormalization problem since it involves many length scales [3]. Indeed, 
the spectrum of shape fluctuations contains a wide range of length scales from about 
1 nm for displacements of single molecules to about 10 #m for the flicker modes of 
vesicles and cells. 

The renormalization arising from these shape fluctuations acts to increase the 
repulsive part of the direct interaction. In fact, sufficiently strong fluctuations over- 
come the attractive part of the direct interaction and lead to unbinding or adhesion 
transitions between bound and unbound states of the membranes [3-5]. Similar tran- 
sitions occur for interfaces and polymers where they represent wetting and adsorption 
transitions, respectively [6]. 

This chapter is organized as follows. The basic properties of the model membranes 
considered here are briefly described in the remainder of this introductory section. 
Section 2 contains a short review of the experimental methods which have been used 
to study the adhesion and the cohesion of membranes. The direct interaction between 
two rigid membranes is discussed from a theoretical point of view in section 3. The 
effects of thermally excited fluctuations are first treated in a heuristic way in section 4. 
The systematic theory starts in section 5 where the renormalization of the interaction 
by bending undulations is described for the case of two membranes. Stacks and 
bunches of many membranes are considered in section 6. The renormalization of 
hydration forces by protrusion modes is studied in section 7. 

1.1. From biomembranes to bilayers 

Each biological cell is enclosed in an outer membrane which controls the interface 
between the cell and its environment. In addition, all eucaryotic cells, i.e. all cells 
of plants and animals, contain a large number of organelles such as the cell nucleus, 
mitochondria or chloroplasts etc. which are also bounded by membranes [7, 8]. The 
outer cell membrane can be observed through the light microscope. The peculiar 
form of the red blood cell, for example, was already discovered more than 300 
years ago with this experimental technique. More recently, electron microscopy has 
revealed the amazing architecture of the interior membranes of the cell. 

524 
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The total membrane area of an eucaryotic cell is relatively large. The membranes 
of a single liver cell, for example, have a total surface area of about 105 #m 2 while 
its volume is about 5 • 10 3 /zm 3. About 98 percent of this large area belong to the 
inner membranes and only 2 percent to the outer membrane of the cell. 

The basic function of biomembranes is to provide different spatial compartments 
and to act as highly selective barriers for the exchange of molecules between the 
different compartments. In this way, they sustain the concentration gradients between 
these compartments. Because of this function, membranes must have been a crucial 
ingredient for the origin of life. Indeed, it is rather unlikely that a self-replicating 
mixture of macromolecules could survive without the enclosure by a membrane. 

In addition, biomembranes have many other biological functions such as signal 
transduction or mechanical support for polymer networks. Because of their diverse 
biological functions, biomembranes are composed of specific mixtures of many lipids 
and (amphiphilic) proteins. However, in spite of these specific differences in their 
composition, all biomembranes have the same universal structure: The basic struc- 
tural element is provided by a lipid bilayer to which the proteins are attached by 
their hydrophobic (or lipophibic) domains. 

1.2. Molecular structure of lipid bilayers 

Lipids are amphiphilic molecules with a hydrophilic head group and usually two 
lipophilic hydrocarbon chains. Single lipid molecules are essentially insoluble in 
water. More precisely, each lipid can be characterized by a critical concentration 
X.  [9]. For lipid concentrations X < X. ,  one has a dilute solution consisting of 
single molecules or monomers. As soon as X exceeds X.,  the lipid molecules ag- 
gregate and form bilayers. Within these bilayers, the molecules are arranged in such 
a way that the hydrophilic head groups form the two lipid-water interfaces bounding 
the bilayer whereas the hydrocarbon chains are confined inside the bilayer and have 
essentially no contact with the water. These bilayers are essentially 2-dimensional 
systems: Their thickness is 4-5 nm whereas their lateral extension is usually of the 
order of #m's. 

The critical concentration X.  is very small and decreases with increasing length of 
the hydrocarbon chains. For lipids with two identical chains containing 2Nc carbon 
atoms, one has X.  ~ exp[-1.7Nc] at room temperature [10, 11]. This exponential 
dependence can be experimentally confirmed for small values of Nc. For DPPC 
(dipalmitoyl phosphatidyl choline) with Nc = 16, extrapolation leads to the estimate 
X.  ~ 10-12, i.e. less than one molecule per 10/zm 3 water .  Such a small concentration 
cannot be measured directly. 

For lipid concentrations X > X.,  the monomer concentration within the solution 
stays essentially constant and is given by X.  whereas the concentration of bilayers 
is proportional to X. Since X.  is so small, the exchange of molecules between the 
bilayers and the solution is very slow. As long as one considers phenomena which 
are fast compared to this rather slow exchange process, one may assume that the 
number of molecules within each bilayer is constant. 

Since a lipid bilayer is an essentially two-dimensional system, it can exhibit distinct 
thermodynamic phases. Indeed, lipid bilayers always exhibit a fluid phase at high 
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temperatures and one or several gel or solid-like phases at low temperatures, see the 
chapter by Sackmann in this handbook. Within the fluid phase, the molecule can 
freely diffuse along the bilayer. The corresponding diffusion coefficients are usually 
10-7-10 -8 cm2/sec, see the chapter by Almeida and Vaz in this handbook. In this 
chapter, I will be primarily concerned with this fluid state of lipid bilayers. 

1.3. Elastic properties of fluid membranes 

Fluid membranes have rather special elastic properties. Since the shear modulus 
within a fluid membrane is zero, there are only two types of elastic deformations for 
such a membrane: stretching and bending [12-14]. 

The stretching of lipid bilayers is limited to rather small deformations since they 
start to rupture as soon as their area is changed by about one percent [15]. In 
this respect, they behave like a piece of paper. However, paper is not fluid but 
polymerized or solid-like, and one can bend it smoothly only in one direction since 
any other bending deformation necessarily implies a sheafing deformation as well. 
In particular, it is not possible to deform a fiat piece of paper into a spherical segment 
without creating folds and crinkles (this applies to any deformation which changes the 
Gaussian curvature of the paper surface). In contrast, a fluid membrane can undergo 
such a shape deformation in a smooth way: since there is no elastic response to 
applied shear forces, the molecules follow these forces and start to flow within the 
membrane. 

Biomembranes also undergo complex shape transformations which imply that they 
must be in a fluid state. One example is the formation of small 'satellite' vesicles 
which bud off from a larger membrane, see chapter by Seifert and Lipowsky in 
this handbook (this process necessarily involves a change in the Gaussian curvature 
of the membrane). The fluidity of biomembranes is essential for many biological 
functions. Therefore, the cell adjusts the lipid composition of its membranes in such 
a way that they remain in a fluid state irrespective of the ambient temperature and 
of other external conditions. 

In principle, a fluid surface which does not experience any lateral tension but 
undergoes thermally-excited fluctuations starts to behave as a random surface without 
any average orientation as soon as its size exceeds a certain length scale, the so- 
called persistence length (p [16]. This length scale depends on the bending rigidity 
~; and on the temperature T, and is given by a molecular scale a x exp[47r~/cT] with 
a dimensionless coefficient c of order one [17, 18] (here and below, the temperature 
T has energy units, i.e. T is a short-hand notation for Boltzmann constant kB x 
temperature in Kelvin). 

For lipid bilayers, the bending rigidity has typical values ~ _~ 10-20 T [19, 20]. 
This implies that the persistence length is very large compared to the largest acces- 
sible size of the bilayers. Therefore, under normal circumstances, lipid bilayers (and 
biomembranes) do not behave as random surfaces with no average orientation. Nev- 
ertheless, they do exhibit thermally-excited fluctuations such as bending undulations 
or protrusion modes. As explained in this chapter, these shape fluctuations have a 
rather strong effect on the interaction between the membranes. 
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2. Experiments on membrane adhesion 

There are several experimental methods by which one can probe the adhesion and 
cohesion of membranes. These methods will be briefly reviewed in the following 
section. 

First, those methods will be discussed by which one can obtain information about 
the interaction of two surfaces: 

(i) With the surface force apparatus, one can measure the direct interaction be- 
tween two rigid lipid bilayers which have been immobilized onto mica sur- 
faces [21-24]; 

(ii) The cohesion of two membranes can be controlled by micropipet aspiration. 
In this case, the flexibility of the membranes can be changed by varying the 
lateral tension [15, 25-27]; and 

(iii) The adhesion of one flexible membrane to a solid surface can be studied by 
reflection interference microscopy [28, 29]. 

In addition, several methods will be discussed which provide information about 
the interaction of two membranes within a stack or bunch of many membranes: 

(i) The osmotic stress method for bulk samples of lamellar phases [30-36]; 
(ii) Surface reflectivity of X-rays [37, 38] or neutrons [39] for membranes bound 

to an interface; and 
(iii) Phase contrast microscopy of accidental adhesive contacts within bunches 

which contain a relatively small number of bilayers [40, 41 ]. 
It should be emphasized that this list of experimental methods is not complete. For 

example, useful structural information has also been obtained with nuclear magnetic 
resonance [42], a technique which is not described here. 

2.1. Surface force apparatus 

From a conceptual point of view, one would first like to know the interaction between 
two rigid membranes. To some extent, this interaction can be measured by the surface 
force apparatus [21-24]. This apparatus consists of two glass cylinders with a radius 
of the order of 1 cm. Curved layers of mica are glued onto these cylinders. The 
cylinders are mounted onto a spring system in such a way that the axes of the two 
cylinders are perpendicular. Thus, as the crossed cylinders are moved against each 
other via the spring system, they interact only over a relatively small area across the 
intermediate liquid solution. Within this interaction 'zone', the two mica surfaces are 
expected to be rather smooth down to molecular length scales. A first version of the 
surface force apparatus appeared in the work of Derjaguin and coworkers [43] and 
has been further developed during the last two decades, especially by Israelachvili 
and coworkers. 

For two planar surfaces which are separated by a liquid layer of constant thick- 
ness l, the interaction free energy per unit area will be denoted by V(1). This quantity 
will also be called the direct interaction since it directly reflects the forces between 
the molecules. The total interaction free energy 7-[ is then given by 

7-[ - / d2z V(1) (2.1) 
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where the integration extends over the total area of the surfaces. This expression for 
7-/can also be used for two curved surfaces with l = l(x) provided 

(i) The curvature radii of the surfaces are large compared to the minimal separa- 
tion lm of the two surfaces, and 

(ii) The interaction V(l) decays rapidly to zero and the integral in (2.1) is deter- 
mined by those regions for which l is still of the same order of magnitude as 
lm [44]. 

It is then appropriate to expand the separation l(x) around l(0) = lm. For two 
crossed cylinders of radius R, this leads to 

E 7-[ ,~ 2rrR dl V(l) for R >> lm. (2.2) 

Now, the total force F between the two cylinders is given by 

F ( / m )  = --i37"[/i31m ~ 2rrRV(lm) for R >> lm. (2.3) 

Therefore, if one measures the functional dependence of the force F on the minimal 
separation Im, one also knows the direct interaction V(/m). 

The force F between the crossed cylinders is measured via the deflection of the 
spring, and the shortest separation lm of the two surfaces within the interaction 'zone' 
is determined via an optical technique using multiple-beam interference fringes. 

The force F is balanced, within the surface force apparatus, by the spring system. 
If the spring is harmonic with spring constant Ks, stable force equilibrium is only 
possible if the gradient of the force satisfies 

Ks > aF/Ol ,.~ 2rrRaV/al. (2.4) 

In general, this inequality will not hold for a certain range of/-values. As soon as 
one reaches the boundaries of such an unstable/-range, the surfaces will jump closer 
together or further apart. Therefore, it is useful to vary the spring constant Ks in 
order to determine the quantity aV/al from the onset of these jumps [22, 23]. 

In principle, one has to immobilize a lipid bilayer on each mica surface in order 
to measure the direct interaction of these bilayers as a function of their separation. 
In practice, these immobilized bilayers have been built up by subsequent deposition 
of two monolayers. In order to avoid desorption of the lipid from the mica surfaces, 
the solution in the apparatus has to be presaturated with lipid monomers. On the 
other hand, one may also study the interaction of 'partial bilayers' for which some 
fraction of the lipid has desorped into the solution. 

An example for the experimental data obtained in this way is shown in fig. 1 [22]. 
The data correspond to full and partial bilayers of DLPC (dilauroyl phosphatidyl 
choline) which are electrically neutral. In fig. 1, the quantity F / R  and the direct 
interaction V -- F/2rrR are plotted as a function of the bilayer separation 1. At 
small separations, V(1) ,,., F(1)/R exhibits a strong repulsive part, the interpretation 
of which has led to some controversy, see section 7 below. At large separations, 
the direct interaction has an attractive part arising from Van der Waals forces. In 
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Fig. 1. Direct interaction V = F/27rR between DLPC bilayers as measured by the surface force 
apparatus. The open circles correspond to full bilayers, the full circles to 'partial' bilayers where the two 

monolayers not in contact with the mica surfaces have been partially desorbed [22]. 

general, all electrically neutral bilayers lead to a functional dependence of the direct 
interaction V ~ F / R  on the bilayer separation 1 which is similar to the one shown 
inf ig .  1. 

If the force applied by the spring system vanishes, the two surfaces have a finite 
separation, see fig. 1. This separation is, however, different from the equilibrium 
separation of two p l a n a r  bilayers. The latter separation is determined by 

1 0 F  
P = -OV/O1  ,.~ (2.5) 

27rR Ol 

where P is the external pressure, i.e. force per unit area, acting on the membranes.  
For P - 0, the separation 1 - l0 is determined by a V / a l  - o, i.e. by the min imum 
of V(1). 

For full DLPC bilayers, the data in fig. 1 imply that the pressure P - - a V / a l  
grows rapidly to l0  6 Pa "-" l0 atm as the bilayers are further pushed to separations 
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1 < l0 -~ 2.5 nm. In aqueous solution, these bilayers can sustain even much larger 
pressures of the order of 108 Pa "-~ 103 atm when their separation is reduced to a few 
monolayers of water [31, 35]. These latter pressures can be applied to multilayer 
systems as described below in section 2.4. Such high pressures are not accessible 
via the surface force apparatus since the mica layers start to deform elastically. 

2.2. Micropipet aspiration of giant vesicles 

Additional experimental information about the interaction of membranes can be ob- 
tained from the adhesion of vesicles in aqueous solution as controlled by micropipet 
aspiration [15, 25, 27]. The shape of these vesicles can be directly observed in the 
optical microscope, see fig. 2. 

The vesicle is sucked into a pipet of radius Rpip by a suction pressure Ppip which is 
smaller than the pressure Pout of the aqueous medium outside of the pipet and of the 
vesicle. For a sufficiently large pressure difference Pout-  Ppip, the vesicle consists 
of a capped cylinder of radius Rpip and of a spherical segment of radius Rsp. The 
cap of the cylinder has the curvature radius Rpip. It then follows from Laplace's law 
that 2 L ' / R p i p  -- Pm - Ppip and 2Z/Rsp = P m  - Pout where Z and Pm are  the lateral 
tension within the membrane and the pressure inside the vesicle, respectively. This 
implies 

P o u t -  Ppip - 2 L ' ( R . p ~  - R~p 1) > 0. 

If such a pressurized vesicle is attracted towards another surface, it is pulled out of 
the pipet. As a result, a certain volume V of water is transferred out of the pipet into 
the surrounding medium provided that the vesicle volume remains unchanged during 
this process. The corresponding work which has been performed on the system is 

Fig. 2. Adhesion of two lipid vesicles which are brought into contact by two micropipettes. The vesicle 
radii are ~_ 10/zm. The vesicle at the bottom is almost spherical since it is exposed to a relatively large 

suction pressure. (Courtesy of E. Evans.) 
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equal to 

It(Pro - Ppip) q- V ( P o u t - / : ] n )  -- V ( P o u t -  Ppip). 

On the other hand, the vesicle membrane now has a certain contact area A.  with 
the second surface. Since the membrane within the contact region can still undergo 
some shape fluctuations, its separation from the second surface is not constant but 
will have a mean value g -- (1) (which should be constant away from the boundary of 
the contact area). In addition, the shape fluctuations renormalize the direct interaction 
V(1) and act to increase its repulsive part, see section 5 below. As a result, one has an 
effective interaction Veff(/~) and, thus, the interaction free energy A.  Veff(/~) < 0 (here 
and below, the interaction free energy for completely separated surfaces is taken to 
be zero, i.e. Veff(1 = c~) = 0). If this free energy is balanced against the work to 
transfer the water volume V, one obtains the estimate 

]Veff(e)] N V ( P o u t -  Ppip)/~4~.. (2.6) 

In this way, one can determine the adhesion energy IVeff(g)l per unit area. So far, 
the mean separation g has not been measured directly in these experiments. 

Initial aspiration into a pipet with radius Rpip -~ 3 #m occurs at relatively small 
pressure differences Pou t -  Ppip ~ 10-1 Pa ~ 10 -6 atm. Using Laplace's law, this 
leads to a lateral tension 22 '-~ 10 -4 mJ/m 2. This tension can be increased up to the 
tension of rupture, ~'max ~ a few mJ/m 2 [15], which corresponds to the pressure 
difference P o u t -  Ppip ~ 10 -2 atm. Since the lateral tension S reduces the shape 
fluctuations of the membranes, see section 4 and 5, the effective interaction Veff(l) 
becomes more similar to the direct interaction V(1) with increasing tension Z. 

2.3. Reflection interference contrast microscopy 

Vesicles in solution which are attracted towards a glass surface can be studied by 
reflection interference contrast microscopy [28, 29]. The vesicle, which is separated 
from the substrate by a liquid layer of variable thickness l, is illuminated through 
the glass surface (the same experimental technique has been used for a long time to 
study thin wetting films between gas bubbles and a solid substrate [45, 46]). 

The light is reflected back both from the membrane and from the interface between 
the solid and the aqueous solution (it is useful to coat the glass by a thin layer of 
another solid material such as magnesium fluoride). The interference fringes arising 
from these two reflections are then observed in the optical microscope. Several 
examples of such interference patterns are shown in fig. 3. 

The shape of the interference fringes already indicates if the vesicle is in a state of 
strong or weak adhesion. For relatively weak adhesion, the fringes undergo strong 
fluctuations which correspond to the thermally-excited fluctuations of the vesicle 
membrane. In addition, from a detailed analysis of the contrast of the interference 
fringes, one can obtain the separation l of the vesicle membrane from the solid 
substrate with a resolution of about 1 nm (the lateral resolution is about 0.2 #m). 
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Fig. 3. Membrane of a bound vesicle as observed by reflection interference contrast microscopy. 
(a) Relatively large lateral tension which suppresses all shape fluctuations, and (b) Pronounced shape 

fluctuations for relatively small tension. (Courtesy of J. Rfidler and E. Sackmann.) 

So far, this experimental technique has not provided any quantitative information 
on the interaction free energy V. This could be achieved by a combination of 
reflection interference contrast microscopy and micropipet aspiration. In such an 
experiment, the vesicle is pushed towards or pulled from the solid surface by a 
micropipet, and the separation of the vesicle from the solid substrate is simultaneously 
measured by interference microscopy. 

The analysis of the shape fluctuations as shown in fig. 3 indicates that the mem- 
brane of the vesicle experiences an effective lateral tension [47]. Since these vesicles 
contain sugar molecules which cannot penetrate the membrane, there is an osmotic 
pressure Pos between the inside and the outside of the vesicle. The correspond- 
ing tension is given by S = RPos/2 ,~ RNT/2  where N is the number of sugar 
molecules per unit volume inside the vesicle (it is assumed here that the solution 
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outside the vesicle does not contain sugar). This tension must not exceed the tension 
of rupture, ~'max, which is of the order of a few mJ/m 2 [15]. For a vesicle with 
radius R ~ 10/zm and Zmax ,.o 5 mJ/m 2, for example, the sugar concentration must 
be smaller than 1 molecule/(16 nm) 3 or 0.4 mM. 

2.4. Multilayer systems under stress 

Most lipids form lamellar phases which consist of large stacks of lipid bilayers. If 
the membranes are in a fluid state as assumed here, these stacks represent smectic 
liquid crystals. A typical bulk sample contains several liquid crystal domains in 
equilibrium with excess water. 

The bilayers within such a large stack are separated by thin layers of solvent and, 
thus, undergo some shape fluctuations. As mentioned, these fluctuations renormalize 
V(1) into Veff(/). The mean separation ~ is now determined by 

P - -OVeff(g) /Oe (2.7) 

where P represents the external pressure acting on the stack of membranes. The mean 
separation g can be measured by X-ray or neutron scattering. Since the pressure P 
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can be varied over several decades, one can experimentally determine the functional 
dependence of g on P [30-36]. Some experimental data obtained in this way are 
shown in fig. 4; in this case, the disjoining pressure of PC bilayers was measured 
for three different solvents. 

By definition, P = 0 corresponds to a state in which the lamellar phase is in 
equilibrium with the reservoir of excess water. On the other hand, one may add 
some polymers such as dextran to the excess water which cannot enter the lamellar 
phase. This so-called osmotic stress method leads to the osmotic pressure Pos ~ N T  
for small N where N is the number of polymers per unit volume of excess water. In 
practice, this osmotic pressure on the stack of membranes can be varied over several 
orders of magnitude from 102 to 106 Pa (or from 10 -3 to 10 atm). One can extend 
this pressure range up to 108 Pa (or 103 atm) by using hydrodynamic pressure or by 
equilibrating the lamellar phase with a vapor phase which is in equilibrium with a 
saturated salt solution. These methods are described in more detail in the chapter by 
Parsegian and Rand in this handbook. 

2.5. Surface reflectivity of X-rays and neutrons 

Membranes which are attached to an interface or surface can be studied by surface 
reflectivity of X-rays [37, 38] or neutrons [39]. In these experiments, the incoming 
beam is reflected at an interface, and the intensity of the specularly reflected beam 
is measured as a function of the angle of incidence (or the momentum transfer 
perpendicular to the interface). One may then compare these data with the reflectivity 
as obtained from theoretical models for these profiles. 

One example for this type of experiment is the recent observation of a stack of 
bilayers at the water-air interface [37, 38]. In this case, the surface of a suspension 
containing vesicles of DMPC (dimyristoyl phosphatidyl choline) was studied by 
X-ray reflectivity. The reflectivity data showed a strong dependence on temperature, 
see fig. 5. At relatively low temperatures, these data are consistent with the formation 
of a lipid monolayer at the water-air interface. As the temperature is increased, a 
series of sharp peaks is observed in the reflectivity which indicate the formation of 
bilayers adjacent to the monolayer. This could arise from the adhesion of the DMPC 
vesicles to the surface and from the subsequent fusion of these vesicles induced by 
the adhesion [48]. 

So far, this method has not been used to study the separation of the bilayers as a 
function of an external control parameter. It should be possible, however, to combine 
surface reflectivity methods with the osmotic stress method to obtain information 
about the effective interaction of the membranes close to the surface. 

2.6. Optical microscopy of membrane bunches 

Bunches of several lipid bilayers can be observed in swollen samples by optical 
microscopy [40, 41]. An example is shown in fig. 6. In this figure, horizontal 
bunches of membranes are connected by single bilayers. Inspection of fig. 6 shows 
that these bilayers are rather straight away from the bunches but are rounded close to 
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Fig. 6. Phase contrast micrograph of bunches of PC bilayers. The thick lines (which are roughb 
horizontal) represent bunches containing several bilayer, the thin lines (which are roughly verticall 
are presumably single bilayers which form bridges between two neighboring bunches. (Courtesy ot 

W. Helfrich). 

these bunches. This geometry is discussed in more detail in the chapter by Helfrich 
in this handbook. 

In general, a membrane which adheres to another, essentially fiat surface exhibits 
the contact curvature radius [49, 50] 

R, = v/~/21Veff(e)l (2.8) 

where Veff(g) is the adhesion free energy per unit area as before. Thus, the measured 
value of R, leads to a rough estimate for IVeff(g)l if one knows the bending rigidity ~. 

As explained in section 5.6 below, the adhesion free energy IVeff(g)l increases 
with increasing lateral tension s since this tension acts to reduce the repulsion 
arising from shape fluctuations. Thus, the contact curvature radius R, decreases 
with increasing Z. In the limit of large Z, the bilayer forms an effective contact 
angle ~beff with the membrane bunch which satisfies 

IVeff(g)l - ~'(1 - cos  ~)eff ). (2.9) 

From this relation, one can estimate the lateral tension S,  using the experimentally 
determined contact angle @eff and the estimate for IVeff(e)l, as obtained from the 
measurement of the radius R,  of contact curvature. The lateral tensions deduced in 
this way lie in the range 3 x 10 - 6  mJ/m 2 < S < 10 -3  mJ/m 2 [40, 41]. 
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3. Direct interaction between two rigid membranes 

In this section, the direct interaction between two rigid membranes will be discussed 
from the conceptual point of view. As explained before, an example is provided by 
two lipid bilayers which have been immobilized on mica surfaces. Here and below, 
it will be tacitly assumed that the membranes do not fuse and thus do not change 
their topology. In the absence of fusion, the membranes cannot penetrate each other, 
and their direct interaction contains the hard wall potential 

{ ~  for / < 0, 
l~w( l ) -  0 for l > 0. (3.1) 

Vanishing separation, l = 0, corresponds to direct contact between the lipid head 
groups of the two bilayers. 

The hard wall potential V~w represents a useful theoretical model since it contains 
no energy scale. In practice, the immobilized and planar membranes experience a 
variety of interactions arising from intermolecular forces. These interactions will be 
denoted by AV(1). Thus, the direct interaction between two planar membranes is 
taken to have the genetic form 

v q )  = Vhw(1)+ ZXV(t). (3.2) 

As explained before, one has -OV/i~l = P, i.e. the disjoining pressure, -aV/al, 
arising from the direct interaction is balanced against the extemal pressure P. 

In general, there are several intermolecular forces which contribute to V(1). First, 
consider the simplest case of two identical lipid bilayers which (i) are electrically 
neutral, and (ii) interact across a water layer which contains no macromolecules or 
colloids. In this case, the interaction potential AV(l) is composed of a repulsive 
hydration and an attractive Van der Waals interaction and has the schematic form as 
shown in fig. 1. These two contributions will be discussed in sections 3.1 and 3.2, 
respectively. The electrostatic interaction of charged membranes is considered in 
section 3.3, and the direct interaction mediated by macromolecules in section 3.4. 

3.1. Hydration forces 

For small separations of the order of 1 nm, lipid bilayers experience strong repul- 
sive forces which have been originally discovered for multilayers under external 
stress [35]. In these multilayer systems, one has to exert a pressure of the order of 
108 Pa "~ 103 atm in order to obtain bilayer separations below 1 nm. For two bilay- 
ers immobilized on mica, one also finds a strong repulsive force at short separations 
[21, 33] but the pressure is limited to P < 4 • 10 6 Pa "-~ 40 atm since the mica 
surfaces are elastically deformed for higher pressures. 

It was generally believed for some time that these hydration forces are governed 
by the intrinsic structure of the lipid water interfaces. An alternative explanation has 
been proposed, however, in which these forces arise from the protrusions of the lipid 
molecules [51]. These two explanations have led to some controversy [52, 53]. We 
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have recently argued that, in general, both hydration and protrusion will contribute 
towards the short-ranged repulsion between the bilayers [54, 55]. 

In this section on direct interactions, I will focus on the hydration forces between 
immobilized or rigid membranes which should arise from the intrinsic structure of 
the lipid water interfaces. This interface can be described by a density profile which 
represents the variation of an appropriate order parameter density with the distance 
y from the lipid surface. From the theoretical point of view, one would like to 
calculate this intrinsic structure of the lipid-water interface. There have been several 
attempts in this direction based on density functionals. However, since there is no 
satisfactory theory for water, the choice of the appropriate order parameter is not 
obvious. Various candidates have been proposed such as local water polarization 
[56, 57], orientation of hydrogen bonds [58] or electrostatic potentials [59-62]. 

If the lipid water interface were laterally smooth on the scale of the water molecules, 
the density profile would exhibit oscillations within the water which would represent 
the successive packing of water layers. However, the water molecules in front of the 
lipid surface 'sees' hills and valleys, the size of which is set by the lipid head groups. 
In a fluid bilayer, this corrugation exhibits no long-range order and the lateral average 
leads to a density profile for which the oscillatory part is strongly suppressed [54]. 
The profile should then be characterized by exponential tails ,-~ exp[-y/lhy] which 
defines the hydration length/hy. Such an exponentially decaying profile follows from 
the classical van der Waals theory for fluid-fluid interfaces and is also obtained from 
the more recent density functional theories mentioned above. One must note, how- 
ever, that the hydration length lhy is a phenomenological parameter in all of these 
theories. 

Now, if two lipid water interfaces are brought into close contact across a water 
layer, their density tails become distorted which leads to an exponential repulsion 
between the two bilayers as described by the interaction 

A V ( l )  -- Vhy exp[ - -1 / lhy] .  (3.3) 

The exponential form for AV(1) arising from the intrinsic structure of the lipid wa- 
ter interface was originally introduced in order to explain the experimental results 
obtained for multilayers under external stress. One must note, however, that the 
bilayers within a lamellar phase are not immobilized and thus undergo shape fluc- 
tuations which renormalize the direct interaction as given by (3.3). One type of 
shape fluctuations which change the hydration interaction are protrusion modes in 
which individual lipid molecules make small excursions perpendicular to the bilayer 
membrane, see section 7 below. 

The total disjoining pressure observed for multilayers under applied stress is given 
by P ~ Pt exp[-g/lt] where g is the mean separation of the bilayers. The observed 
decay length It is not universal but varies from 0.1 to 0.3 nm and the measured 
pressure amplitude Pt is estimated to be in the range 4 • 107 Pa < Pt ~ 4 x 109 Pa. 
The theory described in section 7 below predicts the general inequality/hy < lt. 
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3.2. Van der Waals forces 

Water and lipid molecules have permanent dipole moments. If these dipoles have no 
average orientation, their interaction potential decays as ~ 1/r  6 for large separation r. 
In addition, these molecules possess induced dipole moments which are related to 
their spectrum of absorption frequencies. The corresponding interaction potentials 
also decay as ~ 1/ r  6. These interactions between permanent and induced dipoles 
are collectively called Van der Waals forces, see, e.g., [63]. 

Now, consider two identical lipid bilayers separated by a solvent layer of thick- 
ness l. The bilayers have a typical thickness a• of about 4 nm. For 1 << a• one 
may replace the two bilayers by two identical half spaces separated by the solvent 
layer. The Van der Waals interaction between two such half spaces is given by 

H 1 
A V ( 1 ) -  with H < 0. (3.4) 

127r l 2 

The Hamaker constant H consists of two parts, 

H -  Ho(T,/DH) + H1, (3.5) 

arising from the static (or zero-frequency) polarizabilities of the molecules and from 
their polarizabilities at finite frequencies, respectively. The static part H0 is propor- 
tional to temperature T and depends on the Debye-Hiickel screening length IDH- If 
the aqueous solution contains n i  ions of type i per unit volume and if each ion of 
type i has the electric charge qi, the Debye-Htickel screening length is given by 

'D. - -  n i  ( 3 . 6 )  

where e is the dielectric constant of the solvent. In the SI units used here, one has 
- Xe0 with the dimensionless coefficient X and ~0 "~ 8.85 • 10 -12 C2/jm; for 

water, X ~ 78.5. 
In the limit of small loB/l, i.e. if the Debye-Htickel screening length is small 

compared to the separation of the bilayers, one has [63] 

H o ( T ,  /DH) ~ Ho(T, cx:))e -21/lDn. (3.7) 

Therefore, the static part of the Hamaker constant is strongly reduced in the presence 
of salt. 

The Van der Waals interaction has been measured by the surface force apparatus 
for bilayer separations up to I ~_ 6 nm [22, 23]. It was found that the half space 
approximation which leads to AV(l)  ~ 1/12 as in (3.4) is appropriate (i) up to 
1 ~_ 5 nm for pure water (for which IDH ----- 1 #m) and (ii) up to l _~ 4 nm for a 
NaC1 solution of 0.2 M (for which IDH --~ 0.7 nm). For two composite bilayers, each 
consisting of one monolayer of DPPE (dipalmitoyl phosphatidyl ethanolamine) and 
one monolayer of DGDG (digalactosyl diglyceride), the Hamaker constants were 
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found to be (i) H -- ( -7 .5  + 1.0) x 10 -21 J for pure water, and (ii) H ___ H1 = 
(-3.1 + 0.6) x 10 -21 J for the NaC1 solution of 0.2 M. 

In these experiments, the Hamaker constant H can be estimated both from mea- 
surements of the long-ranged attractive tail (as obtained by inward jumps in 1 using 
a variable spring constant Ks, see section 2.1) and from measurements of the direct 
interaction V(1) close to its minimum (as obtained by outward jumps). For DGDG 
bilayers, both estimates were quite similar. Such an agreement was not found, how- 
ever, for bilayers of DPPC and DPPE. For these phospholipids, the Hamaker constant 
estimated from the long-ranged attractive tail was about five times smaller than the 
one obtained from the minimum of the interaction potential. It has been argued 
that this difference arises from the correlations between the dipoles of the lipid head 
groups [64]. 

For membrane separations l large compared to the bilayer thickness a• the half 
space approximation is no longer appropriate and one must consider the corrections 
arising from the finite thickness a• For 1 >> a• the bilayers represent essentially 
two-dimensional sheets which implies 

AV(l) ~ a2/14 for large l. (3.8) 

The value of the prefactor can be calculated if one applies the Lifshitz theory of 
Van der Waals forces to two planar and parallel films of hydrocarbon separated by 
water. The resulting expression for AV(l) which is somewhat complicated has been 
recently analyzed in detail [65]. 

In the absence of salt, the Van der Waals interaction is dominated by the zero- 
frequency part; the corresponding Hamaker constant H0 is almost constant up to 
l ~ 10 nm. On the other hand, if the Debye-Htickel length is sufficiently small, the 
zero-frequency part is completely suppressed, and the van der Waals interaction is 
approximately given by 

 111 2 1 ]  + 
AV(1) ~ l 2 (1 q-a_l_) 2 (l + 2a_l_) 2 

(3.9) 

with Hamaker constant Hi < 0. This approximation applies as long as one can 
ignore retardation effects which lead to A V ( l ) ~  1/l 5 for sufficiently large 1. 

Note that the aqueous solution in biological systems is always 'salty' and charac- 
terized by a screening length/DH of the order of 1 nm. Therefore, the zero-frequency 
part of the Van der Waals forces should play no role in these systems. 

3.3. Electrostatic forces 

Lipid bilayers may become charged by adsorption of ions from the solution or by 
dissociation of their head groups. They then exhibit electric double layers which usu- 
ally lead to repulsive interactions between the surfaces as predicted by the classical 
Poisson-Boltzmann theory [66-68]. 

Within this continuum theory, each electric double layer is decomposed into a 
charged surface (which has no depth profile) and a diffuse layer of ions in front of 
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this surface. In general, one has both counterions and coions. The electric charges 
of the coions have the same sign as the surface charges whereas the counterions 
are oppositely charged. Therefore, the electrostatic potential acts to localize the 
counterions towards the surface. This is balanced by the entropy of mixing of these 
ions which acts to delocalize their density profile. 

Now, consider two planar and parallel membranes which have the same surface 
charge Q per unit area (Q can be positive or negative). The coordinate perpendicular 
to these membranes is denoted by z. The two interacting lipid-solvent interfaces are 
located at z - 0 and z - l, respectively. The solution can contain several ions of 
type j with electric charges qj. Between the two parallel surfaces, the ion densities 
depend only on z; the corresponding density profiles will be denoted by nj(z). 

Within mean-field theory, the electrostatic potential r satisfies the Poisson-Boltz- 
mann equation 

= (3.10) 
0Z 2 (}r 

with 
T T 

D(r - ~- ~ nj(z) - ---[ Z fi'Je-qir (3.11) 

J J 
The summation over j runs over all types of ions. The densities r are defined by 
r = nj(2) with r = 0. As before, T and e are the temperature and the (average) 
dielectric constant of the solution. Note that the Poisson-Boltzmann equation has 
the same form as the equation of motion for a classical particle with 'coordinate' @ 
which moves in the potential -g2(r This analogy is useful in order to classify the 
possible solutions of this equation. 

Charge neutrality of each electric double layer leads to the boundary conditions 

ar and i~r  (3.12) 

Because of the symmetric geometry, one has 

Or - 0 for r - Cm = r  (3.13) 

at the midplane between the two charged surfaces. In the limit of large separation l, 
~3m attains the limiting value ~b with 

i~g2/~r - 0 at r - g~. (3.14) 

The solution of these equations leads to the disjoining pressure 

P - e [f-2(r ~(r -- T ~ [nj(1/2)- njb]. 
J 

(3.~5) 

Thus, the disjoining pressure is controlled by the excess densities n j ( l / 2 ) -  njb. 
The relation (3.15) is useful since one may estimate nj(l/2) and thus P from the 

density profiles for a single electric double layer. In the latter case, one has the 
simple boundary condition 

~ ( Z  - -  CX)) - -  ~ b  ( 3 . 1 6 )  

for the electrostatic potential. 
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3.3.1. Small screening length 
First, consider the situation in which the aqueous solution contains salt and the lipid- 
solvent interface is charged by the adsorption of ions from the solution. An example 
is provided by the adsorption of Ca 2+ cations onto phospholipids from a solution 
of CaC12. 

If there are no counterions arising from the surface, the function g2(r consists 
of pairs of coions and counterions arising from the bulk solution. This implies that 
g2(r has its minimum at r = Cb = 0 and 

1 r  s~(r ~ ~(o) + (3.17) 

for small r with the Debye-Htickel screening length 

lDH -- (eT/  ~j njbqJ 2) 
~/2 

as before. This harmonic approximation for J2(r leads to the linearized Poisson- 
Boltzmann equation. For a single lipid-solvent interface with surface charge den- 
sity Q, the solution of the linearized equation is given by 

r (Z) -- (QIDH/E)e -z/ID" . (3.18) 

For two such interfaces interacting across a solvent layer of thickness l, one may 
use the estimate Cm = r  _~ 2r which arises from the weak overlap of the 
two electric double layers. It then follows from (3.18) that 

P - c [ J ' 2 ( r  -Q(r ~ e [~2 (2r (//2)) - ~ (0 ) ]  

(2QZ/e)e -t/tD". 
(3.19) 

Since P = -aAV(1)/Ol, one obtains the electrostatic interaction 

AV(l) "-' (2Q21DH/e)e -I/IDH (3.20) 

which decays exponentially with the screening length /DH. This exponential decay 
for large 1 is valid beyond the approximations used here. The amplitude of AV(I), 
on the other hand, should represent a reliable estimate 

(i) if the surface charge density Q is sufficiently small (which justifies the har- 
monic approximation to ~(r  and 

(ii) if the bilayer separation 1 is larger than the screening length/DH (which justifies 
the weak overlap approximation). 

As an example, consider the adsorption of Ca 2+ ions from a CaCI2 solution onto 
DPPC (dipalmitoyl phosphadityl choline). For a CaCI2 solution of 1 mM, the surface 
charge density was estimated to be Q _~ 0.005 C/m E which corresponds to about one 
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adsorbed Ca 2+ ion per 100 lipid head groups [22]. The screening length of the bulk 
solution is IDH ~ 8 nm. This implies the pressure amplitude 2Q2/e ~_ 7.2 x 104 Pa 
and the interaction amplitude 2Q21Dn/e ~_ 0.18 mJ/m 2. 

The electrostatic interaction has been measured using the surface force apparatus 
for PC (phosphadityl cholin) and PE (phosphadityl ethanolamine) bilayers in solu- 
tions of CaC12 or MgC12 [22]. These membranes are charged by the adsorption of 
Ca 2+ or Mg 2+ ions. For separations beyond a few nm, the experimental data confirm 
the exponential dependence AV(1) ~ exp[--1/1on]. Using the surface charge density 
Q as a fit parameter, quantitative agreement between experiment and theory has been 
obtained. 

The interaction of phospholipid bilayers which are charged by the adsorption of 
divalent ions such as Ca 2+ has also been studied for multilayers under osmotic 
stress [32]. As mentioned, these bilayers undergo shape fluctuations which renor- 
malize the direct interaction AV(1). These effects will be discussed in sections 5 
and 6. 

3.3.2. Large screening length 
Next, consider the situation in which the bulk solution contains very few ions and the 
screening length/OH is very large. 'Pure' water, for example, is a 10 -7 M solution 
of H30 + and OH- ions and has IDH "~ 1 /zm. In the absence of ions in the bulk 
solution, surface charges and counterions arise by dissociation of surface groups. 

If the solution contains only counterious of charge q, the charge density is given 
by 

p = qfi, e -q~ / r .  (3.21) 

For a single lipid-solvent interface, the solution of the Poisson-Boltzmann equation 
leads to the counterion density 

2Te 1 
nl(z) = (3.22) 

q2 (z +/GC) 2 

with the Gouy-Chapman length 

lGc = - 2 T e / q Q  = 2Te/IqQ[. (3.23) 

The latter length scale contains the whole dependence on the surface charge density. 
For two lipid-solvent interfaces interacting across a solvent layer of thickness 

l, one may again use the weak overlap estimate n(1/2) ~ 2nl(1/2) provided the 
separation l is sufficiently large. It then follows from (3.15) with nb -- 0 that the 
disjoining pressure is given by 

P = Tn(1/2)  ~ 16Te/q212. (3.24) 

The corresponding direct interaction is given by 

Z~V(1) ~ c~T2/q21 for large I. (3.25) 
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The weak overlap estimate gives c -- 16 whereas the solution of the Poisson- 
Boltzmann equation for the slab geometry leads to c = 27r 2 ~ 19.7. Thus, in the 
limit of a large screening length, the electrostatic interaction decays as ~ 1/1 for 
large l. 

The interaction of charged bilayers in pure water has been studied for multilayer 
systems under osmotic stress [30]. These bilayers were composed of a mixture 
of electrically neutral PC and negatively charged PG (phosphatidyl glycerol). The 
direct interaction should then decay as AV(1) ~ 1/l for separations l below the 
Debye-Htickel length /DH "~ 1 /zm of pure water. For such an interaction, the 
renormalization by the shape fluctuations is small, see section 5.2, and the effective 
interaction within the multilayer system should resemble the direct interaction/XV(1). 
Indeed, the experimental data for the pressure as a function of separation could be 
well fitted with the theoretical form as given by (3.25) for 3 nm < 1 < 10 nm 
(the fitted surface charge density was Q ~_ one elementary charge/14 nm 2 which 
corresponds to one elementary charge per two lipid head groups). 

3.3.3. Small surface separations 
As mentioned, the theoretical predictions for the electrostatic interaction AV(1) as 
given by (3.20) and (3.25) are in agreement with experimental observations pro- 
vided the membrane separation 1 is sufficiently large. At small separations, on the 
other hand, there are various complications which will be briefly discussed in this 
subsection. 

For small separations, the counterions with charge q will have an almost constant 
density given by n ~_ 2[Ql/rqll. If this estimate is used in (3.15), one obtains the 
disjoining pressure 

P -  T n ( 1 / 2 ) ~  2TIQI/Iqll. (3.26) 

In practice, the behavior P ~ 1/1 is changed by two effects: 
(i) In general, the surface charge Q is not constant as the two surfaces approach 

each other. Instead, some of the counterious will recombine with the surface 
charges and, thus, Q will be reduced with decreasing separation 1. This process 
is called charge regulation; and 

(ii) At small separations, the discrete nature of the molecules comes into play 
and provides some steric constraints. Sometimes, the finite size of the surface 
groups can be taken into account by separate 'Stern layers' in front of the 
surfaces which have a thickness of the order of 0.1-0.2 nm [66-68]. 

Within the Poisson-Boltzmann theory, the electrostatic interaction between equally 
charged surfaces is repulsive for all separations 1. It turns out, however, that more 
refined theories which include correlations between the ions can lead to an attractive 
interaction between two equally charged surfaces. Such an attraction was first pro- 
posed in the context of interacting polyelectrolytes [69]. In the context of charged 
surfaces, such an attraction was observed in Monte Carlo simulations of two surfaces 
separated by a layer of divalent counterious [70]. It has also been obtained from 
an improved density functional theory (the so-called anisotropic hypernetted chain 
approximation) [71]. In these theoretical studies, the electrostatic interaction is found 
to be attractive for small separations of the order of 1 nm. 
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3.4. Forces mediated by macromolecules 

Membranes within biological systems interact with many macromolecules [7, 8]. 
The outer surface of the plasma membrane, for example, is often covered by the 
glycocalix which consists of branched polysaccharides covalently bound to mem- 
brane proteins. On the inner surface, the plasma membrane is attached to networks 
of relatively stiff filaments which are part of the cytoskeleton inside the cell. In ad- 
dition, the plasma membrane usually contains a large number of different adhesion 
molecules which play a crucial role in the specific adhesion between cells and be- 
tween cells and the extracellular matrix. Cell adhesion molecules are relatively stiff 
rodlike molecules with a linear extension of the order of 20 nm. These molecules are 
embedded in the plasma membrane (and are usually connected to the cytoskeleton). 
In many cases, the adhesion of two adjacent plasma membranes is provided by bound 
pairs of such adhesion molecules which form bridges between the membranes. 

A model system for these complex interactions is provided by systems containing 
lipid bilayers and polymers. From the physical point of view, polymers can be 
characterized by several length scales. First of all, they have a certain length, Na, 
where N and a are the number of monomers and the length of these monomers, 
respectively. Secondly, linear polymers are characterized by a certain persistence 
length, ~p: the polymer is hard and easy to bend on scales which are smaller and 
larger than ~p, respectively. 

Many biopolymers seem to have a relatively large persistence length ~p which is 
comparable or exceeds its total length Na; in this case, the polymer behaves as a 
worm-like chain which exhibits an average direction. On the other hand, if Na >> ~p, 
polymers crumple or fold up in order to increase their configurational entropy. This 
leads to a more compact 3-dimensional structure with a gyration radius, Rg << Na. 
In good solvents, these structures are random coils and Rg ,--, N ~' for large N with the 
Flory estimate u _~ 3/5 (in 3-dimensional systems). In bad solvents, the polymers 
collapse and become densely packed with R~ ~ N 1/3. 

A single lipid bilayer may attract or repel the monomers of the polymer leading to 
adsorption or desorption, respectively. These two situations lead to different types of 
interactions between two membranes across a polymer solution. First, consider the 
case in which the polymers do not adsorb onto the surfaces. Then, depletion layers 
build up in front of the membrane surfaces. It then follows from mean-field type 
theories that the polymer-induced interaction is attractive [72]. Such an attractive 
interaction has been observed in experiments on vesicle adhesion using micropipet 
aspiration [73]. 

Now, consider polymers which are adsorbed onto the two interacting surfaces. The 
size of the adsorbed polymer is set by the gyration radius, Rg, of the free polymer. 
Therefore, the polymer-induced interaction AV(l)  must decay rapidly to zero for 
1 >> Rg. For smaller surface separations l, the interaction has been predicted to 
depend on the equilibration of the adsorption layers with the solution [74, 75]. First, 
assume that these adsorbed polymers are in chemical equilibrium with a polymer 
reservoir (which is characterized by a bulk chemical potential). Then, mean-field 
type theories again lead to an effective attraction, AV(1) < 0, between two identical 
surfaces [75]. 
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The effective interaction induced by adsorbed polymers has been experimentally 
studied using the surface force apparatus [76, 77]. The observed behavior is rather 
complex. It is found that equilibration between the adsorbed polymers and the 
bulk solution is difficult to attain. Instead, it seems that many experiments have 
been performed with essentially constant adsorption or coverage rather than constant 
chemical potential. Furthermore, the form of AV(l )  was found to depend on the 
magnitude of the adsorption. For example, it was found for polyethylene oxide in 
aqueous solution (a good solvent system) that AV(1) exhibits a strong attraction with 
a minimum at 1 ~_ 2Rg for low adsorption but becomes purely repulsive for high 
adsorption. 

If the exchange of polymers between the adsorption layers and the bulk solution 
is blocked, there will be an osmotic pressure Pos between these two subsystems. 
The disjoining pressure between the two interacting surfaces can then be estimated 
from the osmotic pressure in the midplane. The simplest estimate is obtained if one 
assumes that the adsorbed polymer layers resemble a concentrated polymer solution 
with monomer density nmo ~ 1/1. Mean-field theory gives the osmotic pressure 
Pos ~ n2o and thus P '-" Pos ~ 1/l 2 [76]. This leads to a repulsive interaction 
AV( l )  ~ 1/Z. 

If one assumes that the adsorption layers correspond to a semi-dilute polymer 
solution, one has a self-similar density profile nmo(Z) ~ 1//z (3~'- 1)/~, with (3u-  1)/u 
3//4 for good solvents [74, 78]. Scaling arguments give the osmotic pressure Pos/T ,"-' 

3u/(3u-1) 
nmo in the semi-dilute regime. One then obtains the estimate P "-~ Pos "~ 
[nmo(l/2)] 3v/(3u-1) ~ 1 l13 and thus the repulsive interaction AV(1),.o 1/l 2 [75]. The 
experimental data seem to be consistent with AV(1) ,.o 1/12 for intermediate values 
of 1 and with AV(l), ,~ 1/l for small 1 [77]. 

4. Bending undulations and fluctuation-induced interactions 

For bilayers immersed in a liquid solution, the direct interaction V(1) as described in 
the previous section will be renormalized by thermally-excited fluctuations. Several 
types of fluctuations can be distinguished: 

(i) Bending modes or undulations in which the surface area of the membrane 
remains unchanged; 

(ii) Stretching modes for which the area per molecule is changed. Since the hy- 
drocarbon film within the membrane is essentially incompressible,, stretching 
of the bilayer area implies a thinning of the bilayer thickness; and 

(iii) Protrusion modes in which the lipid molecules are displaced perpendicular to 
the bilayer, and thus change the surface area of the lipid-solvent interface. 

In this section and the two subsequent sections 5 and 6, I will focus on the effect of 
bending modes which should be the typical shape fluctuations on length scales large 
compared to the bilayer thickness. Stretching modes will be briefly considered in 
section 4.4. The effect of protrusion modes on the hydration force will be discussed 
in section 7. 
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4.1. Bending modes as an ideal gas o f  humps 

Consider a large membrane segment which is confined by an external potential 
arising, e.g., from two walls as shown in fig. 7. The confined membrane has less 
configurational entropy than the free membrane. Indeed, all fluctuations of the free 
membrane which exceed a certain wavelength ~11 are strongly suppressed by the 
external potential. On the other hand, those fluctuations with a wavelength below ~11 
are essentially not affected by the confinement. One is thus led to consider an ideal 
gas of uncorrelated membrane segments which have a longitudinal size ~11" 

Now, assume that the membrane is in the fluid state and undergoes bending un- 
dulations. As shown in appendix A, these fluctuations lead to a roughness of the 
membrane segment as given by 

{_L ~ (T/xo)l/2{ll (4.1) 

with temperature T and bending rigidity n. The bending rigidity n has the dimensions 
of an energy. For phospholipid bilayers in their fluid state, it typically varies between 
0.2 x 10 -19 J and 4 x 10-19 j which implies 0.2 > T / n  > 0.01 at room temperature 
T ~ 0.04 x 10 -19 J [19, 20]. 

Thus, each segment forms a hump of longitudinal and perpendicular extension 
~11 and ~• respectively, and thus of volume V "~ ~ •  Using the ideal gas law 
PV = T for a single degree of freedom and the relation (4.1), one then arrives at 
the pressure [2] 

p ~., T 2/~{3. (4.2) 

Thus, the bending undulations lead to a disjoining pressure P which decays slowly 
with the roughness ~• 

Fig. 7. A fluctuating membrane confined by two walls. The fluctuations consist of essentially uncorre- 
lated humps with longitudinal extension ~11 and typical height ~• 
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Alternatively, one may allude to the equipartition theorem and postulate that each 
such hump has a free energy A~" ,,~ T. This implies that the hump free energy per 
unit (projected) area behaves as 

Vfl =_ A . T ' / ~  ~ T / ~  ,,~ T2/ t~  2 for large ~• (4.3) 

This free energy per unit area represents a fluctuation-induced interaction between 
the membrane and the confining potential. The disjoining pressure is now obtained 
from P = -OVn/O~• 

For the confinement geometry as shown in fig. 7, the scale ~• is proportional 
to the spacing of the two walls. Likewise, two interacting membranes are usually 
characterized by a roughness which is proportional to their mean separation g. It is 
then convenient to express the fluctuation-induced interaction Vfl between the surfaces 
in terms of g and to write 

Vfl(g) ~ cflT2/~g 2 for large g. (4.4) 

The most precise value for the dimensionless coefficient cfl has been obtained from 
Monte Carlo simulations [79-81] as described in section 5.2 below. For two identical 
membranes with bending rigidity nl, one has ~; = ~1/2, and the Monte Carlo data 
lead to ~ ~ 2cflTZ/~lg 2 with 2c~ - 0.115 + 0.005 "~ 37r2/256. 

4.2. From membranes to strings 

The scaling argument described in the previous subsection is not restricted to the 
case of fluid membranes which undergo bending undulations. It is useful to apply the 
same line of reasoning to 1-dimensional strings in two dimensions. In the context of 
condensed matter, the term string refers to a fluctuating line governed by a finite line 
tension or. This tension represents the work (per unit length) which is necessary in 
order to increase the length of the string. One example is provided by stretched (or 
directed) polymers. For a string segment of linear size ~ll, the roughness ~• scales 
as 

~_t_ ~ (T/cr) l /2 ~lll/2. (4.5) 

Thus, the string behaves as a (directed) random walk where the longitudinal scale 
~11 plays the role of 'time'. 

In this case, the volume V occupied by a ~ll-hump of the string is given by 
V "~ ~11~• If one now repeats the above arguments, one arrives at the fluctuation- 
induced interaction 

Vfl(g) ~ T 2 / f f e  2. (4.6) 

Such an interaction was first derived in the context of commensurate-incommensurate 
transitions [82] and is implicit in some earlier work about steps on crystal sur- 
faces [83]. Comparison with the relation (4.4) shows that the fluctuation-induced 
interaction VN for strings has the same functional dependence on the separation g as 
for fluid membranes. Thus, one expects that the shape fluctuations of strings and 
of fluid membranes have a rather similar effect on the direct interaction of these 
objects. This expectation is indeed confirmed, see below. 
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4.3. Effect of lateral tension 

It was tacitly assumed so far that the fluctuating membrane does not experience any 
lateral tension. Now, let us again consider the situation as shown in fig. 7, where 
the membrane is confined by two rigid walls, but let us now assume that it also 
experiences a lateral tension, 27. Such a tension will act to reduce the membrane 
roughness [84, 85]. In fact, the membrane will now exhibit the same roughness as 
an interface governed by surface tension. As shown in appendix A, this roughness 
~• is given by 

~_1_ ~ (T/27rS) 1/2 v/In(sell/all) (4.7) 

where all denotes the small-scale cutoff. The latter length scale is set by the size 
of the lipid head group. Thus, the dependence of ~• on ~11 becomes very weak: 
even a relatively large membrane segment with ~ll/all ,.o 104 corresponding to a 
linear size of ~_ 10 #m will only give a factor v/ln(~ll/all) ~_ 3. Therefore, one has 
~• ~_ ( T / S )  1/2 and the size of ~• is primarily determined by the lateral tension S. 

Repeating again the scaling arguments of section 4.1, one now obtains the fluctua- 
tion-induced interaction [86] 

V.((• ~ exp [ -  2(~• 2] (4.8) 

with the length scale 

1E = ( r / 2 7 r S )  1/2. (4.9) 

In this case, the membrane roughness ~• is not proportional to the mean separation 
g of the membrane from the rigid walls or from another membrane. A systematic 
treatment shows that one now has g ~ ~2 and a hard wall interaction is renormalized 
into [87] 

Vfl(g) ~ exp[-g/1s]. (4.10) 

Thus, when expressed in terms of the mean separation g, the fluctuation-induced 
interaction decays exponentially for large g. The amplitude of this interaction is 
discussed in appendix A. 

4.4. Stretching versus bending modes 

So far, pure bending modes have been considered. In this case, the excess area 
necessary for the elastic deformation is provided by the flow within the membrane. 
In principle, this excess area could also be provided by stretching the membrane. 

Membrane stretching is governed by the modul KA of the area compressibility. 
For a fiat membrane segment of area A0, the lateral tension S leads to the area 
change A A  with S = KAAA/Ao.  This tension should not exceed the tension of 
rupture, 27max, at which the membrane breaks apart. 
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For lipid bilayers, the area compressibility modul KA and the tension of rupture 
~'max have been measured by micropipet aspiration techniques and were found to be 
of the order of KA " 0.2 J/m 2 and Zmax " a few mJ/m 2, respectively [15]. This 
implies that lipid bilayers rupture for relatively small area changes of the order of 
AA/Ao  _~ 10 -2. 

Now, consider the extreme case in which a flat membrane is deformed into a 
bump and the whole excess area is created by stretching. If the segment has area 
A 0 "-' ~112 and the bump has height ~• the change of area is AA ~ A0(~_t_/~ll )2 and 
the excitation energy is ,4E ~ KAAo(AA/Ao)  2 ~ K A ~ 4 / ~ .  In addition, this elastic 
deformation also involves some bending energy which is, however, always small 
compared to the stretching energy. If such a deformation is thermally excited, one 
must have AE  ~ T which implies 

~• ~ (T/KA)I/4~I/2. (4.11) 

This roughness arising from stretching modes must now be compared with the rough- 
ness arising from pure bending as given by (4.1). In this way, one finds the crossover 
length scales 

~• ~ (xo/KA) 1/2 and ~11, ~- x~ (4.12) 

The roughness is dominated by stretching modes for wavelengths ~ll < ~)l*" Using 
the typical values, n _~ 10 -19 J and KA --~ 0.2 J/m 2, one obtains the roughness 
~x, "-~ 0.7 nm and the wavelength ~11, -~ 3.5 nm which is of the order of the 
membrane thickness. 

Similar estimates are obtained if one considers the fluctuation induced interaction 
arising from the stretching modes considered here. The latter interaction behaves as 
V~ ~ T2/KA~ 4 (the latter form also applies to peristaltic modes of the bilayer [53]). 
If this is compared with the fluctuation induced interaction Vn ~ T 2 / ~  2 arising 
from pure bending modes, one again obtains the above crossover scales. 

Thus, pure bending modes should be the dominant fluctuations on length scales 
which are large compared to the membrane thickness. Stretching modes, on the other 
hand, become important for wavelengths which are of the order of the membrane 
thickness. For these latter excitations, the continuum description used here is, how- 
ever, no longer reliable. Instead, the discrete molecular structure of the membranes 
should be taken into account, see section 7. 

5. Renormalized interactions 

In the previous section, bending undulations have been treated in a heuristic manner. 
In this section, the interplay of these shape fluctuations with the direct interaction 
arising from molecular forces between two membranes will be studied in a systematic 
way. 

If the attractive part of the direct interaction is sufficiently strong, or if the tem- 
perature is sufficiently low, the membranes form a bound state and the effect of the 
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bending undulations is rather small. However, as one decreases the strength of the 
direct attraction or increases the temperature, the bending undulations lead to a strong 
renormalization of the direct interaction. As a result, one finds a finite temperature 
T, at which the membranes undergo an unbinding transition [3]. 

For T > T,, the shape fluctuations drive the membranes apart even in the presence 
of the direct attraction. In this latter case, one can enforce a bound state by applying 
an external pressure or a lateral tension. 

5.1. Systematic theory for two membranes 

Now, let us consider two interacting membranes with bending rigidities ~1 and /';2 

which are, on average, parallel. The separation (or relative displacement field) 1 
of these two membranes is governed by the configurational energy (or effective 
Hamiltonian) [3, 88, 89] 

/ { , } 7-/{/} -- d2x P1 + V(1)+ -~ ~(V2/) 2 (5.1) 

with the effective bending rigidity 

- -  h i  N2 / (N1  + N2). (5.2) 

The limiting case in which the second membrane represents a rigid surface or wall 
with /r = 0<3, is included here since (5.2) reduces to ~--/,i; 1 in this limit. 

The probability for a given configuration of I is governed by the Boltzmann weight, 
exp[-7-t {l } /T]. In principle, one now has to sum over all possible configurations in 
order to calculate the partition sum and other statistical quantities. In practise, one 
has to use some approximate methods which are briefly summarized in the following. 

(i) Superposition of direct and entropic interactions. The simplest method is a su- 
perposition of direct and entropic interactions. Using such an approach, the excess 
free energy per unit area, AF,  of two bound membranes with separation 1 can be 
estimated as 

zXFq)  = zXE - TzXS _~ V q )  + Yn(1), (5.3) 

with the fluctuation-induced interaction V~(l)~ cftT2/~l 2. 
The equilibrium value of the mean separation g is now determined from a AF/  

i)g = 0. This method is reliable if V(1) is purely repulsive, see section 5.2. It fails, 
however, if V(1) has an attractive part which decays faster to zero than 1/l 2 for 
large 1. 

(ii) Functional renormalization. A more systematic approach is based on the func- 
tional renormalization group (RG). Roughly speaking, the direct interaction V(l) 
represents the interaction between two surface segments of linear size a where a 
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is the smallest wavelength available to the shape fluctuations. Within the RG ap- 
proach, one then calculates the effective interaction, V(llt ), between two segments 
of linear size a t  ---- a exp(t) with t > 0. This interaction contains all fluctuations of 
wavelength LII with a < LII < at. As t is increased, one successively includes more 
and more shape fluctuations and thus obtains the effective interaction on larger and 
larger scales. 

It is interesting to note that, when applied to interacting strings in two dimensions, 
one obtains essentially the same RG transformation as for fluid membranes [88]. 
Therefore, the functional RG also predicts that fluid membranes governed by bending 
rigidity and strings governed by tension behave in an analoguous way. 

(iii) Renormalized interactions of strings. Strings are 1-dimensional objects and, thus, 
are much easier to study theoretically than 2-dimensional membranes. In the con- 
tinuum limit, the separation l of two interacting strings in (1 + 1) dimensions is 
equivalent to the spatial coordinate of a quantum-mechanical particle in one dimen- 
sion [90]. Since one has many tools to analyze the corresponding Hamilton operator, 
one can often obtain explicit results for the renormalized interaction of these strings. 

(iv) Two-state model. The analogy with strings leads to a refined scaling picture 
which is based on a two-state model. In this model, adjacent membrane segments 
are 'locally bound' or 'locally unbound'. The exact critical behavior is recovered if 
one makes plausible assumptions about the probability to form locally bound pairs, 
see section 5.4. 

(v) Computer simulations. The methods described so far are quite powerful if one 
wants to determine the asymptotic behavior of the renormalized interactions for large 
separations of the surfaces. In real systems, one is often limited to a certain regime 
which is dominated by corrections to the asymptotic behavior. Such corrections 
arise, for example, from the molecular structure and usually lead to some 'crossover' 
behavior on intermediate length scales. In order to obtain information about these 
intermediate or even microscopic length scales, it is most effective to study the model 
by computer simulations, see section 5.5. 

In the following subsections 5.2-5.5, I will consider interaction potentials Pl+ V(1) 
which have both a repulsive and an attractive part and which are characterized by a 
single minimum. Two cases will be explicitly discussed: 

(i) The direct interaction V(1) is purely repulsive and the attractive part is provided 
by the pressure term P1; and 

(ii) The direct interaction V(l) has both a repulsive and an attractive part and the 
membranes experience no external pressure, i.e. P = 0. 

In general, the direct interaction can be more complicated and may exhibit a 
potential well at small values of 1 and a potential barrier at larger values of 1. Such 
potentials will be discussed in section 5.6. 
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5.2. Disjoining pressure f rom hard wall 

In order to compare the different theoretical methods, let us first consider the simple 
interaction 

Vp(/) - ~w(/)  + Pl (5.4) 

in which the membranes are pushed together by the external pressure P but are not 
allowed to cross because of the hard wall repulsion ~w(l). 

Within the superposition approach, one now has the excess free energy 

AF(1) = ~w(/)  + cflT2/~12 + P1. (5.5) 

The mean separation g now follows from OAF(g) /ag  = 0 which leads to 

P = 2cflTZ/n,g 3. (5.6) 

The same behavior is found within the functional RG approach. Under the RG 
transformation, the hard wall potential V~w(/) is mapped onto a completely repulsive 
fixed point, and the behavior as given by (5.6) follows from the renormalization of 
the pressure term, P1, close to this fixed point. In fact, this RG flow can already be 
obtained from the simple scale transformation 

x ~ x' = x / b  and l ~ l' = l /b  (5.7) 

which leaves the elastic part 

d x 1 V2 z) 

of the effective Hamiltonian invariant. When this scale transformation is applied to 
f d 2 xP1, one obtains 

P --~ P '  - -  b A p P  with Ap - 3. (5.8) 

In the language of the RG, P is a relevant perturbation with scaling index/~p. Then, 
standard scaling arguments imply that the correlation length (11 behaves as 

r ~ 1/P~ll with vii = 1//~p = 1/3 (5.9) 

for small P and that g ~ ~• ~ ~11" 
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Fig. 8. The mean separation (z) = e/Isc as a function of the pressure Q = P/Psc as obtained from MC 

simulations for the hard wall interaction. The length scale (z2)~/2 is the rescaled roughness, the length 
scale ~11 is proportional to the longitudinal correlation length. The pressure scale Psc and the length 

scale lsc are given by Psc = (Tn,)l/2/a~ and lsc = all(T/n,)l/2, respectively [79]. 

The critical behavior g ,-~ ~• ~ ~11 "~ 1/P1/3 has also been confirmed by MC 
simulations which represents, in fact, the most reliable method to determine the 
coefficient cn. 

The MC data for the rescaled variables (z) ~ g, x ~ )  "~ ~• and Q ~ P are shown 
in fig. 8 [79]. In this double-logarithmic plot, the straight line represents the behavior 
g ~ ~x ~ 1 / P  1/3 which is clearly confirmed by the data. The ratio ~_t_/g approaches 
the constant value ca_ = 0.445 + 0.010 for small P. The coefficient cn which governs 
the fluctuation-induced interaction Vn and the corresponding disjoining pressure is 
found to be 

2cfl - 0.115 + 0.005. (5.10) 

For two identical membranes with bending rigidities n2 = hi, one has n = h i / 2  
which implies Vn(1) ,.~ 2ct]T2/nll  2. Thus, when expressed in terms of hi, the co- 
efficient of Vii(l) is equal to 2cn. It is interesting to note that within the numerical 
accuracy, one has 2cn -~ 37r2/256 which is hal f  the value as estimated in ref. [2] for 
a stack of many membranes, see also section 6.4 below. 

It is instructive to study the corresponding behavior of two identical strings which 
interact with the same interaction as given by (5.4). If both strings have the same 
line tension 0-1 - -  0 " 2 ,  one finds that Vfl(1) ~ 2cflT2/0"112 with 2cfl ~ 1.89 [91]. 
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Comparison with (5.10) shows that the amplitude of V~ is much larger for strings 
than for membranes. On the other hand, the ratio ~• approaches the constant 
value c• "-~ 0.447 for two strings which is identical with the corresponding value for 
membranes. 

Thus, for the hard wall interaction, the simple superposition of Vhw(1)+P1 and Vn(1) 
represents a reasonable approximation. This is also true for a large class of direct 
interactions which are sufficiently long-ranged. In fact, this superposition approach 
is reliable as long as the attractive part of the interaction potential is sufficiently long- 
ranged and decays more slowly than ,,~ 1/12 for large 1. These potentials belong to 
the so-called weak fluctuation regime [6]. In particular, the superposition approach 
may be used for unscreened electrostatic interactions AV(l) ~ 1/1 as in (3.25). This 
leads to g ~ 1/P 1/2 [92, 93]. However, in the presence of short-ranged attractive 
forces, the simple superposition is no longer reliable. 

5.3. Attractive interactions and unbinding transitions 

Two identical membranes experience attractive interactions arising from Van der 
Waals forces. If the membranes carry no electric charges and the solvent contains 
no macromolecules, this van der Waals attraction dominates the direct interaction 
V(1) for large membrane separations l. 

The precise form of this Van der Waals interaction has been discussed in sec- 
tion 3.2. For large separations, the form as given by (3.9) leads to A V ( 1 ) ~  1 l14. 
Since AV(1) << 1/l 2 for large l, such an interaction belongs to the universality 
class of short-ranged interactions. The simplest example for this universality class 
is provided by the square-well potential with 

U f o r 0 < l < / v ,  (511) 
AV(1)= 0 f o r l v < l ,  

which depends only on two parameters: the potential depth U < 0 and the potential 
range lv. In general, any attractive interaction can be characterized by an effective 
potential depth and by an effective potential range. Such an interaction may then be 
approximated by a square-well potential with the appropriate values for U and lv. 

If one now considers the superposition, AF(1) = ~ w ( / ) +  AV(1)+ Vfl(/), one finds 
that the qualitative form of AF(l)  depends on the temperature T as schematically 
shown in fig. 9(a). For low T, the function AF(1) exhibits its global minimum at 
small 1 which represents the bound state of the two membranes. For high T, the 
global minimum of AF(1) is at 1 = cx~ which corresponds to the unbound state of the 
membranes. At the characteristic temperature T. - v/~lUll2/cn, the bound and the 
unbound state have the same free energy. Therefore, the superposition predicts that 
the membranes undergo an unbinding transition at this temperature which proceeds 
in a discontinuous manner [3, 94]. 

The parameter dependence for T. as obtained within the superposition approach is 
confirmed by more systematic methods. This approach fails, however, as far as the 
character of the transition is concerned since the unbinding transition proceeds, in 
fact, in a continuous fashion. This was first shown by renormalization group (RG) 
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Fig. 9. Unbinding transition as obtained (top) from a simple superposition of fluctuation induced 
and direct forces, and (bottom) from functional renormalization. The unbinding temperature is denoted 

by 7".. 

methods [3]. The corresponding RG transformations are displayed in fig. 9(b). As 
shown in this figure, the unbinding transition is governed by a critical fixed point of 
the RG transformation. 

It is easy to understand the continuous character of the unbinding transition by 
analogy with strings in two dimensions. As mentioned, the separation of these strings 
corresponds to the spatial coordinate of a quantum-mechanical particle moving in the 
interaction potential V(1). The probability distribution T'(l) for the string separation 
1 is governed by the ground state within this potential well. This ground state is 
localized at low temperature but becomes delocalized in a continuous manner as the 
unbinding temperature is approached from below. 

The unbinding transition for square well potentials has also been studied by Monte 
Carlo simulations [79]. From these simulations, one finds that the unbinding tem- 
perature depends strongly on the small-scale cutoff for the bending undulations. 

As an example, consider two relatively stiff membranes with / i ;  1 = / i ;  2 - -  2~ = 
10-19 j which interact with a square well potential with the relatively small potential 
range lv = a_L/lO where a_L denotes the membrane thickness as before. For a lipid 
bilayer, one typically has a• _~ 4 nm which implies the small potential range lv -~ 
0.4 nm. In this case, the unbinding temperature T. has been determined for several 
choices of the small-scale cutoff all. As a result, one finds T./Troom -~ 0.7, 1 and 1.5 
for all/a• = 1, 1.6, and 2, respectively [79]. Thus, the unbinding temperature T. 
is roughly proportional to the small-scale cutoff all for the bending undulations. 
Extrapolation to zero all leads to the estimate T./Troom = 0.4 + 0.1 for this particular 
interaction potential. 

As far as the critical behavior is concerned, RG calculations, MC simulations 
and the analogy with strings show that the mean separation g and the roughness 
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~_L = V/((l - g) 2) scale as g ~ ~_L ~ (T/m)l/2~II and diverge as 

e ~ 1 ~ I T - T , I  ~ with ~b = 1 (5.12) 

as the transition temperature 7". is approached from below. The same critical be- 
havior applies to all short-ranged interaction potentials A V ( l )  which decay faster 
to zero than ~ 1/l 2 for large 1 as follows from scaling arguments, RG calculations 
and the analogy with strings [86, 91]. These interactions belong to the so-called 
strong-fluctuation regime which is characterized by universal critical behavior at the 
unbinding transition [6]. On the other hand, interaction potentials AV(1) which decay 
as ~ 1/l 2 for large 1 belong to the so-called intermediate fluctuation regime which 
is characterized by rather complex critical behavior [6, 88, 89]. 

5.4. Two-state model for  unbinding transition 

The analogy with strings leads to a refined scaling picture for the unbinding transition 
from which one recovers the critical behavior as described in the previous subsection. 
This picture is based on the observation that two membranes which interact via a 
square-well potential can attain two different local states, see fig. 10: (i) They are 
'locally unbound' if their separation exceeds the range of the potential; and (ii) They 
are 'locally bound' if their separation is smaller than this potential range. The 
probabilities for these two different local configurations will be denoted by Tub and 
792b, respectively. In configuration (i), the strings still have a finite separation and 
then suffer a loss of entropy, AFub. For bending undulations as considered here, the 
entropy loss per unit area of 'locally unbound' membrane segments is given by (4.3) 
and thus AFub ~ T 2//~ ~I" 

The excess free energy per unit area of a bound pair will be denoted by AF2b. 
Thus, the excess free energy per unit area of the two strings can be estimated as 

AF - - -  AFub~ub ~- z~F2b~2b. (5.13) 

,iL 

i , l , v  .... 
LOC.BOUND LOC.UNBOUND 

Fig. 10. Locally bound and locally unbound segments of the fluctuating membrane. The potential range 
is denoted by lv. 
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If the unbinding transition is continuous, the roughness ~• will grow continuously. 
In such a situation, both the entropy loss AFub ~ 1/~2 of the 'locally unbound' 
configurations and the probability 7:'2b for bound pairs must vanish in a continuous 
way, and Tub -- 1 - 7:'2b ~ 1 as the transition is approached. The excess free energy 
AF2b for bound pairs, on the other hand, arises from configurations which have a 
separation of the order of the potential range lv and, thus, will not depend on ~• 
Therefore, the unbinding transition occurs when AF2b vanishes. 

For a square well potential of depth IUI, the excess free energy for bound pairs can 
be estimated as AF2b ~ -IUI +cT2/~12 where the first and the second term represent 
the interaction energy and the entropy loss within the square well, respectively. Thus, 
one obtains T,  - v/~lUIZ2/c. This parameter dependence of T, is certainly valid for 
strings as follows from explicit transfer matrix calculations and is in agreement with 
the results of Monte Carlo simulations for membranes. 

In order to determine the critical behavior of ~• from the free energy AF  as given 
by (5.13), one has to know how the probability 7:'2b depends on this length scale. 
In the absence of any interactions, the probability distribution T'(1) is a Gaussian 
distribution with width ~• and thus has the scaling form 7:'(1) ..~ ~(1 /~•177  with 
Y2(s) ,.~ const for small s. This implies 7~2b ~ 1/~• for large ~• For two strings 
in two dimensions which attract each other by a short-ranged potential, one has the 
exponential distribution 79(1),,~ exp[ -1 /~ •177  which also leads to 792b ~ 1/~• If 
one assumes that this property also applies to two fluid membranes which attract 
each other by a short-ranged potential, one obtains 

A F  ~ c l T 2 / n ~  2 + c2 ( - I U I  + cT2/~12)/~_t_. (5.14) 

Minimization of this expression for AF with respect to ~• leads to a continuous 
transition at T - 7", "~ v/~lUll2/c and to the critical behavior sC_L ,-~ 1/IT.  - TI w 
with r = 1. Thus, one recovers the behavior as obtained by the other more systematic 
methods which have been discussed in the previous subsection. 

In two dimensions, the scaling properties of two interacting strings are identical 
with the corresponding properties of the adsorption of ideal (or Gaussian) chain 
molecules [95]. In the latter context, a two-state model has been proposed some 
time ago [96]. A similar model has also been used by Helfrich who argued that 
AF2b is determined by the reflections of the membrane at the hard wall and that 
this could lead to a discontinuous unbinding transition [97]. In contrast, the two- 
state model described here predicts a continuous transition; it has been generalized 
to bunches of N interacting membranes [98] as will be discussed in section 6.5.2 
below. 

It is important to note that the scaling relation ~2b  ~ 1/~c• which seems to be 
rather natural does not hold in general as has been shown explicitly for interacting 
strings. For example, two strings which interact only via the hard wall interaction 
are characterized by the relation ~2b  ~ 1/~ 2~~ with ~0 - 3/2 [99, 100]. Another 
more complex example is provided by strings with direct interactions which behave 
as AV(1)  ~ W/12 for large 1 and thus belong to the intermediate fluctuation regime. 
Using the transfer matrix results of ref. [101-103], one obtains the contact probability 
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792b ~ 1 / ~  r176 with if0 - 1 + (w + 1/4) 1/2 and w - 2crW/T 2 where cr is the line 
tension as before. The plus and the minus sign correspond to effectively repulsive 
and effectively attractive interactions, respectively. 

If one again assumes that strings and fluid membranes as considered here have anal- 
ogous scaling ,properties, membranes with the hard wall interaction are characterized 
by "P2b ~ 1/~_~J with ~0 = 3. Likewise, if the membrane interactions belong to the 

intermediate fluctuation regime, scaling implies 7::~2b 1/~ ~~ with ~0 = 2 + ( w +  1 )  1 /2  ,.o _1_ 

and w = Cwt~W/T 2. The small value of cn should lead to Cw >> 1. 

5.5. Unbinding transitions for  realistic interactions 

The direct interaction V(1) for lipid bilayers without electric charges consists of the 
short-ranged repulsive hydration interaction and the long-ranged attractive van der 
Waals interaction; it has a single minimum at 1 = l0 and decays to zero for large 1. If 
the Debye-Htickel screening length is sufficiently small, the zero-frequency part of 
the Van der Waals interaction arising from the permanent dipol moments is strongly 
screened and the amplitude of this interaction is determined by the Hamaker constant 
H _~ H 1 ,  compare (3.9). 

In the absence of shape fluctuations, the mean separation g of the membranes is 
determined by O V(g)/Og = 0. If one applies an external pressure P, the minimum of 
V(1) is shifted towards smaller values of 1 and the mean separation g decreases. This 
leads to the functional dependence of P on g as shown in the left part of fig. 11. The 
three sets of data shown in this part of the figure correspond to three different values 
of the Hamaker constant H. In the absence of shape fluctuations, the membranes 
are bound together as long as IHI > 0 and unbind only in the limit of zero H. 

At finite temperature, the bending undulations act to increase the mean separation g. 
This is shown in the right part of fig. 11 for two rather flexible membranes with 
bending rigidities ~1 = ~ 2  = 0.2 x 10 -19  J at room temperature [48]. The same 
values of the Hamaker constant H have been chosen as in the left part of the figure. 
Comparison of the data in the left and in the fight part shows that the effect of the 
shape fluctuations is more pronounced for smaller values of IHI. 

In another set of simulations, the Hamaker constant was varied for zero pressure. 
Extrapolation of these data led to the critical Hamaker constant IH, I = (3.0 + 0.5) x 
10 -21J  for ~;1 = t~2 = 0.2x 1 0  - 1 9  J at room temperature i.e. for the same temperature 
and for the same bending rigidities as in fig. 11 [48]. Likewise, one finds the critical 
value IH.[ - (1.5 +_ 1.0) x 10 -21 J for the larger rigidities N1 - -  N2 : 0.4 x 10 -19  J at 
room temperature. Thus, H.  is roughly proportional to the inverse bending rigidity. 

For ]HI < IH.] or T > T., the membranes fluctuate so strongly that the renormal- 
ized interaction is purely repulsive on large scales and the membranes are unbound. 
Within the functional renormalization group approach, this regime is governed by 
the same purely repulsive fixed point which also governs the hard wall interaction. 

The numerical values for H.  just discussed are obtained for the special choice 
all - a.1. - 4 nm where all is the small-scale cutoff and a• is the membrane 
thickness as before. A change of the cutoff all will have a strong effect on H.  
(or on 7.).  Indeed, for the square-well potential, the unbinding temperature T. is 
roughly proportional to all as discussed in the previous subsection. 
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the left represent the behavior in the absence of shape fluctuations. The difference between these t w o  

sets of curves s h o w s  the strong renormalization of the direct interaction by bending undulations [50]. 

One must note, however,  that this effect o f  the small-scale cutoff  all for the bending 
undulations was obtained under the tacit assumption that there are no other mem-  
brane fluctuations which act to renormalize the direct interaction. In fact, the direct 
interaction is also renormalized by protrusion modes  as will be discussed in section 7. 
These  protrusions also increase the repulsive part and thus decrease the attractive 
part o f  V(l). Therefore, the effective interaction between membrane segments  which 
have a lateral extension all _~ a•  will already be less attractive than V(1). 

5.6. Direct interactions with a potential barrier 

So far, I have discussed direct interactions V(1) which are (i) purely repulsive or 
(ii) are attractive for large 1 and repulsive for small 1. In general, one may have 
more complicated interactions which exhibit an attractive potential well for small 
1 and a repulsive potential barrier for larger 1. Such an interaction can arise, for 
example, from the competition of Van der Waals and electrostatic interactions. 

In the presence of such a potential barrier, the displacement field 1 of the interacting 
membrane can be trapped by the barrier. This happens if the shape fluctuations are 
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sufficiently weak or the barrier is sufficiently strong. One example is provided 
by barriers which decay more slowly than ~ 1/12 for large l (and thus belong to 
the weak-fluctuation regime). As the attractive part of the potential is decreased, 
the membrane will now undergo a discontinuous unbinding transition. This can be 
shown explicitly for strings in two dimensions [104] and must hold for membranes 
which are more easily trapped than strings. 

Strings in two dimensions tunnel through any potential barrier which decays faster 
than ~ 1/12 for large l [104]. The latter interaction potentials belong to the strong- 
fluctuation regime. Therefore, in this regime, strings always undergo continuous 
unbinding transitions. Functional renormalization group calculations originally indi- 
cated that membranes can also tunnel through a potential barrier provided this barrier 
is sufficiently small [92]. In addition, a systematic study of the fixed point structure 
of the renormalization group transformation seemed to imply that fluid membranes 
can tunnel through any such a barrier [105-107]. However, this is not consistent 
with simple stability arguments as described in the following. 

It is instructive to consider first a symmetric interaction potential V(1) with two 
degenerate minima at finite values of I [105]. A simple example is provided by the 
direct interaction 

O(3 

-I wel 
V ( I )  = Uba 

--IUwel 
o o  

for / < 0, 

for 0 < 1 </we, 

for/we < 1 </we +/ba, (5.15) 

for/we -k-/ba < 1 < 2/we + lba, 

for 2/we + lba < l, 

which exhibits two attractive square-well potentials of depth IUwel and range /we 
separated by a short-ranged potential barrier of height Uba and thickness /ba, see 
fig. 12(a). 

Let us assume that the membrane is confined within one of these wells and let us 
see if such a state is stable with respect to thermal excitations in which a membrane 
segment is displaced into the other potential well. Such a conformation corresponds 
to an 'island' bounded by an edge where the edge goes through the potential barrier. 
This line of reasoning is completely analogous to the so-called Peierls argument for 
phase transitions in bulk systems. 

The edge consists of membrane segments which go through the potential barrier 
of thickness/ba. Therefore, this edge has an effective width a l e  ,.,a (t~/T)l/21ba" The 

u, effa where the effective line tension a of the edge can then be estimated as a ~ ba _t_e 
barrier height rreff is given by Vba 

Ub eff - -  Uba  -I- I Uwe [ - a T  2/t~12e a 

On small scales, the edge should behave as a string which implies that the small-scale 
cutoff all e for edge deformations is given by all e ~ (cr/T)a2e . 

For a displaced membrane segment or 'island' of linear size LII, one has the 
edge energy ,,~ aLii and the edge entropy ,-~ ln(3)Lii/all e arising from the different 
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Fig. 12. Direct interactions V(l) with a potential barrier: (a) Symmetric potential consisting of two 
wells with depth I Uwel and range/we separated by the barrier of height Uba and thickness /ha; and (b) 

Asymmetric potential consisting of one well between the hard wall at 1 -- 0 and the barrier. 

shapes of the edge (in this estimate, the edge is viewed as a random walk with 
three possibilities at each step). This leads to the excess free energy of the edge as 
given by 

A F e  = [ClO" - c 2 T l n ( 3 ) / a l l e ] L i i .  (5.16) 

This excess free energy is positive if T < Tba where Tba satisfies 

Tba (. rreff,2 ~1/2 mt)ba tba ) (5.1 7) 
as follows from the above estimates for a and all e. In general, the effective barrier 
height rreff depends on T and the relation (5.17) represents an implicit equation Vba 
for Tba. 

Thus, the membrane fluctuations experience an effective barrier and the original 
state should be stable for T < Tba. The membrane then stays in one of the two 
wells and thus exhibits two degenerate states with two different mean separations 
gl ~--- /we/2 and g2 ~- /ha + 3/we/2. This implies that the membrane c a n n o t  tunnel 
through the intermediate potential barrier and will undergo a discontinuous transition 
between the two different states for T < Tba [ 105]. Such  a discontinuous transition 
has been recently observed in Monte Carlo simulations [108]. For T > Tba, on the 
other hand, the edge entropy wins, the membrane feels no effective barrier and thus 
has a unique ground state. 

Now, consider a membrane which experiences the asymmetric potential 

for l < 0, 

-IUwel for 0 < l </we, (5.18) 
V(1)  - Uba for/we < 1 < /we + /ba ,  

0 for/we + / h a  < l, 
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see fig. 12(b) as appropriate for unbinding from a potential well in the presence of 
a potential barrier. 

Assume that the membrane is originally confined within the potential well. A 
segment of linear size LII then has the free energy 

AFo ~ (-]Uwe[ + c3T2/nl2e)L~. 

If this segment is thermally excited to overcome the potential barrier, it will form 
a 'hump' with free energy AF1 ~_ AFe + c a t  where the first term represents the 
edge free energy (arising from the potential barrier) and the second term represents 
the entropy loss of the Lii-hum p. The excess free energy of the hump is given by 
A F  - AF1 - AFo and thus by 

A F  ~ (]Uwel- c3T2/t~12e)L~ -k- [tiff - czTln(3)//alle]Ll[ q- caT. (5.19) 

The unbinding transition should occur when the coefficient of the L~-term vanishes. 
In this case, the free energy of the membrane confined in the potential well is equal 
to the free energy of the unbound membrane. This leads to the estimate 

Twe ,-,a (g[Uwel/2e)1/2 (5.20) 

for the unbinding temperature. 
However, this whole argument is only self-consistent as long as the membrane still 

feels an effective barrier at T = Twe. At the latter temperature, the effective barrier 
height '-'baTTeff -- Uba and the corresponding temperature Tba ~ (t~Ubal2a) 1/2 as follows 
from (5.17). For T < Tba, the membrane cannot tunnel through this effective barrier. 

Therefore, the membrane will undergo a discontinuous unbinding transition from 
the potential well to infinity provided Twe < Tba. For Twe > Tba, on the other hand, 
there is no effective barrier at T = Twe which implies that the unbinding transition 
should be continuous. If one expresses Tba and Twe in terms of the parameters of 
the potential, one finds that the unbinding transition should be discontinuous for 
relatively large potential barriers with Uba/~a >> [Uwel/2e but should be continuous 
for relatively small potential barriers with Uba/~a << I Uwe[ 2 /we" Thus, the membrane 
tunnels through relatively weak barriers but is trapped by relatively strong ones. 

These two types of transitions must be separated by a multicritical point. Within 
the functional renormalization group approach, such a multicritical transition should 
be described by a multicritical fixed point which has, however, not been found for 
fluid membranes as considered here [105-107]. This seems to be a deficiency of 
functional renormalization which remains to be clarified. A similar discrepancy has 
been recently pointed out for wetting transitions in d dimensions [109]. In this case, 
functional renormalization predicts that discontinuous transitions do not occur for 
d < d. _~ 2.6 whereas Peierls type arguments imply that such transitions can occur 
as soon as d > 2. 

Thus, if the direct interaction contains a sufficiently high potential barrier, the 
membrane should unbind in a discontinuous way at zero pressure. By continuity, 
this implies discontinuous transitions at nonzero pressure, P > 0 [92]. Indeed, the 
interaction potential Vp(l) = P1 + V(l)  will then exhibit two local minima separated 
by a large barrier, and one will have discontinuous transitions between two different 
states which are both characterized by a finite value of the mean separation. 
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5. 7. Tension-induced adhesion 

As explained within the hump picture, lateral tension acts to suppress the bending 
undulations and thus to suppress the fluctuation-induced repulsion. In fact, this 
interaction now becomes short-ranged and cannot compete with the attraction arising 
from long-ranged Van der Waals forces. Therefore, if the direct interaction V(1) is 
governed, for large l, by attractive Van der Waals forces, the membranes form a 
bound state in the presence of lateral tension [85]. An unbinding can only occur 
if the Hamaker constant [HI or the lateral tension Z go to zero. This situation is 
completely analogous to the behavior of wetting layers in fluid systems [110]. 

In the limit of small Z, the fluctuation-induced interaction has the form 

Vfl(~l) "~ TS,  /n,(e 2(~1/t~)~ - 1) (5.21) 

with the length scale l m =  (T /27r~)  1/2, see appendix A. Thus, the fluctuation-induced 
interaction is still governed by bending undulations as long as ~i << l s .  

If the shape fluctuations are governed by bending modes, the parallel correlation 
length ~11 satisfies ~11 "~ (16~ /T) l /2~•  see appendix A. This relation together with 
the inequality ~l  << l s  implies Z << 16n/~.  For a membrane segment of linear 

size ~11 = 1 /zm and bending rigidity ~ = 10 -19 J, the bending undulations are not 
affected by the lateral tension 2? if 27 << 10 -4 mJ/m 2. 

In the limit of zero Z, the membranes must attain a bound state for T < T, 
or [HI > [H,I, i.e. if the Van der Waals attraction is sufficiently strong. On the 
other hand, they will continuously unbind for T > T, or IHI < IH, I, i.e. if the 
Van der Waals attraction is sufficiently weak. In the latter case, one may estimate 
the behavior of the mean separation g by superimposing V(1) and Vn(~i) as given 
by (5.15). One then finds that 

e ~ ~ l  "~ Is  = (T/27rS) 1/2 (5.22) 

for small Z and T > T. (or IHI < In, I). 
The scaling relation g ,-~ 1 /Z  1/2 has been obtained in ref. [41] from a superposition 

of the fluctuation-induced interaction Vfl and the direct interaction A V ( 1 ) ~  H / l  2 as 
obtained from the half space approximation for the Van der Waals forces, see (3.4). 
The same scaling relation is obtained if one treats the tension term, 

f d2x 1  (vz) 2, 

as a perturbation of the completely repulsive hard wall fixed point of the RG trans- 
formation [50]. The rescaling transformation x ~ x'  = x / b  and l ~ l' = l ib  now 
leads to 

Z ' ~ S  I = b  ~ Z  w i t h A s = 2 ,  (5.23) 
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which implies 

g ' ~ •  with vii = 1 / A s = l / 2  (5.24) 

for small S and T > T.. Since the hard wall fixed point governs all direct interactions 
with fill < In,  I, the asymptotic behavior of e should be given by g ~ c l s  = 
c(T/27rS)  1/2 where the dimensionless coefficient c does not involve the Hamaker 
constant H. The same behavior will apply to all interactions within the strong 
fluctuation regime. On the other hand, interactions within the intermediate fluctuation 
regime will again lead to nonuniversal behavior. 

6. Stacks and bunches of membranes 

Lipid bilayers in solution often form stacks or bunches (or multilayers or lamellar 
states) in which several membranes are, on average, parallel to each other. Large 
oriented stacks corresponding to lyotropic liquid crystals have been studied for a long 
time by X-ray and neutron scattering methods. On the other hand, bunches contain- 
ing only a relatively small number of membranes are also accessible to experiments: 
freely suspended bunches can be directly observed in the light microscope whereas 
multilayers attached to a fluid-vapor interface can be investigated by surface reflec- 
tivity measurements. Likewise, stacks of bilayers spread on a solid substrate such 
as a glass slide are often used in order to prepare lipid vesicles. 

Thus, consider such a stack of many membranes which has been prepared by 
deposition of lipid onto a planar solid substrate. Far from this surface, the membranes 
will attain a constant mean separation s As in the case of two interacting membranes, 
the mean separation s within the stack is determined by the interplay of direct 
interactions and undulations. 

As far as the membrane roughness arising from these undulations is concerned, it 
is now important to distinguish several length scales. On scales which are smaller 
or comparable with the membrane separation s the membranes exhibit the humps 
of lateral size ~11 and roughness ~• as discussed previously. On length scales which 
are larger than s one must distinguish the case of a finite stack from the case of an 
infinite stack. 

An infinite stack of membranes corresponds to a lyotropic liquid crystal. In this 
case, a single 'tracer' membrane within the stack exhibits the logarithmic roughness 

e~/ln(Lii/~ll ) for LII >> ~11" L• (6.1) 

This behavior is derived in appendix B from a harmonic model for the lyotropic 
liquid crystal. Thus, a single membrane within the infinite stack is almost but not 
quite fiat on large scales. 

If the stack contains a finite number of membranes and if it is free, i.e. not attached 
to another interface or wall, its 'center-of-mass' coordinate will also undulate. As 
shown in the next subsection the roughness of this coordinate scales as 

Do• ~ v / T / ( N  + 1)e;1LIi for large LII (6.2) 
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for a stack consisting of (N + 1) identical membranes with bending rigidity ~1- For 
small N, the regime described by (6.1) is not accessible and the roughness of a single 
membrane is governed by the roughness L0z as soon as LII >> ~11" For large N, one 
has the additional crossover length 

L, ~ g{[(N + 1)nl/T] In [(N + 1)hi lT]}  '/2 ~ ~llv/NlnN. (6.3) 

Thus, on length scales LII with ~11 << LII << L., a single membrane exhibits the same 
logarithmic roughness as in the infinite stack. For LII >> L., on the other hand, the 
roughness is governed by L0• as given by (6.2). 

In the following, I will focus on length scales which are smaller or comparable 
to ~11" The bending undulations on these length scales determine, together with the 
direct interaction, the mean separation of the membranes within the stack. 

6.1. Model for  many interacting membranes 

Consider a bunch of (N + 1) membranes which are, on average, parallel to a reference 
plane. The distance of membrane (n) from this reference plane is denoted by the 
height variable hn with n = 0, 1 , . . . ,  N. 

The configurational energy (or effective Hamiltonian) for this bunch is given by 

 t{h} - / d2. V n ( h n - h n - l ) + P  ( h n - h n - l )  
n = l  n = l  

m 

+ 2n=0 

(6.4) 

Note that 

N 

~-~(hn - hn-1) 
n--1 

-- h N - h o .  

The asymmetric stack corresponds to no = ~ and n~ = n l for n/> 1. 
Even though the membrane positions within the stack are described by (N + 1) 

fields hn, only N of these variables are coupled by the direct interactions Vn(l). 
This is obvious for the asymmetric stack on top of a rigid wall since the position of 
this wall does not fluctuate and h0 - const. In general, one has a 'center-of-mass' 
coordinate 10 which decouples from the N relative displacement fields In = h n -  hn_ 1 
with n ~> 1. 

For (N + 1) identical membranes with bending rigidity hi, the 'center-of-mass' 
coordinate is given by 

N 
1 

lo - g + 1 ~ hn. (6.5) 
n - - 0  
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It is not difficult to find an orthogonal transformation from the variables ho . . . .  , hN 
to new variables Y o , . . . ,  Y N  for which y0 = v/N + 1 l0 and the remaining variables 
Y l  . . . .  , Y N  are linear combinations of the relative displacement fields ll . . . .  ,1N. In 
this way, one can show that the 'center-of-mass' coordinate l0 is decoupled from the 
relative displacement fields In and is governed by the effective Hamiltonian 

1 
T/o{/o} -- d2 x -~ ( N + 1)ml (V2/o) 2. (6.6) 

Thus, the corresponding bending rigidity is (N + 1)nl. It then follows from the 
scaling properties of bending undulations that the 'center-of-mass' roughness L o z  = 
[ ( ( /0-  (10))2)] 1/2 scales as 

Lo• ~ v / T / ( N  + 1)hiLl, (6.7) 

for a bunch of lateral size LII. This roughness decays to zero as 1/v/N + 1 with 
increasing N. 

The separation of the membranes within the stack are determined by the mutual 
interactions or forces. In the absence of shape fluctuations, the balance of forces 
within the stack implies 

P = Pn = - a V n ( l n ) / a l ~  for 1,~ = e n. (6.8) 

More precisely, the disjoining force per unit area which membrane ( n -  1) exerts 
onto membrane (n) is given by Pn~z where ~z is the unit vector perpendicular to the 
membranes which points from ( n -  1) to (n). Likewise, membrane (n) exerts the 
force density - P , ~ z  onto membrane ( n -  1). 

In the presence of shape fluctuations, the direct interaction Vn(1) becomes renor- 
malized into vR(1) ,  and the balance of forces becomes 

P = Pn = - O Y : ( l n ) / ( ) l n  for In = g,~. (6.9) 

This equation may be regarded as a definition of the renormalized interaction between 
the membranes. 

6.2. O n e - m e m b r a n e  approximat ion  

Now, consider a stack of (N + 1) identical membranes interacting with identical pair 
potentials, V~(l) = V(1). In the limit of large N, the membrane stack corresponds 
to a lyotropic liquid crystal. Far from the boundaries of such a crystal, all relative 
displacement fields In = hn - h,~_l will have the same mean value, (ln) = g. On 
length scales which are large compared to the correlation length ~11, a single 'tracer' 
membrane makes arbitrarily large excursions from its average position, see (6.1). 
In the one- and two-membrane approximations discussed below, the corresponding 
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roughness which grows only logarithmically with the membrane size will be ignored. 
One may then assume that, each membrane feels an effective potential 

ueff(hn) ~ U(~ ff + (6.10) 

which is harmonic for small fluctuations of hn around its mean value (h,~). 
The one-membrane approximation is obtained if one ignores the fluctuations of 

the two nearest neighbor membranes and treats them as two rigid walls at positions 
hn-i  = (hn) - g and hn+l - (hn) + g, respectively. This geometry was first used 
by Helfrich in order to estimate the excess free energy (or loss of entropy) of the 
membrane confined in the stack [2]. As mentioned by de Gennes and Taupin, [16] 
this approximation represents the analogue of the Einstein model for lattice vibrations 
or phonons of solids. 

Several authors have used this geometry in an attempt to determine the effective 
potential ueff(hn) starting from the direct interactions V(1) between nearest neigh- 
bor membranes [111-115]. In this work, the mean separation g was treated as an 
independent parameter even though its value is determined by the interaction poten- 
tial V(1). In some cases, the bare potential acting on the membrane was taken to be 
[111, 113, 115] 

ueff(hn)--- V (~, .-~ hn - (hn)) + V (~,-  hn '~ (hn)). (6.11) 

This latter approach has two additional problems: 
(i) Since one has In + ln+l = 2g, the two independent degrees of freedom In 

and 1~+1 have been reduced to a single degree of freedom. In fact, if the 
separation In increases, the separation 1,~+1 = 2 g -  In must decrease. Thus, 
all fluctuations in which In and ln+l are displaced in the same direction are 
suppressed. In the context of lattice vibrations of solids, this is a well-known 
defect of the Einstein model: it gives an approximate description of optical 
phonons in which neighboring atoms move against each other but fails to 
describe acoustical phonons in which neighboring atoms move in phase. In 
the limit of long wavelengths, the energy of acoustical phonons goes to zero 
whereas the energy of optical phonons attains a finite limit. Thus, thermal 
fluctuations will primarily excite acoustical phonons which are not contained 
in the Einstein model; and 

(ii) If the direct interaction V(l) has an attractive part and thus a minimum, the 
superposition potential as in (6.11) may have two (degenerate) minima. If the 
membrane experienced such a potential, its position could attain two possi- 
ble values as explained in section 5.6 [105]. However, such a spontaneous 
symmetry breaking would be an artefact of the approximation used to ob- 
tain (6.11). 

6.3. Two-membrane approximation 

In order to overcome the limitations of the one-membrane approximation, one may 
focus on a pair of nearest-neighbor membranes within the stack with n - a and 
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Geometry of two-membrane approximation for a bunch of membranes. The outer membranes 

a and/3 are replaced by rigid walls at positions (h,~) and (ha), respectively. 

n = a + 1 = b, see fig. 13. These two membranes interact with each other and with 
the two adjacent membranes with n = a - 1 _-- c~ and n = b + 1 - / 3 ,  see fig. 13. 

Within such a two-membrane approximation which is of the mean-field type, the 
two membranes with n = c~ and n = / 3  are replaced by rigid walls with positions 
(h,~) = (ha) - g a  and (ha) = (hb) + gt~, respectively. In addition, the two-membrane 
interactions V a ( h a -  h,~) and V ~ ( h ~ -  hb) are approximated by the renormalized 
interactions V~(ha - (h,~)) and by Vff((h~) - hb), respectively. If one now expands 
these interaction energies in powers of h~ - (h~) and hb - (hb), one obtains 

(ho - + v f f  ( < h , )  - 

,.~ VaR(g~) + V~(g~) - PgD + P(hb - h~) 
(6.12) 

for small fluctuation amplitudes. If the last term is combined with all terms of 
7-/{__h} as given by (6.4) which depend explicitly on h~ and hb, one obtains the same 
effective Hamiltonian "It{ha, hb} as for two interacting membranes which are subject 
to the external pressure P.  Therefore, the relative displacement field l = h b -  ha is 
governed by 

/ { 1 } 
7-({/} -- d2x P1 + V(1)+ -~ n ( V 2 / )  2 (6 .13)  

with the effective bending rigidity n = hi~2. This model was the starting point for 
the systematic theory in section 5, see (5.1). Therefore, within this approximation, 
the renormalized potential of two membranes within the bunch is identical with the 
renormalized potential of two isolated membranes. This reduction of a stack of 
membranes to two membranes was introduced by us in refs [3, 92] and [93]. 

Within this two-membrane approximation, one can determine the mean separation 
g as a function of the external pressure P. On the other hand, if g is fixed by external 
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constraints such as the lipid-solvent composition, one may choose P in such a way 
that it leads to the required value for g. 

Even though the geometry shown in fig. 13 does not include all configurations of 
the two membranes in the stack, these two membranes can fluctuate more freely than 
the single membrane between two rigid walls as used in the one-membrane approxi- 
mation. In particular, the two-membrane approximation includes those configurations 
in which these two membranes are displaced in the same direction. Finally, no spu- 
rious symmetry breaking can occur within the two-membrane approximation if the 
direct interaction V(1) has only a single minimum. 

6.4. Hard-wall interaction 

The simplest pair potential for the membranes in the stack is again provided by 

Vp(l) = Vhw(l) + Pl, (6.14) 

i.e. by the competition between the repulsive hard wall interaction and the attractive 
pressure term. Two identical membranes interacting with such a potential have 
been discussed in section 5.2. As explained in this latter section, this potential 
is renormalized into 

veff(/) = 2cflT2/m112 + Pl 

with 2cfl = 0.115 4-0.005 ~ 37r2/256 where /~l is the bending rigidity of each 
membrane. 

In the case of (N + 1) identical membranes with bending rigidity t~l, the renor- 
malized pair potential should have the form 

veff(/) ~ 2cfl(N + 1)T2/t~ll 2 + Pl (6.15) 

in the limit of small P where, a priori, the coefficient cfl(N + 1) is expected to 
depend on N. However, extensive Monte Carlo simulations for a stack of three and 
of four membranes strongly indicate, that the coefficient cfl is in fact independent 
of N [80, 81]. 

The MC data for three membranes are shown in fig. 14. These data lead to the 
numerical estimate 2cfl(3) = 0.113 i 0.005. Likewise, the MC simulations for four 
membranes show that all three separation variables 11, 12, and 13 have the same 
asymptotic behavior governed by 2cfl(4) = 0.113 • 0.005. Within the numerical 
accuracy of these estimates which is of the order of one percent, the three values for 
eft are identical. 

This asymptotic separability is not restricted to stacks of identical membranes. It 
has also been confirmed for asymmetric stacks in which membrane (0) at the bottom 
of the stack has infinite rigidity and thus corresponds to a rigid wall. In this case, the 
membrane pair (01) which contains membrane (0) is governed by ~ e f f  --- /~1 whereas 
all other pairs are governed by /~eff - -  / ~ 1 / 2 .  Therefore, the effective pair potential 
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Fig. 14. Monte Carlo data for three membranes which repel each other by hard wall interactions: (a) The 

mean separation (z), the roughness (z2)~/2 and the longitudinal correlation length ~11 as a function of the 
pressure Q = P/Psc as in fig. 8; and (b) The ratio of the mean separation for the three-membrane system 

and of the mean separation for the two-membrane system seems to approach unity for small Q [80]. 

should be veff(/) .-~ cflT2/nll  2 for the (01) pair and veff(l) ..~ 2ct tT2/nll  2 for all other 
pairs. This is exactly what is observed in the MC simulations. 

As mentioned before, the value 2cfl = 0.115+0.005 is very close to 37r2/256 which 
is exactly half the value proposed originally [2] and deduced experimentally by X-ray 
scattering on lamellar phases in oil-water-surfactant mixtures, see appendix B. The 
value of the coefficient cfl has also been estimated, in the limit of large N, using 
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functional renormalization [ 116]. As a result, one obtains the estimate 2c~ '-~ 0.081 
which is somewhat too small. 

Another geometry which has been studied by MC simulations are N identical 
membranes with bending rigidity nl confined between two rigid walls [117, 118]. 
The separation of these two rigid walls was taken to be (N + 1)g so that the mean 
separation of all nearest neighbor surfaces is close to g. The excess free energy 
density Afu(g)  per membrane was determined via the internal energy density which 
can be measured directly in the MC simulations. The MC data were well fitted by 
the asymptotic form AfN(g) ..~ 2cNTZ/~lg 2 with 2cl "~ 0.080, 2c3 ~ 0.093, and 
2c5 ~ 0.097 for N -- 1, 3 and 5 membranes [117]. Extrapolation of these data to 
large N gave the estimate 2c~ "-~ 0.106 which is somewhat smaller than the value 
2c~ = 0.115 ~_ 37r2/256 as obtained in the pressure ensemble. The latter value 
should be more reliable, however, since it is independent of N and thus involves no 
extrapolation procedure. 

Thus, for the competition of the hard wall interaction and the external pressure, 
the two-membrane approximation becomes presumably exact in the limit of small P, 
i.e. as the membranes unbind, provided one studies those scaling properties which 
involve only pairs of nearest-neighbor membranes. In other words: each pair of 
neighboring membranes behaves asymptotically as if it were not affected by the 
presence of the other membranes within the stack. This implies that the contact 
probability 792b for two membranes within the bunch should satisfy P2b ~ 1/~0 with 
~0 = 3 as for two isolated membranes. 

If one considers the behavior of more than two membranes, more subtle critical 
effects are expected by analogy with strings. Indeed, bundles of strings which 
interact via hard wall interactions are characterized by the contact probabilities 
"JOnb ~ 1/~ 2r with (o(n) - (n 2 -  1)/2 where ~Onb describes the probability to 
find a locally bound bundle of n strings [119, 120]. Therefore, one expects the 
analogous scaling relation 79nb ,-~ 1 / ~  ~C'~ with (0(n) = n 2 -  1 for the probabili- 
ties T'nb to find locally bound bunches of n membranes within the larger stack of 
N membranes. 

Scaling and renormalization group arguments imply that these scaling properties 
are valid as long as the direct interactions between two nearest-neighbor membranes 
are short-ranged and effectively repulsive (and one does not include next-nearest 
neighbor interactions or n-membrane interactions with n > 2). For this class of direct 
interactions, the mean separation of two adjacent membranes should asymptotically 
behave as in the case of two isolated membranes. It is not obvious, however, that 
this asymptotic separability also applies in the presence of attractive forces between 
the membranes. 

6.5. Cohesion of freely suspended bunches 

Bunches of identical lipid membranes in aqueous solution have been experimentally 
studied by phase contrast microscopy. For membranes composed of the sugarlipid 
DGDG, Helfrich and Mutz observed unbinding transitions for bunches between two 
and twenty membranes, see fig. 15 [4]. The transitions showed no hysteresis and 
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Fig. 15. Unbinding transition of a bunch of DGDG bilayers as observed by phase contrast microscopy. 
(right) For T _~ 22.4~ the membranes undulate very strongly and then appear as thick fuzzy lines; and 
(left) For T ~_ 22.1~ the membranes form a bound state which corresponds to the sharp dark line. The 
water between the membranes has been squeezed into the large water pocket. The bars represent 10/~m. 

(Courtesy of W. Helfrich.) 

thus appeared to be continuous. The bilayers within the bunch should attract each 
other by Van der Waals forces and thus should experience direct interactions with a 
single minimum. Now, one would like to know if the critical phenomena at these 
unbinding transitions depend on the number of membranes contained in the bunch. It 
turns out that the transition temperature is independent of the number of membranes 
but that the critical behavior depends on this number. 

6.5.1. Computer simulations of three membranes 
In order to be more specific, consider the case of three membranes with identical 
bending rigidities ~1 -- ~2 -- ~3. The configuration of membrane (n) is described 
by the height variable hn with n = 0, 1 and 2. The two nearest neighbor pairs 
experience, apart from the hard wall repulsion, a direct interaction of the square well 
form as given by 

U f o r O < l < l v ,  
A V ( 1 ) -  0 f o r l ~ < l ,  (6.16) 

with U < O. 
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Fig. 16. Effective interaction potential of three membranes. Neighboring membranes interact via 
repulsive hard wall and attractive square well interactions with potential depth U < 0 and potential 

range lv. 

It is convenient to introduce new coordinates y0, yl, and y2 via the orthogonal 
transformation 

yo - (ho + hi + h2 ) / v /3  = v/31o, 

Yl -- (hi - h o ) / V ' ~ -  l i lY /2 ,  and (6.17) 

Y2 -- x/~(h2 - h l ) / V / 3  + (hi - ho)/V/'6 - V~12/v /3  + ll/V/-g. 

In this way, the 'center-of-mass' coordinate l0 = yo /v /3  is separated off from the 
two coordinates yl and y2 which are linear combinations of the relative displacement 
fields ll = hi - h0 and 12 = h2 - hi. The two fields yl and y2 are governed by the 
effective Hamiltonian [ 121, 122] 

~"~{Yl,Y2} -- d2x V(yl,y2)-~- ~ N 1 E  ( ~72yn)2 (6.18) 
n--O 

with the effective potential 

V ( y l , y 2 ) -  V(V~yl )  + V((x/3y2 - y l ) / X / 2 ) .  (6.19) 

This two-dimensional potential is shown in fig. 16. It consists of two hard walls 
which form a wedge with angle 0 = 7r/3. The attractive potential well lies in front of 
these walls. In the corner of the wedge, the depth of the potential is 2]UI; otherwise, 
it is [U[. 
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The bunch considered here is up-down symmetric in the sense that it is invariant 
under an exchange of the two outer membranes. This symmetry implies that these 
two outer membranes must unbind simultaneously at the unbinding temperature T, = 
TS(3) (where the superscript s indicates that the bunch is symmetric). 

The above model for three membranes has been studied by extensive Monte Carlo 
simulations [5, 121]. Over the accessible range of length scales, the membranes 
undergo a continuous unbinding transition but the observed critical behavior is clearly 
different from the case of two membranes. The best fit for the mean separation 
g -- (/1) -- (12) leads to the power law g ~ 1 ~ I T -  T,S(3)l ~ with the effective 
critical exponent r - 0.91 4-0.04 which differs from the presumably exact value 
r = 1 for two membranes. The critical unbinding temperature T,S(3), on the other 
hand, was found to be identical with the corresponding temperature T,S(2) for two 
membranes [5]. 

The range of length scales which is accessible in the MC simulations of three 
membranes is limited by finite size effects and rather long equilibration times. Much 
more accurate data can be obtained by numerical transfer matrix calculations for three 
strings in two dimensions. Analysis of these data shows that the critical behavior of 
three strings is again very similar to the one of three membranes [5, 122, 123]. For 
three identical strings, interacting with the same pair potentials, the mean separation 
g l  - (ll) - g2 - (12) of two neighboring strings within the bundle diverges as 

s gl ~ 1 ~ I T -  T,~(3)[ ~ with ~p ~ 0.94 over the accessible range of length scales which 
is again different from the exact value r - 1 for two strings. In contrast, the 
unbinding temperature T,S(3) for three strings is again found to be identical with the 
corresponding temperature TS(2) for two strings within the numerical accuracy. 

Originally, we thought that the observed N-dependence of the critical behavior 
could be understood in terms of an effective repulsion between the two outer mem- 
branes which arises from the loss of entropy of the confined membrane in the middle 
[121, 122, 124]. Such a mechanism is present in the so-called necklace model for 
interacting strings [125-127]. However, the necklace model predicts a discontinuous 
unbinding transition for three identical strings whereas the transfer matrix results 
clearly showed that the transition is continuous. In addition, the necklace model 
does not provide any clue why the unbinding temperature T, s should not depend on 
the number of membranes (or strings). 

On the other hand, continuous transitions but with N-independent critical expo- 
nents were subsequently found 

(i) within two mean-field theories [128, 129], and 
(ii) by solving the string problem via Bethe Ansatz methods in which one essen- 

tially ignores the precise value of the potential energy of bound string triplets 
(i.e. the depth of the potential in the corner of the wedge, see fig. 16) [100, 
130, 131]. 

The latter energy is effectively determined by 3-membrane interactions. The in- 
fluence of these interactions has been studied in a systematic way by field-theoretic 
renormalization which predicts that this interaction leads to a pronounced crossover 
on intermediate scales but that it is irrelevant on sufficiently large scales [120]. 
Thus, the critical exponent for the asymptotic behavior is presumably ~b = 1 for 
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all N but the approach to asymptotic exhibits an intermediate scaling regime with 
an effective N-dependent exponent ~ < 1. The asymptotic critical behavior will be 
difficult to see in real systems whereas the intermediate scaling regime observed in 
the simulations might also be accessible to experiments. 

6.5.2. N-state model for unbinding transition 
The fact that the unbinding temperature T s does not depend on N can be understood 
within the following scaling theory [98] which represents an extension of the two- 
state model described in section 5.4. Locally, three membranes (or strings) which 
interact via square well potentials can attain three different types of configurations, 
compare fig. 17: 

(i) All three membranes are 'locally unbound' if their separation exceeds the 
range of the interaction potential; 

(ii) two of the three membranes form a bound pair whereas the third one is 'locally 
unbound'; and 

(iii) all three membranes form a bound triplet. 
The probabilities for these three different local configurations will be denoted by 

Pub, P2b, and "P3b, respectively. 
For configuration (i), the loss of entropy per unit area will be denoted by ,6Fub for 

each separation variable. On the other hand, the excess free energy per unit area for a 
bound pair and a bound triplet will be denoted by AFEb and AFab, respectively. For 
interactions between nearest-neighbor pairs of membranes, one has AF3b "~ 2AF2b. 
Thus, the excess free energy per unit area of the bunch can be estimated as [98] 

A F  "-' 2AFub~ub -if-(AF2b q- AFub)792b + 2AF2b'P3b. (6.20) 

If the unbinding transition is continuous, the probabilities 792b and P3b must vanish 
in a continuous way whereas Pub --~ 1 as the transition is approached. In addition, the 
scaling properties at such a transition will be governed by the single length scale ~_L 
which determines the roughness of the separation variables l l and 12. 

(a) (b) (c) 
Fig. 17. Three-state model for unbinding transition of three identical membranes: (a) Locally unbound 

segments, (b) locally bound pairs, and (c) locally bound triplets. 
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So far, these arguments are rather general and apply to any kind of shape fluc- 
tuations (in particular, these arguments would also apply if the membranes exhibit 
an additional microroughness as proposed in ref. [132]). If the membranes undergo 
bending undulations, the entropy loss per unit area of 'locally unbound' membrane 
segments is given by AFub ,.o T2/ t~  2. In order to determine (• from this free 
energy, one has to know how the probabilities T'Eb and ~3b depend on this length 
scale. 

At a continuous transition, the probability distribution P(/1,/2) for the two sepa- 
ration variables l l and 12 will exhibit the general scaling form 

~( /1 , /2 )  ~ (gv /~Z)2f f2(g l /~•177 

where lv is the range of the square well potential. If the scaling function ~Q(81,82) is 
finite for small arguments Sl and s2, one has PEb ~ (lv/~• and ~3b "" ( /v/~•  2 ~ ~2b" 
In general, one will have ~D3b ~ ~2b as long as one considers only two-membrane 
forces which act between nearest-neighbor pairs of membranes. 

The behavior of ~• can now be determined by minimizing the excess free en- 
ergy A F  with respect to ~• The unbinding transition occurs when AF2b van- 
ishes. Therefore, the transition of three membranes occurs at the same temperature 
T s as the transition of two. For a square well potential of depth IUI, one has 
AFEb "~ -IUI + cT2/ed2 where the first and the second term represent the interac- 
tion energy and the entropy loss within the square well, respectively. Thus, one has 
T: 

The minimization of AF leads to a continuous unbinding transition at T = T, s 
with ~• --~ 1/IT s - T ]  r The critical exponent r has the universal value r = 1 if 
the probability for bound pairs behaves as 7~2b --~ 1/~• On the other hand, if the 
probability distribution ~(/1,/2) appeared to be singular for small arguments over 
a certain range of length scales, one would have 7~2b ~ 1 / ~  -b for these scales. 
This would lead to the same unbinding temperature T, s but to the effective critical 
exponent r = 1/(1 + b). 

The scaling arguments just described can be directly extended to symmetric bunches 
containing an arbitrary number N of membranes. One again finds the N-independent 
unbinding temperature T, s whereas the critical behavior of ~• depends on the be- 
havior of the probability distribution for small values of the separation variables. 
Furthermore, the behavior discussed here is not restricted to the case of square well 
potentials but also applies to realistic Van der Waals interactions and to all other 
attractive interactions within the strong-fluctuation regime. 

The N-state model described here implies that the unbinding transition of N 
membranes is continuous for all values of N provided the direct interaction potential 
of adjacent membranes has a single minimum and no potential barrier. In contrast, 
it has been argued in ref. [94] that the unbinding transition of a membrane stack 
becomes discontinuous as a result of balloon-type fluctuations. For two-membrane 
forces, these latter fluctuations should be very exceptional compared to the bending 
modes considered here and thus should not determine the nature of the unbinding 
transition. 
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On the other hand, if the direct interaction between two adjacent membranes has 
a sufficiently high potential barrier, two different states can coexist as explained in 
section 5.6. If one changes the temperature and the lipid-solvent composition (or 
an effective external pressure), the phase diagram should then exhibit two-phase 
coexistence regions where two lamellar phases with two different spacings coexist 
as has been observed in some experimental systems. 

6.6. Adhesion to a substrate or another interface 

As mentioned, many preparation methods lead to bunches of membranes which 
stick to a solid substrate or another interface. Thus, let us consider a bunch of 
N identical membranes with bending rigidity ~1 which adheres to another surface. 
This represents the limiting case of the model as given by (6.4) in which the bottom 
membrane with n = 0 has infinite rigidity. In general, the interaction V I ( / ) ~  Vs(l) 

between the substrate and the membrane with n -- 1 will differ from the mutual 
interaction V(l) between two membranes within the bunch. 

If the interaction potential Vs is relatively weak compared to the mutual interaction 
potential V, the separation of the two outer membranes of the bunch will stay finite 
while the whole bunch unbinds from the substrate at a critical temperature T a < T s 
[100, 131]. In this case, the bunch has the effective bending rigidity /~eff --- N/~I .  If 
the substrate potential Vs(1) is taken to be a square well potential with depth IUsl and 
range lv, the unbinding temperature T a is proportional to v/N~llUsll  2 which must 
be smaller than T s ,-~ V/~llU112. 

On the other hand, if Vs is comparable with or stronger than V, the stack undergoes 
a sequence of  unbinding transitions at successive temperatures Ta(n) with T s ~< 
Ta(n) <~ Ta(1) [5, 122]. Thus, all unbinding transitions occur in a finite temperature 
range, and the last membrane unbinds at the temperature Ta(1). At all of these 
transitions, the critical behavior is universal and the critical exponent ~b - 1. For 
large n, the unbinding temperatures Ta(n) attain the limiting value T s. In this limit, 
one expects T a ( n ) -  T s ~ 1/n ~. Extrapolation of the numerical data obtained for 
n ~< 3 gives the rough estimate A ~ 2 [5]. On the other hand, the analytical solution 
for strings via the Bethe ansatz leads to A -- 1 [100, 131 ]. 

In real systems, this sequence of unbinding transitions corresponds to a stack on 
top of a substrate from which the utter most membranes peel off one after another. 

7. Hydration forces and protrusion modes 

The shape fluctuations which have been considered in the previous sections represent 
bending undulations. These should be the typical excitations on length scales which 
are large compared to the membrane thickness. However, the concept of a bending 
mode is no longer well-defined as soon as the wavelength becomes of the order of 
the membrane thickness. On these latter length scales, the molecular structure of the 
lipid-water interface should be taken into account. This interface is roughened by 
the relative displacements or protrusions of the lipid molecules as has been observed 
in computer simulations [133, 134] and in scattering experiments [36, 135, 136]. In 
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contrast to bending modes, protrusions change the surface area of the lipid-water 
interface [51, 54] and are thus governed by an effective interfacial tension. 

Protrusion modes must be distinguished from 'blisters' [137] which have been 
proposed in order to explain the hydration interaction between bilayers attached 
to mica surfaces. Such a blister consists of a curved bilayer domain which is not 
attached to the mica surface and which is governed by its bending energy. Therefore, 
in contrast to protrusions, blisters are special bending modes. 

In this section, the effect of protrusion modes on the membrane interactions will 
be discussed. First, pure protrusions will be considered in which the molecules are 
displaced but not tilted [51]. These protrusions renormalize the direct hydration 
forces [54, 55]. The tilts of the molecules determine the membrane curvature. The 
interplay of protrusion and bending will be discussed in the last section 7.5. 

7.1. Single protrusion modes 

As explained in section 3.1, two rigid bilayers immobilized onto mica surfaces ex- 
perience a strong repulsion for small separations of the order of 1 nm. It is believed 
that these hydration forces between the bilayers arise from the intrinsic structure 
of the lipid water interfaces. Phenomenological theories predict that this perturbed 
water structure leads to the direct interaction 

AV(1) = Vhyexp[--1/lhy]. (7.1) 

The hydration length lhy should be given by an appropriate correlation length within 
the water, see section 3.1. 

Now, consider a single protrusion mode in which one lipid molecule pulls out from 
one of the rigid membranes and bridges the intermediate water gap of size l [51]. 
The lipid molecule is taken to have the shape of a small column with constant cross- 
section and circumference a0. Such a protrusion has energy AE -- Zoaol where So 
represents the free energy of the interface between the nonpolar part of the molecule 
and the water (or another polar solvent). Now, the probability for such a fluctuation 
can be estimated by the Boltzmann weight, e x p ( - A E / T )  -- exp(-I/lsc) with the 
length scale 

/sc = T/aoZo. (7.2) 

For a molecule with circumference a0 "" 3 nm and interfacial free energy Z0 
0.02 J/m 2, this length scale is lsc ~ 0.07 nm at room temperature with T = 4.12 • 
10 - 2 1  J. 

Thus, the protrusions of the lipid water interface introduce another length scale, 
the protrusion length/pr. Within the single mode picture, this scale is in fact equal 
to lsc. In general, one has lpr -- Zprlsc with a dimensionless coefficient Zpr > 1 as 
will be shown below. Thus, the interplay between hydration forces and protrusion 
modes can be understood in terms of two length scales, the hydration length lhy and 
the protrusion length lpr. 
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There is one obvious problem with a picture based on single protrusion modes. 
Since/sc is of the order of 0.1 nm, a protrusion of a single molecule which bridges 
a water gap of about 1 nm is very unlikely. In real systems there are, however, two 
different effects which act to increase the effective range of protrusions [54, 55]: 

(i) The molecules protrude collectively. If several molecules protrude in a co- 
herent fashion, they can form, e.g., transient roof-like tipples. In this way, 
collective protrusions can bridge a water layer of 1 nm even though the rela- 
tive displacements of neighboring molecules are only of the order of 0.1 nm; 
and 

(ii) The profile of the water structure in front of the lipid surface is shifted by the 
protrusions. 

These two effects will now be taken into account. 

7.2. Models for collective protrusion modes 

In order to go beyond the single mode picture, let us consider a rough membrane 
in which all molecules can be displaced with respect to the fiat state. A snapshot 
of such a membrane is shown in fig. 18. In addition, we will include the direct 
hydration interaction between the membranes as given by (7.1). The separation of 
the protruding molecule / from the other membrane is now described by the local 
displacement field li which varies along the membrane surface. Each molecule 
interacts with n nearest neighbors. All molecules have the same cross-sectional 

Fig. 18. Snapshot of membrane segment which is roughened by collective protrusion modes. Note 
that the vertical and the horizontal scale of this figure are different: Relative displacements of two 
neighboring molecules are typically of the order of 0.1 nm whereas the diameter of the molecules 

is about 0.8 nm [55]. 
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area A0. The energy of such a membrane configuration is given by [54, 55] 

7-t{1}/T = y~(ao~o/Tn) l l i  - l i ] + y ~  AoV(1,)/T 
(ij) i 

(7.3) 

and its statistical weight is given by the Boltzmann factor ,-~ exp[-7-l{1}/T]. 
Protrusions change the area of the lipid water interface. Therefore, these fluctu- 

ations are governed, on large scales, by an effective interfacial tension, kTpr, which 
must be distinguished from the microscopic tension, Z0, of the hydrocarbon solvent 
interface. The solvent layer between two such interfaces resembles a thin wetting 
layer. 

Extensive Monte Carlo simulations and renormalization group calculations have 
shown that the discrete model defined by (7.3) belongs to the same universality class 
as the so-called Gaussian model 

1 (27pr/T)(V1) 2 + V(I)} (7.4) ~(l}/T= f d2x{-~ 

for which the discrete sites i are replaced by a continuous coordinate and the term 
(aoSpr /Tn) l l i -  lil is replaced by (Zpr/2T)(V1) 2. The effective interfacial tension 
~'pr is related to Z0 via [54] 

Zpr-- c m ( a o Z o ) 2 / T -  cmT/ls 2. (7.5) 

The dimensionless coefficient cm can be estimated from the Monte Carlo simulations 
and is found to be cx ~- 0.067. Using the above estimate for lsc, one then has 
L'pr ~ 0.056 J/m 2. 

The discrete model as given by (7.3) describes the interaction of one protruding 
and one flat lipid solvent interface belonging to two different lipid bilayers. For the 
interaction between two flexible bilayers, there are two changes. 

First of all, each bilayer is bounded by two lipid solvent interfaces. The protrusion 
of one bilayer will, in general, involve both interfaces of this bilayer in order to avoid 
bilayer cavities which would cost a lot of energy. If the bilayer were incompressible, 
the two lipid solvent interfaces would have constant separation which would imply 
that the interfacial free energy Z0 for its protrusions is increased by a factor of two. 

On the other hand, if both bilayers exhibit protrusions, the effective interfacial 
tension ~'pr for their relative displacement field is decreased by a factor of two. 
Since ~'pr ~ L'2, these two effects compensate each other to a certain extent and 
lead to an overall increase of Z0 by a factor of x/2. The finite area compressibility 
of the bilayer will act to reduce this factor. 

As mentioned, these models for collective protrusions have been studied by Monte 
Carlo simulations and renormalization group methods [54, 55]. The results of these 
calculations are briefly summarized in the following subsections. 
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7.3. Disjoining pressure from hard wall 

It is again instructive to consider the simple interaction 

Vp(/) - Vhw(/) + P1 (7.6) 

which describes the interplay of the hard wall repulsion and the external pressure P.  
In the limit of small pressure, one obtains the exponential dependence 

P ,.m Phwe-ellp~(lpr/g.) 1/4 (7.7) 

on the mean separation g = (l), and the Gaussian dependence 

P ,.~ Phwxe-2(~x/Ip r)2 (7.8) 

on the roughness ~• - ((1 - g ) 2 ) 1 / 2 .  The protrusion length lpr is found to be 

lpr -- (T/27rSpr) 1/2 -- zprT/ao•o (7.9) 

with the dimensionless coefficient Zpr ~ 1.5. Thus, the collective protrusions increase 
the value of this length scale by about 50 percent. 

The pressure amplitudes Phw and/taw• are obtained from the Monte Carlo simu- 
lations as 

Phw/Psc -- Ohw ~ 0.5 and Phwx/P~c -- Qhwx "~ 0.9 (7.10) 

with the pressure scale 

Psc - a0 So/A0. (7.11 ) 

For a0 - 3 nm, A0 - 0.7 nm 2, and So - 0 . 0 2  J/m 2, one has Psc "~ 8.6 • 107 J/m 3 
which lies within the range of the experimentally observed values for the disjoining 
pressure. 

7.4. Disjoining pressure from exponential hydration 

Now, let us consider the exponential hydration interaction AV(1) - Vhy exp[-1/lhy] 
as in (7.1). The bilayer interaction is now given by 

Vp(/) - ~w(/)  + Why exp[--1/lhy] + P1. (7.12) 

In this case, one finds two different scaling regimes depending on the relative size 
of the hydration length lhy and the protrusion length lpr- 

The protrusion-dominated regime is defined by lpr > 2/hy. In this case, one obtains 
the same g-dependence or ~• for the disjoining pressure P as for the hard 
wall case. Thus, the two relations (7.7) and (7.8) are still valid with the protrusion 
length lpr as given by (7.9). 
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The hydration-dominated regime, on the other hand, is defined by/pr < 2/hy In this 
case, one has a nontrivial competition between the direct hydration and the collective 
protrusions. In the limit of small pressure, this competition leads to the exponential 
dependence 

P ,.~ P2e -e/lt (7.13) 

on the mean separation g with the decay length 

I t -  [1 + (lpr/2lhy)2]lhy. (7.14) 

The amplitude P2 is given by 

P 2 -  (Zpr/a~) pl/'I-pl2p-1 "lay ~hy (7.15) 
where all is the diameter of the lipid molecule and 

p -  (/pr/ /hy)2/[(/pr/ /hy) 2 -t-4]. (7.16) 

This functional dependence for It and/)2 has been obtained by renormalization group 
calculations and confirmed by Monte Carlo simulations, see fig. 19. Within the 
hydration-dominated regime, the roughness ~i is related to the pressure P via 

P ~ P2le -2((-t-/lpr)2. (7.17) 

The Gaussian dependence on ( i  is the same as in the protrusion-dominated regime 
but the amplitude Pzz depends on the hydration length. For lhy/lsc = 1.5 and 3, one 
obtains Pzi/Psc " 1.4 and 2.5, respectively. 

As shown in fig. 20, the roughness ( i  is always small compared to the mean 
separation g for the collective protrusion modes studied here, and the relative dis- 
placements of the lipid molecules are only of the order of a few *. 

In summary, the disjoining pressure P depends exponentially on the mean sepa- 
ration g as P ~ exp[-g/ l t]  in both regimes but with a non-universal decay length lt. 
In the protrusion-dominated regime with/pr > 2/hy, one has 

It - - /pr  -- zprT/ao~E'O with Zpr ,.o 1.5. (7.18) 

In the hydration-dominated regime with/pr < 2/hy, this length scale is given by 
2 2 I t -  /hy + zprT /4(aOZO)21hy (7.19) 

as follows from (7.14). Thus, the length scale It depends, in general, on temperature 
T, on the parameter combination a0Z'0 (which represents an effective edge tension 
of the lipid molecule), and on the hydration length/hy. 

At fixed temperature T, the repulsive interaction will be dominated by protrusion 
and by direct hydration forces for small and for large values of the parameter aoZo, 
respectively. Likewise, protrusion and hydration forces dominate for small and for 
large values of the hydration length, respectively. Thus, depending on the lipid and 
on the solvent, a real system may belong to either of both interaction regimes. 

For fixed lipid and solvent, on the other hand, one will have a transition at a 
characteristic temperature T -- T. which is implicitly given by/pr(T.) = 2/hy(T.). It 
follows from the above expressions for these length scales that T. = 2aoZolhy/Zpr if 
one ignores the T-dependence of the interfacial free energy Z0 and of the hydration 
length /hy. For the hydration-dominated regime at low temperatures T < T., the 
physical decay length It increases quadratically with increasing T, while it increases 
linearly with T for the protrusion-dominated regime at T > T.. 



584 R. Lipowsky 

' ' ' 1 ' ' ' ' i ' ' ' ' 1 ' ' ' ' 1 ' ' ' ' 1 ' '  

Z t 

o l , , , , I , j l ~ l , , , , I , , , , I , , , , I , ,  - 

0 0.5 1.0 1.5 2.0 2.5 
Zpr / Zhy 

7 

Q2 6 

o ~  
0 0.5 1.0 1.5 2.0 2.5 

z / z  
pr hy 

Fig. 19. (a) The decay length zt ~ lt/lsc and (b) The pressure amplitude Q2 ~ P2/Psc as a function 
of the ratio lpr/lhy. The length scale lsc and the pressure scale Psc are defined in (7.2) and (7.11), 
respectively. The four dots represent the best fits to the Monte Carlo data; the error bars for Q2 are 
relatively large while the error bars for zt are smaller than the size of the symbols. The solid curves 

represent the functional dependence in (7.14) and (7.15) [54]. 
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Fig. 20. The squared roughness (Z2>c = (~// /sc) 2 as a function of the mean separation (z) - e/lsc. The 
three sets of data correspond to the hard wall (o) and to exponential hydration interactions with/hy/lsc -- 

1.5 (e) and lhy/lsc = 3 (~). The roughness is always small compared to the mean separation [55]. 

7.5. Protrusions versus bending undulations 

Protrusions are excitations of the lipid solvent interfaces which change the interfacial 
area and are thus govemed by an effective interracial tension. These excitations 
should be dominant on length scales which are smaller than or comparable with the 
bilayer thickness. On the other hand, for larger length scales, the typical fluctuations 
are expected to be bending modes govemed by bending rigidity as discussed in 
previous sections. 

Protrusions act to reduce the bending rigidity. If a single molecule protrudes from 
the bilayer, it is easier to bend this membrane away from this protrusion. This effect 
can be studied within a simple model in which one considers protrusions on top 
of a curved membrane [55]. More precisely, the membrane has a neutral surface 
which is taken to be incompressible and characterized by a bare bending rigidity ~0. 
The position of the two lipid-solvent interfaces is then described by two additional 
displacement fields. 

Within this model, one finds that thebare bending rigidity n0 is decreased by the 
protrusions. Explicit summation of all protrusion modes (on the harmonic level) 
leads to the effective bending rigidity [55] 

= ~0/(1 + ZI) (7.20) 

with 
A 2 2 (e4(~• 2 ,.~ (2c,r,T/t~oqmaxlsc) - 1 )  (7.21) 
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in the limit of large wavelengths. The parameter qmax "~ 2x/~/all represents the 
high-momentum cutoff where all is the diameter of the lipid molecule. The length 
scale ~• is the roughness of the lipid-solvent interfaces arising from protrusions. 

Thus, as soon as this roughness becomes comparable to the protrusion length/pr, 
the effective bending rigidity ~ becomes significantly smaller than the bare bending 
rigidity t~0. This effective bending rigidity should be identified with the bending rigid- 
ity measured experimentally via the shape fluctuations of vesicles. As mentioned, 
one typically finds ~ '-~ 10-20T. This implies that the bare bending rigidity n0 on 
microscopic scales should be significantly larger than ~. 

Finally, it is instructive to compare the disjoining pressure arising from protrusions 
with the disjoining pressure arising from bending undulations. First, consider the 
hard wall case. For a membrane interacting with a hard wall, protrusions lead to the 
disjoining pressure P ~ Phwe-e/tpr(lpr/e) 1/4 as in (7.7). Bending undulations, on the 
other hand, lead to P ~ 2cflT2/xd 3 with 2c~ "-~ 37r2/256. Thus, the exponential de- 
pendence of P on g becomes algebraic when g becomes comparable to the crossover 
scale g. with 

e - e . / l p r ( g , . / l p r ) l l / 4  - -  2 c f l T 2 / P h w l ~ r  ~ ,',., O.062T2/Pscl3cn. (7.22) 

The previous estimates for Psc and/sc lead to Psc/3c '-~ 2.9 x 10 -23 J. For bending 
rigidity n _~ 10 -19 J, one then obtains the crossover scale t?. _~ 9.1/sc at room 
temperature. For g < g., the disjoining pressure arises primarily from the collective 
protrusions. 

In the presence of a direct hydration interaction, VhyeXp[--l/lhy], the crossover 
scale g. is increased. For /hy "~ /pr, for example, one finds that l. is of the order 
of 2 nm. Likewise, this length scale is increased if one takes into account that, as 
a result of the protrusions, the bending rigidity n0 on small scales should be larger 
than n. 

8. Related problems and outlook 

In this final section, some extensions and some open problems will be briefly dis- 
cussed. First of all, the concepts described in this review are also useful for other 
types of membranes, such as solid-like or polymerized membranes. Likewise, one 
may incorporate random interactions between the membranes arising, for example, 
from domain formation within the membranes. Both for fluid and for other types of 
membranes, one would like to develop a systematic renormalization group method in 
which the renormalized interactions can be calculated perturbatively in a controlled 
way. 

This review has focused on static properties. Interacting membranes also exhibit 
interesting dynamic, i.e. time-dependent phenomena. For example, one may study 
the time-dependent relaxation of their bending undulations which is often governed 
by hydrodynamics. Another dynamic process which is crucial for biology is mem- 
brane fusion. 

Finally, I will discuss some general difficulties which one encounters in experi- 
mental studies of these phenomena in model systems. 
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8.1. Polymerized membranes 

Throughout this review, the interacting membranes were taken to be lipid bilayers in 
their fluid state since these bilayers represent the most important class of biological 
model membranes. However, biological membranes often contain 2-dimensional 
protein networks which are attached via anchor proteins onto the fluid bilayer; one 
example is provided by the spectrin network which is part of the plasma membrane 
of red blood cells [7, 8]. These networks resemble fishnets of fixed connectivity and 
represent polymerized membranes with a finite shear modulus. 

The meshsize of protein networks is typically large and of the order of 100 nm. 
Polymerized membranes with a much smaller meshsize can be obtained from bilayers 
of polymerizable lipids [138, 139]. Polymerisation of these molecules can often be 
accomplished by irradiation with ultraviolet light. In this way, one usually obtains 
partially polymerized membranes containing domains of crosslinked lipids. 

On length scales which are large compared to the meshsize of the network, a 
polymerized membrane can be regarded as a thin elastic sheet. The bending of such 
a sheet leads, in general, to a change in the Gaussian curvature which necessarily 
implies some stretching and sheafing of the sheet as well [140]. This coupling 
between bending and stretching acts to reduce the membrane roughness: a membrane 

of linear size ~11 now makes transverse excursions of size ~• ~ ~ with a segment 
roughness exponent ff < 1 [141]. Computer simulations gave a range of values 
between ff = 1/2 and ff _~ 2/3 [142, 143, 144, 145]. The best analytical estimate 
seems to be ff ~_ 0.59 [146]. 

The reduced roughness implies a reduced fluctuation-induced interaction Vn(g) 
1/g r with r = 2/ff > 2 and, thus, a reduced renormalization of the direct interac- 
tion which has been studied by functional renormalization [88, 89]. In the pres- 
ence of attractive forces, polymerized membranes again exhibit a critical unbinding 
temperature T -- T, at which the mean separation g of the membranes diverges 
as/? ~ 1 l i T -  T,I~; functional renormalization leads to the estimates ~ ~_ 0.68 and 
~b "-~ 0.8 for ff = 1/2 and ff = 2/3, respectively [88]. Molecular dynamics simulations 
of polymerized membranes led to folding transitions which seem to be intimately 
related to unbinding transitions [147]. 

As for fluid membranes, the unbinding temperature for a bunch of N polymerized 
�9 membranes should be independent of N as follows from the N-state model discussed 
above. This property should also hold for other types of membranes (or of shape 
fluctuations) characterized by a different roughness exponent ft. 

8.2. Random interactions 

The direct interaction between membranes may contain a random component arising 
from inhomogeneities within the membranes. For example, these membranes may 
contain several types of lipid molecules and thus may form intramembrane domains 
or clusters. Likewise, one may study the interaction of a flexible membrane with 
another interface or surface which is laterally inhomogeneous. In these systems, the 
direct interaction V(l(x),x) depends both on the local separation l(x) and on the 
lateral coordinate x. 
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Two types of randomness must be distinguished. If the lateral composition of 
the surfaces is in thermal equilibrium with the rest of the system, one will have an 
appropriate Boltzmann weight which governs both the composition of the surfaces 
and their displacement fields. This represents the case of 'annealed' randomness. On 
the other hand, if the lateral composition does not change on the typical time scales 
for the shape fluctuations, the randomness contained in the interaction is 'frozen' or 
'quenched'. 

The effect of quenched disorder on the unbinding transition can be estimated by 
a simple scaling argument [50]. As a result, one finds that the critical behavior 
remains unchanged provided the unbinding exponent ~b and the roughness exponent 

satisfy the inequality ~b > ~ in the absence of quenched disorder. For polymerized 
membranes, this inequality is satisfied and quenched disorder will not affect the 
asymptotic critical behavior. For fluid membranes, on the other hand, one has a 
marginal case since ~b = ~. 

It is again instructive to consider interacting strings in two dimensions. In this 
latter case, short-ranged interactions with quenched disorder represent marginally 
relevant perturbations [159]. Therefore, the asymptotic critical behavior for strings 
could be changed by quenched disorder on sufficiently large scales. By analogy, this 
could also apply to fluid membranes. 

8.3. Perturbative renormalization 

As explained in this review, our theoretical understanding of interacting membranes 
relies on a combination of scaling arguments, functional renormalization, and com- 
puter simulations. Scaling arguments are very useful but it is often difficult to 
estimate their reliability. Computer simulations are necessarily limited to relatively 
small membrane segments and to relatively short relaxation times. The most sys- 
tematic method which has been used so far is functional renormalization but this 
method involves several approximations which cannot be easily improved. 

A perturbative renormalization group procedure has been recently developed for 
interfaces governed by interfacial tension (or for membranes which experience a 
lateral tension) [99, 119]. This procedure is based on an expansion of the direct 
interaction V(l) in terms of the distribution 6(l) and its derivatives Onr(1)/O1 n. These 
short-ranged interactions form a so-called operator algebra which can be used to 
renormalize the interaction in a perturbative and, thus, in a controlled way. It is 
highly desirable to extend this approach to (tensionless) membranes. 

8.4. Dynamics of membranes 

The conformational changes of membranes in solution are coupled to different dissi- 
pative mechanisms. In general, some energy will be dissipated in the viscous solvent 
surrounding the membranes [84]. In addition, the shape fluctuations of bilayers can 
be damped by the friction between the two monolayers [148]. 

The damping of bending undulations by these two mechanisms has been recently 
studied theoretically. For free membranes, the relaxation time (or inverse damping 
rate) increases with the wavelength q of the undulations: for small and large q, 
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the damping is dominated by the dissipation in the surrounding solvent and by the 
friction between the monolayers, respectively [149]. For interacting membranes, 
the dependence of the relaxation time on the wavenumber q is rather complex and 
depends on the relative size of q, the mean separation g and the correlation length ~11 
[150, ~51]. 

Another dynamical process which is closely related to the relaxation of the bending 
modes is the dynamic coarsening of these modes. Thus, consider a membrane which 
is initially stretched by a large lateral tension and thus is prepared in an essentially 
fiat state. When this tension is switched off, the membrane starts to roughen. Scaling 
implies that the membrane roughness ~_L will increase as ~_L ~ t r with time t 
when the dominant dissipation is provided by the viscous damping of the surrounding 
solvent [152]. For fluid membranes, one has ( = 1 and thus ~• ~ t 1/3. 

8.5. Membrane fusion 

As explained in the section on hydration forces, lipid bilayers tend to repel each other 
by a huge pressure of the order of 108 Pa '-~ 103 atm at small separations below 1 nm. 
This pressure prevents direct contact of the bilayers and thus usually prevents their 
fusion. Biomembranes, on the other hand, frequently fuse after they have made 
an adhesive contact. The transport vesicles, for example, which shuttle between 
different compartments of the cell always fuse with their target membranes [7, 8]. 

The fusion of two membranes is presumably initiated by the nucleation of a small 
neck or passage which connects the two adjacent membranes. From a physical point 
of view, one must then ask which intermediate structures are involved during such 
a nucleation process. Several such structures have been proposed. The activation 
energy associated with these structures has been estimated in terms of the bending 
energy of the monolayers and of the energy of the hydrophobic interstices (or defects) 
which are created as the monolayers are peeled apart [153]. 

For lipid bilayers, the experimentally determined fusion rates are increased by 
lateral tension, by the adsorption of Ca 2+ ions, and by electroporation. The latter 
process is described in the chapter by Dimitrov in this handbook. The fusion of 
biomembranes is believed to be induced by various proteins, see the chapter by 
Arnold in this handbook. It remains to be seen if one can develop a conceptual 
framework for membrane fusion which has some predictive power and which can 
be applied both to lipid bilayers and to biomembranes. 

8.6. Experiments on model membranes 

As explained in section 2, several experimental methods are available in order to 
probe the interaction of flexible membranes. Indeed, the theoretical concepts re- 
viewed here have been developed in order to understand and to explain the exper- 
imental observations, at least qualitatively. In some cases, even quantitative agree- 
ment between theory and experiment has been achieved. 

However, there is one general obstacle which one encounters in this relatively 
young research field, and this consists of the experimental difficulties to prepare 
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the membranes in a well-characterized state. Some of the major difficulties are as 
follows: 

(i) Lipid bilayers usually represent a multi-component system: they always con- 
tain small amounts of other lipids which differ in their head groups or in 
their chain lengths; some hydrocarbon chains are saturated and some are un- 
saturated; in general, lipid molecules are not very robust and may degrade, 
i.e. change their chemical structure. On the other hand, relatively small 
changes in the composition can lead to large changes in the cooperative be- 
havior of the membranes. One example is provided by the extreme sensitivity 
of vesicle shapes to small differences in the lipid composition of the two 
monolayers [ 154]. 

(ii) The bilayer composition is also affected by the composition of the solution. 
The aqueous solution usually contains various ions which may adsorb onto 
the bilayer. Likewise, organic molecules with a hydrophobic part have a 
tendency to become concentrated within the bilayer. Molecules adsorbed onto 
the lipid bilayer change the structure of the lipid water interfaces. In addition, 
the membrane may become charged by the ions. In such a situation, the 
lipid water interfaces will contain clouds of counterions. Any change in the 
molecular structure of the lipid bilayer or of the lipid water interfaces will, in 
general, affect its elastic properties and its bending energy; and 

(iii) As explained in previous sections, even a small lateral tension has a strong 
effect on the interaction of flexible membranes. There are several mechanism 
which induce such a tension but cannot be controlled experimentally. It can 
be induced, for instance, by an osmotic pressure arising from the presence 
of large molecules which cannot penetrate the membrane. If the membrane 
adheres to the container walls, it will often be pulled into different directions 
and thus will experience a lateral tension. Furthermore, nonequilibrium effects 
such as hydrodynamic flow and temperature gradients will often lead to lateral 
tension. 

In summary, the cooperative behavior of membranes is strongly affected (i) by 
small changes in their composition and (ii) by small lateral tensions, both of which 
are difficult to control experimentally. This implies that lipid bilayers prepared in 
different laboratories will often exhibit small differences in their composition and will 
often experience small but different tensions. This explains, at least to some extent, 
why it is often difficult to obtain quantitative agreement between the measurements 
of different experimental groups. 

On the other hand, it is also possible that our conceptual framework for the struc- 
ture of lipid bilayers is still incomplete. For example, it has been suggested that 
tensionless lipid bilayers can possess a hidden reservoir for membrane area which is 
provided by a superstructure of the bilayer, see the chapter by Helfrich in this hand- 
book. It is also conceivable that the internal structure of lipid bilayers undergoes a 
phase transformation as one varies the lateral tension, i.e. that there is a low-tension 
and a high-tension phase. More experimental work is certainly needed in order to 
clarify these issues. 
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Appendices 

A. Roughness of confined membranes 

Consider a membrane with bending rigidity n which is subject both to the confining 
potential V(l) and to the lateral tension Z. The confining potential is taken to have 
the simple form 

1 
V(1) -- 7 v212" 

For a general interaction potential V(l) which has a minimum at l = lm, one has 
v2 = (a2V/Ol 2) at l = l m .  

The effective Hamiltonian of the confined membrane then has the form 

i { '  "(")' ' ('")'} 7-/{/} --  d2x ~ v212 -Jr- -~ "k -~ r,  . (A.1) 

The membrane roughness { l  is now given by 

j " d2p 1 
~I -- ( ( l -  (l))2) _ T (2rr) 2 V2 -}- L'p 2 q- ~p4 (A.2) 

In general, one has to include a high-momentum cutoff, Pmax '~' 7r/all, where the 
length scale all is of the order of the membrane thickness. The corrections arising 
from this cutoff are small as long as Sa~/~ << 1. For lipid bilayers with all "~ 1 nm 

and ~ "-~ 10 -1~ J, this implies Z << 10 2 mJ/m 2. This inequality will be implicity 
assumed in the following discussion. 

An explicit evaluation of the integral in (A.2) (with a = 0) leads to 

~2 _ (T/2rrZ)f2(YT/kT,.) (A.3) 

with the crossover tension 

S ,  ~ V/ '4~v2 ( A . 4 )  

and 

arctan(v/y 2 -  1 ) /v /y  - 2 -  1 for y < 1, 

g2 (y ) -  arctanh(v/1 _ y -Z) /v /1  _ y-2 for y > 1. 
(A.5) 

Thus, one has two regimes: (i) a tension-dominated regime with y > 1 or S > Z . ;  
and (ii) a rigidity-dominated regime with y < 1 or S < Z . .  

Within the tension-dominated regime, the roughness behaves as 

(2_j_ ,,~ (T/2rrZ) ln (2Z /Z . )  (A.6) 
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for large S/27,.. It is instructive to express this ratio in terms of the crossover length 

~, -- (4t~/S) 1/2 (A.7) 

and the longitudinal correlation length 

~11 -- ~E -- ( S / V 2 )  1/2. (A.8) 

The latter length scale governs the exponential decay of the correlation function 
(l(x)l(O)) (in the limit of weak confinement, i.e. of small v2). One then has 

~2 ~ (T/27rZ) ln(2~l I/~.) (A.9) 

as used in section 4.3. 
Within the rigidity-dominated regime, the roughness behaves as 

(2 ~ (T/27rL,)(TrS/2~w.) : (T/8~)(~/v2)l/2 (A.10) 

for small S / Z . .  In this limit, the longitudinal correlation length which governs the 
exponential decay of the correlation function (l(x)l(O)) is given by 

~11 = ~ - (4~/v2)1/4" (A.11) 

It now follows from (A.10) that the roughness scales as 

~2 ~ (T /16~)~  (A. 12) 

within the rigidity-dominated regime. 
The three scales ( . ,  ~m and ~,~ as introduced above are the three length scales 

which can be obtained from the three parameters ~, Z, and v2. Note that these 
scales satisfy the inequalities ~. < ~,~ < ~m in the tension-dominated regime, and 
~m < ~ < ~. in the rigidity-dominated regime. 

The relation between the roughness ~i  and the correlation length (11 can be obtained 
in a more transparent way if one treats one ~ll-hump of the confined membrane as a 
free membrane segment of linear size ~11" The effective Hamiltonian for this segment 
is again given by (A. 1) but with v2 = 0 and with the x-integration restricted to the 
finite segment area, ~ .  This leads to the roughness 

~2 _ T r [ '  d2p 1 

J (271.)2 ~,p2 +/~p4 
(A.13) 

where the prime indicates the low-momentum cutoff pmin ~ 1//~11 (as before, the 
effects of the high-momentum cutoff pmax will be ignored). This leads to 

1 
~2 _ 2 12 In (1 -+- Z / l ~ p 2 n )  (A.14) 
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with the length scale 

l~: =_ ( T / 2 1 r Z )  1/2. (A.15) 

If these expressions are used with pmin = C/~ll, one obtains 

{ (T/2~-Z')ln(2~ll/c~.) 

~ ~  (T/47rc2t~)~ 

for large Z', 

for small S.  (A. 16) 

The dimensionless coefficient c can now be chosen in such a way that one recovers 
the true asymptotic behavior of the confined membrane as given by (A.9) and (A. 12). 
This choice is given by c - -  1 for large S and by c -  ~- /Tr  _~ 1.1 for small 27. 
Thus, if one chooses c -  V/4-/Tr for all values of Z, one obtains an approximation 
which differs from the full expression (A.3) by about 10 percent for large values 
of Z. 

The expression (A. 14) is useful since it can be easily inverted in order to express 
Prrfin -- C/~[[ in terms of ~• If the resulting expression is inserted into the fluctuation- 
induced interaction ~ ~ b T / ~ ,  one obtains 

Vfi ,-~ b T S / c 2 t ~ ( e  2(~" /lz)2 - 1). (A.17) 

The dimensionless coefficient b can be determined in the following way. 
The interaction (A. 17) represents the effective repulsion arising from the renormal- 

ization of the hard wall interaction (i) between one flexible membrane with bending 
rigidity ~ and a rigid wall (with infinite rigidity) or (ii) between two flexible mem- 
branes which both have the bending rigidity al -- 2~. The mean separation of the 
two interacting surfaces is denoted by g. For the rigidity-dominated regime, extensive 
Monte Carlo simulations have shown that the hard wall interaction is renormalized 
into the fluctuation-induced interaction Vfl(g) ~ cflT2/ng. 2 with cfl _~ 0.0578, and that 
the roughness behaves as ~• ~ c• with c• _ 0.447 for large g. One may now 
choose the dimensionless coefficient b in such a way that this behavior is recovered 
from (A.17) for small values of ~• This choice is given by b _~ 0.185. 

In the tension-dominated regime, i.e. for large values of ~_t_/l~, the length scales 
~• and g satisfy 

l ln (g / l~)  2(r ~ e/zE + (A.18) 

as follows from functional renormalization of the hard wall interaction [54]. When 
this relation is combined with (A. 17), one obtains the fluctuation-induced interaction 

Vfi(g) ~ O . 1 8 5 ( T S / ~ ) e - e / t E ( 1 s / e )  1/4 (A.19) 

for the tension-dominated regime with lE as in (A.15). 
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B. Limit of lyotropic liquid crystals 

In this appendix, an effective harmonic model for a large stack is derived starting 
from the two-membrane approximation. Thus, consider a stack of a large number 
of identical membranes with bending rigidity nl interacting with the pair potential 
V(l). Within the two-membrane approximation described in section 6.3, the renor- 
malization of V(1) can be studied in the same way as for two membranes. 

Let us focus on the simplest possible interaction given by ~ w ( l ) +  Pl, i.e. the 
competition between the repulsive hard wall interaction and the attractive pressure 
term. Taking into account all bending modes with wavelengths up to ~11, this potential 
is renormalized into the effective potential 

veff(/) = 2cflT2/nll 2 + P1 (B.1) 

with 2cn "~ 0.115. 
The mean separation g follows from i~veff(g)/Og = 0 and the fluctuations on the 

scale of (11 are governed by the harmonic potential 

1 
v e f f ( / )  ,'~ ve f f ( e )  -t- ~ v2(1 - e) 2 (B.2) 

with 

v2 = 12cftTZ/e;lg 4. (B.3) 

The renormalized potential V eff will now be used for the pair interactions in the 
membrane stack. Within this stack, the position of the membrane is described by the 
height variables hn, and the relative displacement fields are given by In = h n -  hn_ 1. 
If one uses the harmonic potential (B.2) for each In and ignores constant terms, one 
obtains 

N / 1 
~~{_.h} -- d2x E 2 v2(hn - hn-  

n=l  

N 1 2 
, -  e) + Z 

n--0 
(B.4) 

This is the effective Hamiltonian which governs the bending undulations on length 
scales comparable with or larger than ~11" The mean separation g now plays the role 
of the small-scale cutoff. 

It will be convenient to introduce a coarse-grained displacement field u(x, z) where 
z is the Cartesian coordinate perpendicular to the membranes. Thus, one has 

= ( h . ) )  = ( h . )  

which implies 
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at z -  <hn). 
If one now performs the continuum limit and replaces ~,~ by f dz/g, the effective 

Hamiltonian (B.4) becomes [92, 93] 

with 

1 
7-t{u}= f dzx f dz{-~ B(au/az) 2 , } + ~ K (V 2u) 2 (B.5) 

B = v 2 g -  12cflTZ/mlg 3 and K - -  / ~ 1 / ~ .  (B.6) 

This is the harmonic model for smectic liquid crystals. In general, one should 
include higher-order anharmonic terms the form of which is dictated by symmetry. 
It has been shown for smectic liquid crystals that these anharmonic terms become 
important on scales which are large compared to a certain crossover length Lii, [ 155]. 
This length scale Lll, is equal to the small-scale cutoff times exp(647r/5w) with the 
dimensionless coefficient w - TB1/2/K 3/2. Using the expression in (B.6), one 
obtains 

LII, ~ ~[[e c*(~l/T)2 with c, = 647r/5v/12cfl "~ 48.3 (B.7) 

for 2cfl ~ 37r2/256. Even if the bending rigidity were rather small and hilT were 
of the order of one, this length scale is astronomical since exp[c,] '--' 1021. Thus, 
anharmonic terms can be safely ignored. 

Within the harmonic model, the roughness L• of a single membrane of lateral 
size L• is given by 

,f'd2qxfdqz T (B.8) 
L2 - (u2} = (270 2 (2~-) Bqz 2 + K q x  4 

where the prime indicates that the qx-integration involves the large-scale cutoff LII 
and the small-scale cutoff ~11" This integral can be performed in closed form and 
leads to 

L~ .,~ (T/v/BK) ln(Lii/~11 ). (B.9) 

If one inserts the effective elastic constants B and K as given by (B.6), one obtains 

L• ~ gv/ln(LII/Q). (B.IO) 

Thus, the roughness of a single 'tracer' membrane increases very slowly with the 
lateral size Lii. 

The harmonic model as given by (B.5) and (B.6) also leads to the prediction 
of quasi-long range translational order of the membrane stack characterized by an 
algebraic decay of correlations. 
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In reciprocal space, the scattering intensity S(q) exhibits the power-law behav- 
ior [156] 

S ( q )  ~ (qz - qm) -(2-Xm) (B.11) 

along the qz-direction close to qz = qm - 2~rm/g with m = 1 , 2 , . . . .  These power-law 
peaks are known as Landau-Peierls singularities and are governed by the exponents 

X m  - -  Tq2/87rx//3K. (B.12) 

If qm, /3, and K are expressed in terms of T, ~1, and g via (B.6), one obtains the 
simple expression 

X m  - 7rmZ /2 v/12cfl (B.13) 

which does not depend on any material parameters of the membranes. 
Several attempts have been made to study these Landau-Peierls singularities by 

scattering experiments on lamellar phases of oil-water-surfactant mixtures [157, 158]. 
Using X-ray scattering, Roux, Safinya and coworkers measured Xl -~ 4/3 which 
implies 2cfl ~_ 37r2/128. Helfrich had previously obtained three different estimates 
from heuristic arguments applied to the harmonic model (B.5). One of these estimates 
was in fact 2cn = 37r2/128. Thus, the X-ray work seems to be in very good agreement 
with this prediction for 2cn. However, the precise theoretical estimate of 2cn as 
obtained from MC simulations gives 2cn ~- 0.115 which is very close to 37r2/256, 
see section 5.2 and section 6.4. Using this value for cn, one obtains 

Xm - (4v/2/3)m 2. (B.14)  
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1. Introduction 

Biological membranes are complex and heterogeneous objects separating living cells 
from their extra-cellular surroundings. Many of the membrane structural proper- 
ties depend substantially on electrostatic interactions [1, 2], e.g., rigidity, structural 
stability, lateral phase transitions (the 'main' transition), and dynamics. Further- 
more, electric charges have a very important role in processes involving more than 
one membrane such as membrane adhesion and cell-cell interaction, as well as the 
overall interaction of the membrane with other intra- and extra-cellular molecules. 

The delicate interplay between charged membranes and their surrounding ionic 
solution can simply be explained as following. As any charged object immersed 
in an ionic solution, the membrane attracts a cloud of opposite charges forming 
a diffusive 'electric double layer' [1-5]. The exact distribution of the charges is 
given by the competition between the electrostatic interactions and the entropy of 
the ions in the solution which tends to disperse them. This diffusive electric double 
layer in turn influences the overall electrostatic interactions of the membrane with 
its environment as well as the 'internal' membrane properties. 

Electrostatic interactions constitute a key component in understanding interactions 
between charged bodies in ionic solutions. For example, the stability of colloidal 
particles dispersed in a solvent [ 1, 2] can be explained by considering the competition 
between repulsive electrostatic interactions and attractive Van der Waals interactions. 
Electrostatic interactions are also of importance when considering interactions and 
adhesion between membranes. Furthermore, strong (unscreened) electrostatic inter- 
actions tend to rigidify flexible objects such as membranes and charged polymers 
(polyelectrolytes). Another characteristic of ions in solutions is that due to entropic 
effects, temperature is an important parameter controlling equilibrium properties. 

The aim of this chapter is to review some of the basic considerations underlying 
the behavior of charged membranes in aqueous solutions. Due to the tremendous 
complexity of real biological membranes, we will restrict ourselves to very simple 
model  charged membranes and will rely on the following assumptions and simplifi- 
cations: 

�9 We will mainly be concerned with the interplay between electrostatic interac- 
tions and the structure of the membrane as a whole. The membrane will be 
treated in the cont inuum limit as an interface with some degree of flexibility 
and with a given surface charge distribution. Equipotential membranes (of 
a given surface potential) will also be mentioned in some of the cases. We 
will not discuss special function regions within real heterogeneous membranes 
such as ion channels which have a specific biological function. 

�9 This review will present in detail only theoretical results. Some experimental 
results will be mentioned. The reader should look at the chapter by Parsegian 
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and Rand for more details on experiments. The calculations are limited to 
solutions of the Poisson-Boltzmann equation (mean field theory). The finite 
size of the ions in the solution and within the membrane is ignored. The 
electric potential and the charge densities of the various ions are described by 
continuous variables (using the continuum hypothesis). For theoretical results 
which go beyond the continuum approach, we provide a few references and 
a short summary in the next section. 

�9 We will not discuss the effect of electrostatics on dynamic properties of mem- 
branes and restrict ourselves to the static ones (in thermodynamical equilib- 
rium) as well as fluctuations. These are the properties which are presently 
better understood. In addition, we will not consider the important interplay 
between electrostatics and other interactions (Van der Waals, hydration, etc.). 

This review is organized in the following way: after some general considerations 
of charged surfaces in liquids and the derivation of the Poisson-Boltzmann equation 
(section 2), we present specific solutions of several electrostatic problems starting 
with a single fiat and rigid membrane in section 3, and generalizing it to two fiat 
membranes in section 4. Then, we consider the possibility of having a flexible 
membrane in various situations: a single membrane (section 6), two membranes, 
a stack of membranes, etc. (section 7). Special emphasis is given to the coupling 
between the electrostatic and the elastic properties. Some concluding remarks are 
presented in section 8. 

Counterions (cations) 

�9 �9 

�9 j 0 0 
A 

y Z  �9 

. . i o  �9 �9 

0 
�9 0 - s(onions ) 

�9 �9 
�9 0 

Negative charged surface 

v 

Z 

Fig. 1. Schematic illustration of the electric double layer problem. A surface which is negatively 
charged and immersed in an aqueous solution is attracting (positive) counterions and creates a depletion 
zone of the (negative) co-ions. The z axis denotes the distance from the surface. Adapted from 

ref. [2]. 
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2. C h a r g e d  sur faces  in l iquids: genera l  cons idera t ions  

Consider a charged and fiat surface as displayed in fig. 1. In an ideal situation, this 
is a sharp boundary (located at z -- 0) which limits the ionic solution to the half 
space z > 0. The ionic solution contains, in general, both anions and cations and is 
characterized by a dielectric constant ew assumed to be the dielectric constant of the 
water throughout the fluid. The boundary has two effects on the electrostatics of the 
system: (i) In the case of a charged boundary (equipotential boundary), the surface 
is characterized by a surface charge distribution (a surface potential). (ii) Even in 
the absence of surface charges, the boundary represents a discontinuous jump of the 
dielectric constant between the ionic solution and a different dielectric medium. 

In fig. 2, a schematic view of a charged amphiphilic membrane is presented. The 
membrane of thickness t is composed of two monomolecular layers. The constituting 
molecules are amphiphiles having a charged moiety ('head') and an aliphatic moiety 
(hydrocarbon 'tail'). For phospholipid membranes, the molecules have a double 
tail (not drawn). We will model the membrane as a medium of thickness t having 
a dielectric constant eoil coming essentially from the closely packed hydrocarbon 
('oily') tails. The molecular heads contribute to the surface charges and the entire 
membrane is immersed in an aqueous solution with a dielectric constant ew. 

The surface charge can have two origins: Either a charge group (e.g., proton) 
dissociates from the polar head group into the aqueous solution leaving behind a 
charged surface, or an ion from the solution (e.g., Ca ++) binds to a neutral membrane. 
These processes are highly sensitive to the ionic strength and pH of the aqueous 

Woter 

z = O  

Z I + + + + -I- "l'Ew -I- -4- + 

I | 0 ( 9  0 | 

Membrone ~oil 

+ + + + 4- 
-t- 4- Ew 4- -I- 4- 

0"<0 

/ 

Woter 
Fig. 2. A closer look at a bilayer membrane composed of two negatively charged surfaces, each of 
surface charge density a. The membrane thickness is t and the 'inside' (hydrocarbon) dielectric constant 
is eoil. The water dielectric constant is ew "~ 80. The z axis denotes the distance from the membrane 

and its origin (z = 0) is chosen on the upper layer of the membrane. 
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solution. In many situations the finite thickness of the membrane can be safely taken 
to be zero and then the membrane surface is modeled like in fig. 1 - a single charged 
surface in contact with an ionic solution. We will see later in what conditions this 
frequently used limit is valid. 

Without loss of generality, we assume that the membrane is negatively charged and 
take the surface charge density (per unit area) as a negative constant, cr < 0. In terms 
of the ionic solution itself, two different electrostatic situations will be distinguished 
throughout this review: 

(i) no electrolyte is added to the water, and the only ions in the solution are the 
counterions balancing exactly the charges within the membrane due to charge 
neutrality. Within the continuum hypothesis, the (positive) counterions in the 
solution at a point ~' are described by a charge distribution p+(r--) = ez+n+(r-3, 
where the valency z+ = 1 for monovalent ions, e > 0 is the electron unit 
charge and n+ is the number density (per unit volume) of the counterions. 
Note, however, that even in pure water there is a finite concentration of H + 
and OH-  ions of about 10 -7 M, due to a finite degree of dissociation of the 
water molecules themselves, making even pure water a very weak electrolyte. 

(ii) The solution is in contact with an electrolyte (salt) reservoir of fixed concen- 
tration no. Two types of charge carries are present in the solution: co-ions and 
counterions and both types are in thermal equilibrium with the reservoir. We 
will not further differentiate between the activities of different ionic groups 
with the same charge. We assume for simplicity only one type of co-ions and 
one of counterions. The total charge density p(r-') at each point ~' is the sum 
of the two ionic densities: p(r-') -- ez+n+(r-')+ ez_n_(r-'), where z+ (z_) is the 
valency of the counterions (co-ions). 

2.1. Poisson-Boltzmann equation 

The relation between the electric potential ~b(r-) and the charge distribution p(r-3 at 
any point ~' is given by the Poisson equation 

47r 47re 
V2~b = p(r--) - ( z_n_ + z+n+) (2.1) 

Cw Cw 

where ew ~- 80 is the dielectric constant of the aqueous solution taken as a constant 
within the fluid. 

In principal, ~ and all other electrostatic properties can be evaluated for a given 
surface charge distribution (so-called Neumann boundary condition) or surface poten- 
tial (so-called Dirichlet boundary condition). In this review we will mainly consider 
the Neumann boundary condition of fixed surface charge distribution, but it is rather 
straightforward to repeat the calculations for the constant surface potential case. (See 
also ref. [6] for another type of boundary condition where the degree of dissociation 
was allowed to be a variable chosen by the system.) 

The Poisson equation (2.1) determines the electric potential for a given spatial 
charge distribution p(r-). However, even for a fixed surface charge distribution or, the 
ions in the solution are mobile and can adjust their positions. In thermal equilibrium, 
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and using the continuum hypothesis, the 'smeared out' local density distributions of 
the two ions n+(r-') (in units of number per unit volume) adjust to the presence of 
the electric potential. The electro-chemical potential/zi of the ith ion is defined as 
lzi = ez~r + T lnn~, where the first term is the electrostatic contribution and the 
second one comes from the (ideal) entropy of the ions in the weak solution limit. In 
thermal equilibrium #~ remains constant throughout the system. Consequently, each 
ion density in the solution obeys a Boltzmann distribution according to the electric 
potential it feels: 

ni - n(oOe -~z'r (2.2) 

Note that we adopt the convention of expressing T in units of energy (setting the 
Boltzmann constant to unity). Combining eqs (2.1) and (2.2), we get the Poisson- 
Boltzmann equation which determines the potential r self-consistently 

V2r ) _ 47re  (z+n(o+)e_eZ+r + z_n(o_)e_~Z_r (2.3) 
Ew 

Generally speaking, the Poisson-Boltzmann theory is a good approximation in 
most physiological conditions, especially for monovalent ions and for surface po- 
tentials which are not too large. Close to the charged surface, the finite size of 
the surface ionic groups and that of the counterions leads to deviations from the 
Poisson-Boltzmann results. In section 2.3 we mention a few results which are going 
beyond the Poisson-Boltzmann theory. 

We discuss now separately the two electrostatic cases which were introduced in 
section 1. In the first case, no electrolyte is added, and the only ions in the solution 
are the counterions. Hence, n(0 -) - 0 and we define no - n(0 +) as the reference 
density for which r -- 0. The Poisson-Boltzmann equation (2.3) is then reduced to: 

47reno 
V2r --') - e - er . (2.4) 

Ew 

In the other situation where the system is in contact with a 1" 1 electrolyte reservoir 
(e.g., Na+C1-),  n(0 +) - no is the electrolyte concentration in the reservoir and 

871-en0 
V2r -') - sinh(er (2.5) 

Ew 

Note that although eq. (2.3) holds for any valencies z+, in eqs (2.4)-(2.5) we inserted 
explicitly z+ = • Only this case of monovalent ions will be discussed hereafter 
since it makes the mathematical derivation easier to follow. Divalent ions such as 
Ca ++ have important consequences on the electrostatics of membranes [7]. Most of 
those consequences go beyond the continuum approach of the Poisson-Boltzmann 
theory. 

Equations (2.4) and (2.5) are non-linear equations in the electric potential r  For 
some boundary conditions they can be solved analytically. However, in general, one 
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has to rely on numerical or perturbative solutions. Whereas the classical works in 
this field date from the beginning of the century with the works of Gouy [3] and 
Chapman [4] for the case of flat boundary conditions, application to flexible and 
charged membranes is a rather recent development. 

A useful and quite tractable approximation to the full Poisson-Boltzmann equation 
(2.5) is its linearized version. This can be justified for surface potentials which are 
smaller than 25 mV at room temperature. Expanding the righthand side of eq. (2.5) 
to first order in ~b we get 

V2't/Y(T -)  - -  )kD2'~ ( 2 . 6 )  

where AD = (87rnoe2/ewT) - 1/2 ,.,., 11,01/2 is called the Debye-Hi icke l  screening length. 

It varies from about 3 A for a 1 M of 1"1 electrolyte like NaC1 to about 1 lzm for 
pure water (due to the ever presence of H + and OH- ions even in pure water with an 
ionic strength of about 10 -7 M). In the presence of a relatively strong electrolyte, the 
electrostatic interactions are exponentially screened and can be effectively neglected 
for lengths larger than the Debye-Htickel screening length, AD. This is further 
explained in section 3.1. 

2.2. Electrostatic f ree  energy and electrostatic pressure 

Up to now we discussed the Poisson-Boltzmann equation for the electric potential. 
It is also useful to evaluate the electrostatic f ree  energy of the electric double layer 
problem as it will give us the electrostatic pressure between two charged surfaces in 
a liquid as well as the contribution to the membrane bending constant. 

Two equivalent methods of calculating the electrostatic free energy are discussed 
at length by Verwey and Overbeek [1] leading to the following expression for the 
free energy per unit area 

f0 " 
fel[cr] = ~b~(a') dcr' (2.7) 

where ~(cr ' )  is the surface potential calculated for a fixed surface charge distribution 
or'. The total free energy is obtained by integrating (2.7) over the entire charged 
surfaces. In the linear regime (eq. (2.6)), the free energy (2.7) simply reduces to 
1 ~bscr since the surface potential ~bs is linear in the surface charge density or. 

Equation (2.7) can also be derived by considering the excess bulk free energy over 
that of the homogeneous electrolyte reservoir of concentration no and with ~b --0.  

C w f  F~ = ~ (v~) 2 dV 

+ T / (n+ ln(n+/no) + n_  ln(n_/no) - (n+ + n_  - 2no)) dV 

(2.8) 
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where the first term is the electrostatic internal energy, and the second accounts for the 
entropy of (monovalent) ions in the solution. Using the Poisson-Boltzmann equation 
and Green's theorem, eq. (2.8) can be transformed into the surface integral, eq. (2.7). 
For the boundary condition of constant surface potential, a similar expression to (2.7) 
can be derived [8]. 

The electrostatic pressure can be calculated in several different ways [1, 2]. It is 
defined as the force per unit area felt by the two charged membranes (boundaries) 
separated by a distance d in the aqueous solution. One straightforward way of 
calculating the pressure P(d) is to take the variation of the free energy with respect 
to the inter-membrane distance d: P(d) = -afel/i~d. This is discussed in more detail 
in sections 4 and 7. 

2.3. Beyond Poisson-Boltzmann: recent theory and experiment 

As this review deals exclusively with the Poisson-Boltzmann theory, we mention 
here some recent theoretical results and experiments which go beyond the simpler 
Poisson-Boltzmann theory. 

The assumptions which led to the derivation of the Poisson-Boltzmann equation 
(2.3) [3-5] can be summarized as follows: the ionic charge distributions are smeared 
out and are represented as smoothly varying functions. The discrete nature of the 
ions is not taken into account and no other molecular interaction between the ions 
and solvent molecules (water) is considered. See the chapters by Parsegian and 
Rand, Lipowsky, Helfrich and Evans in this Handbook and refs. [1, 2, 9-11] for a 
detailed discussion of Van der Waals, hydration and other forces occurring between 
surfaces in water. 

Moreover, the Poisson-Boltzmann theory does not take into account any charge- 
charge correlations. Physical observables like the charge distributions are replaced by 
their thermal averages and, in this sense, resemble mean-field results. An extension of 
the Poisson-Boltzmann theory including effects of charge images and ion correlations 
has been developed for counterions (no-added electrolyte) [12] and for symmetric 
electrolytes [13]. At large separations the corrections to the Poisson-Boltzmann 
theory appear as an effective surface charge. 

Another approach was used by Kjellander and Marcelja [14, 15]. The hard-core 
repulsion between ions for inhomogeneous Coulomb fluids with long range correla- 
tion has been formulated. This method relies on numerical solutions of the integral 
equations for the charge profiles between two boundaries using the hypernetted chain 
closure relation. In a more recent study [16] the hypernetted chain approach was 
compared with Monte Carlo simulations for 1:1, 1:2, and 2:2 electrolyte solutions. 
The agreement is good except for very short separation between the two boundaries. 

Interesting behavior was observed for 2:1 electrolytes (e.g., Ca ++ ) [7] using the 
force machine apparatus to measure forces between charged surfaces immersed in 
aqueous calcium solutions. It was found that at small separation, the forces between 
the two surfaces can be attractive due to the presence of the calcium ions. This is in 
agreement with the anisotropic hypernetted chain calculations [7]. The consequences 
of those attractive forces at small separation on membrane adhesion are discussed in 
ref. [17]. See, for example, refs [ 14, 18, 19] for more details on recent experiments. 
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Finally, we mention an older attempt to improve upon the Poisson-Boltzmann 
theory close to the charge surface [1, 2, 20]. The Poisson-Boltzmann potential is 
used up to a distance ~ from the surface. There, it is matched with a proximity 
potential which takes into account the finite size of the various ionic groups. This 
is the so-called Stern and Helmholtz layer effect and the thickness 6 is of order one 
to two angstroms [21]. 

3. A single flat and charged m e m b r a n e  

The simplest problem to be solved using the Poisson-Boltzmann equation is for one 
single-sided fiat membrane. The membrane surface occupies the z = 0 plane, and 
has a constant surface charge density a (see figs. 1 and 2). The aqueous solution 
occupies the positive half space, z > 0. The electric field vanishes for large z, 
is taken as zero for z < 0, and is related to the surface charge density cr by the 
electrostatic boundary conditions at z = 0 

ar 

i3z z=O 

471" 
= a > 0 .  (3.1) 

6"w 

The simplifying assumption that the electric field does not penetrate inside the 
'oily' part of the membrane, namely, where the aliphatic 'tails' are packed, can be 
justified [22, 23] for typical values of membrane thickness and eoil/ew. It is valid 
as long as the ratio of the two dielectric constants, eoil/ew, is much smaller than the 
ratio t/AD, where t is the membrane thickness and AD is the Debye-Htickel screening 
length (see fig. 2). All our results for one and two flat membranes (sections 3-4) 
rely on this decoupled limit where the two sides (monolayers) of the membrane are 
completely decoupled and the electric field inside the membrane is zero. However, 
we will return to this point in a more quantitative way in section 6. 

3.1. No added electrolyte 

When no electrolyte is added, there is only one type of ions in the solution n+(z) = 
n(z) and the Poisson-Boltzmann equation (2.4) can be integrated exactly using the 
boundary condition (3.1). The potential and the counterion density distribution in 
the aqueous solution (z > 0) are given by 

r  - 2-Z ln(z + b) + r 
e 

1 1 
n(z) -- 27rl (z + b) 2 

(3.2) 

where r is a reference potential. Two useful lengths are introduced in eq. (3.2): 
the Bjerrum length, l - e2/(ewT), and the so-called Gouy-Chapman length, 

b -  e/(27rl~lZ)- ewT/(27rel~l). 
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Whereas the Bjerrum length is a constant length of about 7 A, for aqueous solutions 
at room temperature, the Gouy-Chapman length characterizes the thickness of the 
diffusive counterion layer close to the membrane (only when no electrolyte is added 
to the solution as in eq. (3.2)). Although the counterion profile decays slower than 
an exponential, the integrated amount of counterions (per unit area) attracted to the 
surface from z = 0 to z = b is exactly -cr /2.  Namely, it balances half of the surface 
charge. Note that the potential in eq. (3.2) has a logarithmic divergence at large z. 
This weak divergence is a consequence of the infinite lateral extent of the charged 
boundary (membrane) used to obtain eq. (3.2). The divergence will disappear for 
any membrane with finite dimensions. 

3.2. Added electrolyte 

In many biological situations, the charged membrane is in contact with a reservoir of 
electrolyte. Taking the bulk electrolyte concentration as n0, eq. (2.5) can be solved 
with the boundary condition (3.1) in addition to having a vanishing potential and 
electric field at infinity with n •  n0. The resulting potential is 

2T 1 + "ye -z/Ao 
~b(z) = In (3.3) 

e 1 - 7e -z/'xD 

where the parameter 7 is the positive root of the quadratic equation: 

2b 
7 2 + ~D '')' -- 1 - -0 .  (3.4) 

The surface potential ~bs = ~b(0) is related to 7 and hence to b/An by 

4T 
~s = arctanh(7). (3.5) 

e 

Typical profiles of the potential ~b(z) and the ion densities in the solution n• are 
shown in fig. 3. Since the surface charge was taken as negative, one can see from 
eq. (3.1) that the potential tends to zero from below at large z. Hence, it is negative 
for all z values. At larger z, both densities n•  tend to the reservoir (bulk) value n0, 
where the potential is zero. However, their distributions are quite different close to 
z = 0 since the counterions are attracted to the charged surface whereas the co-ions 
are repelled from it. 

In the limit of a strong electrolyte, the surface potential ~bs is small enough so a 
linearization of the Poisson-Boltzmann equation can be justified. By either solving 
directly the linear Poisson-Boltzmann equation (2.6), or substituting the small ~bs 
limit in eqs. (3.3)-(3.5) one obtains 

47T __Z//~D 
~b(z) -- ~bs e -z/AD -- - e . (3.6) 

e 

One readily sees from (3.6) and fig. 3 that the electrostatic properties (e.g., electric 
potential, ionic concentration profiles) are strongly screened and decay exponentially 
in the Debye-Htickel limit of strong electrolytes. The 'diffusive layer' of ions in the 
solution is characterized by a 'thickness' AD. This thickness is quite different from 
the no-added electrolyte case, eq. (3.2). There, the algebraically decaying profile of 
counterions is characterized by the thickness b. 
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profiles as function Of the distance z from one charged surface. The electrolyte is monovalent with 
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Adapted from ref. [2]. 

4. Two flat charged m e m b r a n e s  

The results for a single flat membrane can be extended to include the case of two 
identically charged planar membranes [24] at a separation d, immersed in an aqueous 
solution as is illustrated in fig. 4. One membrane is located at z = - d / 2  while 
the other is at z = d/2.  The surface potential on both membranes is denoted by 
~bs = ~b(z = +d/2) ,  and the midplane one by ~3m - -  ~ ( Z  = 0) .  Again two cases will 
be considered: (i) no electrolyte is added and the total amount of counterions in the 
solution exactly balances the surface charge. (ii) The aqueous solution is in contact 
with an electrolyte reservoir of concentration no. 
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Fig. 4. Schematic drawing of a potential profile y(z) (in rescaled units) between two membranes with the 
same negative charge separated by a distance d. The surface potential in rescaled units is ys = - e C s / T  

and the midplane potential (where the electric field vanishes) is ym -- -e~bm/T. 

One of the interesting and measurable physical quantities is the electrostatic pres- 
sure P felt by the membranes. It is equal (up to a sign) to the variation of 
the free energy density with respect to the inter-membrane distance d, eq. (2.7), 
P(d) = -afel/ad. For two flat boundaries, it can be shown [1, 2] that P is directly 
proportional to the increase in the concentration of ions at the midplane. Namely, 
P(d) is the excess in osmotic pressure of the ions at the midplane over the bulk 
pressure 

P(d)  - T E (ni(z  = O) - n(o i)) (4.1) 
i=-t-1 

where Y-~'~i ni(z=O) is the total ionic concentration at the midplane and Y-~i nCo i) is 
known from the electrolyte reservoir concentration. 

4.1. No added electrolyte 

In this case the Poisson-Boltzmann equation (2.4) can be solved analytically [2, 25, 
26]. Since the two boundaries at z = +d/2 are symmetric about z = 0 (fig. 4), it is 
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sufficient to solve the Poisson-Boltzmann equation only in the interval [0, d/2]. The 
appropriate boundary conditions are ar = (47r/ew)a < 0 on the membrane; 
and from symmetry, a vanishing electric field at the midplane: ~}r 0 = 0. 
Combining these boundary conditions with the differential equation, eq. (2.4), results 
in analytical expressions for r  and n(z): 

r  = T In (cos 2 Kz)  < O, 
e 

n(z) =nme -er -- 
nm 

COS 2 K z  

(4.2) 

Note that the midplane potential ~m is taken as the reference potential, and nm = 
n(z=0) is the midplane ionic concentration. The length K -1 (to be distinguished 
from the Debye-Htickel screening length AD) is related to nm via 

27re 2 
K 2 = nm (4.3) 

--cwT 

and in turn can be related to the surface charge density a using the membrane 
boundary condition 

27tea d 
Kdtan(gd /2)  = d = - (4.4) 

ewT b 

where the Gouy-Chapman length b = -ewT/(27rea) ,,~ a-1 was defined already after 
eq. (3.2). 

The pressure (4.1) in the case of no-added electrolyte [25, 26] is simply P(d) - 
Tnm or in terms of K from eq. (4.3) 

ew T2 T 
P(d) = K 2 = K 2. (4.5) 

27re 2 27rl 

Two limits can now be discussed depending on the ratio d/b in eq. (4.4): (i) small 
surface charge density, d/b << 1, called the ideal-gas regime; and (ii) large surface 
charge density, d/b >> 1, called the Gouy-Chapman regime. These two limits will be 
discussed in more detail in the next section when we consider the added electrolyte 
case. The former case, d/b << 1, yields from (4.4) Kd << 1 and K 2 = 2/(bd). This 
is the case where the variation of the potential profile and ion concentration between 
the plates is minimal. The pressure varies like l /d ,  and essentially comes from the 
entropy of a homogeneous ideal gas of ions in solution 

T 2 a  T 1 
P(d) = = (4.6) 

d e ~rlb d 
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since -2a/ed is the average density of counterions needed to neutralize the two 
surfaces of surface charge a each. 

In the other limit of large surface charge density d/b >> 1, one can see from eq. 
(4.4) that Kd/2 approaches a limiting value of 7r/2. The pressure varies as 1/d 2 

7rT 1 7rewT 2 1 
P ( d ) -  2l d 2 = 2e 2 d 2 (4.7) 

and is independent of the surface charge density a. The last equation is closely 
related to the Langmuir equation [27] which describes the electrostatic contribution 
to the disjoining pressure of wetting films. This is the region where the electrostatic 
interactions are long range and unscreened. Of course, even in pure water the effec- 
tive Debye-Htickel screening length is about 1 #m and the electrostatic interactions 
will always be screened for larger distances. 

The electrostatic free energy can be evaluated either directly from (2.7) or as the 
integral over the pressure: f ( d ) -  foo = f P(d)5d. In the ideal-gas limit (b >> d) it 
varies as In d, whereas in the strong surface charge limit (b << d) it varies as 1/d. 

We turn now to the added electrolyte case. Note that the no-added electrolyte 
case discussed above can be obtained formally as the limit of vanishing electrolyte 
strength (very large AD). This will be shown in the next section. 

4.2. Added electrolyte 

When an aqueous solution between the two membranes is in contact with an elec- 
trolyte reservoir, the appropriate Poisson-Boltzmann equation to solve is eq. (2.5) 
as was explained in section 2. For a single membrane, the potential can be evaluated 
analytically as in eq. (3.3). However, for two charged membranes, r can only be 
expressed as an elliptic integral [1 ]. 

In terms of a dimensionless potential y(z) =_ -er eq. (2.5) and the boundary 
conditions are written as 

a 2 y  

= AD 2 sinh y, 
0z 2 

Oy 

Oz z=d/2  

2 0y 

b '  0z z=0 
= 0 .  

(4.8) 

Using the notation ys - y(d/2) on the membrane and Ym - -  y(0) on the midplane 
(see fig. 4) the first integration of eq. (4.8) yields 

0y 
~D ~ Z  - -  V/2 cosh y(z) - 2 cosh Ym- (4.9) 
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Note that y(z) > 0 (since it is proportional to - r  for the entire interval [0, d/2] 
and ys > Ym > 0. A second integration of eq. (4.9) results in an elliptic integral 
which determines the potential y at any point of space z 

~y Y 
z - -  /~D (2 cosh y' - 2 cosh Y m ) -  1/2 dy'. (4.10) 

in  

The boundary condition (4.8) combined with eq. (4.9) gives one relation between 
ym and ys 

2 A2 cosh Ys cosh Ym 
b 2 

(4.11) 

whereas a second relation is obtained by substituting z = d/2 in eq. (4.10). Thus, 
up to performing the elliptical integration in (4.10), the profile y(z) is uniquely 
determined and depends only on the three parameters in our problem: the spacing 
d, the surface charge a and the reservoir concentration no. 

The general expression for the pressure P(d) is obtained from (4.1) where the 
midplane ionic concentration for each charge is n ~  ) = n(• = n0exp(+ym). 
Then 

P(d) = T(n(m -) + n(m +)-  2no) - 2Tno(coshym- 1). (4.12) 

Since the elliptical integral in (4.10) can be solved only numerically, it is useful 
to separate the general solution of eq. (4.10) into several limits where approximate 
potentials and free energies can be calculated analytically. We will define these limits 
in terms of the three introduced lengths: the spacing between the two membranes d, 
the Debye-Htickel screening length ~o ~ no 1/2, and the Gouy-Chapman length b ,-~ 
a -1. As can be seen from fig. 5, the parameter space (b/d,)~o/d) is divided into four 
regions" the ideal-gas region; the Gouy-Chapman region; the Intermediate region and 
the Debye-Htickel region. The ideal-gas and Gouy-Chapman regions are limiting 
cases of no-added electrolyte (discussed in section 4.1) as will be demonstrated 
below. 

4.2.1. Ideal-gas region 
The elliptic integral (4.10) can be evaluated in the limit of large potential y(z) >> 1 
(ler >> T) and small membrane separation d << )~O. Substituting z = d/2 in eq. 
(4.10) yields a relation between ys and Ym: 

e - ( y s - y m ) / 2  = c o s  4)~O eYm/2 " (4.13) 

Another relation between ys and Ym is obtained from the boundary condition (4.11) 
in the same limit of large y(z) 

4& 2 

b 2 
= e u~ - e ym . (4.14) 
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Fig. 5. Schematic representation of various limits of the full Poisson-Boltzmann equation for two fiat 
charged surfaces. The diagram is plotted in terms of two dimensionless ratios: bid and AD/d where b is 
the Gouy-Chapman length (appeared first in eq. (3.2)), d is the inter-membrane spacing and AD is the 
Debye-Htickel screening length. The four regions discussed in the text are: the linear Debye-Htickel 
regime, the ideal-gas regime, the Gouy-Chapman regime and the Intermediate regime. Apart from 
the line AD2bd -- 1 separating the ideal-gas and Debye-Htickel regions, all crossover loci are straight 
lines. At those lines, the limiting solutions both for the potential r and the pressure P(d) crossover 
smoothly from one regime to another. This diagram also applies to the different regimes used in section 7 
in calculating the electrostatic contribution to the bending modulus, ~5~; e, with one exception. Namely, 
the Debye-Htickel region is divided in two: the large-spacing Debye-Htickel (marked as region I) and 

the small-spacing one (marked as region II). Adapted from ref. [60]. 

The above expressions for Ym and ys hold for both the ideal-gas and Gouy- 
Chapman regions of fig. 5 where the separation d is small and the potential is 
large. The difference between the two regions is that A~ldexp(ym/2) << 1 for the 
ideal-gas case, whereas for the Gouy-Chapman case A~ldexp(ym/2) "~ 7r. Identi- 
fying A~ 1 exp(Yrn/2) with K of section 4.1 (no added electrolyte), we recover the 
no-added electrolyte limit of large Ao. 

The pressure for the ideal-gas region is just P(d) = Tno exp(ym) using the large 
Ym limit of (4.12). From eqs (4.12)-(4.14) one obtains 
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2 T a  1 T 1 
P(d) = = , 

e d 7rlb d 

2To- T 
fel -- In d = In d. 

e 7rlb 

(4.15) 

The above expression coincides exactly with the no-added electrolyte limit, eq. (4.6), 
in the same limit of weak surface charges, and is independent of the Debye-Htickel 
screening length, ,~o. The limits of validity of the ideal-gas region are, hence, 
)~D >> d; Ym, Ys >> 1; and d exp(ym/2) << ,~o. In fig. 5 they correspond to the region 

b/d >> 1 and (/~D/d) 2 >> b/d. (4.16) 

As both the surface charge density and the electrolyte strength are small in the ideal- 
gas region, the main contribution to the electrostatic pressure comes just from the 
entropy of mixing of the ions and not from their charges. The potential as well as 
the ionic density are almost constant throughout the region between the membranes. 

4.2.2. Gouy-Chapman region 
Repeating the above calculation for the limit )~Dldexp(ym/2) _~ 7r; ,~D >> d, and 
ys >> Ym >> 1, yields a different limiting value of the pressure. This is the limit 
of a strong surface charge density and weak electrolyte. It coincides exactly with 
the previous obtained results for the Gouy-Chapman regime (strong charges) for the 
no-added electrolyte case, eq. (4.7) 

7rT 1 
P(d) = 21 d 2 

7rT 1 7rewT 2 1 

f e l -  21 d = 2e 2 d" 

(4.17) 

In the Gouy-Chapman region the electrostatic interactions are the strongest and the 
least screened. In fig. 5, the limits of validity for this region are shown as 

b/d << 1 and /~D/d >> 1. (4.18) 

4.2.3. Intermediate region 
When the separation between the membranes is large compared to AD, the potential at 
the midplane is always small, Ym << 1, and the coupling between the two membranes 
is weak even when the surface potential ys on each surface is large. Thus, Ym is 
obtained by a linear superposition of the midplane potentials of two non-interacting 
membranes. Using the previously obtained potential for a single fiat membrane, eq. 
(3.3), yields 

Ym -- 8'7e -d/2"xD and 7 - tanh(ys/4) ~ 1. (4.19) 



Electrostatic properties of membranes: The Poisson-Boltzmann theory 621 

The pressure expression (4.12) can be linearized since Ym is small, leading to 

P ( d )  - T n o y  2 - 6472Tno e -d/~'D. (4.20) 

Since -y ~ 1 and A 2 - 1/(87rnol) ,  the pressure for the Intermediate region can be 
expressed as 

8 T  --d/AD 
P ( d )  - e 

~l~2D 

fel -- 8 T  e--d/'kD -- 8ewT2 e-d/ 'kD 

7rl,,~D 7re2,~D 

(4.21) 

Since the distance between the two membranes is large (d >> ~o), the interaction and 
the exerted pressure on the membranes fall off exponentially with the inter-membrane 
distance d. Note that unlike the expression for the pressure, the Poisson-Boltzmann 
equation itself c a n n o t  be linearized since the surface potential ys is large. 

The limits of validity of this region are (see fig. 5) 

/~D >> b and /~D/d << 1. (4.22) 

4.2.4.  D e b y e - H i i c k e l  reg ion  

When the potential value on the membrane surface is small (less than 25 mV at 
room temperature), the Poisson-Boltzmann equation can be linearized. This is the 
Debye-Htickel region. Solving the linear equation for the two membrane problem, 
we get 

Y s  - -  

Y m  - -  

2/kD 
coth(d/2/ko), 
ys (4.23) 

cosh(d/2/~D) 

As in the Intermediate region, the pressure and the free energy excess depend linearly 
on ym yielding 

T 1 
P ( d )  -- 

27rlb 2 sinhZ(d/2~D) 

fel = T~D ( c o t h ( d / 2 A D ) -  1) - 
7rlb 2 

47rcr2 ~D 
ew (coth(d/2~o) - 1). 

(4.24) 

Note that the limits of validity of the Debye-Htickel region extend all the way 
from large inter-membrane spacing and weak overlap ( , k o / d  << 1 denoted as region I 
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on fig. 5) to small spacing and strong overlap (AD/d >> 1 denoted as region II on 
fig. 5). For small d (region II), the Debye-Htickel region satisfies the conditions 

(AD/d) 2 << b/d and AD/d >> 1 (4.25) 

and the line b/d ~_ (AD/d) 2 indicates the crossover into the ideal-gas region. On 
the other hand, for large d (region I) the Debye-Htickel region crosses over into the 
Intermediate region on the line Ao ~ b. The Debye-Htickel region there is valid for 

AD << b and ~,D/d << 1. (4.26) 

We remark that the crossover lines are not lines of singularities. They are rather 
lines where the expressions for the pressure P(d) and potential profiles ~b(z) crossover 
smoothly from one regime to another. The agreement between those approximations 
and the exact numerical integration of the full Poisson-Boltzmann equation is rather 
satisfactory [28]. 

This concludes our discussion on the electric double layer problem of flat mem- 
branes. As was mentioned in section 1, the profiles ~(z) and n(z) as well as the 
electrostatic free energy and pressure are used extensively in analyzing experimental 
data of charged membranes. For monovalent ions, the Poisson-Boltzmann theory 
agrees quite well with experiments. Even within the simplifying approximations 
used in this review, we presented a few electrostatic regimes with different behavior 
for planar and rigid membranes. In the remainder of this review we will consider 
an even more complicated situation where the membranes are allowed to have some 
flexibility and curvature. 

5. Flexible and charged membranes: general considerations 

In many cases, amphiphilic membranes (as opposed to polymerized membranes) have 
a certain amount of 'fluidity'. The fluidity depends crucially on the temperature 
as well as on other system parameters. Fluid membranes can be thought of as 
interfaces with a liquid-like response to inplane shear and elastic response to out- 
of-plane deformation [29, 30]. For many biological systems the elastic constants 
characteristic of the bending modes, vary between few dozens T (rigid membranes) 
to as low as one T (very flexible membranes). 

When the membranes are flexible, they can be easily deformed and will have 
structural changes due to thermal fluctuations. The entire electrostatic problem for 
fiat and rigid membranes, as was done in the previous sections, has to be reformulated 
in order to apply to more complicated geometries. Other examples of inherent 
deviations of membrane shapes from flat geometries are 'rippled' phases (P~,) of 
lipid membranes where the tipples are believed to be equilibrium structures resulting 
from various competing membrane interactions [31-36]. 

Understanding the delicate coupling between the electric double layer problem and 
membrane shape, deformation and instabilities has been an active field of research 
in recent years. However, this problem turned out to be extremely complex. The 
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main difficulty is related to solving the full (non-linear) Poisson-Boltzmann equation 
together with complicated electric boundary conditions. A further complication is 
the effect of the charges on the boundary conditions themselves. Unlike solid objects 
with fixed charge distributions, the membrane shape can adjust to some degree in 
response to external forces such as the electric field. Thus, the membrane shape and 
electrostatics are coupled and need to be considered together. 

Similar problems of comparable difficulty arise in the theory of polyelectrolytes 
[37, 38] - charged flexible polymers in aqueous solutions - as well as charged 
'worm-like' cylindrical micelles [38, 39]. In these cases the shape conformation, 
stiffness and electrostatics are intimately related. The statistics of the polyelectrolyte 
chains depends on the local electric field and counterion distribution, which in turn 
depend on the polyelectrolyte chain configuration. 

Lacking a global picture of the interplay between electrostatics and membrane 
shape, we will review in the following theoretical results which address only specific 
aspects of the coupling between electrostatic and structural properties as reflected in 
the membrane elastic constants. We will explain the interplay between electrostatics 
and entropically induced repulsive forces (the so-called Helfrich interactions [40]), 
but will neglect, for simplicity, all other inter-membrane interactions like hydration 
and Van der Waals interactions. 

6. A single charged and flexible membrane 

How do the charges affect the elastic properties of fluid-like membranes? To address 
this issue let us first mention the continuum model for the elastic energy of fluid-like 
membranes. This model was proposed by Helfrich in analogy to smectic phases of 
liquid crystals [29]. The phenomenological elastic energy is expressed as an integral 
over the membrane area 

1/ / 
fbend - -  ~ /~ (C 1 + C 2 -- CO) 2 dS + n6 C 1C 2 d S  (6.1) 

where n and nc are the mean and Gaussian elastic moduli, respectively. The two 
principal curvatures are Cl and c2 whereas co is the the spontaneous curvature. For 
a single amphiphilic layer co expresses the internal tendency of the layer to curve 
towards the water, co > 0, or away from the water, co < 0. The tendency to curve 
is a result of the different molecular structure and interactions of the head and tail 
moieties of the amphiphiles. For bilayer membranes composed of two identical 
layers co = 0 from symmetry reasons. But co can be non-zero if the composition 
of the two layers of the membrane differs. The membrane also is assumed to be 
incompressible. Hence, all the contributions to the surface tension (including those 
arising from electrostatics) vanish [41, 42]. 

The electrostatic contribution to n and to nG are denoted, respectively, a s  6/,i; el 

and 6n~. It has been calculated for a variety of geometries" cylinders, spheres 
and sinusoidal undulating membranes. The electrostatic contribution to the bending 
moduli can be identified by expanding the electrostatic free energy up to second order 
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in the local curvatures cl and c2, and comparing the expansion with the elastic energy 
per unit area, eq. (6.1), of the same object: a sphere of radius R, a cylinder of radius 
R, or an sinusoidal undulating membrane with wavelength 27r/q and amplitude u 

f b e n d = ~  tr ~ - - C  0 +tOG ~ , sphere, 

1 
fbend = ~ t~ ~ - c o , cylinder, (6.2) 

1 
fbend -- ~ ~q 4u2, sinusoidal undulation (c o - 0 ) .  

Before presenting the electrostatic contributions to the bending moduli, we would 
like to explain the different ways the electrostatic boundary conditions can be for- 
mulated as one considers a bilayer membrane of finite thickness t. Namely, in what 
way are the two sides of the bilayer coupled electrically. 

6.1. Electrostatic boundary conditions for bilayer membranes 

Is the finite thickness of the membrane (denoted t in figs 2 and 6) of importance 
for the electrostatics properties of the membrane? Can one safely take the limit of 
membrane thickness to zero? Those questions have already arose in sections 3 and 4 
for fiat bilayer membranes. The answer is that there are two limiting behaviors as the 
thickness of the membrane becomes very small. The first is a limit of a bilayer which 
is composed of two (electrically) completely decoupled monolayers. In this case no 
electric energy is stored inside the membrane. This limit is sometimes called the 
'opaque' or 'adsorbing' limit [43]. It corresponds to a vanishing membrane thickness 
t but with t/AD >> eoil/ew (figs 2 and 6). For this decoupled limit, ~/~el of the bilayer 
is equal to twice the contribution of a single monolayer. When the ratio eoil/ew is 
small, e.g., as in physiological conditions where this ratio is about 1/40, this limit is 
quite reasonable and it is used quite often in calculations. This is also the limit used 
throughout sections 3 and 4 for flat membranes. The other limit of t/AD << eoil/ew 
(sometimes called the 'transparent' limit [43]) occurs when the two monolayers are 
completely coupled electrically. It is further discussed in refs [44, 45]. 

It is also possible to address the full (albeit more difficult) problem [22, 45] of an 
arbitrary electrostatic coupling between the two sides of the membrane. It is useful 
then to define the parameter s =_ (AD/t)(eoil/ew) and to consider its range of possible 
values. For typical values of water and oil dielectric constants, ew = 80 and eoil "~ 2, 
we get s "-~ AD/(40t). The small and large s limits correspond, respectively, to the 
fully decoupled and coupled limits introduced above. 

Another possible boundary condition is to take the membrane as a surface of 
an electric conductor. The membrane is characterized by a fixed surface potential 
(Dirichlet boundary conditions). This different electrostatic problem was treated 
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Fig. 6. A bilayer membrane of thickness t and surface charge density tr as in fig. 2 but here the 
flexible membrane is undulating in an aqueous solution. Notice the larger volume per unit surface area, 

accessible to the ions in the solution, in the convex parts as compared with to the concave parts. 

separately in some works [8, 43, 44]. However, most of the results we will present 
are for the fixed surface charge densities. 

We note that 'real' membranes do not satisfy any of those boundary conditions 
exactly. In a real membrane the charges are not frozen as on a perfect insulator, 
since they have an inplane mobility. In addition they can dissociate with different 
rates from different regions of the membrane. These two factors contribute to the 
redistribution of charges within the membrane. However, the membrane is not an 
equipotential surface either (like a metallic conductor). The motivation of study- 
ing those model systems with simplified electrostatic boundary conditions is that 
hopefully one can elucidate the more complex behavior of biological membranes. 

6.2. One curved (spherical or cylindrical) charged membrane 

6.2.1. Debye-Hiickel limit of one decoupled bilayer 
Winterhalter and Helfrich [46] calculated the free energy, eq. (2.7), of a single charged 
cylindrical membrane by solving the Poisson-Boltzmann equation in cylindrical co- 
ordinates. The calculation was also repeated for a sphere. They treated only the 
linearized Poisson-Boltzmann equation (strong electrolytes). Expanding the electro- 
static free energy to order 1/R 2, the electrostatic contribution to the bending modulus 
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~Nel per each monolayer of the bilayer membrane is obtained 

~Nel_ 371" O'2/~3 _-- 3T /~3 

2 ew 87rl b 2 

71-0-2 A 3 
6tr = (1 + ADlt). 

~'w 

(6.3) 

Note that in some works, ~ e l  is defined per bilayer which gives an extra factor of 
two. The above result are obtained in the decoupled limit of the bilayer (zero s). 
Since the results are obtained for a single bilayer, they correspond to taking first 
the limit of large inter-membrane separation d and then looking at region I (close to 
the origin) of the Debye-Htickel regime in fig. 5, where b/AD >> 1 and d/AD >> 1. 
As is apparent from eq. (6.3), electrostatics stiffen the membrane since ~e l  > 0. 
The other effect is a negative contribution to ~G which will make saddle points less 
favorable. As long as 2t~ + ~G > 0, the fiat membrane is stable with respect to shape 
fluctuations. Hence, the electrostatic contribution, eq. (6.3), tends to stabilize the fiat 
membrane, but the overall stability of the membrane depends also on the contribution 
to ~ and ~;G coming from the aliphatic tails of the amphiphiles. We remark that in 
some more special situations (discussed below), the electrostatic contribution to the 
bending moduli can destabilize a fiat membrane, which then transforms into, e.g., a 
vesicle [46]. 

6.2.2. Debye-Hiickel limit: generalization to one coupled bilayer 
Kiometzis and Kleinert [22] generalized the results of Winterhalter and Helfrich [46] 
for the decoupled limit. They considered the more general case of a coupled bilayer 
with any value of s = (AD/t)(Coil/r (see figs. 2 and 6), while still working in the 
linear Debye-Htickel limit of the Poisson-Boltzmann equation for a single bilayer 
of thickness t. Here, the electric field is not zero inside the membrane but satisfies 
the two boundary conditions on the two sides of the membrane. Their result for the 
bending moduli read 

(5/~el 71"O'2~3D ( 2 ) 
- 1 - + - ~  , 

2ew 1 + 2s 

1 ) 1 + A Dlt -- ~ ('~D lt) 2 

(6.4) 

Note that eq. (6.3) is recovered in the limit of zero s (the decoupled limit), whereas 
the other limit of completely coupled bilayer (large s) leads to a reduction of ~ e l  
by a factor of three. On the other hand, the value of 6 ~  stays the same as it is 
independent of s. 
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6.2.3. Intermediate regime: weak electrolyte 
Lekkerkerker [47] and Ninham and Mitchell [48] extended the linear Poisson- 
Boltzmann results (strong electrolyte) to the general electrolyte case. They solved the 
non-linear Poisson-Boltzmann equation for a single charged cylinder or sphere im- 
mersed in an electrolyte. It is convenient to express the Poisson-Boltzmann equation 
in cylindrical or spherical coordinates: 

d2y 1 dy 
-- - -  + = AD 2 sinh y V2Y d2r r dr 

d2y 2 dy 
-- ~ + -- AD 2 sinh y 

V2Y d2r r dr 

(cylindrical coordinates), 

(spherical coordinates). 

(6.5) 

The contribution to the bending moduli was calculated from the electrostatic free 
energy in the completely decoupled limit (zero s). For simplicity, we quote here 
only their results in the limit of a weak electrolyte and high surface charge density 
corresponding to the Intermediate region of fig. 5, b << AD and Ao/d << 1. More 
details can be found in refs [47, 48]. 

~ e l - -  CwAD ( T )  2 -  27r e -- 27rlTAD' 

~/'i;~ - -  7r 3w/~D6 ( T )  2 e  ---- - ~TrT AD'61 

(6.6) 

Taking a = 0.15 Coulomb per m -2 (about one charge per typical amphiphile compact 
area) and electrolyte strength of 0.4 M to 0.01 M, 6~; el and ~Se;~ vary from about 
0.1 T to 1 T. Hence, electrostatic interactions have a significant effect on the elastic 
properties only if the uncharged (bare) membrane is flexible enough with bending 
moduli of order of T. In experiments, such flexible membranes have been realized by 
introducing a co-surfactant (short chain alcohol) which reduces substantially the 'tail' 
part of the bending moduli [49, 50]. Checking the overall electrostatic contribution 
to the bending (for zero spontaneous curvature, co = 0), one can see from (6.6) 
that 26~; el + ~Se;~ < 0. Hence, electrostatic interactions will tend to destabilize a flat 
membrane in this unscreened limit. 

6.3. One undulating membrane 

Results for electrostatic corrections to the bending moduli have been obtained by 
several authors [8, 43-45, 51 ] for a single sinusoidally undulating membrane. Taking 
the membrane height profile about a flat reference plane to be u(x) = u sin(qx), ~t~ el 

is obtained by expanding the Poisson-Boltzmann equation about the fiat reference 
plane, for small u and q. In refs [8, 43, 44] only the linearized Debye-Htickel regime 
is investigated, but refs [45, 51] considered the full non-linear Poisson-Boltzmann 
equation. 
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6.3.1. Debye-Hiickel limit: strong electrolyte 
Calculations have been done in the decoupled (small s) and completely coupled 
(large s) limits [8, 43, 44]. The results coincide with the ones done in the cylindrical 
geometry: 

 2,x3  .o.2,x3 
6~ el = , 6 ~  . . . .  , decoupled, 

2 ew ew 

aN d -  ~5 ''el completely coupled. ~ g'Io G - - - -  2 ew ew 

(6.7) 

It was shown [45], then, that eq. (6.4) also describes the general s behavior of t~/~ el 
for the sinusoidally undulating membrane in the long wavelength limit of qAD << 1. 

6.3.2. Intermediate regime: weak electrolyte 
The full (non-linear) Poisson-Boltzmann equation with one sinusoidally undulating 
membrane was considered by Fogden et al. in the decoupled limit [51]. They have 
shown that 6~ el in the long wavelength limit has the same expression as the one 
calculated [48] in the non-linear (but decoupled) regime for the cylindrical geometry, 
eq. (6.6). More recently, the decoupled limit as well as the completely coupled limit 
have been calculated [45]. For long wavelength, qAD << 1, 6/~ el has the following 
form: 

~sNel cwr2/~D ( V/ 2(/~Dlb)3 ) n  t- (/~Dlb) 2 - - decoupled, -- 1 2(ADIb)2 + --1 
27re 2 

71.o.2~3 ( 2ADlb )2  
~5~ el-- , completely coupled. 

26w A~lb + V/1 + (ADIb)2 

(6.8) 

Both expressions of eq. (6.8) have the correct limits for ADIb >> 1 (the Debye- 
Htickel region) as in eq. (6.3); and ADlb << 1 (the Intermediate region) as in eq. 
(6.6). The decoupled limit agrees with the one obtained in cylindrical geometry [48]. 

6.4. Membranes with variable surface charge density 

Finally let us briefly mention the case where the surface charge density is not a 
constant but varies throughout the membrane. Membranes with variable surface 
charge density can be formed when a charged (cationic, anionic) amphiphile is mixed 
with a non-charged (zwitterionic) one. For example, a mixed system of phosphatidyl 
choline (non-charged) and phosphatidyl glycerol sodium salt (charged) [52, 53]. We 
discuss here electrostatic interactions only within the (simpler) linear Debye-Htickel 
regime. 
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When the charges within the membrane have a spatial distribution, two different 
limits can be distinguished depending on the lateral ion mobility [54]. First, for a 
quenched (immobile) surface charge density, a(x) = ~ an cos nqz ,  of a membrane 
with one undulation mode u(x)  = u cos qx, the contribution to the bending modulus 
~/'i; el w a s  calculated. It includes contributions from all the modes of the charge 
density, crn. For several simple a(x), the electrostatic interactions can be shown to 
rigidify the membrane since ~ e l  > 0. This is a generalization of a constant surface 
charge distribution a(x )  = ao. 

Second, for mobile charges on a flexible membrane, it has been shown [45] that 
the optimal surface charge density which minimizes the electrostatic free energy (in 
presence of an electrolyte) is identical to a membrane with an equipotent ial  surface. 
This result assumes that the only degrees of freedoms present are the electrostatic 
ones. More generally, competition between electrostatic interactions and short-range 
inplane interactions lead to an optimal a(x) .  In this case the membrane is not 
anymore an equipotential surface. For asymmetric membranes, the contribution of 
the electrostatic interaction to the spontaneous curvature, co in eq. (6.1), can be 
calculated. The asymmetry of the bilayer membrane can be a result of two different 
solvents on the two sides of the membrane, or an internal asymmetry which has to 
do with different structure and/or composition of the two monolayers. More details 
can be found in ref. [54]. 

Depending on the lateral diffusivity of the two components, a real membrane show 
a more complex and dynamical  behavior in which the charge distribution is neither 
annealed nor quenched. So the quenched and annealed charge distribution should be 
regarded as the two extreme limits of, respectively, very slow and very fast relaxation 
times within the membrane. Note that the ions in solutions are always assumed to 
be in thermodynamical equilibrium and will adjust their distribution according to the 
charge distribution on the membrane. 

7. A stack of charged lamellae 

Natural phospholipids or artificial surfactants dissolved in water can form lamellar 
phases consisting of a stack of alternating amphiphilic bilayers and water regions 
[50, 55, 56]. The repeated periodicity of the stack can vary from as low as a few 
Angstroms to as high as several thousand angstroms [49, 57, 58]. 

The stability of the lamellar phase with respect to other 'disordered' phases (e.g., 
spherical or cylindrical micelles, isotropic 'sponge' L3 phase), or other, liquid crys- 
talline, phases (e.g., hexagonal, cubic) depends on several system parameters: spe- 
cific short range interactions, controlled by the chemistry of the amphiphiles (size 
and structure of the aliphatic chain), as well as on thermodynamic and electrostatic 
parameters (temperature, membrane surface charge, ionic strength of the aqueous 
solution, and relative concentrations of the various components). In some cases, the 
stability depends crucially on the type and amount of an added co-surfactant (usually 
a short chain alcohol like pentanol [57]. 

These parameters change the relative importance of intra- and inter-layer interac- 
tions. For layer separation below 20 ,~, Van der Waals attraction is compensated 
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by repulsive hydration forces [11]. Hydration force plays an important role in pre- 
venting the phenomenon of adhesion of vesicles and membranes. These forces are 
reviewed elsewhere in this Handbook (Helfrich, Lipowsky, Parsegian and Rand). 
For large inter-membrane separations (roughly larger than a few dozens angstroms), 
the important interactions are attractive Van der Waals and repulsive electrostatic 
interactions. As was previously explained, electrostatic interactions strongly depend 
on the ionic strength of the solution. They can be completely screened, say for ionic 
strength of about 1.0 M, or only weakly screened for pure water. 

7.1. Suppression of Helfrich interactions by electrostatics 

Lamellar phases composed of a stack of membranes show quite universal behavior 
when the membrane are flexible with n of order T. Entropically induced out-of-plane 
fluctuations of the stack cause an effective long range repulsion between adjacent 
membranes called the undulation force and have a pure entropic origin. This impor- 
tant idea was predicted by Helfrich in 1978 [40] and has been checked experimen- 
tally [57-59] in recent years, using high resolution X-ray scattering and dynamic 
light scattering. Helfrich's prediction takes into account the loss of entropy due to 
the constraint that each membrane is bounded between its two adjacent neighboring 
membranes. 

The repulsive undulation interactions between the membranes (per unit area) have 
the form [40] 

T 2 1 
fu ~- ~ - -  (7.1) 

d 2 

or equivalently the disjoining pressure P(d) = -afu/igd ~ 1/d 3, where d is the aver- 
age inter-membrane separation. As is clear from eq. (7.1), the undulation interaction 
is dominant only when the membrane is quite flexible, n _~ T. In the absence of 
charges (for lamellar phases diluted in oil) or for a strongly screened case (strong 
electrolyte solution), experiments verified the functional form of the predicted P(d) 
for a range of spacings, d [49]. In other experiments, done for strongly charged 
and unscreened systems (no electrolyte), the dominant repulsion comes from the 
electrostatic interactions between completely fiat and rigid stack membranes [57]. 

In what follows we will consider the interplay between the electrostatics and 
fluctuations of a stack of membranes [60-64]. We do not include Van der Waals and 
hydration forces. The excess free energy (per unit area) of one lamella fluctuating 
about its average position z - 0  over a fiat reference lamella is 

fu -- fbend + Afe l  (7 .2)  

where fbend is the inplane bending free energy, eq. (6.1), for one undulating mem- 
brane. In the limit of small fluctuations fbend can  be conveniently estimated as 

1 n(V2u)2, where u(r-3 is the displacement field of the membrane at a point ~'. fbend ~ 

The second term is the excess in electrostatic free energy due to the undulation. 
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Within a local Deryagin-like approximation [2], Ale I can be estimated by expanding 
the electrostatic free energy of a stack of flat membranes with separation d to second 
order in u, 

1 02fel 
z~fel-- 2 0d 2 u2" (7.3) 

More formally, Afe 1 can be expanded up to second order in u and forth order in q 
in the limit of large wavelengths and small amplitudes. Equation (7.3) is the zero 
q contribution to the u 2 term. The two other terms" q2u2 and q4u2 are correction 
to surface tension and bending modulus. Whereas the first can be dropped out for 
incompressible membranes, the second will be discussed later. 

Substituting eq. (7.3) in (7.2) and expressing fu as a sum over all q-modes, we 
obtain 

1 2(q4 + ~-4 fu - -~ t~ ~ Uq ) (7.4) 
q 

where ~-4 _ N-lO2fel/ad2 ' or equivalently ~-4 _ _xo-lOp(d)/ad, ~ is the in-plane 
electrostatic correlation length, and Uq is the q-mode of u(x). This introduces a new 
cutoff for the undulation modes in the small q limit [42, 60]. For strong electrostatic 
interactions this new cutoff can dominate over the cutoff introduced by Helfrich for 
the uncharged case (the inter-membrane distance d) in order to preserve the lamellar 
order of the stack. We will estimate ~ by looking at the various limits for fel for 
two flat and charged membranes (see section 4 and fig. 5). 

Assuming that we are in the small fluctuation limit, the root-mean-square fluctu- 
ation x / ~  is much smaller than d. We later will check which of the electrostatic 
limits satisfies this condition: (u 2) << d 2. Using the equipartition theorem for the 
energy modes we get 

T q ~  1 T ~2 (7.5) 
= q 4 +  = 

In the Gouy-Chapman region, the electrostatic interactions are almost unscreened 
since d/,~D << 1. Using eq. (4.17) for the free energy of the two flat membranes, 
is calculated to be [60, 61], 

/~l ) 1/4 ,-,o d3/4 
- d ~ (7.6) 

leading to an estimate for (U2)" 

T l )1/2 d2 
(U2)-  ~" ~-d 8 "  (7.7) 
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We see from the above equation that for flexible membranes in a dilute lamellar 
phase ~; '-~ T and d >> 1 "~ 7 A, indeed (u 2) << d 2, as is expected in the strong 
electrostatic regime since electrostatic interactions suppress the small q fluctuations. 
In addition, we can estimate the ratio fu/fel of the electrostatic and undulatory parts 
of the free energy: fel = 7rT/21d and fu = T/8( 2 

l l d  ( T l )  1/2 
fu/fel = 47r ~2 -~ ~ << 1. (7.81 

Therefore, in the Gouy-Chapman regime because of strong and unscreened elec- 
trostatic interactions, the steric repulsion between neighboring membranes is small 
compared with the electrostatic contribution which suppresses the spectrum of out- 
of-plane fluctuations to values below the inter-membrane separation d [60, 61 ]. This 
is in agreement with the experimental findings which found that in the strong electro- 
static regime, the data did not show any influence of the Helfrich steric interactions. 
Electrostatic interactions by themselves gave the best fit [57]. Note that in eqs (7.6)- 
(7.8) above we did not insert explicitly the electrostatic contribution to the bending 
modulus, 6~ el. This contribution in lamellar phases will be discussed in the next 
section. 

In the other (weaker) electrostatic regimes, fig. 5, the suppression of the fluctu- 
ations is less drastic and in some cases, the screened electrostatic interactions can 
be completely neglected. Using eqs (4.24), (4.21) and (4.15) for the Debye-Htickel, 
Intermediate and ideal-gas regions, respectively, we obtain [60]: 

71-1N;A3D )1/4 
e d/a)'D Debye-Htickel, 

~= 8T 

Trlb n,,kD ) 1/4 
e a/4~D Intermediate, (7.9) 

~ -  27- 

Trn, bl ) 1/4 
d 1/2 ideal-gas. 

~ =  T 

Clearly for d/,XD >> 1, the Debye-Htickel and Intermediate results for ~ depend ex- 
ponentially on d/.XD leading to ~ >> d. Hence, for these weak electrostatic cases, the 
new electrostatic cutoff will not suppress substantially the out-of-plane fluctuations. 
It does play only a minor role in reducing the Helfrich steric repulsion between 
adjacent membranes as compared with the uncharged case. Imposing the constraint 
(U 2) ~ d 2 we get the following expression for fu: 

2 d 4 
T2 [ 1 - c o n s t ( ~ )  ( ~ )  ] (7.10) 

fu ~ t~(d- 2/~D) 2 
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where the prefactor of the second term is a constant depending on the details of the 
approximation employed. Thus, as long as d/AD >> 1, the electrostatic interactions 
only slightly modify the Helfrich steric interactions. The main correction is that the 
effective distance between adjacent membranes is reduced to d -  2AD instead of d. 
This is the conclusion for both the Debye-Htickel and Intermediate regimes. The 
ideal-gas regime is somewhat more delicate. As long as bl < d 2 but b > d, ~ is 
smaller than d and fluctuations are suppressed. 

7.2. Rigidity of charged lamellae 

Another important issue to consider for a stack of charged lamellae is how much 
electrostatic interactions affect the bending rigidity. In the previous section we re- 
viewed the effect of electrostatic interactions on the spectrum of out-of-plane fluctu- 
ations of the membrane and its relation to the Helfrich interactions. An electrostatic 
contribution to the bending modulus t~ will also have an effect on the spectrum 
of fluctuations and on structural properties. This contribution can, in principle, be 
measured experimentally [49, 59]. 

Fig. 7. Schematic drawing of a cross-section through two concentric cylindrical membranes of radii R 1 

and R2. The aqueous solution fills the spacing of thickness d = R2 - R1  between the two membrane. 
This geometry is used to calculate 6~ el in the limit of R1/d >> 1 and R2/d >> 1. Notice that an 
added complication as compared with two flat surfaces (fig. 4) is that the electric field is not zero at 

the midplane (R1 + R2)/2, due to the overall curvature of the cylinders. 
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2 
Fig. 8. Schemat ic  drawing of two membranes  '//,1 and u 2 -- - U l ,  undulating out-of-phase about z = 
d/2 and z = -d /2 ,  respectively. The wavenumber  and ampli tude of the undulations are q and u, 

respectively. 

We recall that the electrostatic contribution to the bending modulus, 6t~ el, has 
been presented in section 6 for a single lamella (one membrane). For a stack of 
membranes this applies in the limit where the inter-lamella spacing d is very large 
compared with the other electrostatic lengths: b and ~o. When d is not that large, 
the electrostatic contribution to the bending modulus, 6t~ el, depends also on d. We 
will present calculations of t~/~ el in the different electrostatic limits corresponding to 
the regions of fig. 5, since the full calculation of t~/~ el is extremely complex and not 
available at present. 

Most of the calculations for t~/~ el have been done in the decoupled electrostatic limit 
(see section 6 for more details). Three types of geometries have been considered: 

(i) Two concentric cylinders (or spheres) in the limit of large radii of curvature, 
R1 and R2, and small separation, d/R1 << 1, and d/R2 << 1 where d - R2-R1 
as in fig. 7. 

(ii) Two undulating membranes with an average separation d and a relative phase 
shift 0, each undulating with an amplitude u and a wavenumber q: 

d d 
u 1 --  ~ + U COS qff; and u2 = 2 + cos(qz + 0). (7.11) 

The two extreme phase shifts between the two membranes are either an in- 
phase 'capillary mode' with 0 = 0, or an out-of-phase 'breathing mode' with 
0 = 7r as in fig. 8. 

(iii) In analogy to smectic liquid crystals, a continuum approximation for the lay- 
ered lamellar phase where the density of the lamellae is  assumed to be a 
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"n'lq~. d -l- 

r 

21'r / qlo 

Fig. 9. Sketch of a stack of undulating charged membranes. Membranes are assumed to have average 
inter-membrane separation d, and undulations of wavelength 27r/qll and relative phase dq• Undulation 
amplitudes are shown exaggerated for effect; actual membranes are assumed to have low amplitude 
(u << d), long wavelength fluctuations (qlld << 1) with small inter-membrane phase angle (q• << 1). 

slowly varying and periodic function both in the z direction (parallel to the 
lamellae), and in the z direction (perpendicular to the lamellae) as is seen in 
fig. 9. 

7.2.1. Membrane rigidity in the Gouy-Chapman region 
In terms of the regions of fig. 5, the single membrane calculations of section 6 gave us 
the contribution t~/~ el for the large-spacing Debye-Htickel regime (region I), eq. (6.4), 
and in the non-linear Intermediate regime, eq. (6.8). In the Gouy-Chapman regime 
of strong surface charge, large-spacing and no screening: bd << 1, and d/~o << 1, 
the effect of electrostatics is expected to be the largest. The scaling form for t~/'C el 

was conjectured by Pincus et al. [60] and later calculated by Higgs and Joanny [65]. 
The scaling form can be easily obtained by requiting a smooth crossover between 
the Intermediate and Gouy-Chapman regions on the crossover line ,ko = d. Since 
6/~el ~ /~O in the Intermediate region, eq. (6.8), this implies t~/'i; el " "  Td/l. Note that 
the expression for the pressure P(d) also crosses over smoothly from the intermediate 
region, eq. (4.21), to the Gouy-Chapman one, eq. (4.17) on the same line, d/~D ~-- 1. 

Higgs and Joanny [65] calculated t~N el using two different systems. In the first, 
two weakly undulating membranes with an out-of-phase phase shift of 0 -- 7r are 
considered (fig. 8). The non-linear Poisson-Boltzmann equation (2.4) in the limit of 
no-added electrolyte is solved with two undulating boundaries: Ul = d/2 + ucosqz 
and u2 = - d / 2 -  u cos qz while requiting u << d. Because of the symmetry about 
the midplane, z -- 0, for the out-of-plane mode, it is enough to solve the Poisson- 
Boltzmann equation in the interval [0, d/2] with a constant surface charge density cr 
at z = d/2 and a vanishing electric field at z = 0. The pressure P(d) is calculated 
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by taking the variation of the free energy f e l  with respect to d, eq. (2.8), in the limit 
of no-added electrolyte 

/( 4 :w o,.,o,>) P(d) = Tn(0) + .--- r  dx (7.12) 
0d 

where the integral is performed along the midplane z = 0, and Ex is the x component 
of the electric field. Expanding the potential r and the pressure P(d) up to order 
u2q 4 for the Gouy-Chapman region (b << d), the contribution to the bending modulus 
has been shown to scale as 

6/~ el " '  constT -d for b << d <</~D. (7.13) 
l 

The prefactor in (7.13) was not calculated for two undulating membranes due 
to mathematical complexity. However, this prefactor was calculated by the same 
authors [65] in a different geometry of two concentric cylindrical membranes of 
radii R1 and RE, respectively (fig. 7). Note that here the midplane of an average 
radius R = (R1 + R2)/2 is not a plane of vanishing electric field due to the overall 
curvature. The electric potential of the double layer problem between two concentric 
cylinders was calculated some time ago in a seminal paper by Fuoss et al. [66] in 
relation to their model of polyelectrolytes. This expression for r was used in ref. 
[65] to calculate the pressure P(d), eq. (7.12), as an expansion to second order 
in 1/R. In the limit of d/R << 1, the bending constant can be deduced from this 
expansion 

6 t ~ e l = T (  17r 127r) d_~l 0"06Td-'l (7.14) 

Again, eq. (7.14) is valid only in the limit of no-added electrolyte, d/)~D << 1, and 
strong surface charge, b << d, which exists as a limit of the Gouy-Chapman region, 
fig. 5. 

7.2.2. Membrane rigidity in the ideal-gas region 
We turn now to ideal-gas region which is a region of weakly charged membranes but 
also with weak electrolytes. Harden et al. [67] calculated t~/~ el in this case for two 
concentric cylinders very much along the lines described in the previous section for 
the Gouy-Chapman region. The difference is that for the ideal-gas case bid >> 1, 
although the same limit of no-added electrolyte is taken (very large AD). The result 
in the ideal-gas regime is: 

6 /~e  1 ___ 1 T d3" (7.15) 
307r b21 

Note that the scaling behavior of 6/~ el "-' d3/b 2 in the ideal-gas region crosses over 
smoothly to the result for the Gouy-Chapman region, 6~ el ,,~ d from eq. (7.14), on 
the boundary line b = d. 



Electrostatic properties of membranes: The Poisson-Boltzmann theory 637 

7.2.3. Membrane rigidity in the small-spacing Debye-Hiickel region 
Since the Debye-Htickel limit is the linear limit of the Poisson-Boltzmann equation, 
the free energy can be handled easier in a variety of boundary conditions. The 
contribution to 6~el in this Debye-Htickel limit for one single membrane have been 
described in section 6 with the result: t~/'i; el -- 3T~3D/(47rlb 2) (taking into account the 
two sides of the membrane). This scaling corresponds to the large-spacing Debye-  
Htickel region (marked as region I in fig. 5) where AD/d << 1 and b/)~D >> 1. 

The small-spacing Debye-Htickel regime is defined in the wedge AD/d >> 1 but 
bid >> (Ao/d) 2 (marked as region II in fig. 5). The first inequality is the condition 
on the short distance region, whereas the second is the condition on the linearity of 
the Poisson-Boltzmann equation. Pincus et al. [60] have studied the general Debye-  
Htickel case for two membranes, U l = d/2 + u cos qz and u2 = - d / 2 - u  cos qz which 
fluctuate out-of-phase one with respect to the other in a breathing mode (so-called 
peristaltic mode) as shown on fig. 8). It is important to note that the membranes are 
taken to have a frozen spatial configuration; namely, q and u are both fixed. In the 
limit of small-spacing Debye-Htickel, [AD/d >> 1; bid >> (~D/d)2], t~/~ el is found to 
be 

6t~el ,,~ T'~3 ( / ~ D )  3 
- l b  2 --d- (7.16) 

which scales with an extra factor of (,~D/d) 3 than the result for the large-spacing 
Debye-Htickel, eq. (6.3). We discuss below the limitations of this approach [67] 
when applied to a stack of undulating lamellae. 

The bending constant was also calculated for a different electrostatic boundary 
condition of constant surface potential [8]. The free energy is calculated for two 
equipotential surfaces (membranes with a constant surface potential ~bs) undulating 
with a fixed q-mode and with a general phase shift 0 between them. The calculations 
are restricted to the linear Debye-Htickel regime. In the small-spacing Debye-Htickel 
l imit ,  t~  el can be evaluated from their result to be 

tst~el ew~b2AD ( d ) 5 
- 90 ~ (16 - 7 cos 0) (7.17) 

where ~bs is the fixed surface potential. 
Although the above results, eqs (7.16) and (7.17) are valid for two membranes of 

a fixed spatial undulation, it was pointed out [67] that the connection to a stack of 
l ame l l ae -  as is measured in exper iments-  is not precise especially in the small- 
spacing limit. The reason is that taking a configuration of charged membranes 
undulating out-of-phase contributes to the bulk modulus in addition to the bending 
terms. 

The way t~/~ el w a s  calculated for a stack of membranes (lamellar phase) [67] was 
to consider the stack in the long wavelength and small amplitude limit. The spatial 
undulation field is written as u(z,z) = ucos(qll x + q• where both qll d << 1 and 
q• << 1 as can be seen in fig. 9. Calculating the electrostatic free energy and 
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Fig. 10. Sketch of electrostatic contribution to the membrane bending modulus t ~  el as a function of 
the Debye-Htickel  screening length AD at fixed d and b. In (a), we show the case of weakly charged 
membranes, b < d. With increasing AD, 6~ el, first scales as A3D and then crosses over to a constant 
value for "~D ~> d. In (b) we show the analogous plot for strongly charged membranes. In this case 
after an initial regime of 6t~ el ,-., ,~3, 6~el first crosses over to a linear regime, 6~ el ,,~ /~D at )~D ) b 

followed by a second crossover to a constant value for AD > d. Adapted from ref. [67]. 
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expanding it to second order in the mode amplitude u, we can identified 6~; el as the 
coefficient of the q4u2 term 

~ e l  : 1 T d3" (7.18) 
307r b21 

Note that this result in the small-spacing Debye-Htickel for a undulating stack agrees 
exactly with the result for r in the ideal-gas regime. Moreover, it also agrees with 
a calculation of ~Nel using two concentric charged cylinders configuration. 

This ends the presentation of the electrostatic contribution to the bending rigidity 
in the various electrostatic regimes. In fig. 10 (a) and (b), we plotted the expected 
scaling of ~/~el of a stack of membranes in a lamellar phase as function of the Debye- 
Htickel screening length Ao in the limit of weakly and strongly charged membranes, 
respectively. The figure shows a crossover in the scaling of ~/~el depending on 
the various electrostatic regimes. The contribution to t~ is the strongest for the 
least screened interactions when Ao becomes large. Such scans can be verified 
experimentally by changing the strength of the electrolyte. Other possible scans will 
be changing the membrane spacing d or the strength of the surface charge cr ~ 1/b 
by mixing together charged and non-charged (zwitterionic) amphiphiles. 

8. Conclusions and future prospects 

Research on the electric double layer problem started at the beginning of the cen- 
tury with the pioneering works of Gouy, Chapman, Debye and Htickel. Within a 
continuum approach (Poisson-Boltzmann theory), the electrostatics of rigid bodies 
immersed in ionic solutions is well understood. This approach was used quite suc- 
cessfully to investigate stability of colloidal dispersion, charged micelles and model 
membranes, and even polyelectrolytes. In recent years, other theories taking into 
account the discreteness of the charges and correlations have been developed but 
mainly in the simpler planar geometry. Some of the findings that cannot be ex- 
plained within the Poisson-Boltzmann theory are the behavior of divalent ions like 
Ca ++ which in some cases can induce an attractive interaction between membranes, 
and to non-monotonous profiles of the counterions in the proximity of the charge 
surfaces (up to a few angstroms away). Beside these points, it has been shown in 
numerous studies that the Poisson-Boltzmann theory is actually quite reliable. 

For flexible and heterogeneous structures like membranes, the interplay between 
electrostatics and structure is far less understood because of the complexity of the 
problem involved. The electrostatics degrees of freedom are coupled to the mem- 
brane shape. Hence, one has to solve the electrostatic problem with variable boundary 
conditions in a self-consistent way. This is a tremendous task and only first attempts 
in this direction have been undertaken. 

By considering the membrane as a flexible (and homogeneous) interface, the con- 
tribution of the charges to the bending moduli has been found in various electrostatic 
regimes (screened, unscreened, etc.). Electrostatics tends to rigidify the membranes 
and also suppresses the out-of-plane fluctuations of a lamellar phase composed of 
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a stack of membranes. However, when the membrane is heterogeneous (e.g., com- 
posed of two components), electrostatics can induce shape instabilities in relation to 
a lateral segregation of the two components. 

In the future more complex models will, hopefully, be studied in order to make 
closer contact with biological membranes. Mixtures of charged and zwitterionic 
phospholipids, interactions between charged lipids and membrane proteins, biopoly- 
mers or other short-chain impurities are all of great importance in biological systems. 
When considering membranes as multi-component systems, it will be necessary to 
include other interactions as Van der Waals and hydration and to understand the in- 
terplay between those interactions and the electrostatic ones. Finally, even when the 
membrane is not charged it is composed of phospholipids which have a polar head. 
Dipole-dipole interactions are also of importance as they can lead to formation of 
dipolar domains and influence many of the membrane properties. 

All of the above represent very challenging problems for future investigations. 
From the fundamental point of view, they relate to the physics of charged, flexible 
and heterogeneous structures. In addition, they can provide a better understanding 
of complex biological systems. 
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1. Introduction 

Charting the course of the planets, probing the power of atomic nuclei, and analyzing 
events at all levels of complexity in between, has always required knowing operative 
forces. At each level, different kinds of forces emerge to dominate the organization 
of matter. At each level, they must be measured. Such measurements have been 
made with lipids that form cell membranes. Unexpected forces have been seen. Now 
recognized, they should be understood and can be used in rational consideration of 
membrane organization. 

The unexpected comes from the perspective of the macromolecule and of molec- 
ular assembly. For them their aqueous milieu becomes more than a medium through 
which the traditional forces, Van der Waals and electrostatic, act. Water, as it 'hy- 
drates' the participants, becomes a part of the interacting molecular components 
themselves. Hydration and dehydration reactions make unexpectedly large contribu- 
tions to the structure and energetics of the system. It is this new perspective that we 
emphasize in this chapter. 

Lipids are interesting first for their morphology or, better, their polymorphism, 
itself driven by the properties of amphiphiles in an aqueous medium. The many 
configurations of lipid assemblies that populate the rest of this book have their ana- 
logue in natural biological membranes. They form the boundaries defining 'in' and 
'out' not only for whole cells or many viruses but also for internal compartments that 
arrange and carry on the cell's business. Forces within these two-dimensional assem- 
blies can be expected to influence the function of proteins that direct the movement 
of material or energy between compartments. Membrane proteins behave differently 
when incorporated in different lipids. Can the strains in packing that drive lipid poly- 
morphism be felt in the proteins that work in these lipids? Only through systematic 
measurement of packing energetics can one expect to know. 

Lipids must also participate in the massive topological rearrangement required for 
membranes to fuse with one another while maintaining the overall integrity of the 
compartments they enclose. It is expected that the study of non-bilayer configurations 
of lipid assemblies would teach us about the energetics of that rearrangement and 
for that reason we extend our consideration to some of these. 

In the larger sense, the field of inquiry rapidly widens beyond lipids alone. The 
contribution of hydration to the overall energetics of molecular assembly has been 
recognized for a long time, but it has been difficult to isolate and to measure. The 
new use of osmotic stress (OS) to measure water's role in lipid assembly [1, 2] 
is remarkably simple, generally applicable (fig. 1), and is capable of determining 
whether even extremely weak perturbations of water molecules near surfaces are 
energetically significant. Forces measured between large polymers like DNA [3] 
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and polysacchar ides  [4] have also shown that tiny surface perturbations of water, of 
chemical  potential as little different f rom bulk water as a fraction of a calorie/mole, 
can result in very large interaction energies when many such water molecules are 
involved. Further, the cost of  removing all the perturbed water, or conversely the 
benefit of  fully hydrat ing a newly exposed surface, is remarkably similar among 
these systems and is very high at 1.5-15 kcal /mole per square nanometer  of  surface 
area. (ATP hydrolysis  yields 7.3 kcal/mole.)  

The OS strategy has now been applied to individually functioning molecules. Mi- 
tochondrial  vol tage-dependent  anion channels open (hydrate) with increased difficulty 
in the face of  decreased water  activity in their vicinity. A measure of that difficulty 
shows that about 1000 additional water molecules become associated with the open 
channel  [5]. Other channels  show similar dependence on water for gating [6, 7], 
usually to an extent related to their conductance,  as if most  of  the newly associated 
water  is hydrat ing a newly created aqueous cavity. Further the coupling of channel 
gating and lipids is seen in the observation that non-bi layer  prone lipids modify the 
conductance-s ta te  probabilit ies of  alamethicin channels [8]. 

Fig. 1. In the osmotic stress (OS) strategy water activity is controlled through the concentration of a 
'neutral' solute, such as a large polymer. Any aqueous compartment that is inaccessible to that solute, 
or is made inaccessible by a dialysis membrane, has its water activity controlled by solute concentration. 
Schematically, imagine the exclusion space indicated by the lightly shaded enclosing lines. In the case 
of single proteins, the solutes that work are those excluded from the protein's 'hydration shell', in the 
spirit of the extensive studies of Timasheff and his colleagues [ 17]. Under such osmotic pressure, 7r, the 
components of molecular assemblies get pushed together against their mutual repulsive forces. Isolated 
proteins undergoing reversible transitions get 'dehydrated' or, kinetically, find it more difficult to get to 
their more hydrated conformation. The extra, osmotic work is observed as a shift toward the dehydrated 
state. A measure of the sensitivity of that shift to water activity gives the difference in the number of 

solute-excluding water molecules associated with each conformation [10]. 
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Individual proteins in solution, subject to osmotic stress, show clear changes in the 
numbers of solute-excluding molecules during the transition between conformational 
states. The numbers are large and their possible roles intriguing. 

- Kornblatt and Hoa have measured 10 additional water molecules associated 
with cytochrome oxidase when cytochrome a binds an electron [9]. These 
waters are then shed as the electron is passed internally to cytochrome a3. Far 
from being 'futile', the water cycle appears necessary for regulating sequential 
conformational change. 

- Colombo, Rau and Parsegian [10] have shown that as four oxygens bind to 
hemoglobin, sixty additional water molecules also associate with the protein. 
Sixty is a surprisingly high number and appears to be related to changes in 
quaternary structure since 02 binding to myoglobin seems to show no such 
effect. Is the hydration of 600 ~2 of newly exposed surface of the oxy 
conformation energetically significant? If that surface is like others, its full 
hydration would yield more than 8 kcal/mole Hb, or 2 kcal/mole per heme 
group. 

- Hexokinase releases at least 70 water molecules, and probably many more, in 
the process of closing a large cleft upon binding glucose [11 ]. The expulsion 
of so much water, a molecular mass ten times that of the substrate itself, 
presumably reflects the dehydration required to confine the phosphorylation 
to glucose and prevent the futile 'phosphorylation' of water [12]. 

These three proteins show three qualitatively different solvation reactions on sub- 
strate binding; one hydrates, one dehydrates, and one shows a hydration/dehydration 
cycle. 

The nature of the surface perturbation of water remains an enigma. Most of these 
waters are unlikely to be seen either in the crystal structures of proteins or by NMR 
[13], since they are so weakly 'bound' and their residence time so short. It is 
now a challenge to determine their position and to assess their contribution to the 
overall energetics of any allosteric change as well as to the interaction and change 
in membrane surfaces. 

Our aim in this chapter is, first, to describe how forces can actually be measured, 
then to survey, tabulate and illustrate the large set of force data now available for 
lipids. On their own, the fundamental data reviewed here allow some prediction of 
interactions. Whatever our limited understanding, these data provide good estimates 
of what it takes to bend membranes and to bring them toward 'contact'. This is a 
set of facts to motivate quantitative thinking on how cell membranes, and biological 
macromolecules, do their work. These empirical data are a core of knowledge which 
still lacks satisfactory theoretical explanation. The theory section deals primarily with 
ideas proposed to explain bilayer hydration and hydration forces, but also mentions 
the traditional electrostatic, Van der Waals and steric interactions that are covered in 
sufficient detail elsewhere. 
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2. Measuring energetics of molecular assemblies and single functioning 
molecules 

The energetics are accessible by four different complementary, techniques: osmotic 
stress (OS) [1, 2], pipette aspiration (PA) (see E. Evans, this book), surface force ap- 
paratus (SFA) [ 14, 34, 149], and atomic force microscopy (AFM) [ 15, 16]. Each has 
been amply described in other places. We sketch here the basic schemes, summarize 
their complementary aspects, and highlight the important facts to bear in mind when 
comparing respective results. 

We emphasize the virtues of the osmotic stress strategy since its application can be 
quite general, it is largely unexploited, and its possibilities extend far beyond lipid 
bilayers. 

2.1. Osmotic stress (OS) method 

In the osmotic stress (OS) strategy [1, 2] water activity is controlled through the 
concentration of a solute, such as a large polymer, that is indifferent to all other 
system components. Any aqueous compartment that is inaccessible to that solute, 
or is made inaccessible by a dialysis membrane, has its water activity controlled 
by polymer concentration. Such solute-inaccessible compartments can be of many 
kinds. They are indicated in fig. 1 by the space enclosed by the dotted line, meant 
to represent at least the conceptual or functional equivalent of a dialysis membrane. 
In the case of single proteins, the solutes that work are not only polymers but also 
any others excluded from the protein's 'hydration shell', in the spirit of the extensive 
studies of Timasheff and his colleagues [17]. The size of the aqueous compartment 
in such cases in fact will be determined by the exclusion of the solute from the 
aqueous space. 

Under such osmotic stress,/-/osm, (which we also refer to as P) the aqueous com- 
partments will adjust to the reduced water activity of the stressing solution. In the 
case of molecular assemblies, such as interacting bilayers or polymers, or the lipids 
forming the aqueous channels of the inverted hexagonal HII phase, the interacting 
components will get pushed together to an extent regulated by their interaction en- 
ergy. Measuring distances by X-ray diffraction allows one to monitor disorder and 
structural transitions. Basic thermodynamics allows one to extract force as well as en- 
tropy/enthalpy [ 18, 19] as it varies with separation. In the case of isolated molecules 
undergoing reversible conformational transitions, such as membrane channels or en- 
zymes in solution, they get 'dehydrated' or, kinetically, populate to a greater extent 
their 'dehydrated' conformation, observed as a shift toward the 'dehydrated state' 
[5-7, 9-11 ]. A measure of the sensitivity of that shift to water activity, or//osm, gives 
a measure of the difference in amount of water associated with each conformation 
[10, 20]. 

In the case of molecular arrays of lipids, equilibrium with the second phase of 
known water activity can also be achieved both by physically squeezing the array 
under a hydrostatic pressure in a chamber with a semi-permeable membrane to allow 
exchange with a reservoir of pure water, and by bringing the array into equilibrium 
with a vapor of known relative humidity (19/19o) to create an effective osmotic pressure 
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(kT/vw) ln@0/p), where k = Boltzmann's constant, T the absolute temperature and 
Vw the partial molecular volume of water [2, 21 ]. The chemical potential of the water 
with which the lipid is equilibrated, in all cases, gives the net repulsive pressure P 
in the aqueous compartment. The amount of water per lipid molecule removed 
under pressure P, AVw, yields the work of dehydration, PAVw, which is a change 
in the chemical free energy of the lipids. This work is independent of any model 
of hydration and of any assumptions about the structure of the phospholipid phase. 
Given the many ways of applying osmotic stress, it is possible to bring structures to 
virtually complete dehydration at pressures corresponding to over 1000 atmospheres, 
or log10 P > 9 when pressures are measured in dynes/cm 2. 

X-ray diffraction and a knowledge of the composition of the equilibrated phases 
give the structural dimensions and their changes and AVw in response to this osmotic 
stress. In the case of multibilayers, the repeat distance d of the lipid plus water layers 
is often determined to better than Angstrom accuracy. 

The assignment of a measured work of dehydration to a force or energy of inter- 
action between bilayers or to a work of rearranging the bilayers requires dissection 
of the measured repeat distance d into a bilayer thickness dl and a separation dw. 
It also requires recognition of the pressure P as both an intrabilayer lateral and an 
inter-bilayer normal stress [21]. If bilayers were incompressible, then changes in 
repeat spacing d would equal changes in bilayer separation dw. A force vs. distance 
relation could then automatically be constructed from measured pressure P vs repeat 
spacing d reduced by a constant bilayer thickness dl. But bilayers are laterally com- 
pressible, liquid-crystalline considerably more so than gel phase bilayers [21-27]. 
The same isotropic osmotic stress that pushes bilayers together also acts to deform 
them laterally. There is a decrease in cross-sectional area A and an increase in bi- 
layer thickness dl as the bilayers are pushed together. Consequently, estimates of 
these structural changes are required in order to estimate bilayer separation dw. 

Multilayers swell significantly differently in vapors near 100% relative humidity 
than in liquid solutions of the same water activity (see [28] for a discussion of this 
issue). Because this difference, regarded as a 'vapor pressure paradox', is still not 
properly understood and because this chapter deals with forces measured in liquid 
water, we omit most studies using vapor activity to infer forces. 

It has been argued that DPPC multilayers, deposited by chloroform/methanol evap- 
oration onto silicon wafers, have discrete states of hydration differing by the thickness 
of a water molecule. In 100% relative humidity, the multilayers swell only to 61.5 
Angstroms rather than the 65 Angstroms seen in liquid water. If the discreteness 
of hydration steps (assumed in the procedure for fitting asymmetric diffraction peak 
widths) actually represents a stepwise swelling process, this might provide a use- 
ful clue to the different modes of hydration for immobilized vs. suspended bilayers 
[29, 38]. 

2.1.1. Bilayer dimensions- 'thickness' and 'separation' 
To speak intelligently about the force between bilayers as a function of the distance 
between them, it is necessary to establish physically realistic conventions for defin- 
ing the interface between lipid and water in terms of a mathematically equivalent 
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interface. In practice two conventions are commonly used, both of them capturing 
different features of bilayer interaction. 

In ref. [28] we describe more fully three ways of gauging the bilayer thickness 
and separation from the X-ray diffraction measurements. We report here structural 
parameters determined either from lipid/water composition or from electron density 
maps, see fig. 2. The major difference in the methods is in defining the zero of 
separation when bilayers make molecular 'contact'. Since the structure of the po- 
lar group-water interface is diffuse, the definition of when the bilayers come into 
'contact' will always be arbitrary. For identical X-ray data, the definition can make 
a large difference in the description of interbilayer distances, shown in fig. 3, and 
in estimates in contact energies. We indicate this difference in the tables of data 
and warn of its importance which, if ignored, can lead to unnecessary controversy 
when making comparisons [30]. Regardless of these differences, on the other hand, 
we prefer the 'composition' method since it yields the work of removing water, 
P .  AVw, independent of closer definition of 'contact', and explicitly takes account 
of the lateral compressibility of lipid layers. 

The first convention, to which we refer as the 'Luzzati' or 'composition' method, 
is built on the thermodynamic idea of a Gibbs dividing surface. The bilayer/water 
interface is defined as one that divides all the water or aqueous solution from all the 
lipid. The multilayer repeat spacing d is the sum of a bilayer thickness dl and water 
layer thickness or bilayer separation dw where dl = ~bdrep and dw = (1 -~b)drep with 
~b the separately determined volume fraction of lipid. This Luzzati/Gibbs definition, 

P=O PX6Vw=6G p df 

\ 

Fig. 2. Geometric parameters for describing bilayer thickness and separation as a function of applied 
pressure. The repeat spacing d is traditionally divided into a pure lipid layer of thickness dl and a pure 
water layer thickness dw. Polar group doo I and hydrocarbon dhc thicknesses can also be derived. The 
volume of water per lipid molecule can be written as Vw = A dw/2 where A is a mean cross-sectional 
area projected onto the average plane of the bilayer. The work of removal of water A Vw under applied 
pressure P is a change --PAVw = AG in the lipid bilayer free energy. Such pressures cause a decrease 
in area A as well as in separation dw. It is sometimes possible to describe the bilayer dimension by low 
resolution electron density distributions whose peaks correspond roughly to the location of the lipid- 
water interfaces. The peak-to-peak distance dpp plus a constant to include the width of the polar group 
layer is defined to be a bilayer thickness db. The remaining space, df(= d - rib) is another measure of 

separation. 



Interaction in membrane assemblies 651 

Od 

E 
r,3 

r 
e.- 

"13 v 
Q. 

O 

10 

4 

m ,-% 

�9 ! 

55 
larnenar repeat d (A) 

a � 9  

" 3  

- 2  

"1  

" 0  

- -1  

- - 2  

65 

A 

0 
E 
m 

A 

C~ 

E 

"13 v 

10 

4 ' 

0 

x~o cu 
NC O 

OOct)~ ) 

X 

df 
X 

X 

o% 
0 

0 o 

0 

dw 

O oo 
P 

- 3  
A 
(D ,..,,. 

" 2  o E 
m 

- 0  

C31 
- - 1  O 

- - - 2  
! I 

10 20 30 
bUayer separation (A) 

Fig. 3. Two different ways to represent forces depending on the definition of bilayer separation. (a) The 
empirical data gives osmotic pressure Hosm (= P) vs. repeat spacing d for egg PC at room temperature. 
Data from three different laboratories essentially superimpose. [21, 46, 166]. (b) Pressure vs. bilayer 
separation derived two different ways. (i) separation dw: the lipid/water interface is placed at the 
thermodynamically defined Gibbs dividing surface (Luzzati method) between pure-water and pure-lipid 
regions. (The division uses a 'phase diagram' calibration from repeat spacing vs. stoichiometrically 
measured weight fraction lipid, and takes into account the independently measured compressibility of 
bilayers.) (ii) separation de: the lipid/water interface is placed 5 Angstroms outside a peak in the electron 
density taken to represent the center of the polar region. Density maps at different water contents show 
little variation in the separation dpp between peaks so that df differs from d by an additive constant. 
Though the two curves look very different and use different parameters, (P0, ,~, dw) or (Pf, ,~f, df), they 

represent exactly the same work of dehydration. 

based  on sample  c o m p o s i t i o n  is the natural  cho ice  for d i scuss ing  the w o r k  of  t ransfer  

o f  wa te r  to and f rom the l ip id-water  lattice, P .  AVw. 

The  second  c o n v e n t i o n  [32] uses e lec t ron  dens i ty  maps  o f  the mul t i l ayer  to locate  

peaks  c o r r e s p o n d i n g  to the average  pos i t ion  o f  the po la r  g roups  b e t w e e n  wate r  and 
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hydrocarbon regions. The bilayer thickness db is defined as the trans-bilayer peak- 
to-peak distance, dpp, plus an added constant, usually ~ 10 Angstroms, to bring in 
all polar group material plus some associated water into the definition of 'bilayer'. 
So the bilayer thickness d b =  dpp + 10 Angstroms, and one defines a 'fluid' separa- 
tion between bilayers, df = d -  rib. Especially when electron density maps can be 
accurately ascertained, this method gives a good geometrical idea of the distances 
between different parts of the bilayer. Because 'bilayer' here includes water, in some 
cases the fluid separation df can take on negative values. Electron density maps, to 
the accuracy currently available, suggest that dpp is approximately constant with wa- 
ter content, and fluid separation df is usually taken to differ from d by a subtractive 
constant. 

Each of the above approaches suffers from allowing only an insensitive measure of 
bilayer compressibility, i.e. a measure of the changes in bilayer thickness or molecu- 
lar area with changes in hydration. For reasons not yet properly understood, bilayer 
thickness dl determined by the Luzzati method is, unlike db, usually not constant 
but reflects the change in molecular area. To take account more explicitly of com- 
pressibility, the independent and sensitive measurements of bilayer compressibility 
itself [28, 33] can be applied to the measurements. One begins by using either the 
gravimetric estimates of dl and dw at low enough hydration to be quite accurate, 
or one takes the estimates from electron densities. Then, applying measured lateral 
compressibilities it is possible to compute bilayer deformation and changes in dl 
and dw over a range of deformation for which compressibility is known. We now 
consider this procedure to be the best way now available to determine the variation 
of bilayer thickness with separation and hydration. The empirical P vs. dw (but 
not de) fits given in the Tables use this procedure. This 'compressibility' approach 
neatly reconciles data originally interpreted either by the 'composition' or 'electron 
density' analyses, giving identical dehydration energies and pressure decay rates as 
functions of bilayer separation. (Details in ref. [28].) 

2.1.2. Extracting hydration pressure, Ph, from P 
As 'osmotic stress' implies, the language of forces is thermodynamic. There is an 
equivalence between the physical picture of pushing two bodies together and the 
picture of a chemical potential for making them come together by transferring mate- 
rial, water, from between the two bodies out to some reference solution. But purists 
will know immediately the risks in using 'force' or pressure to speak of the multiple 
events that occur when one brings together molecular aggregates in a solution. The 
many microscopic states that go with statements of position compel us to recognize 
explicitly that we are dealing with a thermodynamic quantity, a derivative of a free 
energy or potential of mean force, with respect to average separation. 

So dissection of the measured net pressure P into its physically distinct components 
is a problem almost as difficult as the theoretical explanation of those components 
themselves. For convenience, we imagine that in the case of interacting bilayers the 
net force per unit area is made up of three kinds of interactions: Ph due to surface 
hydration, Pvdw from (attractive) Van der Waals or dispersion forces, and steric 
interactions either from the structural fluctuations of the thermally excited bilayers, 
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Pn, or from direct interaction between polar groups before complete dehydration. 
Since a proper theoretical formulation of any of these components poses severe 
problems at the observed distances of bilayer interaction and which are considered 
later, we emphasize here an empirical description of P vs. dw rather than force the 
data to fit into an arbitrary formalism. Still, some assumptions must be made. 

Except near the limit of swelling in unlimited amounts of water, the nature of 
the repulsive force between neutral bilayers is essentially exponential with decay 
distance A of ~ 1 to 3 Angstroms. We therefore describe this force in the form 

P = P0 • exp(-dw/A) (1) 

by fitting to points that are well away from the region where additional attractive 
forces create a deviation from exponentiality. 

2.2. Surface force apparatus (SFA) 

A second, mechanical, method of force measurement, also applied to phospholipid 
bilayer interactions, is by means of a 'surface force apparatus' (SFA) [14, 34]. Here 
one coats lipids, either by adsorption from suspension [35] or by passage through 
monolayers [36] onto mica sheets glued down onto cylindrical surfaces. The distance 
between the crossed cylinders is measured by means of interference fringes that are 
set up between the silvered backs of the mica sheets. Forces are read from the 
deflection of a cantilever spring system of variable tension that can be moved to 
bring the surfaces to a given separation. Repulsive forces are seen as a continuous 
deflection away from contact and are limited by the onset of deformation of the mica 
surface. Attractive forces are seen either from the position of a jump into 'contact' as 
surfaces are brought together with springs of different thickness, or from the position 
of a jump away from a spontaneously assumed minimum energy position. Relative 
changes in position can be measured to an accuracy of 1 Angstrom. The 'zero' of 
separation is computed by subtracting from the measured distance of contact between 
half-bilayers in air the thickness of a bilayer based on estimated phospholipid volume 
and the lipid cross-sectional area of the source monolayer. 

A number of differences between this method and OS on spontaneously forming 
multilayers are of significance: 

(1) the immobilization of bilayers that comes from their attachment to the mica 
surface presumably removes any spontaneous fluctuations of free bilayers 

(2) the geometry of crossed cylindrical surfaces of opposite curvature requires a 
transformation of the measured data in order to compare it with parallel fiat 
surfaces. To do so one routinely assumes the validity of a transformation, due 
to Derjaguin [37], that the force between crossed cylinders of equal radius 
R is the same as the force Fsp between a sphere of radius R and a plane 
flat surface. Further, this force Fsp is equivalent to the energy Epp between 
plane parallel surfaces of the same material [28]. Consequently, the position 
of a spontaneously assumed minimum energy (zero force) position between 
bilayers in the multilayer system will occur at a greater separation than that 
seen as a point of force balance in the mica cylinder system. So, to compare 
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forces measured on multilayers with those between crossed cylinders it is 
necessary either to differentiate the cylinder-cylinder forces or to integrate 
multilayer forces from a hypothetical infinity. For this reason the SFA method 
emphasizes longer range interactions which limits its detection of shorter range 
forces like the hydration force [35, 36, 38]. 

(3) The observation [39] that mica/glue/glass surfaces themselves deform at 
Fsp/R ..~ 10 dyne/cm gives an upper force limit to which the SFA method 
can be used. For exponential forces with ~ = 2 .~ this is equal to a maximum 
pressure of P ~ 108 dynes/cm 2 between parallel surfaces [28]. 

(4) One major limitation, that also applies to the atomic force microscope, is the 
need for good knowledge of the condition of the lipid on the mica surfaces. 
Inspection of the coated mica surface with the AFM suggests that the mica sur- 
face dictates the lateral packing of at least the first monolayer of attached lipid 
[40]. Whether the act of forcing strong interactions between these surfaces 
rearranges the adsorbed layers remains largely unresolved. 

(5) The advantages of the SFA are that it is excellent for electrostatic double 
layer forces measured at long distances and for materials inaccessible to X-ray 
diffraction. Further, it is possible to measure forces between unlike surfaces. 

Taking into account all these differences in technique there is sometimes good 
agreement between estimates of forces or energies [38]. But, given their differences 
and respective limitations, OS and SFA should be seen and used as complementary 
methods. 

2.3. Pipette aspiration (PA) 

Originally developed to measure the 'deformability' of whole cells and the mechan- 
ical properties of erythrocyte membranes [41-43], Evans and his colleagues [33, 
44, 45] have turned pipette aspiration (PA) into a sophisticated tool for looking at 
bilayer mechanics and the attractive energies between bilayers (E. Evans, this book.) 
It is PA that provides the bilayer compressibility moduli referred to above. These 
estimated interaction energies can be compared with energies derived from the in- 
tegrated force curves from the OS and SFA techniques. One major virtue of this 
method is its capability of controlling and measuring the extremely weak undulation 
forces originating from the thermal fluctuations of the bilayers. A combination of 
OS and PA on identical systems probes both the attractive and repulsive sides of 
the equilibrium position, and also spans a structural scale from the assembly of at- 
tracting micrometer-size vesicles into their equilibrium position, at nanometer bilayer 
separation. 

2.4. Atomic force microscopy (AFM) 

In this newest entry into the field, the force against an atomic [16] or colloidal- 
size [15] probe is measured as a surface moves up or down toward the probe. Still 
being developed, one must yet devise criteria for defining the 'zero' of probe-surface 
separation, and determine the composition and geometry of the interacting surfaces as 
they are brought together. Attempts have been made to use this technique to measure 
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forces between lipid-coated surfaces [167] and even to suggest some correlation 
between forces and surface structure [169]. 

3. Results and observations 

It is especially important to choose carefully the form of the equations and parameters 
with which forces are to be tabulated and codified. Particularly when forces are 
unexpected, even the words used to describe them can endanger clear thinking about 
their physical basis. We have decided to construct several overlapping tables here 
listing structural and force parameters. Each table allows comparison of data subsets 
for related lipids. They show the degree of hydration of neutral lipids in excess 
water, the area per molecule A, bilayer separation dw or df, volume of water Vw, 
adhesion energy Gmin between vesicles measured by pipette aspiration, and hydration 
force parameters where they have been measured. 

From the many materials, conditions and parameters given in the tables, we have 
drawn comparisons to illustrate the most obvious and instructive features of bilayer- 
bilayer forces. 

3.1. General properties of forces between bilayers 

The main points stand out clearly. Even from the simple observation of applied 
osmotic stress vs. bilayer repeat spacing for electrically neutral egg PC in distilled 
water [1] (fig. 3a), it is clear that the pressure vs. spacing varies exponentially over 
the whole experimental range except close to the equilibrium separation (where 
attraction equals repulsion) and possibly at the very highest pressures. The data 
for P vs. d go to pressures greater than 109 dyn/cm or 1000 atmospheres. Treated 
to the different definitions of bilayer thickness, the P vs. d curve translates into 
very different plots of pressure vs. bilayer separation (fig. 3b) though both plots still 
preserve exponentiality. 

We have tabulated the repulsive forces in terms of the parameters P0, A with 

P = Po exp(-dw/A) (2) 

using the composition definition of bilayer thickness, and parameters Pf, ~f with 

P = Pf exp(-df/Af) (3) 

using the electron density method for definition of thickness. 
'Separation' of bilayers at close distances (fig. 3) is least well defined. According 

to the electron-density construction, the force shows an upward break at high osmotic 
pressures [46], which is largely eliminated when bilayer compressibility is taken into 
account [28]. This break has been interpreted as a transition from hydration to steric 
repulsion of the polar groups themselves. 

One fundamental property that emerges from the application of osmotic stress 
in all systems, is that although the perturbation of water at some distance from 



656 V.A. Parsegian and R.P. Rand 

immersed surfaces becomes vanishingly small, the hydration energy can be very 
large [2, 21, 28, 47]. Figure 3 shows the difference in chemical potential of water 
#w in multilayers as a function of bilayer separation. Not until near contact is the 
chemical potential of applied stress similar to the many kcal/mole hydration energies 
of ions. Well before that distance, where the chemical potential is only ~ cal/mole, 
interbilayer forces reach enormous magnitudes. The reason is that even though the 
chemical potential energy per water molecule is little different from that of bulk 
water, when summed over the large numbers of molecules that must be removed, 
the total energy and the derivative force per area of lipid is large. 

The energy to remove water from between bilayers can be derived by integrating 
the force curves. Forces and energies can be expressed a number of ways in order 
to understand their magnitude. It is useful to translate them into the spherical geom- 
etry of phospholipid vesicles, both rigid and deformable [28], and into a way that 
informs one about the energetics of exposing or removing hydrophilic surface from 
the aqueous medium. 

Figure 4 has used typical hydration force and Van der Waals measured parameters 
to estimate the energy and force between two phospholipid vesicles of 400 A diameter 
(near the smallest limiting size of such vesicles) [28]. 

1) The position of zero force between l~arallel bilayers, indicated by the vertical 
arrow, is shifted inward by about 5 A simply by virtue of having the surfaces 
curve away from each other. The magnitude of this shift, surprisingly, is 
independent of the radius of the vesicle. 

2) The energy of interaction indicates that spheres with thermal energy k T  - -  

4 x 10 -14 ergs would be able to approach only some 5 A closer than the 
minimum equilibrium position. Since the energy of interaction increases with 
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vesicle radius, larger spherical vesicles will be almost entirely kept at the 
distance corresponding to the position of the energy minimum. 

3) To some extent, all vesicles are deformable. The implications of vesicles 
flattening against each other in adhesive contact are thoroughly discussed in the 
chapters of Evans and of Lipowsky and mentioned in early papers on vesicle 
contact energies [48]. In cases where attractive forces drive deformation, 
vesicle interaction energies will necessarily be stronger than for purely rigid 
spherical vesicles. This makes the adhesive energy of deformable vesicles, 
such as PC and PE vesicles, very different from each other and possible more 
like the interaction of parallel surfaces than of oppositely curved surfaces. 
It is even possible then [47] that this difference with lipid type results in a 
tendency for lipids in mixed vesicles to demix in the contact region. 

How easy is it to remove all the water from a hydrated lipid surface and, con- 
versely, how much free energy is available on hydrating a freshly exposed surface to 
water? Integrating the force curves for the lipids of table 1 gives energies that fall 
into two categories, approximately 1.5 and 15 kcal/mole per 100 A, 2 of surface [48]. 
This can be compared with the energy yielded by ATP hydrolysis, 7.3 kcal/mole, or 
energy of the hydrogen bond, 3-5 kcal/mole. 

Strong hydration repulsion can be circumvented by the qualitatively different kinds 
of interactions that occur between acidic phospholipid bilayers exposed to divalent 
cation solutions. Many studies of such systems show that the attractive interactions 
are strong enough to break through the hydration barrier and allow very close contact. 
In the past much use was made of this in attempts to model membrane fusion. An 
example of such a remarkable change occurs in PS bilayers exposed to Ca ions. 
Even at micromolar Ca concentrations [49, 50], these bilayers precipitate to virtually 
anhydrous contact often with crystallization of hydrocarbon chains [49-51]. SFA 
data [39] show that the attraction induced between PG bilayers can be measured at 
~20 Angstrom separations. (Whether this long-range attraction is a form of hydration 
force or due to ionic fluctuations [52] is not yet resolved.) 

By comparing the binding constant of Ca to the outer surface of multilayers [53] 
with the strength of binding between bilayers [49], we estimate an energy of contact 
on the order of 100 ergs/cm 2 in these Ca-collapsed PS multilayers, quite enough 
to completely overcome hydration repulsion. (Method of Parsegian and Rand [48] 
updated with the binding constants of Feigenson [49].) The fact that this precipitate 
contains no detectable water argues against an attractive force based on ionic fluctu- 
ations [54, 55] and suggests rather the kind of dehydration characteristic of insoluble 
ionic crystals. Even so, inadequacies of using such systems to mimic cellular fusion 
and the rarity of finding the control characteristic of fusion in natural systems has 
been discussed [56-58]. 

It has been possible to compare experimentally measured forces between bilayers 
undulating within a multilayer array with those between bilayers immobilized onto 
rigid mica cylinders of the SFA, where undulations are presumably impossible [38]. 
Both data sets are for identical PCs with melted hydrocarbon chains. In the region 
of strong repulsion the two show similar forces with only a small horizontal shift 
due probably to differences in the defined 'zero' of separation. But at low pressures 



Table 1 
Polar groups. 

lipid d(A) C A(fik 2) dl(]k) db(m) dw(,~) df(,~) Vw Vw/PE K A )~f log P0 log Pf Gmin Ref. 

1 
2 DDPE 
3 DAPE 
4 
5 DLPE 
6. POPE (30 ~ 
7 
8 eggPE 
9 eggPEt 

10 
11 DLPC 
12 DMPC (27~ 
13 DPPC (50 ~ 
14 DPPC (25 ~ 
15 DPPC interdigitated 49.0 
16 DOPC 
17 DSPC 
18 SOPC (30 o C) 
19 
20 eggPC 
21 
22 PC 16-22 
23 PC 18-10 22~ 
24 PC 18-10 13~ 

45.8 0.72 55.0 32.5 
57.3 0.79 58.0 47.3 

13.3 365 365 [60] 
10.0 290 290 [60] 

46.1 270 270 [61] 
53.2 0.79 56.6 41.8 11.4 323 323 233 0.8 12.5 0.14 [62] 

52.9 0.64 72.1 33.8 
52.0 0.72 65.0 37.4 

59.0 0.54 64.0 31.6 
62.2 0.57 61.7 35.7 
67.0 0.54 68.1 35.9 
63.8 0.74 48.6 47.1 

64.0 0.56 72.1 35.9 
67.3 0.71 51.6 47.7 
64.6 0.63 64.3 40.6 

61.9 0.60 69.5 37.0 

40.0 

41.0 
35.4 

63.5 0.60 69.3 38.3 
68.4 54.9 
59.3 59.5 

19.1 690 690 200 1.3 12.5 0.14 [63] 
14.6 474 474 200 1.1 12.3 0.20 [62] 

27.4 
26.5 
31.1 
16.7 

28.1 
19.6 
24.0 

24.9 

25.2 

9.0 

27.4 
23.9 

877 761 145 2.0 10.6 0.01 [63] 
816 708 145 2.2 10.6 0.02 [38, 63] 
1059 919 145 2.1 1.7 11.0 8.6 0.01 [63] 
405 351 1000 1.2 1.4 12.3 9.7 0.03 [63] 

1.7 8.0 
1013 862 145 2.1 10.6 0.01 [63] 
506 431 1000 1.3 12.9 0.15 [63] 
771 667 200 2.0 10.5 0.02 [62] 

866 749 145 2.1 10.6 0.03 [62] 

873 758 145 2.1 10.1 0.01 
[66] 
[66] 

t~ 



lipid 

25 PC 22-22 
26 
27 DGDG 53.2 0.73 79.8 38.8 14.4 
28 
29 DOPS(.8M NaC1) 53.5 0.74 70.0 39.6 13.9 
30 
31 DHDAA-frozen 80.0 25.0 
32 DHDAA-melt 72.0 28.0 
33 
34 Sphingomyelin 76.0 
35 
36 Monocaprylin 44.0 0.50 30.0 21.0 
37 Monoelaidin 64.0 0.82 20.3 52.0 
38 
39 DPPG(pH3) 69.7 55.7 

Table 1 
(Continued) 

d(,~) c A(/k 2) dl(,~) db(,~) dw(,~) df(~,) Vw Vw/PE K A h e log Po log Pf Grnin Ref. 

73.1 1.3 10.0 [65] 

574 328 200 1.7 10.3 0.24 [64] 

485 361 [64] 

2.9 [67] 
2.6 9.3 [68] 

15.0 2.0 8.2 2.00 [69] 

23.0 690 1.3 9.2 [70] 
12.0 244 1.3 9.7 [70] 

14.0 1.6 9.5 [71] 
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there is a distinct divergence between the two data sets; the limiting spacing of the 
multilayers is considerably greater than that between adsorbed bilayers. If, though, 
one subtracts undulatory entropic contributions from these data using the theory of 
Evans and Parsegian [59], one obtains good agreement [38]. 

This comparison of results from two such different methods actually teaches us 
at least two things. First, undulations act to enhance the hydration force giving it 
a greater apparent range. Second, at higher pressures undulations are effectively 
suppressed, suggesting that one can use measurements in this range to estimate the 
underlying hydration force. 

3.1.1. Lipids with different polar groups 
Figure 5, taken from table 1, compares the net interbilayer repulsive pressure and 
interbilayer distance for lipids of different polar groups: DGDG, POPE, DHDAA 
and SOPC. Lipids with no net charge swell only to a limited extent, thought to be 
determined by the balance of hydration repulsion and Van der Waals or polar charge 
correlation attraction [63, 73]. There is a clear difference between PE's or DG and 
the family of PC's, as the latter are able to swell almost twice as much as the former. 

Even rather small surface charge densities overcome attractive forces [74]. For 
charged lipids, e.g., top curve fig. 5, swelling continues to an indefinite extent with 
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Fig. 5. Typical force vs. separation curves for four different kinds of double-chain lipids. DGDG, digalac- 
tosyl DG; POPE, palmitoyloleyl PE; SOPC, stearyloleyl PC; DHDAA, dihexadecyldimethy]ammonium 
acetate in 10 mM Na acetate. POPE and DGDG show weaker repulsion than SOPC (all in distilled 
water or weak buffer). These neutral species swell to a finite separation where repulsion is balanced by 
attractive forces. The charged DHDAA repels like SOPC at separations less than ~, 10 Angstroms, but 
shows electrostatic double layer repulsion at larger separations [67]. Pressure expressed as P,  the force 
per unit area of bilayer, or//osm, the osmotic stress exerted on the multilayer lattice. Alternately, one 
may think of the work of bringing bilayers together as the work of transferring inter-bilayer water to a 
pure-water phase, a work involving a chemical potential difference Alz = /Zbulk - -  / Z b i l a y e r  - -  V w / - I o s m ,  

where Vw is the molar volume of water. Note particularly how very small differences in chemical po- 
tential translate into physically large forces. The near-in 'hydration' repulsion is codified in the form 

Poe(-dw/~,) with P0 and ~ given in the tables 
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Fig. 6. Difference in hydration by bilayers with frozen and melted hydrocarbon chain bilayers, a) 
DPPC, dipalmitoylPC at 25 and 50 ~ b) DSPC (frozen) and DOPC (melted). In both cases, forces 
vary exponentially, but more water is imbibed by the melted-chain samples. At applied osmotic pressures 
above 107 dyn/cm 2, DPPC chains freeze. (DPPC in excess water freezes at approximately 42~ The 
difference in forces between frozen- vs. melted-chain bilayers may be primarily from melted-chain 
undulation forces (168). However, construction of bilayer separation by electron density maps, when 
the bilayer/water interface is placed outside the polar group region, give Pf, df values that suggest 
weaker repulsion between melted-chain lipids (Table 1). c) Diglycerides MC, monocaprylin, and ME, 
monoeleidin at room temperature. Note the extra, undulatory repulsion of the melted-chain MC. Figure 
kindly supplied by Dr. T. Mclntosh, data from [70]. Analysis of the coupling between undulation and 

direct interaction is given in the chapter by E. Evans. 
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decay constants largely consistent with electrostatic double layer theory [75-77], 
sometimes modified for the action of membrane undulation [59]. 

Comparisons between SFA and OS have been most carefully done for charged 
lipids. The clearest example of good agreement is for DHDAA where electrostatic 
double layer forces measured by the two techniques are identical [67, 68]. Several 
SFA measurements with charged phospholipids [36, 39, 78, 79] also show excellent 
agreement with double layer theory. 

However, for charged and uncharged lipids alike, net repulsion from near 'contact' 
to ~20 * separation can be described by an exponential with the coefficients and 
decay lengths given in the tables. At these distances all interbilayer forces appear to 
be dominated by the work needed to remove water from between bilayers. 

3.1.2. Surface methylation 
Table 2 and fig. 7 illustrate the effect of methyl groups on the polar group surface. 
Methylation appears to be a major factor in increasing hydration repulsion and the 
degree of maximum hydration. Methyl group density is varied either by mixing 
different lipid species or by looking at single lipid species with different degrees of 
polar group methylation. Figure 7a shows the effect of mixing pope and sopc on 
maximum hydration. Figure 7b shows the effect on bilayer repulsion of methylat- 
ing egg PE. The disproportionate effect of methyl groups on maximum swelling is 
probably related to the reduced ability of methylated quaternary nitrogens to form 
intermolecular hydrogen bonds with neighbouring lipids. In the theory section, we 
describe a connection between interbilayer force and structure at the bilayer interface. 

3.1.3. Bilayers with mixed lipid composition 
The effects of mixing lipids on maximum hydration and adhesion energies are shown 
in table 3 and figs 8 and 9. As with the PE's, the surprisingly low maximum hydration 
of DGDG itself likely reflects hydrogen bonding between polar groups. 

The three combinations of lipid show quite different additive properties. The dis- 
proportion referred to above is not seen on adding SOPC to DGDG, in that the 
maximum hydration varies approximately linearly with mole fraction of the com- 
ponents. The two self-hydrogen-bonding lipids never do hydrate to a great extent 
although their 1/1 mixture hydrates significantly more than do the pure species. 

The adhesion energies of these lipid combinations show disproportionate contri- 
butions from the components. DGDG dominates adhesion energy in its mixtures but 
SOPC dominates when mixed with POPE. These different properties of the various 
lipid mixtures may again reflect different correlations, resultant forces and hydra- 
tion which are discussed in detail in the theoretical section. They may also reflect 
different contributions of the polar groups alone to the Van der Waals interactions. 

3.1.4. Bilayers with different hydrocarbon chain conformation 
Phospholipids generally take up less water when hydrocarbon chains are frozen 
rather than melted. Figure 6, taken from data in table 1, shows three systems, DPPC 
at 25 ~ and 50 ~ DSPC and DOPC, and monoglycerides. Besides a lateral un- 
coupling of polar groups that spread on melting (see also fig. 10 for DOPC/DOG 



lipid methyls/lO0/~ 2 d(.~) c 

Table 2 
Methylation. 

A(,~ 2) dl(,~) dw(A) Vw(A 3) Vw/PE K A Af log Po log Pf Ref. 
(A 3 ) 

1 
2 POPE 
3 POPE/SOPC 19/1 
4 POPE/SOPC 9/1 
5 POPE/SOPC 4/1 
6 POPE/SOPC 2/1 
7 POPE/SOPC 3/2 
8 POPE/SOPC 1/1 
9 SOPC 

10 
11 
12 eggPEt 
13 eggPEt-Me 
14 eggPEt-(Me)2 
15 eggPC 
16 
17 eggPEt-Me2 

0 53.2 0.79 56.6 41.8 11.4 323 323 233 0.08 12.5 
2.6 54.5 
5.2 56.4 0.74 57.3 41.7 14.7 421 415 233 1.3 11.2 
1.03 59.9 
1.70 61.2 0.68 58.5 41.5 19.7 576 559 222 2.1 10.0 
2.00 63.3 
2.46 63.8 
4.66 64.6 0.63 64.3 40.6 24 771 667 200 2.0 10.5 

0.00 52 0.72 65 37.4 14.6 474 474 200 1.1 12.3 
1.64 61.8 0.66 60.7 40.8 21 637 605 200 1.8 10.3 
3.19 63.1 0.64 62.6 40.4 22.7 713 646 200 1.8 10.4 
4.31 61.9 0.60 69.5 37 24.9 866 749 145 2.1 10.6 

64.6 1.3 

[62] 
[62] 
[62] 
[62] 
[62] 
[62] 
[62] 
[62] 

[62] 
[62] 
[62] 
[62] 

9.6 [801 
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Fig. 7. (a) Disproportionate sorption of water by mixed bilayers with different levels of methylation. 
Volume of water taken up by POPE/SOPC mixtures in contact with pure water reservoirs without 
applied osmotic stress. To compensate for the different molecular weights of PE and PC polar groups, 
volumes are normalized to be per mass PE headgroup. By the time there is a 1/1 SOPC/POPE molar 
ratio, 2.5 CH3/100/~2, the mixed bilayers have reached the same swelling as 100% SOPC. This kind 
of disproportionation seems not to depend on whether methyl groups are introduced by mixing or by 
successively methylating PE to PE-Me, PE-Me2, and finally PC (see [28] and fig. 5). (b) Sudden increase 
in bilayer repulsion with first methylation of PE. Bilayers of trans-esterified eggPE-t, made from egg PC, 
swell noticeably less at low osmotic pressures [[--1] than does the mono-methylated MMPE derivative 
[o]. Successive addition of methyl groups, the di-methylated derivative DMPE [11] and the parent egg 
PC [+], makes far less difference to measured forces than does the first methylation. Data from [62]. 

mixtures), melted-chain bilayers are more flexible so that membrane undulation en- 
hances direct hydration or electrostatic repulsion. This is seen in the 'unbinding' of 
the melted-chain monoglyceride monocaprylin compared to the limited swelling of 
the frozen longer chain monoglyceride monoelaidin (fig. 6c) [70]. 

There are cases where fluctuations probably always dominate the repulsion of 
weakly hydrating bilayers such as the case of the non-ionic alkylpoly(oxyethylene) 



Table 3 
Lipid mixtures. 

lipid mix do(~k) c A(A 2) dl(s dw Vw(s 3) Vw/PE K ,k log Po Gmin Ref. 

1 
2 
3 3DGDG 53.2 0.73 79.8 38.8 14.4 574 328 200 1.7 10.3 0.24 [64] 
4 DGDG/SOPC 45/55 57.2 0.68 72.8 38.9 18.3 666 467 200 1.8 10.6 0.18 [64] 
5 SOPC (30 ~ 64.6 0.63 64.3 40.6 24.0 771 667 200 2.0 10.5 0.02 [62] 
6 POPE/SOPC 2/1 61.2 0.68 58.5 41.5 19.7 576 559 222 2.1 10.0 [64] 
7 POPE/SOPC 1/1 0.04 [64] 
8 POPE (30~ 53.2 0.79 56.6 41.8 11.4 323 323 233 0.8 12.5 0.14 [62] 
9 DGDG/POPE 1/1 54.0 0.72 70.2 38.9 15.1 530 385 216 1.7 10.3 0.23 [64] 

10 DGDG 53.2 0.73 79.8 38.8 14.4 574 328 200 1.7 10.3 0.24 [64] 
11 
12 
13 DOPE/DOPC 3/1 58.0 0.67 63.8 38.6 19.4 619 597 200 1.8 10.2 0.03 [102] 
14 DOPC 64.0 0.56 72.1 35.9 28.1 1013 862 145 2.1 10.6 0.01 [63] 
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ratio mixture swells more than either of the pure components. POPE/SOPC, [ x ]. The PC added to PE 
brings in water out of proportion to mole ratio and a degree of swelling at the 1/1 mole ratio essentially 
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Fig. 9. Energy of adhesion Groin between electrically neutral bilayers in vesicles, directly measured by 
pipette aspiration. Mole fraction is of the first lipid in the indicated lipid mixtures. Pure DGDG bilayers 
show the strongest attraction (Gmin = 0.24 erg/cmZ), only slightly reduced by mixing with POPE ira] 
but more sensitive to mixing with the weakly adherent SOPC (Gmin = 0.02 erg/cmZ). In each case 
there is a disproportionate influence of the more strongly adherent species. Groin estimates inferred from 
osmotic stress measurements on multilayers are in excellent agreement with pipette aspiration values; 
bilayer-bilayer adhesion inferred from surface force apparatus observations on lipid-coated mica are 
consistently higher than those from the other two methods [28]. The difference may be due in part to 
suppression of undulations by immobilized bilayers and in part to additional Van der Waals attraction by 
the mica substrate across the thin lipid coating. Further details can be found in the chapter by E. Evans. 



Interaction in membrane assemblies 667 

'PEO' surfactants whose polyethylene oxide chain polar groups are extended and 
might hydrate with only one layer of water. Melted bilayers separate to greater 
extents than when they are frozen, and there is good reason then to think that these 
longer spacings occur from undulatory fluctuations confined by collision between the 
hydrated polar regions of facing bilayers [82, 83]. 

3.1.5. Bilayer additives 
Table 4 and figs 10 and 11 show the effects of adding non-amphiphilic membrane 
components to bilayers, such as cholesterol and diacylglycerols, which themselves 
appear to have no interaction with water. Their position in the bilayer is known and, 
grosso modo, they act as spacers whose effect is to spread lipid polar groups. 

Particularly interesting is the addition of DOG to DOPC bilayers, figs 10a and 
b. The surprising effect is the additional swelling of a lipid that is already one of 
the most hydrated [87]. This and earlier observations [84] is interpreted as strong 
evidence that some attractive forces occur between polar groups, even for PC's, and 
that DOG reduces the correlations that create them. 

Among its many effects on bilayers, cholesterol causes slight swelling of melted 
chain PC's while its addition at low concentration to bilayers with crystalline chains 
induces a dramatic increase in bilayer separation [63]. It has been shown by electron 
microscopy that this swelling goes with the induction of a tipple phase [88]. 

At very small separations, cholesterol eliminates that upward break attributed to the 
polar group steric interactions by allowing the diluted polar groups to interpenetrate 
[85] (fig. 11). 

Ketocholestanol, a molecule similar to cholesterol but with a large dipole moment, 
when added to egg PC bilayers, produces hydration forces of similar decay length 
but of larger magnitude, consistent with the correlation between surface potential 
and Pf [89]. 

3.1.6.-Bilayers in other solvents 
Table 5 and fig. 12 shows that the phenomenon of bilayer repulsion is seen in other 
hydrogen-bonding solvents where the lipids self assemble into similar structures [90]. 
The exponential force relationship is maintained and the measured decay distances 
have been correlated with the size of the solvent. The coefficient of the force has 
been correlated with the surface potential produced by PC in these different solvents 
(fig. 12) [91 ]. 

3.1.7. Long-range hydrophobic forces ? 
There have been several reports, especially from SFA measurements, of remark- 
ably long-range attractions between hydrophobized mica surfaces, e.g., [92, 93, 95, 
97, 169]. The longest ranged of these mica measurements has been an exponen- 
tially varying force reaching 3000 Angstrom separation and varying with 400- or 
600-Angstrom characteristic lengths. Though discussed in the language of solvent- 
perturbed 'hydrophobic forces' there is not yet clear evidence of a such a mechanism. 
A dependence on salt concentration has been reported [95, 169], and suggestions 



Table 4 
Lipid additives. 

lipid d(,~) c A(,~ 2) dl(m) d b dw d,f Vw(,~ 3) Vw/P K A )kf log Po log Pf Ref. 

1 
2 eggPC/CHOL 1/1 65.5 0.64 95.6 42.0 
3 eggPC/CHOL 1/1 
4 eggPC/CHOL 2/1 
5 eggPC/CHOL 4/1 
6 
7 eggPC/6-ketocholesta- 65 47.8 

nol L 1/1 
8 
9 DPPC/CHOL 1/1 66 0.65 87.9 43.1 

10 DPPC/CHOL 8/1 80 0.64 47.5 50.8 
11 
12 eggPC/DAG- 12.5 63 0.58 81.2 36.6 
13 
14 dog/dopc 1/4 67 
15 bov sphingo/chol 65 55.0 
16 dag/chol/pe/pc 55 

22.9 
29.2 

26.4 

10 

23.5 1126 929 1000 1.1 13.8 [63] 
2.1 9.1 [85] 
1.4 9.2 [85] 
1.6 8.5 [85] 

17.2 1.7 

1105 872 600 1.5 11.5 
694 602 1000 2.0 10.7 

1070 829 145 2.4 10.4 

10.0 1.2 

9.2 [69] 

[63] 
[63] 

[84] 

[87] 
8.8 [69] 

[86] 

t~ 
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Fig. 10. Loosening of DOPC bilayers (m) and induction of the HII phase (A) by added dioleylglycerol 
(DOG). The repeat spacing of DOPC multilayers in excess water increases monotonically with either (a) 
1,2- or (b) 1,3-DOG for up to 20 mole per cent added diglyceride. Higher DOG concentrations induce 
the HII phase. The 1,2-DOG mixtures here are equivalent to removal of the phosphorylcholine polar 
groups without any other change in the molecular structure. Quantitatively similar results have been 
seen with eggPC and natural diacylglycerols [84]. The increase in multilayer swelling upon removal of 
water-soluble polar groups suggests that there is an attractive component to DOPC bilayer interactions 
[115, 116] or some change in mechanical properties to increase undulatory forces ([109] and Evans and 
Helfrich chapters this book). The induction of the HII phase might also suggest relaxation of a tension 

in non-lamellar packing even in the liquid-crystalline Lc, multilayer. 

have been made that the phenomenon involves ionic fluctuations and surface adsorp- 
tion/desorption [94]. There is not yet good evidence of its action between bilayers. 
For this reason, we leave these much-discussed ([95-97, 169] and references therein) 
interactions aside as being outside the purview of this chapter. 
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enough cholesterol. The break is thought to come from interference of PC polar groups, an interference 
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PC; (e) - 1:1 ChoI:PC. Figure kindly supplied by Dr. T. Mclntosh, data from fig. 5 in [85]. 

Table 5 
Different solvents. 

lipid/solvent d(/k) c A(~ 2) db(/~ ) df(/~) Ref. 

1 
2 egg PC/water 
3 /formamide 
4 /1,3propanediol 
5 /glycerol 
6 
7 egg PC/chol l/l/water 
8 /formamide 
9 /1,3propanediol 

indef 
indef 

64.1 39.9 1.7 8.6 [90] 
70.1 36.5 2.4 8.26 [90] 
75.7 33.8 2.6 8.04 [90] 
68.2 [90] 

2.1 8.50 [90] 
2.9 8.50 [90] 
3.1 7.77 [90] 

3.2. Osmotic stress of non-lamellar aqueous compartments in lipid assemblies 

OS of phospholipid assemblies other than lamellar phases illustrates both the general 
applicability of the method and teaches some unique lessons about the energetics of 
the lipid monolayers. Monolayers form the structures of all phospholipid assemblies 
[a polymorphism considered by Seddon in this volume]. We will restrict ourselves 
to questions regarding the HII phase, shown in fig. 13, its dimensions as hydration 
changes, and the energetics of its structure. From the perspective of bilayers and 
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by Dr. T. Mclntosh, data from figs 5 in [85] and [80]. 
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Fig. 13. Structure of the reverse hexagonal phase formed by many phospholipids, and the derivation of 
structural dimensions from X-ray diffraction and sample composition, dm and dl are molecular lengths 
projected onto the plane of the hexagonal lattice. Aw, Ap, App, and At are the molecular areas available 
per molecule at the lipid/water interface, at the polar/hydrocarbon interface, at a position of constant 

area, and at the terminal ends of the hydrocarbon chains. 

membranes HII is worth studying, not because of its structure per se but, because 
the conditions that cause bilayer-forming lipids to rearrange into the HII phase likely 
reflect stresses within bilayers that are important to their properties. The idea of 
a 'spontaneous' or 'intrinsic' curvature of monolayers has received much attention 
recently, and OS has been particularly illuminating in its definition and study. 

The L-HII transition involves large geometrical changes that have been understood 
in terms of 'molecular shape', originally introduced by Luzzati (see [31] for ex- 
ample). When interpreted beyond the narrow context of the steric shape of a rigid 
molecule, to include dynamic polar group interactions and a distribution of chain 
conformations, such a shape concept has successfully 'predicted' phase transitions. 

More recently, the global arrangement in lipid assemblies has been considered 
in terms of the curvature of the constituent monolayers. Gruner [98, 99] and his 
colleagues introduced the concept of a spontaneous or intrinsic curvature, with cur- 
vature energy to be included with other competing free energies of the system. One 
of the latter is the chain packing stress required to populate the different molecular 
lengths around the axes of the aqueous cylinder. Particularly, when the cost for 
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the lipid molecules to stretch the maximal interstitial distance in the nil phase is 
too high (see fig. 13) they remain assembled in the lamellar phase. For example, 
DOPE/DOPC mixtures form HII phases of large dimension and radii of monolayer 
curvature only with added hydrocarbon, such as tetradecane [100]. To relax to these 
large spontaneous radii of curvature, tetradecane is understood to be required to fill 
the interstice, and was shown to do so [101 ], which otherwise is inaccessible to the 
short lipid chains. Only in excess water and tetradecane, to remove all hydration and 
hydrocarbon chain packing stresses, is it taken that the monolayers form a stress-free 
spontaneous curvature which can be measured using osmotic stress [102, 103]. 

In spite of the success of these approaches, which are dealt with comprehensively 
in the chapter by Seddon, it has been surprising and particularly instructive to find 
examples that so obviously contradict prediction. For that reason we outline work 
that highlights new problems of the energetics of lipid assemblies. 

Figure 13 shows the hexagonal phase and the structural parameters that can be 
measured by X-ray diffraction. We will use as an example pure DOPE which under- 
goes surprising reentrant hexagonal-lamellar transitions on dehydration [104], shown 
in the phase diagram in fig. 14. 

Osmotic stress of the HII phase gives a measure of the work needed to decrease 
the size of the aqueous dimensions [ 102, 103]. DOPE's reentrant H-L-H phase tran- 
sition sequence provides, as well, a unique system directly to compare the structural 

Fig. 14. Phase diagram of DOPE as a function of temperature and water concentration as determined by 
X-ray diffraction. At lower temperatures, there is a remarkable re-entrant hexagonal-lamellar-hexagonal 
phase transition sequence on removing water, either gravimetrically or by osmotic stress. This provides 
an opportunity to measure both the osmotic work of the transition the resultant structural changes that 

occur in lipid layers [104]. 
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the polar group area abruptly increases and the hydrocarbon area abruptly decreases. 
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Aw ,~Rpp 
Rpp 

At "~ 
Fig. 17. The changes in sector dimensions illustrate that when the monolayer is bent, the areas of the 
polar and hydrocarbon ends of the molecule change in opposite directions as the molecule pivots around 
its position of constant area, Rpp. That position, the neutral plane of the monolayer, is indicated by the 
solid line and is close to the hydrocarbon chain/polar group interface (Ap in fig. 16). In spite of rather 
precise knowledge of the magnitude of these time-average molecular areas, and their changes, there is no 
information regarding their 'shapes', dispersity or dynamics. While it is usually assumed that the whole 
molecule is radially symmetric around its long axis, such symmetry cannot be the case, at least for all 
time scales, for the HII structure where some form of radial anisotropy results in the large disparity in 
the two principle radii of curvature, along (microns) and around (A) the HII axis. In the hexagonal phase 
the number of molecules around the circumference of the aqueous cylinder is unknown. This figure 
shows only two examples of how twelve lipid molecules, which could have radial asymmetry based on 
two-state rotational diffusion for example, can fill an equivalent volume of the HII structure. Therefore 
measured decreases in molecular area do not necessarily mean 'compaction' around the cylinder, since 
the number of molecules around the circumference and along the cylinder axis can change independently, 

i.e. increases in the length of the cylinder could come at the expense of a decreased circumference. 

dimensional changes that occur in that transition. In several figures we show the 
empirical data relating the osmotic pressure and structural changes for this system. 
Several noteworthy facts emerge. 

(1) Figure 15 shows that the transition from the lamellar to hexagonal phase 
for DOPE is accompanied by an overall DECREASE in projected molecular 
length. The maximum molecular length, in the direction of the interstice, dm, 
is equal to its length in the bilayer. The lipid dimension in the interaxial 
distance is 30% less. The energetics of chain stress should recognize the 
direction of this change. 

(2) Figure 16 shows that as the DOPE hexagonal phases are osmotically dehy- 
drated and their monolayers curl, the molecular area in the polar group re- 
gion decreases and that in the hydrocarbon chain region increases. As shown 
schematically in fig. 17, a fulcrum, or pivotal point or neutral plane, where lit- 
tle change in area occurs, is found near the polar/hydrocarbon interface within 
the monolayer. This raises the likelihood of non-uniform lateral interactions 
within the monolayer and makes it difficult to avoid the possibility that lateral 
stresses will vary, perhaps even in sign, along the length of the molecule. 

(3) In defining monolayer curvature at the pivotal position, the osmotic work of 
bending the monolayer can be fit to a simple bending energy, given by the 
quadratic of the deviation in curvature from the intrinsic curvature [ 103]. This 
yields bending moduli consistent with those derived from bilayer studies. It 
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Fig. 18. Variation in the radius of the water cylinder with osmotic stress for the hexagonal phases of 
DOPE. Comparison of experimentally measured values (filled squares) with those expected (continuous 
line) by fitting a quadratic form of the monolayer bending energy. The highest two osmotic pressure 
points deviate from the trend and were excluded from the fit. Best-fit linear plots yield a bilayer bending 
modulus Kc = 1.7 • 10 -12 ergs (42.9kT) and an intrinsic radius of curvature R0 = 30.9 ,~ for DOPE. 

is important to recognize that these data can also be fit with a number of 
other functions. So the agreement with bending alone does not preclude 
any of a number of other significant contributions to the energetics of the 
phase. A particularly insightful alternative is the recognition of both bending 
and compressional energy contributions to the free energy [105, 106]. While 
minimization of the cross coefficients of these two contributions leads to a 
slightly different neutral plane, the importance of the concept is the inclusion 
of both energies. 

(4) One especially surprising observation is the re-entrant phase transition se- 
quence, hexagonal-lamellar-hexagonal, that occurs with pure DOPE in the 
course of changing hydration [104]. It is this which runs counter to previous 
rationalizations and predictions of phospholipid phases, based on molecular 
shape or curvature alone. Further, the osmotic work required to effect the 
transition is an order of magnitude less than that estimated to unbend the 
monolayers on the basis of measured bending moduli, as described above. 
This showed that there are contributions to free energies that have only re- 
cently been accounted for [139]. 

These observations have made it difficult to simplify the energetics of lipid layers. 
For example the concept of intrinsic or spontaneous curvature now would seem 
to be clearly defined only when the other contributions to the free energy become 
defined. We should not be surprised to find that global bilayer compressibility reflects 
considerable variation in local interactions along the molecular length. 

But how to measure such local variations? Perhaps proteins, hosted in such a layer 
will emerge to be one of the most sensitive informers about these inhomogeneities. 
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Fig. 19. Schematic illustration of the repulsive and attractive configurations thought to result in hy- 
dration forces. Reduction of one of the complementary groups to polarize or hydrogen bond with 
water reduces the element of correlation between polarizing groups and reduces any attractive element 

in the net interaction. 

Interestingly, alamethicin changes its probability of occupying one of its conduc- 
tance states with a change in the concentration of non-bilayer lipids into which it is 
incorporated [8]. 

4. Theories 

4.1. 'Hydration'forces measured between lipid bilayers 

Originally no more than the observation that it takes exponentially increasing amounts 
of work to remove distilled water from between electrically neutral bilayers, 'hydra- 
tion force' has been interpreted in qualitatively different ways. Hobbled by difficul- 
ties intrinsic to the study of liquids, there has been a dichotomy in theories. 

First, largely due to the initial insight of Marcelja and coworkers [107, 108], there 
is the idea that water is perturbed by the polar surface and that the exponential decay 
of the force is from progressively weakening perturbation of the solvent as a function 
of distance from the surface. (For charged lipids there is also the perturbation of ion 
re-distribution to create electrostatic double layer repulsion.) 
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Second, through the perception of Helfrich [109], flexible layers are known to 
repel through the loss of motional freedom that comes from collision. Besides 
whole-bilayer undulation, there can be flexing of zwitterionic polar groups or even 
the bobbing of lipid molecules for other modes of steric repulsion. 

Though both themes have been elaborated and generalized, the two classes of 
models - solvent perturbation by surfaces vs. mechanical fluctuations of surfaces 

- needlessly conflict in most thinking. Through systematic measurement, it is be- 
coming clear that both ideas appear to contain complementary and essential truths: 
the work to bring together membranes or macromolecules is a combination of work 
done against forces acting directly between membranes (as if they were stiff bodies) 
and of work against the configurational freedom of flexible bodies in unencumbered 
space. The 'collisions' that confine configuration are actually soft encounters [59, 
128, 131, 132, 168] through direct long range forces rather than the hard steric 
clashes of non-interacting bodies. Figure 20 is meant to illustrate this schematically. 

The mutually enhancing interplay between these different kinds of energies is de- 
scribed in the chapter of Evan Evans. Configurational/entropic forces are elaborated 
in the chapters of Wolfgang Helfrich and R. Lipowsky. 

Fig. 20. Schematic illustration of the impact of fluctuations on the direct interactions between bi- 
layers. The shading is meant to illustrate the exponential decay of direct bilayer repulsion and the 
increased spacing the result of the renormalization of these direct interactions when thermal fluctuations 

are introduced to these bilayers. 
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Any satisfactory theory must recognize closely related results from forces measured 
between DNA double helices, between stiff polysaccharides [4] and between protein 
fibres [161]. While these materials are outside the purview of this chapter, they 
provide better opportunity to connect force with molecular structure and allow a 
much wider range of experimental tests than are possible with phospholipids alone. 
In comparing repulsion measured between eggPC bilayers with that between DNA 
double helices in a tetramethylammonium (TMA) salt and a polysaccharide Xanthan 
in NaC1, one is struck by the similarity of force decay constants. If one uses the 
Derjaguin approximation to transform the force between cylindrical DNA molecules 
to what would occur between planar surfaces of the same material, one derives a 
curve close to that of eggPC whose defining phosphorylcholine polar group is close 
to that of the DNA phosphate with the tetramethylammonium counterion. The force 
does not seem to depend critically on whether or not phosphate and counterion 
are connected as in eggPC or are not bonded as in TMA-DNA! (See [161].) For 
separations between 5 and 15 Angstroms, xanthan an schyzophyllan polysaccharide 
[4] interactions are essentially independent of salt concentration, strong evidence 
against double layer interactions. 

4.1.1. Solvent perturbation models 
The intrusion of a membrane or macromolecular surface into a liquid can be expected 
to disturb the arrangement of small molecules. One can also expect this disturbance to 
be progressively relieved further away from the surface. Solvent perturbation models 
are phrased in the grammar of 'order parameters', quantities known or postulated to 
describe the local condition or free energy density of the liquid as it deviates from 
its undisturbed state. 

As in many order-parameter formalisms, the physical nature of the perturbation 
is left undefined. 'Electrostatic' models of water solvent have considered the po- 
larization of water normal to the bilayer surface, the density of hydrogen bonds, 
the density of water molecules themselves, but might come to include non-scalar 
parameters, vectors or even tensors to describe hydrogen bond configuration. 

In its simplest application, the method assumes that the local free energy density 
9(r/) of the solvent goes as the square of the (scalar) order parameter and the square 
of the gradient as the beginning of a power series expansion in r/and its derivatives 
[107, 159] 

9(r/) = ar/2 + b(grad 77) 2 (4) 

where g(r/) varies in the solvent space between membranes because r / =  r/(x, y, z). 
The ratio b/a is the square of a length ,~ a characteristic distance over which the 
solvent can relax from the presence of the intruding surface. To convert local free 
energies to interaction between surfaces, one integrates 907) over the inter-bilayer 
space to get a total free energy G, solves for the function g(~(x, y, z)) that minimizes 
G, then derives a force per unit area or pressure from the rate of change of total free 
energy with separation dw [107, 108, 110-112] 

P = i a / , a a w .  (5) 
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The interaction of two like surfaces is a repulsion of the form 

P -  R~ sinh 2 (dw/(2A)) (6) 

which goes to 

P ~ Re (-dw/)') (7) 

at separations dw much greater than A. 
For anti-symmetrically unlike surfaces, there is attraction of the form [62, 109] 

P - - A / c o s h  2 (dw/(2A)) ~ - A e  (-dw/~') (8) 

(with coefficients A, R taken to be positive). 
The connection between measured exponential forces and their expression in terms 

of the solvent-perturbation formalism is straightforward but perhaps no more than 
tautological. However, with the ability to relate measured forces with known struc- 
tural features of the interacting surfaces, the formalism earns higher regard. It is 
already clear from the primitive equations given above that a net repulsive force 
can be a combination of hydration attraction and repulsion whose individual con- 
tributions might be identified through closer examination of the change in forces, 
particularly empirically determined decay lengths, with changes in the structure of 
the interacting surfaces. 

For better intuition about the order-parameter equations, it is instructive to see that 
the Debye-Huckel theory applied to the interaction of charged bodies in salt solu- 
tions is mathematically equivalent to the present equations. In ionic solutions, the 
perturbation is the re-distribution of ions near the charged surface; the decay distance 
A is simply the Debye length AD of the salt solution. As presented here, the order- 
parameter formalism is analogous to electrostatic double layer theory with surfaces 
maintained at constant charge; a derivation equivalent to a constant-surface-potential 
boundary condition has been developed [112]. One may note too an alternate elec- 
trostatic formalism built on non-local dielectric response [108, 113-115]. 

4.1.2. Influence of surface structure 
Since one cannot specify the precise nature of the order parameter, one can speak 
only formally of the features that set the values of 77 = r/(x, y, z) on the face of the 
bilayer. In analogy to what is done in X-ray or neutron diffraction where molecular 
structure is expressed as a sum of waves of matter, one can express the boundary 
conditions on the interacting surfaces in terms of a surface function S(Q) for wave 
vectors Q in the (x, y) plane. S(Q) can be considered a Fourier transform of the order 
parameter r / =  r/(x, y). For example, in the particular case of two unlike surfaces 
whose order parameter 77 on the surface is zero when averaged over the (x, y, ) plane 
(as might be the case for some zwitterionic lipids), the interaction is [1 15, 170] 

{ P (dw) ~ dQ S, (Q) + S2(Q) - 2~ S, (Q)Sz(Q) 
kBT 

• (r + ;w:)-,/:} e x p ( -  2dw v/(Q 2 + A-2)). 

(9) 
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For like surfaces, SI(Q)- S2(Q)- S(Q), this becomes 

P(dw =-~ dQ S(Q)-oL 
S(Q) 2 

kBT 3 

• exp ( -  2dw v/(Q: + A-z)). 

(10) 

The parameter a is a constant determining the strength of water ordering by a polar 
group (a = 47few 1 in an electrostatic analogy), )~w 1 is a characteristic length of 
water ordering or Debye length in the electrostatic mechanism, kB is the Boltzmann 
constant, and T is absolute temperature. 

The first term under the integral is a kind of residual repulsive pressure from the 
interaction of water-organizing groups whose perturbation of solvent is interrupted 
by the opposing surface. The second term, relying on the similarity of surfaces, 
predicts attraction. The empirical decay length is a mix of the characteristic decay 
length, )~w, of the solvent and the structural lengths represented by the wave vector 
Q. For each periodicity Q in the surface structure, the contribution to the exponential 
variation of P has an effective decay rate 

1 
~eff = �9 (11) 

2v/Q 2 + A -2 

From these relations, one begins to see how less repulsive bilayers such as PE have 
shorter empirical A's that reflect attraction/repulsion competition [62]. Indeed for 
cases where S(Q) has important values near Q = 0, there can be an effective halving 
of the exponential force decay rate compared to ),w. Cases of strong order with short 
surface-wave lengths, i.e. contributions from large Q, create even shorter effective 
/~'s. 

Given the variety of forces possible with different S(Q), it is quite possible that 
the observed decay distances, even for the simplest phospholipids, are not those of 
water solvent itself. There is some experimental evidence that even PC bilayers 
have attractive and repulsive hydration components. For example, lateral dilution of 
dioleylPC with added dioleoylglycerol (DOG) makes bilayers swell (fig. 10). The 
two species differ only in the absence of some zwitterionic phosphorylcholine polar 
groups. Is some correlation of the PC zwitterions being broken when a few of them 
are 'removed'. Unattached phosphorylcholine molecules on their own precipitate 
from solution and crystallize at concentrations far lower than the effective molar 
concentrations they have in multilayers [117]. Does their attachment to the bilayer 
surface frustrate attraction that they would otherwise express? 

Polar groups, and consequently well-defined peaks in S(Q), are probably also 
disrupted by heterogeneity of hydrocarbon chains. This loss of surface order could 
explain the greater repulsion between natural eggPC bilayers compared with the 
synthetic SOPC. 

It is possible that the distribution of water-ordering centers in the z-direction, 
perpendicular to the plane of the bilayer, can also modify the straight-exponential 
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decay of forces. If one thinks of a polar region of finite thickness over which there 
is an accumulated modification of the solvent, the integrated effect of this region 
will create a force whose rate of decay reflects both the intrinsic relaxation distance 
of water and the distribution of organizing charges through the polar layer [118]. 

4.1.3. Attempts to identify order parameters 
The discomforting agnosticism of the order parameter language has motivated sev- 
eral attempts for more specific identification. The most popular candidate has been 
the polarization of water [108, 118-120]. However, such polarization should cou- 
ple with electrostatic double layer forces so as to change the apparent electrostatic 
double layer decay lengths. This seems not to occur, e.g., [39, 67, 68, 75, 76, 79]. 
Rather, hydration and electrostatic forces seen between charged bilayers each vary 
as expected from double layer theory and from measurements on neutral bilayer 
systems. 

Computer simulation has been challenging. Difficulties arise from the large num- 
ber of water molecules that must be included, the weakness (~calories/mole, fig. 3) 
of the perturbation per water molecule (compared with the ~kcal/mole energies of 
normal hydrogen bonding), the long times required to equilibrate waters near sur- 
faces. Nevertheless, progress has been made [121, 122]. The first simulations, 
with rigid bilayers, showed strong periodicities in polarization incompatible with a 
monotonically varying forces. Rather than polarization, changes in the arrangement 
or density of hydrogen bonds have been suggested as better parameters [121, 123- 
126]. It has recently been found possible to simulate the small thermal fluctuations 
intrinsic to a liquid-liquid interface [126]. These polar group fluctuations in both gel 
and liquid-crystal phases suffice to break up the solid-lattice regime of water that 
appeared in early simulations. Polarization profiles in these most recent simulations 
vary monotonically, without oscillation, as one would expect for a monotonically 
varying solvation force. 

Experimentally, the coefficients of hydration force measurements on lipids as dif- 
ferent as monoglycerides, sphingomyelins, phospatidylcholines and phosphatidyl- 
ethanolamines can be shown to correlate with the square of the measured surface po- 
tential for monolayers of those lipids in contact with bilayers [80, 91] and (fig. 12b). 
To effect this correlation it was necessary to define the bilayer water interface outside 
the polar region in such a way as to include all water molecules mixed in with the 
polar groups (fig. 2). This definition allows one automatically to include perpendic- 
ular components of the oriented dipoles not only from the lipid but also from the 
water molecules in the headgroup region, a definition that matches with electrode 
placement above and below the complete monolayer. The good correlation suggests 
some connection between forces and electrostatic potential. 

But, is the dipole potential the cause of water perturbation with the hydration force 
its effect? Or is the dipole potential an effect of the same reorganization of water 
that is seen also as the hydration force? When one measures the 'dipole' potential 
within bilayers, by the rejection or attraction of positive or negative ions there is not 
the same clear correlation with bilayer repulsion [127]. It seems more likely then 
that the correlation of force and dipole potential is good evidence of a fundamental 



Interaction in membrane assemblies 683 

connection between hydration forces and the perturbation of water but that the dipole 
potential need not be regarded as the cause of hydration. 

4.2. Entropic/configurational models 

4.2.1. Undulatory forces 
Left free in unlimited solvent, flexible bilayers will bend to occupy space far greater 
than their actual, relatively negligible, volume. The structures accessed through 
bilayer or vesicle flexibility are well-described in other chapters of this book (Sack- 
mann, Andelman, Lipowsky, Evans, Helfrich). The free energetic consequence of 
confinement into multilayers that is felt as a repulsive force. 

If there were no direct interaction between flexible bilayers except that no two 
bilayers could occupy the same place, then confinement would take the form of an 
infinitely hard wall preventing each membrane from billowing past its neighbors. By 
expressing this restraint in the language of a mutual molecular field of neighbors, 
Helfrich [ 109] treated the bending of bilayers as an ensemble of periodic waves whose 
sum at any place on the membrane could not exceed a fixed maximum proportional 
to the average water space dw between neighbors. 

For the 'hard wall' case, one early result of Helfrich suggested that bilayer un- 
dulations produce a free energy of interaction per unit area that goes as the inverse 
square of dw, 

F / A -  (37r2(kT)2/128) x (1/~d2w) (12) 

where t~ is the bending modulus (eq. (31), ref. [109]). The power-law variation is 
qualitatively different from what is seen between phospholipid bilayers interacting 
across water, but the predicted motion corresponding to this kind of interaction has 
been verified by X-ray scattering by multilayers of hydrocarbon, surfactant and brine 
[129, 130]. (In that case, there is a thick hydrocarbon layer, and fluctuations are in 
the thickness of that layer rather then in the thickness of the salt solution between 
surfactant monolayers.) These power-law steric interactions are discussed at length 
elsewhere in this volume. The reader should be aware that there are several alternate 
versions of the inverse-square steric free energy, even in the original paper [109] and 
that the various coefficients are still a matter of active study. 

This result is qualitatively modified when neighboring bilayers are repelled by an 
exponential direct force 

P = P0 exp(-d/,~) (13) 

between layers to give [59, 127] a limiting result 

Pfl(d) (~kT/32) x (p1/2/(~3))1/2 = x (e -d/2a). (14) 

The expected contribution of undulatory fluctuations is exponential with a decay rate 
half that of the underlying force! One might think of this as fluctuation-enhanced hy- 
dration (or electrostatic double layer) repulsion or as hydration-enhanced undulatory 
repulsion [59, 128]. 
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When the direct pressure P = Po e(-d/'x) grows sufficiently strong, undulations are 
suppressed. The direct term dominates. Coupling of direct forces with motion has 
been measured in DNA lattices where it is possible to measure both the intermolecular 
free energy and the extent of molecular motion [131, 132]. A more ample treatment 
of interlamellar forces, bilayer fluctuations and interaction energy, as well as the 
added suppression of undulation by lateral attention applied to vesicular bilayers is 
to be found in the chapters by W. Helfrich, R. Lipowsky, D. Andelman and E. Evans. 

4.2.2. Entropic mechanisms as alternatives to 'hydration' 
There have been several attempts to describe bilayer repulsion in terms of disorder 
and fluctuations in the polar groups, whole molecules or even patches of bilayers. 
In no case have these models adequately addressed the large range of the observed 
forces (four to five decades of pressure) or the sensitivity of forces to molecular 
structure or packing. 

The first of these models for forces assumed that repulsion was due to disorder 
of the phospholipid polar groups [133]. To achieve an upper-bound estimate of this 
disorder, the model cut the bond connecting the negative phosphate to the positive 
choline group of the PC zwitterion to create a counterion-only electrostatic double 
layer repulsion between facing bilayers. Even this upper-bound estimate of repulsion 
turned out to predict much too small forces when they were directly measured six 
years later [ 1 ]. 

Since then there have been several other models of phospholipid head group con- 
figuration and electrostatic (Coulombic or image charge) interaction which have 
required many adjustable parameters, have been confined to relatively small ranges 
of forces, have used definitions of separation different from those in the actual ex- 
periment, and which predict attractive as well as repulsive forces [134-138]. 

If polar group configuration does create steric repulsion between bilayers, it is 
probably occurring at distances shorter than the domain of exponentially varying 
'hydration' forces. For several phosphatidylcholines and for their near-relative sph- 
ingomyelin, it is sometimes possible to see a clear upward break at separations where 
electron density maps say that polar groups should be colliding (fig. 11). These steric 
interactions disappear when polar groups are laterally diluted by adding cholesterol 
(fig. 11) [46, 85]. A spring model of polar group repulsion [138] might be nicely 
adapted to fit these steric forces if one shifts the bilayer separations used in the 
original theory to coincide with the definition of fluid spacing df built on electron 
density maps (T.J. McIntosh, personal communication). 

A molecular protrusion model, imagines individual phospholipid molecules inde- 
pendently emerging from bilayers to create a pressure on the opposing surface as far 
as 15-to-20 Angstroms away [140, 141]. The work of emergence is taken to be a 
kind of water/carbon interfacial energy of a cylindrical hydrocarbon chain, an energy 
linear in the extent of protrusion with a consequent probability that decreases expo- 
nentially with protrusion length. Though the model does give exponential repulsion, 
it has been critically examined on several grounds [142, 143]. 

- If phospholipids protrude so easily (only 1 kT  cost for each A = 2 Angstroms 
emergence), their solubility would be 10 2 to 10 6) times that measured. 
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- Measured forces are exquisitely sensitive to methylation (fig. 7) of the terminal 
amine, a variation that should have no effect on the work or probability of 
chain protrusion. 

- Hydration repulsion is virtually the same for frozen-chain sphingomyelin and 
melted-chain eggPC which have the same polar-group and molecular area. 

- Hydration repulsion decay lengths are the same for double-chain zwitterionic 
PC and for bilayers made of equal amounts of positive and negative species. 

- The force coefficient Pf correlates with the monolayer surface potential [88], 
a parameter that should have little relation to molecular protrusion. 

The forces considered in a 'blister' model are explicitly restricted to bilayers 
loosely stuck to solid surfaces. The idea is that patches or blisters of bilayers, not 
monolayers, can lift off from the solid substrate and push against the bilayer on the 
opposite surface. With selected parameters, one can predict forces that go as e (-a/a) 
(among many possible contributions to the total interaction) [144, 145]. 

4.3. Traditional forces 

Electrostatic interactions are specifically treated in the chapter by David Andelman. 
Superficially, except for their modification by bilayer undulation, electrostatic double 
layer forces between charged membranes appear to behave according to classical 
theory [146-152]. One may now cite data for stiff frozen bilayers [71, 139], and 
for highly charged bilayers in weakly screening low-salt solutions [68, 75] or for 
bilayers immobilized onto mica surfaces [39, 79]. The apparent accuracy of theory 
in those cases allows one to identify the conditions where electrostatic double layer 
interaction no longer describes bilayer repulsion, and allows one then to recognize 
the clear upward breaks at 8-to-15 Angstrom separation that declare the onset of 
hydration forces. 

However, appearances can be deceptive. The remarkable apparent success of 
classical theory (at least for 1 : 1 electrolytes) at unexpectedly high potentials and 
salt concentrations seems to result from a cancellation or compensation of ionic size 
effects, specific binding of discrete ions, non-linearities in double layer equations, 
or many-body ion-ion correlations that create an effective surface charge and an 
effective locus of the charge [151, 159]. Strong binding of ions to membranes can 
kill double layer repulsion and even create attraction and membrane adhesion [52]. 
Similarly, ionic fluctuation, especially of divalent ions, can create attractive forces, 
an ionic-monopole version of Van der Waals forces. 

Predicted fluctuations in ionic double layers or on charged surfaces can create 
attractive forces [153-157]. Correlated configurations of zwitterions on neutral bi- 
layers are expected to produce attractive forces [157], but it is not clear whether 
their interaction should be formulated in terms of straight electrostatics with dielec- 
tric boundaries and image forces or by the kind of order parameter formalism that 
describes hydration forces. 

But liquid crystalline bilayers can flex. The thermal fluctuations allowed by this 
flexibility, when restricted by electrostatic double layer interactions, creates interac- 
tions of longer range and slower decay than seen in rigid systems [59, 128]. Theories 
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of fluctuation-enhanced double layer repulsion have been developed and tested not 
only for charged bilayers but also for flexible linear polyelectrolytes [131, 132]. 
The nature of enhancement is equivalent to that seen with expansion of hydration 
interactions. 

4.4. Van der Waals attraction 

Except for the phosphatidylethanolamines (PE's) that show unexpectedly strong at- 
traction, there seems little reason to question the role of Van der Waals charge 
fluctuation interactions [149, 153, 160] between lipid bilayers. Evidence from direct 
measurement of attractive contact energies (Evans chapter this volume and refer- 
ences therein) as well as from force measurements suggests that Van der Waals 
forces are adequate to provide the attraction between bilayers for them to form mul- 
tilayer lattices. (Measurement of attraction between bilayers on mica surfaces must 
include consideration of mica contributions as well [ 180]. This mica-mica attraction 
might explain the stronger attractions inferred between PC bilayers coatings vs. those 
directly measured between bilayer vesicles [45, 79, 38].) 

Given the number of unknown structural features and the number of adjustable 
parameters in competing models, it will probably be a while until there is a full 
and reliable theory of bilayer interactions. It may even be that, as in the theory of 
ionic solutions where one must be satisfied with the empirical 'dielectric constant' 
as a trick to adapt Coulomb's Law, one must learn to be satisfied with practical 
expressions that allow measured forces to be used with reasonable reliability before 
they are properly understood. 

5. Coda 

Beginning with observations that lipid bilayers resist dehydration, then making a 
systematic inquiry into forces between (and within) lipid assemblies, has led to new 
ways to speak of these interactions. 

One can now re-view membrane lipid organization in natural systems and in prac- 
tical applications. 

Lipid phase transitions, already known to change with water content, come to be 
seen in terms of dehydration energies. 

Membrane fusion, ubiquitous in cell biology and of practical concern in drug 
delivery, by its very nature depends on the forces encountered bringing together 
previously stable membranes. 

Now one can see an exquisite sensitivity of forces to lipid chemistry - methylation 
of surfaces, mixing of lipid type, even composition of hydrocarbon chains far from 
the membrane exterior-  and can recognize the large work needed to bring together 
lipid surfaces. But it is still difficult to explain these forces either in terms of 
traditional colloid theories or with new models of solvent perturbation or of molecular 
configuration. 

The same techniques that enable force measurement among lipids also reveal 
strikingly similar forces between other kinds of materials - proteins, nucleic acids, 
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polysacchar ides .  One  can even  go on to think of  forces within large b iomolecu le s  

as they change  conformat ion .  
Probably  mos t  impor tant ,  the concept  of  force m e a s u r e m e n t  at nanome te r  separa-  

tions, and the me thods  deve loped  to evaluate  them,  p rov ide  a quant i ta t ive  logic to 
think about  the nove l  ways  in which  mat ter  behaves  on the n a n o m e t e r  scale. 
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1. Introduction 

Parallel fluid membranes in water repel or attract each other and the dependence 
of the forces on spacing can result in an equilibrium state of mutual adhesion. 
Attraction and adhesion are either spontaneous or induced by lateral tension. In 
induced adhesion, the tension acts by suppressing out-of-plane fluctuations, thus 
enabling Van der Waals attraction to prevail over repulsion by fluctuations and other 
repulsive interactions. 

It is not clear whether the most common electrically neutral lipid membranes 
such as the bilayers of phosphatidylcholine (PC), phosphatidylethanolamine (PE) 
and digalactosylacylglycerol (DGDG) display spontaneous mutual adhesion. Some 
researchers inferred this from finding by X-ray diffraction a stationary maximum pe- 
riod of multilayer systems in excess water [1 ]. Studying giant vesicles, E. Evans and 
coworkers measured the mutual adhesion energies of PC, PE and DGDG membranes 
to be (0.01 -0 .015)  mJ/m 2, (0.12-0.15)  mJ/m 2 and 0.22 mJ/m 2, respectively [2, 3]. 
Our own experiments on lipid/water systems did not yield any evidence for mutual 
spontaneous adhesion of PC and PE bilayers. There appears to be a conflict between 
our results and those of Evans which needs to be resolved. It may be related to 
the fact that we did not mechanically disturb the membranes but only watched them 
under the microscope, while in Evans' studies giant vesicles were manipulated with 
micropipettes. However, we and Evans and many others utilized the spontaneous 
swelling of these lipids in water to obtain single membranes and vesicles. 

A large amount of theoretical work has been devoted in recent years to the 'un- 
binding transition' of fluid membranes, i.e. the transition from mutual spontaneous 
adhesion to the unbound state, as some parameter is varied. These studies started 
with the renormalization group treatment by Lipowsky and Leibler [4] and were con- 
tinued mostly by Lipowsky and his group [5], with a few contributions from others 
[6-9]. Lateral tension, which by definition is not required for spontaneous adhesion, 
was taken to be zero in these calculations. The renormalization group flow equations 
of fluid membranes with a bending stiffness in three dimensions are identical to those 
of stretched polymers in two dimensions [10]. Although the identity holds only to 
a first approximation [6, 8], it is often invoked since the polymer problem can be 
expressed exactly by a Schrrdinger-type equation, thus allowing analytical solutions. 
Numerical studies and other theoretical methods all showed the equilibrium mean 
spacing (Z)eq of parallel undulating membranes to obey 

/ z )  eq "" (Ac - A) -~ (1) 

as the control parameter A approaches from below its critical value Ac where the 
membranes cease to adhere. The control parameter may be the strength of an at- 
tractive interaction potential (A < 0) or temperature (A > 0). The critical exponent 
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of unbinding is generally predicted to be ~b = 1 for a pair of adhering membranes. 
Recent numerical results suggest r < 1 for three and more equal membranes in 
mutual spontaneous adhesion [11], which is contested on analytical grounds in the 
case of stretched polymers [9]. 

On the experimental side, there is to date only one known example of an unbinding 
transition [12]. DGDG in 100 mM NaC1 solution was found to swell indefinitely at 
elevated temperatures. Adjacent membranes went into spontaneous adhesion when 
subsequently the temperature was lowered. The reversible transition appeared to 
be continuous, but it was not possible to check the scaling law (1). The transition 
temperature varied wildly among seemingly equal samples and decreased slowly in 
the course of days. Spontaneous adhesion was never seen when no salt was present. 

Adhesion induced by lateral tension occurs with PC, PE and DGDG bilayers 
[13-17]. Its accidental occurrence in highly swollen lipid samples is a rare phe- 
nomenon which we overlooked for years. Induced adhesion, unlike spontaneous 
adhesion, is characterized by contact angles of the adhering single membrane that 
are practically independent of lateral tension. In general, the tensions are below 
10 -3 mN/m so that they can be read from the contact rounding, i.e. a rounding of 
the membrane next to the area of adhesive contact. Contact angles are always less 
than 90 ~ , as is necessary since the component of the tension parallel to the contact 
area has to be positive in the case of induced adhesion. 

The experiments with DGDG in salt solution, showing both kinds of adhesion, 
confirmed that we had seen induced adhesion with PE and PC. Moreover, induced 
adhesion could be brought about willfully by two reversible procedures which were 
investigated with egg yolk PC (EYPC). One of them is osmotically controlled, the 
tension being generated by osmotic inflation of vesicles [14, 15].  The other is 
temperature controlled and operates in multilayer systems, the lateral tension resulting 
from membrane area contraction due to cooling. In both cases there was little or 
no dependence on salt concentration or initial temperature, which is direct evidence 
against spontaneous adhesion. 

The theoretical treatment of mutual adhesion induced by lateral tension is difficult 
because of the simultaneous action of bending rigidity and lateral tension. We have 
tried to explain the experimental data in terms of undulatory repulsion, partially 
suppressed by tension, and attraction through a 1/z 2 Van der Waals potential [14-16]. 
This approach leads to the scaling laws 

(Z)2q  ~ 1/a  (2) 

and 

gad ~ 0", (3) 

where a is the lateral tension and gad the adhesion energy between membranes per unit 
area of adhesive contact. A derivation of the same scaling laws, but for a different 
regime near the critical point of unbinding where the spacings are large, has been 
given by Lipowsky and Seifert [18]. Both (2) and (3) agree with the experimental 
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data, a coincidence regarded at first [14] as proof that the membranes are driven 
apart by the usual thermal undulations. However, a comparison of the values of 
the adhesion energy obtained from two different formulas, the Young equation and 
another energy balance, revealed discrepancies of two orders of magnitude. They 
forced us to postulate that at very low tensions (ca. 10 -5 mN/m) the membranes 
store several times the excess area that is expected to reside in the undulations. 
This anomalous membrane roughness, in turn, requires for its support a membrane 
superstructure. In the meantime we have searched with more direct experimental 
methods for both superstructure and roughness. 

The following is a review of our experiments on induced adhesion and their 
theoretical interpretation. There seems to be no similar work by other authors in 
the literature. At the end of the article we will compile additional evidence, direct or 
circumstantial, for a superstructure, an anomalous roughness or, generally, anomalous 
behavior of the lipid membranes investigated. 

2. Mutual adhesion of lipid membranes induced by lateral tension: 
experiments 

Accidental and osmotically controlled induced adhesion were studied in very dilute 
samples containing less than 1 wt% of lipid. To prepare a sample cell some #g of 
the material were put on an object slide and covered in general with twice distilled 
water. The samples had an area of a few cm 2 and a thickness of 100 #m to 2 mm, 
depending on the experiment. After mounting the cover slip the cell was sealed with 
a glue or silicone grease to prevent evaporation. Giant vesicles and other extended 
membranes developed within hours or days. Their contours were studied by means 
of phase contrast light microscopy. 

We first reported on accidental induced adhesion of EYPC bilayers at a meeting in 
Italy in 1982 [13]. The phenomenon was demonstrated by a picture of a fluctuating 
tubular vesicle adhering to a tight convex membrane. We inferred from it that 
stretching one of two membranes may be enough to induce adhesion between them. 
In this singular case of a free vesicle sticking to a stretched membrane, adhesion may 
have been promoted by the tubular geometry which restricts membrane undulations 
[19]. The lateral tension of the fluctuating membrane was estimated from contact 
rounding by use of the relationship 

(~ = ~ (4) 
0" 

which gives the deflection (or rounding) length ~d as a function of bending rigidity 
~; and lateral tension a. Employing ~; = 2 x 10-19 j, we computed a = 10 -4 mN/m. 
A Young equation, 

gad = (1 - cos ~b)cr, (5) 

was used to obtain the adhesion energy gad per unit area from the contact angle ~b 
and the lateral tension of the fluctuating membrane. 
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Next, we tried to bring about induced adhesion by osmotic inflation of EYPC vesi- 
cles. For this purpose we exchanged the external aqueous medium to decrease the 
molarity of the NaC1 or glucose solution (which at the beginning of the experiment 
was the same inside and outside the vesicles). Since the exchange swept away free 
vesicles, only those could be studied that were attached to the glass for unrecog- 
nizable reasons. Lowering the concentration by somewhere between 0.2 and 20% 
(larger changes led to membrane rupture), we were able to achieve induced adhesion 
between spherical vesicles. The areas of membrane adhesion originated from initial 
points of contact. An example is shown in fig. 1. Adhesion could sometimes be 
turned on and off several times by alternating the molarities. Also, it tended to dis- 
appear spontaneously within minutes or hours, but could be brought back by further 
reducing the molarity. The maximum contact angle of symmetric pair adhesion (see 
below) was 45 ~ . Despite great efforts, no other information could be extracted from 
these poorly reproducible experiments. Failing to publish the results in Nature, we 
finally presented fig. 1 at a conference in the USA in 1985 and had it published in 
the proceedings [14]. 

We then engaged in an extensive study of accidental induced adhesion in very 
dilute PC samples, using mostly EYPC which was purchased from various sources. 
A comprehensive description of this work, including osmotically controlled adhesion, 
has been given in a journal article [15]. Examples of accidental induced adhesion 
are shown in figs 2-4. The most remarkable property of induced adhesion is the 
constancy of the contact angles. It could be verified over two orders of magnitude 
of the lateral tension for symmetric pair adhesion, i.e. two bilayers of equal r and 
a forming a plane area of adhesive contact. The data are collected in fig. 5 where 
the adhesion energy is plotted versus the lateral tension. The latter was obtained 
from eq. (4) by inserting the rounding length and n = 2 x 10-19 j. For the details of 
finding ~d we refer to the original paper. The adhesion energy was computed from 
the tension by use of the Young equation for symmetric pair adhesion 

gad -- 2(1 -- COS r  (6) 

which differs from (5) by the factor 2. Apart from some scatter, the points very 
nearly follow a slope of unity in the doubly logarithmic plot. This slope reflects the 
constancy of the contact angle which on average was 40 ~ (r never exceeded 45 ~ 
and rarely was below 30~ A constant angle r in (6) entails the scaling law (3). 

Besides symmetric pair adhesion we concentrated on the adhesion of a single 
membrane to a bundle of n other membranes in the limit of large n. The contact angle 
of the single membrane increases with n to reach its maximum of 70 ~ practically at 
n = 6, while the contact angle of the bundle goes to zero at the same time. Evidently, 
for n >~ 6, the system is like a single membrane adhering to a rigid wall so that the 
relevant Young equation is (5) instead of (6). 
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Fig. 1. Osmotically controlled induced adhesion of EYPC vesicles attached to glass slide. The same 
vesicles (a) in 156 mOsm NaC1 solution prior to osmotic inflation, (b) in 131 mOsm after first inflation, 
and (c) in 131 mOsm after third inflation and spontaneous ceasing of adhesion. (Before the last picture, 
adhesion was turned on and off 3 and 2 times, respectively, by alternating between 156 and 131 mOsm.) 

The bar represents 10/zm. 
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Fig. 2. Accidental induced adhesion of dimyristoyl phosphatidylcholin (DMPC) membranes. Evolution 
with time of an adhesive contact of two membranes. The left membrane displays contact rounding in 
(a), (c) and (d). Symmetric adhesion without visible contact rounding is seen in (b). The bar represents 

10/zm. 
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Fig. 3. A 'branched' structure of EYPC membranes displaying induced adhesion. There is symmetric 
pair adhesion and the adhesion of single membranes to bundles. Contact roundings are well visible. The 

bar represents 10/zm. 

Fig. 4. Induced adhesion of dimyristoyl phosphatidylethanolamine (DMPE) membranes. One sees the 
same phenomena as in fig. 3. Some of the contact angles are on the low side for PE. The bar represents 

10 ~m. 
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Fig. 5. Adhesion energy gad of symmetric pair adhesion induced by lateral tension plotted vs. lateral 
tension or. The units are mJ/m 2 and mN/m, respectively. The point at a = 10  - 3  mN/m represents 
DMPC, all others EYPC. See text for explanations. The open boxes indicate the results of Evans and 
Metcalfe for EYPC which were measured with the tension of the more flaccid membrane being between 

10-2 and 10-1 mN/m. 

E Y P C  in 30 to 100 m M  NaC1 solution swelled more slowly and the swollen 
structures were  smaller  than in pure water. The contact  angles of  induced adhesion 
were still measurab le  and found to be the same as with pure water. This indicates 
that the induced adhesion in our samples was not affected by electrostatic repulsion, 
so that the absence  of  spontaneous  adhesion is most  likely not a consequence  of  
electric surface charges.  A few exper iments  with dimyristoyl  PC (DMPC) in pure 
water  showed  the contact  angle of  symmetr ic  adhesion to be the same as with EYPC.  
However ,  accidental  induced adhesion was much rarer than in the case of  EYPC.  

Later  on, accidental  induced adhesion was invest igated for PE and D G D G  bilayers 
[ 17]. The results do not differ f rom those obtained with PC, except  for slightly larger 
contact  angles.  The two PEs studied, dimyristoyl  and dilauroyl ( D M P E  and DLPE),  
swelled easily up to at least 100 m M  NaC1 and had equal contact  angles which did 
not change  with salt concentrat ion.  The contact  angles of  induced adhesion were 

Table 1 
Average contact angles of induced adhesion (in degrees). 

PC PE DGDG 

symmetric pair 40 45 55 
single membrane to stack 70 80 85 
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Fig. 6. Induced adhesion brought about by cooling. The picture shows EYPC myelin cylinders in a 
sample being cooled after swelling at 55 ~ The three curved cylinders span the 20/zm thick sample cell; 
the white center lines are their water cores. Actually, one sees three sections of the same folded cylinder 
which is attached to a planar multilayer system. The PC density in the planar system is ca. 45 vol.%. 
The bar represents 20/zm. The instantaneous temperature is 51~ Note the oblique white lines, the 

first sign of induced adhesion. 

registered for both symmetric pair adhesion and adhesion of a single membrane to 
a stack of adhering membranes. The average contact angles of PC, PE and DGDG 
bilayers are compiled in table 1. 

In all the studies of accidental induced adhesion we changed between at least two 
different glues or a glue and a silicon grease without noticing an effect on the contact 
angles. 

Induced adhesion of EYPC bilayers may have been seen also by Israelachvili, Za- 
sadzinski and coworkers [20]. They studied small vesicles of diameters near 100 nm, 
osmotically inflated or not, in freeze fracture electron microscopy and found adhesive 
contacts between them. The contact angles of symmetric pair adhesion were similar 
to those of our experiments. The results were explained in terms of an attractive hy- 
drophobic interaction between stretched membranes which is proportional to lateral 



702 W. Helfrich 

Fig. 7. Same as in fig. 6, but the instantaneous temperature is 45 ~ Note the compartments (white) 
separated by membrane bundles (dark). 

tension [21]. The proportionality agrees with (3), but the interaction is 'direct', i.e. 
relating to fiat membranes without any undulations. Ignoring undulations and other 
roughness seems dangerous as it would imply a collapse of unstressed membranes 
into a bound state of (slightly) increased membrane area. 

In addition to the osmotic inflation of vesicles there is another kind of controlled 
induced adhesion which was observed in swollen multilayer systems. It is brought 
about by cooling and was studied only with EYPC in pure water [16]. To achieve 
fairly uniform alignment of the membranes parallel to the glass, the samples were 
prepared by squeezing the slightly hydrated lipid between the slides to a thickness of 
about 20 #m. The remaining 90% of the cell volume were filled with twice distilled 
water. Mechanical sealing obviated the use of a glue. The local lipid density and 
thus the mean membrane spacing could be monitored during the swelling process by 
measuring the intensity of EYPC fluorescence. 

The adhesion caused by cooling has been described in the second of a series 
of light-microscopic studies of swollen EYPC multilayer systems. The first deals 
with the swelling process and, in particular, with the generation of myelin cylinders 
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Fig. 8. Induced adhesion brought about by cooling. The picture shows the semicylindrical border of an 
EYPC planar multilayer system. There is a stray membrane on the side of free water. The 18/~m thick 
sample is being cooled after swelling at 65 ~ The PC density in the planar system is ca. 40 vol.%. The 
bar represents 20/zm. The instantaneous temperature is ca. 55 ~ Note the white islands in the border, 

the first sign of induced adhesion. 

Fig. 9. Same as in fig. 8, but the instantaneous temperature is 25~ Note the increased width of the 
border and the numerous branchings. Some of the thinnest dark lines are single membranes. 
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spanning the sample cells up to a thickness of 40 #m [22]. The third reports on the 
'dark bodies' which appear in about half of the swollen multilayer systems as soon 
as they are cooled [23]. In the second we describe the other half that display only 
induced adhesion. An example of induced adhesion caused by cooling is shown 
in figs 6 and 7 which depict a myelin cylinder photographed at two subsequent 
moments as the temperature was dropping. The most interesting sample regions 
were the semicylindrical borders of the planar multilayer systems (which form myelin 
cylinders when folded). They were wider than half the sample thickness, the width 
increasing with decreasing temperature, as is illustrated by figs 8 and 9. The widened 
semicylinders permitted us to discern single membranes, read their contact angles and 
rounding lengths, and measure the thickness of stacks, i.e. thick bundles of many 
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mutually adhering membranes. The average contact angle of a single membrane 
adhering to a stack was found to be 70 ~ thus equaling the contact angle of accidental 
adhesion to a bundle of six or more membranes. Temperature controlled induced 
adhesion is reversible, leaving no visible traces when the temperature differences are 
small enough. 

The lateral tension inducing adhesion in swollen multilayer systems results from 
the membrane area contraction which accompanies cooling. Decreasing the temper- 
ature by a few K was usually sufficient to produce first signs of adhesion in the 
semicylindrical border. Even when several times larger, the decreases did not result 
in tensions strong enough to induce adhesion in the planar regions of the multilayer 
system. This can be explained by a complicated theoretical model predicting the 
tension to be self-limiting [16]. An important parameter of the model is the thermal 
area expansivity of the bilayer which was measured by Evans to be 2.4 • 10 -3 K -1 
for EYPC [24]. In its asymptotic limit the tension is just strong enough to neutralize 
membrane interaction in the planar multilayer system, thus facilitating the necessary 
restructuring. A check of the model consists in adding up the widths of the sepa- 
rate stacks in the semicylindrical border. When this could be done the total width 
equaled half the sample thickness, in agreement with the model. Identifying (Z)eq 
with the mean membrane spacing in the planar multilayer system and estimating cr 
from the contact rounding, we were able to obtain the lateral tension as a function 
of the equilibrium spacing produced by it. 

Data obtained from different samples are collected in fig. 10. The tensions were 
calculated from (4), this time with n = 1 • 10 -19 J. The scaling law (2) was repro- 
duced when an impenetrable layer of 2 nm was added to the assumed membrane 
thickness of 3.6 nm, which is a primitive way of dealing with hydration forces (see 
below). Although the proof of the scaling law may be doubted because of the large 
experimental errors, the orders of magnitude, (Zeq) = 10 nm at cr = 1 0  - 4  mN/m, 
seem reliable, apart from the uncertainty of n that is reflected in an equal uncertainty 
of a. 

3. Tentative theory of induced adhesion 

There is little theoretical work on adhesion induced by lateral tension. In all of it, 
standard thermal undulations are the only membrane roughness taken into account. 
We tried to explain induced adhesion in terms of the interplay of Van der Waals 
attraction and undulatory repulsion. The Van der Waals interaction energy per unit 
area between two fiat membranes in the half-space approximation is 

H 
g~aw = (7 )  

127rz 2 

where H is the Hamaker constant. This approximation is thought to be good up to 
rather large spacings, the true value falling below 50% of (7) only at z ..~ 20 nm [25]. 
The wide range of applicability of (7), due to the enormous difference in dielectric 
constant between water and hydrocarbon, presupposes an unscreened zero frequency 
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contribution. The finite membrane thickness makes Van der Waals attraction drop 
with 1/z 4 at larger spacings. Repulsive short-range forces, called hydration forces, 
dominate at spacings below ca. 3 nm [26]. The undulations produce a repulsive 
interaction which was calculated by various methods for multilayer systems in the 
ideal case of purely steric interaction. In the earliest calculation, which integrates 
over fluctuation modes and uses a self-consistency relation, the energy of undulatory 
interaction per unit area was found to be 

3.a -2 ( k T )  2 

gund = , (8 )  
128 ~;(z) 2 

(z) being the mean spacing imposed by an external constraint [27]. The formula, in 
particular the numerical factor, was experimentally confirmed within 20% for very 
flexible nonlipid bilayers [28, 29]. However, the theoretical strength of undulatory 
interaction came out smaller in other treatments [30]. It is about 2/3 as large if 
a sum over the membranes is taken instead of an integral in z direction [31] and 
about 1/2 as large as (8) in Monte Carlo simulation [32] and renormalization group 
calculations [33]. Note that both interaction energies, (7) and (8), vary as the inverse 
square of spacing, z being fixed in one case and averaged in the other. 

A formula like (8), but with a poor numerical factor, can be obtained from an 
'independent membrane piece' approximation [ 13, 16]. For simplicity, one considers 
here a single membrane between parallel rigid walls of distance 2d. The idea of the 
approximation is to cut the membrane into equal pieces, e.g., squares, so that the 
thermal undulations of each piece fill a certain fraction of the interval between the 
walls. Assuming the pieces to act as the particles of a one-dimensional ideal gas, 
one arrives at the pressure exerted on the wall by the undulating membrane. 

It is an advantage of the independent membrane piece approximation that lateral 
tension can be taken into account in calculating the mean square fluctuation amplitude 
(u:) of the quadratic piece [13, 16]. Assuming a square of area S with periodic 
boundary conditions, one has for a single undulation mode of wave vector ~ the 
mean square amplitude 

(luo.12) _ k T  . (9) 
(crq 2 + ~ q 4 ) S  

Integration over the qr plane leads to 

(u2)_  k T  In 1+  (10) 
47rcr ~q2mi n 

where the lower wave vector cutoff is, to a good approximation, given by 

71" 2 
2 . (11) 

q m i n - -  S ' 
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and the upper wave vector cutoff need in general not be considered. Taking the limit 
of (10) for a ~ 0 gives the correct result for a - 0. The area S as a function of a 
may be obtained by assuming 

d 2 
( u 2 ) -  -6--' (12) 

where d2/6 is the geometric mean of the mean square fluctuation amplitudes of a 
simple sine wave (sin qx) and a product wave (sin qx sin qy), both restricted to the 
interval 2d [13-15]. Eliminating (u 2) between (10) and (12), one finds 

] S ( a ) = ~  exp - 1  (13) 
3kT 

which has to be inserted in 

kT 
Fund -- (14) 

S(a)2d 

to obtain the undulation pressure Fund on the walls. The effect of a on S and, 
thus,  Fund becomes significant when the exponent in (13) approaches unity. In the 
limit cr ~ 0 a first order expansion of the exponential function leads to S(0) ~ @)2 
as expected. The ratio S(O)/S(a) may be regarded as the reduction factor of the 
undulation pressure in the presence of tension. 

Since we are interested in a multilayer system rather than a membrane between 
rigid walls we apply this reduction factor to the undulation pressure derived from 
(8), writing 

Ogund S'(0) 
Fund (or) -- �9 (15) 

O(z) ~(~) 

Let us now superimpose Fund and the Van der Waals pressure Pvdw derived from (6), 

0gvdw H 
Pvdw -- - (16) 

0z 67rz 3 

and calculate the equilibrium spacing (Z)eq from 

Pvdw + Fund -- 0. (17) 

If one puts z = (Z)eq, the result is 

S(o') 97r3(kT) 2 

S(0) 32Ht~ 
(18) 
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Replacing d by (Z>eq and expanding the exponential up to second order, one obtains 
from (13) 

S(0) rra 
- 1 <Z)2q ( 1 9 )  

S(o) 3kT 

to first order in a(z} 2. Combination of the last two equations results in 

H c - H  3kT <z> 2 - (20) 
eq --  H 7ra 

if use is made of the 'critical' Hamaker constant Hc = (97r3/32)(kT)2/xo for which 
(17) holds with a = 0. The ensuing scaling law 

(Z)e2q ~ l / a  (21) 

is not only a consequence of the expansion but follows generally from S(O)/S(a) 
as given by (13). It also seems to follow from Sornette's renormalization group 
treatment of undulatory membrane repulsion in the presence of lateral tension [34]. 
Insertion of (21) into the half-space potential (7) results in the scaling law relating 
adhesion energy to lateral tension, 

gad ,.o a. (22) 

We refrain from writing down an explicit formula for 9ad. Any differences between 
pairs, bundles and multilayer systems of membranes should not affect the scaling 
laws. Note that (21) and (22) are identical to (2) and (3), respectively. 

A completely independent argument confirms the scaling laws (21) and (22) [15]. 
It is based on the observation that the undulations of a single membrane bound by an 
attractive 1/z 2 potential are characterized by two lengths. These are the deflection 
length defined by (1) and the lateral correlation length { which apart from a numerical 
factor near unity satisfies 

- -  k---T (z)2eq" (23) 

The ratio of the two lengths should depend only on the ratio H/Hc, so that 

o" ~2/~_ -~ (Z>2eq_ f(H/Hc), ( 2 4 )  

which immediately entails (21) and (22). A detailed way of proving the two identities 
of (24) is to consider a deformed membrane pieces, multiply their lengths either 
including or excluding z by the same factor, and require the energies of bending, 
pulling in area, and of the Van der Waals interaction (7) to be invariant. Note that 
the bending rigidity enters neither the exponent in (13) nor the length ratio in (24). 
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The confirmation of the scaling laws (21) and (22) by the direct argument of 
the last paragraph is welcome since the superposition of potential and undulatory 
energies is not necessarily correct, neither quantitatively nor qualitatively [4]. In 
the explicit equations, however, the errors of the numerical factors and the critical 
Hamaker constant are probably large. Uncertainties concerning the validity of the 
bare scaling laws arise from the use of the half-space law (7) which is only an 
approximation of the real Van der Waals interaction. 

It has been shown above that the experimental data about induced adhesion agree 
very well with the scaling law (21) or (2) and are compatible with the scaling law (22) 
or (3). The twofold conformity seems to prove that induced adhesion can be fully 
understood in terms of standard thermal undulations besides Van der Waals attraction. 
However, this early conclusion [ 14] had to be dropped later on in view of conflicting 
numbers obtained from two different formulas for the adhesion energy [15]. Also, 
the measured equilibrium spacings seem too small, at the estimated tensions, to be 
compatible with undulation theory [16]. These discrepancies are to be examined 
next. 

4. The contradictions of induced adhesion 

In discussing the contradictory formulas for the adhesion energy we at first assume, 
as is common in the theory of elasticity, that the changes in membrane area can be 
neglected in calculating elastic energy densities. To this approximation, the adhesion 
energy per unit area of a single membrane adhering to a stack of membranes satisfies 
the energy balance 

g a d  = g f  - -  g b  (25) 

besides the Young equation (5). Here gf and gb are the energies of the free and 
bound states, respectively, per unit area of membrane. For symmetric pair adhesion, 
the right sides of (5) and (25) have to be multiplied by 2 and gad and gb may change 
somewhat (which we do not express by different symbols). With induced adhesion 
all three energy densities depend on lateral tension. If one wants to be precise, one 
has to distinguish between the tensions ab and a of the membrane where it is bound 
and free, respectively. They are related by 

ab = a cos r (26) 

We do not make here this distinction, using a indiscriminately. 
The part of gf that is due to the suppression of undulations by tension can be 

calculated from the relative contraction of base area, AA/Ao < 0, due to the undu- 
lations [13]. Here and in the following, A0 is the real membrane area in the absence 
of lateral tension, while AA is the difference between the projected area A and A0. 
Considering a square piece of membrane, we have for a single mode the relative 
change 

( AA ) _ l q2(lur (27) 
r  2 
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Integration over the q plane yields, because of (9), 

A A  k T  7r2/a2 -+- 0"/~ 
= In 

Ao 871-/'i; 71-2/A0 + cr / 
(28) 

where the molecular length a controls the upper cutoff wave vector 7r/a. For a wide 
range of tensions, mTr2/Ao < cr < mTr2/a 2, eq. (28) simplifies to 

A A k T ~'lr 2 
= In (29) 

Ao 87r~ o-a 2 

which no longer depends on A0. Obviously, AA/Ao  increases towards zero as the 
tension goes up. Stretching of undulations has to be complemented by Hookean 
stretching, AA/Ao  = a/A /> 0, where A is the stretching modulus of the bilayer. 
Inserting both contributions into the differential energy balance 

d(AA/Ao)  
dgf = a da (30) 

da 

we obtain 

kT  1 o 2 
g f -  o ' ~  . (31) 

87rn 2A 

The Hookean term can be neglected for the tensions of interest, 10 - 6  mN/m < a < 
10 -3 mN/m, as A was measured to be about 200 mN/m for the lipid membranes of 
our studies [24]. (These tensions are also far below ~Tr2/a 2, the upper limit of validity 
of (29).) We do not try to calculate the energy of the bound state, 9b. However, it 
is easy to realize that 9b must be positive because otherwise the membrane would 
adhere spontaneously. This and the omission of the Hookean term permit us to 
deduce from eq. (25) the inequality 

kT 
gad < or. (32) 

87rt~ 

For a numerical comparison of the two relationships for the adhesion energy, 
(5) and (32), we focus on EYPC bilayers. The bending rigidity of no other fluid 
membrane has been measured more often, by more experimental methods, and with 
the results varying more widely. The mean values of different studies are spread 
over a power of ten, namely ~ = ( 0 . 2 4 -  2.3) • 10 -19 J [35-37] (see also below). 
Using these numbers and, in addition, the contact angle of the single PC membrane 
adhering to a bundle, r - 70 ~ and the room temperature value kT  = 4 x 10 -21 J, 
we obtain from the Young equation (5) 

gad - -  0 . 6 6 a  (33) 
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and from the inequality (32) 

gad  < (0.66 - 6.6) • 10 -3a.  (34) 

Evidently, there is a glaring discrepancy of two or three orders of magnitude between 
the two formulas. It is reduced only by a factor of three for symmetric adhesion 
with r -- 40 ~ Similar contradictions are found for PE and DGDG membranes. 

The conflict is mitigated but not removed if the changes in membrane area are 
taken into account. With a -- A/Ao denoting the ratio of projected area at arbitrary 
cr to real area at a - -0 ,  one easily finds the corrected Young equation 

Ocbgad : (Off - -  OL b COS r  (35) 

and the corrected other energy balance 

a b g a d  = (oz fg f  - -  a b g b )  (36) 

for adhesion of the single membrane to the stack. The energies 9 refer to unit 
projected area, while their products with the respective a refer to unit real area at 
a = 0. Let us rewrite (35) as 

) gad  - -  Ol b COS r a (37) 

and keep of (36) the only inequality 

off 
gad < -2-7.. 9f (38) 

tXb 

where again use is made of gb > 0. The last two relationships replace (5) and (32). 
Neglecting Hookean elasticity, i.e. taking the real area to be fixed, and using (29), 
one has 

AA ) kT e;Tr 2 
Off- 1 + - - v -  - 1 -  In < 1. (39) 

A 0  87r~,  o - a  2 

A new, improved calculation starting from the product of the correction factors for 
all the modes, 

AA 

A0 

gives 

= / / r  - ( AA  o),J (4o) 

Cef 
k T ~ Tr 2 

1 + - -  In 
87r~ o-a 2 

(41) 
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which becomes (39) again for a f  ~ 1. With ~ = 0.24 x 10 -19 (the lowest experi- 
mental value), a - -  1 nm, a = 1 x 10 -5 mN/m and room temperature, we find from 
(41) Off - -  0.90 which may be regarded as a lower limit to Off for EYPC. 

Finally, we write down a differential equation for the energy of undulation stretch- 
ing per unit real area of free membrane which follows from (41) and replaces (30) 

k T  

doff  8#,~ 
d(ozfgf)- o" da = da. (42) 

da (1 + k---T-T In  ~?r2~ 2 
8zrn, a a  2 ) 

From (41) and (42) one obtains the inequality 

oLfgf < o~ 2 - -akT (43) 
8 ~ ;  

and, in combination with (38), 

kT 
gad < - -  ~ or. (44) 

ab 87rt~ 

For a conservative comparison of (37) and (44) we assume the most favorable case, 
C~b -- 1, in (37) and replace a~/ab  by unity in (44). Inspection for EYPC shows that 
this reduces the discrepancy between the Young equation and the other energy balance 
only marginally for the single membrane adhering to a stack of other membranes. 
The situation is similar for symmetric pair adhesion of EYPC membranes and for 
both kinds of adhesion of PE and DGDG bilayers. 

In order to bridge the gap between the Young equation and the other energy bal- 
ance, we postulated an anomalous roughness of the investigated lipid membranes 
which stores much more membrane area than do the thermal undulations. A natural 
way of dealing with such an extra roughness, suggested by the agreement of experi- 
mental and theoretical scaling laws, is to use the same formulas as above but adopt 
a hypothetical ~ much smaller than the measured values. A dramatic reduction of 
the hypothetical bending rigidity down to about 3 x 10 -21 J, for EYPC would be 
required to make inequality (44) compatible with (38). This would imply Off ~ 0.4 
or, in other words, a stored area 1.5 times the base area. Less storage but an even 
smaller hypothetical ~ may be inferred from the argument that the superstructure 
could have a larger cutoff length in (41) than the molecular length a. In any event, 
the stored area has to be several times the 10% of the base area (af = 0.90) which 
we maximally estimated for the undulations of EYPC bilayers. 

0 e - 10 nm at From the experiments with EYPC multilayer systems we obtained (z q 20 
a tension which initially was estimated at 10 -4 mN/m. With ~ = 2.4 x 1 - J, instead 
of the 1 x 10 -19 J used originally, the tension decreases proportionally. Insertion 
of these tensions, besides (Z)eq, into (20) leads to Hamaker constants less than 4 or 
1% below its critical value. This is another result that is difficult to reconcile with 
undulation theory as it means that very small parameter changes would have been 
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sufficient to cause spontaneous adhesion which we never saw. (A further argument 
to this effect [6], assuming a collapse rather than a gradual decrease of the net 
repulsion with increasing H, is incorrect.) We may conclude from the estimate that 
the anomalous roughness is much more sensitive to lateral tension than would be 
standard undulations producing the same equilibrium mean spacing. 

5. Other indications of lipid membrane complexity and superstructure 

In our light microscopic studies of induced adhesion we did not see any superstructure 
or anomalous roughness and, for a long time, suspected none. However, there are 
some observations pointing to complexities of lipid membranes which are older than 
the contradictions of induced adhesion. The first serious indication of anomalous 
mechanical properties of PC membranes emerged in measurements of the bending 
rigidity [36]. Registering the fluctuations of the angle made by the ends of tubular 
PC vesicles, we noticed in addition intermittent rapid wiggle-like fluctuations of 
the tubes which were stronger with distearoyl PC (DSPC) than with shorter-chain 
saturated PC's and EYPC. The wiggles disappeared within a second and after a few 
seconds reappeared usually in another section of the tube; they rarely covered the 
whole length of it. Sometimes we also saw a knee which lasted up to 4 s and could 
migrate along the tube. Estimating the bending energies of wiggles and knees on 
the basis of the bending rigidity derived from the mean square fluctuation angle, 

~ 2 x 10 -19 J, we found these energies much too high for thermal excitation. The 
lower bending rigidities measured in the meantime with other methods may reduce 
the energies to acceptable levels, but the intermittency of the wiggles can still not 
be explained in terms of undulations and their relaxation. 

Another strange property of EYPC bilayers is the existence of a dispersive phase 
[23]. It forms in the highly swollen multilayer systems displaying induced adhesion 
upon cooling. When these samples are annealed for several hours at less than 15 ~ 
the planar multilayer system breaks up into water chambers separated by one or 
more membranes. Subsequently raising the temperature beyond 15 ~ results in 
the precipitation of many flakes in each chamber which display Brownian motion 
and rapidly fuse to form one 'dark body' per chamber. These spherelike bodies are 
probably made of a single multiply self-connected membrane. When the temperature 
is decreased below 15 ~ again, the dark bodies fade and the dispersive phase is 
restablished. The nature of the dispersive phase is still unknown, but its existence 
and its reversible transformation are evidence for an amazing complexity of EYPC 
membranes. A dispersion contrasts sharply with the fact that, when stressed, the 
EYPC membranes rupture only at tensions of (3-4) mN/m [23]. 

There is a third phenomenon, well-known and discovered early on by Evans [38], 
which possibly hints at anomalous membrane properties. Micromanipulation reveals 
that vesicles tend to be connected by microscopically invisible tethers. Their presence 
becomes apparent only when a vesicle is aspirated by the micropipette and pulled 
away. Tethers are thought to be thin tubes formed by the highly curved membrane. 
If the energy of tube formation equals the regular bending energy of a cylinder, the 
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tube has to be stabilized (in the absence of spontaneous curvature) by a pull of the 
force 27r~/r, r being the radius [39]. Since it is difficult to understand the origin 
of these forces one may wonder whether the tethers are possibly stabilized by some 
unknown property of the membrane. Another reason to suspect such a stabilization 
is the occurrence of huge batteries of tubes, at first too thin to be optically resolved, 
in dilute EYPC samples during the swelling process [40]. 

The contradictions that arose in the quantitative analysis of induced adhesion 
carry more weight than those precursory observations. They were obtained with the 
bilayers of many different lipids and they are based on experiments which are in part 
controllable and yield physical quantities such as contact angles, lateral tensions and 
mean spacings. We see no possibility of removing the conflict other than to postulate 
an anomalous roughness of the membranes which, in turn, has to be supported by a 
membrane superstructure. The most direct method to search for these two membrane 
features is cryo-transmission electron microscopy. Fortunately, E. Zeitler permitted 
us to do such studies at the Fritz-Haber-Institut. In early 1988 we obtained the first 
electron micrograph showing EYPC vesicles with grainy membranes. The typical 
'period' of the irregular black and white pattern is about 5 nm. Encouraged by the 
pictures, we proposed also in 1988 a tentative model for the superstructure [41]. Its 
basic element is a local saddle deformation about as large as the membrane thickness 
of ca. 4 nm. The saddle is stabilized by higher order bending elasticity so that an 
energy barrier has to be overcome to create or destroy it. Each saddle in an otherwise 
flat membrane is surrounded by two highs and two lows which the saddles should 
tend to share in order to save regular bending energy. The resulting cooperativity of 
the saddles may be expected to give rise to membrane deformations on a scale larger 
than a saddle, thus creating most of the anomalous roughness. Lateral tension above a 
certain threshold should lead to the destruction of the superstructure, leaving a rather 
smooth membrane which still performs thermal undulations. When the tension is 
turned off, the superstructure will reappear in the course of time. In such a model, 
the anomalous roughness depends on the history of the membrane and is sensitive 
to lateral tension and, perhaps, other factors. 

The first electron micrograph showing an EYPC vesicle with a grainy membrane 
was presented at a conference in 1989 [42]. While the vesicles displaying grainy 
membranes were nearly spherical, we obtained in early 1990 angular EYPC vesicles 
[43, 44]. Their shapes differ markedly from those seen in light microscopy despite 
the theoretical scale invariance of vesicle shapes. We think that the angularity is 
an example of the anomalous roughness for which we were looking. The lack 
of graininess in these membranes, and the general rarity of grainy membranes, is 
attributed to the leveling action of the high lateral tensions that arise during the rapid 
freezing of the samples. The tensions, a consequence of the large thermal expansivity 
of lipid membranes [24], are manifested by a number of artefacts. A comprehensive 
description of the results obtained so far with cryo-transmission electron microscopy 
has just been published [45]. 

Other authors made some similar observations with cryo-transmission electron 
microscopy. The graininess has recently been found by Lticken and J~iger in vesicular 
membranes of EYPC, soya PC, and DMPC, each containing some cholesterol [46]. 



Tension induced mutual adhesion 715 

Small (100 nm long) elongated vesicles with a sharp notch on one side, resembling 
hearts apart from the missing tip, have been seen in the Sackmann group in samples 
of pure DMPC [47], while we found an EYPC vesicle with such a shape [45]. The 
notches appear to be very pronounced, highly localized saddles. 

In another attempt to prove the existence of an anomalous roughness in a direct 
manner we measured the apparent membrane area as a function of lateral tension 
by deforming fluctuating spherical vesicles into prolate ellipsoids with electric fields 
(which simultaneously lifted them from the object slide) [37]. This is a very gentle 
method as there is no lower limit to the lateral tension produced by the Maxwell 
stresses and its upper limit is about 10 -3 mN/m. Plotting area versus the logarithm of 
tension usually resulted in straight lines as predicted by (29). The bending rigidities 
computed from the slopes were the lowest ever recorded for the six lipids studied, 
ranging from 3.4 x 10 -20 J for dilauroyl PC to 1.1 x 10 -20 J for DGDG, with 
EYPC and three other PC's including stearoyloleoyl PC (SOPC) in between [37]. 
Interestingly, some of the palmitoyloleoyl PC and EYPC vesicles could be stretched, 
reversible and without hysteresis, by up to 17% instead of the typical 2 to 5%. The 
large increase in area suggests the presence of a substantial anomalous roughness. 
Plotting these areas as usual versus the logarithm of tension resulted in S-shaped 
curves, but plotting them versus the logarithm of the squared field strength gave 
straight lines again (except at the lowest fields) the slopes of which suggest a bending 
rigidity of ca. (1/3)kT. The very low value is of the order of our estimate of the 
effective bending rigidity which would be needed to remove one of the contradictions 
of induced adhesion. 

The difficulties of measuring the bending rigidities of lipid bilayers may also 
point to complex behavior. The mean values of ~ obtained in different studies seem 
to depend on the experimental method. The largest values were derived from the 
bending fluctuations (uniform bending mode) of tubular vesicles [35, 36] while the 
smallest were computed from the electric deformation of spherical vesicles [37]. 
Intermediate values resulted from the fluctuation mode analysis of spherical vesicles 
[48]. The largest and smallest mean values were seen to differ by a factor of ten 
in the case of EYPC, the only lipid bilayer whose bending rigidity was measured 
with both fluctuating tubes and electrically deformed spheres. It is not only the 
disagreement between the mean values found by different methods that poses a 
problem. In addition, it appears to be typical of most methods that in a series of 
equal experiments the scatter of ~ as measured with different vesicles is larger than 
the error of ~ as obtained from a single vesicle. 

If there is a bilayer superstructure, it could provide an explanation for the uncer- 
tainties of the bending rigidity. A dependence of the superstructure on membrane 
geometry could manifest itself in a disagreement of the results obtained with dif- 
ferent methods and a dependence on the vesicle's history would produce scatter. 
Moreover, the superstructure could make the bending rigidity depend on fluctuation 
wavelength. Obviously, a disordered superstructure offers a bewildering multitude 
of theoretical possibilities. Specific assignments seem premature as long as we know 
almost nothing about the effects of impurities and temperature on the bending rigid- 
ity. The membrane may be contaminated by glues, perhaps even silicone greases, 
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and by chemical degradation. Angelova et al. reported a decrease of the bending 
rigidity of EYPC from 0.7 to 0.5 • 10-19 j in the course of two weeks [49]. In recent 
comparative measurements we found a systematic difference between the bending 
rigidities obtained with two different methods from the same spherical vesicles [50]. 
We also noted in these studies that the very low values of ~ extracted from the 
electric deformation of spheres rose by a factor of two when the glue was separated 
from the sample by a barrier of silicone grease. 

A dramatic change of the intrinsic bending rigidity by impurities dissolved in the 
bilayer seems unlikely. However, impurities inducing a local spontaneous bilayer 
curvature can reduce its bending rigidity to very low values [51, 52]. In a micro- 
scopic picture, each such impurity molecule produces a mobile hat in the membrane 
[41, 53]. In contrast, the superstructure is thought to be built from local saddles. 
One of the reasons for this assumption is that the superstructure does not appear 
to have a dramatic effect on the bending rigidity. Both a decrease and an increase 
of the bending rigidity are conceivable consequences, depending on whether the su- 
perstructure mainly rigidities or roughens the bilayer. A superstructure may also be 
very sensitive to impurities. 

Rather well reproducible values of n seem to have been measured when the vesicles 
were aspirated with a micropipette. In one of two such studies, n was computed, by 
use of (29), from the apparent membrane stretching as a function of lateral tension 
[54]. In another experiment, a tether was pulled from a vesicle held by a micropipette 
and ~ was calculated from the tether radius and the pulling force [39]. The results of 
the two methods can be compared for stearoyloleoyl phosphatidylcholine (SOPC), a 
lipid similar to EYPC, ~ being (0.90 + 0.06) x 10-19 j and (1.20 + 0.17) • 10-19 j, 
respectively. One may speculate that the small errors and the good agreement of these 
results are due to the high lateral tensions occurring in these experiments. They could 
easily be sufficient to destroy anomalous roughness and superstructure, which leaves 
membranes that are roughened only by the thermal undulations controlled by bending 
rigidity and lateral tension. The electric deformation [37] and the fluctuation mode 
analysis [55] of spherical vesicles yielded 0.26 x 10 -19 J -k-20% and 1.4 • 10 -19 J 
• 20%, respectively. 

High lateral tension produced by vesicle aspiration (and perhaps by other steps 
in the preparation of samples for micromanipulation) may also explain why Evans 
appears to find spontaneous adhesion while we do not, the conflict noted in the Intro- 
duction. We suspect that Evans' membranes lost the superstructure before or during 
the measurements, while ours kept it as they were not manipulated. The smoother the 
membranes, the more likely they are to spontaneously adhere to each other. There- 
fore, it is tempting to conclude that the postulated superstructure, regardless of how 
much anomalous roughness it generates, is a precondition for membrane separation. 
Such an interpretation is supported by the finding that the X-ray signal indicating the 
period of a multilayer system does not shift or broaden after the initial absorption of 
water, but vanishes gradually in those cases where the swelling continues [56]. We 
suspect that the multilayer system stops water uptake upon reaching the so-called 
equilibrium spacing, with the outermost membranes tending to peel off when the 
absence of constraints permits them to assume the superstructure. 
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According to this model the adhesion observed by Evans is, in a strict sense, 
not spontaneous but induced by high lateral tension applied previously (or simul- 
taneously). Therefore, the energy of adhesion should be lower than the energy 
of stretching the adhering pieces of membrane prior to their mutual adhesion. A 
substantial fraction of the stretching energy would be used in this case to level 
the superstructure, because the real (Hookean) stretching of the tight membrane at 
cr = 1 mN/m does not bind enough energy. In other words, it seems impossible to 
explain the adhesion energies measured by Evans in terms of asymmetric induced 
adhesion without invoking the superstructure. 

Finally, circumstantial evidence for membrane complexity is possibly provided 
by vesicle budding. The formation of a mother-daughter pair, i.e. two spheres of 
different size connected by a narrow constriction, usually starts from an ellipsoidal 
shape. In the experiments of K~is et al. budding was driven by a rising temperature 
and typically proceeded through asymmetric shapes such as eggs and pears [57, 58]. 
A continuous transition through these shapes is predicted by the so-called bilayer- 
couple model [57, 59, 60]. According to the model, a shape independent difference 
in area between the monolayers forming the bilayer is the control parameter of the 
transition and determines the equilibrium shapes at a given stage. An alternative 
model, in which a shape independent spontaneous curvature of the bilayer assumes 
the role of the control parameter, predicts an abrupt transition from the ellipsoid to the 
mother-daughter pair [59-61 ]. There is also a complete model that takes monolayer 
stretching and its energy into account and comprises the two other models as limiting 
cases [62-64]. Starting from the complete model and the bilayer stretching moduli 
as measured by Evans [3, 24, 54], we showed that budding should closely follow the 
spontaneous curvature model, in contrast with the prevailing experimental process 
[65]. K~is and Sackmann took care that they had equilibrium shapes by increasing the 
temperature only very slowly, sometimes in steps of 0.1 K at intervals of 15 minutes 
[58]. Barring the possibility that the eggs and pears were fluctuations taking the 
vesicle up to and over an energy barrier [66], their observation appears to be another 
sign of complex mechanical properties which are not part of our usual picture of 
these membranes. The impression of complexity is reinforced by other irregularities 
of budding reported by K~is et al. [58] and by us [65]. Moreover, E. Evans found 
that upon increasing the membrane area by raising the temperature vesicles can erupt 
to form fully connected highly irregular structures, among them outward and inward 
buds on the same membrane [38, 54]. 

6. Conclusion 

The present article has been written with great hesitation. On the one hand, it seems 
useful to discuss the puzzles of vesicular lipid membranes. This may speed up their 
resolution by new experiments and theories. On the other hand, the concepts put 
forward to solve the problems raise many questions which should be addressed first 
in order to avoid serious mistakes. We have not yet seen grainy membranes and 
angular vesicles of a one-component lipid, and we would like to know the time 
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taken by the unstressed single membrane to develop the conjectured superstructure. 
Clearly, it is much too early for an authoritative review. To convince (or persuade) 
the reader of superstructure and anomalous roughness, adhesion induced by lateral 
tension, on which there is a large body of data, has been elaborated with estimates. 
However, the result of these estimates, a stored excess area about as large as the 
projected area or larger, is disquieting in view of the scanty evidence provided by 
angular vesicles and very stretchable membranes. The last part of this article is a 
list of intriguing observations which seem to suggest a membrane superstructure or, 
at least, membrane complexity. 

It is an interesting question if nature makes use of induced adhesion in cell biology. 
The large and tension independent contact angles of induced adhesion would permit 
extended and rather stable contact of plasma membranes. Induced adhesion has 
the advantage over spontaneous adhesion that it is terminated when the tension 
becomes zero. From a general point of view, complex behavior could enable lipid 
membranes to perform many different and even seemingly contradictory functions. 
Were the lipids which we investigated, i.e. PC, PE and DGDG, selected by nature for 
engineering purposes? If so, are their special properties still needed in the presence 
of highly evolved proteins which control most membrane functions? We do not 
know the answers, but think that the bilayers of typical biological lipids, being the 
matrix for these proteins, deserve very careful examination. 
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1. Preface: Biological view of adhesion 

Tissue assembly (development) and other biological functions (like identification and 
removal of alien organisms in immune defense) involve complex adhesive interac- 
tions. Biologists have identified and isolated many molecular 'adhesins' responsible 
for cellular adhesion processes [1]. Classification of receptors and ligands in cell 
adhesion has become a major enterprise in mammalian biology. The list is long 
and some of the evidence is circumstantial (e.g., 'cell sticking versus nonsticking' in 
relation to competitive binding of ligands to putative sites of adhesive activity). Un- 
fortunately, little is known about the microscopic bonding actions (physical-chemical) 
between cell adhesion molecules. In any case, the present view of cell adhesion in bi- 
ology is briefly outlined here to provide a comparative perspective for the discussion 
of physical actions that will follow. 

The collective dogma (for mammalian cells) is that cell adhesion molecules fall 
1 into four groups. 

(i) Integrins: a family of membrane glycoproteins composed of c~ and/3 subunits. 
The ligand binding site is formed by both subunits; the cytoplasmic domains 
are thought to be connected to the cell cytoskeleton. Integrins are receptors 
for extracellular matrix proteins. In many instances, a specific amino acid 
sequence (Arg-Gly-Asp = RGD) is believed to participate in recognition [2]. 
Subfamilies of integrins are distinguished by their/3 subunits: /31 (CD29) - 
VLA proteins; /32 (CD18) - leukocyte integrins; and/33 (CD61) - cytoad- 
hesins. The/31 subfamily binds to extracellular matrix proteins fibronectin, 
collagen, and laminin. The/32 subfamily is unique to leukocytes [3] and is 
thought to be important in converting circulating leukocytes to adherent tissue 
cells. The best characterized molecule of the/33 subfamily is glycoprotein 
IIb/IIIa (c~IIb/33) (CD41/CD61), found exclusively on platelets and megakary- 
ocytes. Glycoprotein IIb/IIIa plays a central role in platelet aggregation and 
clotting. 

(ii) Selectins: another family of calcium-dependent membrane glycoproteins. To 
date, selectins have been found only on circulating cells and endothelium. 
LAM-1 (LECAM-1), expressed on neutrophils, monocytes and most lympho- 
cytes, facilitates binding to endothelium during lymphocyte recirculation and 
neutrophil emigration at inflammatory sites. ELAM-1 expressed on activated 
endothelial cells promotes the adhesion of leukocytes. 'Rolling' attachment of 

1 The author is grateful to his colleague and collaborator Dr. Susan Tha for providing the summary 
paraphrased in this paragraph. 
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leukocytes to endothelium seems to be mediated by selectins whereas 'spread- 
ing' adhesion appears to require/32 integrins LFA-1 and Mac-1 via ICAM-1 
[4]. 

(iii) Ig superfamily: a diverse group of molecules whose structure resembles a 
sandwich of/3-pleated sheets with disulfide bonds. The prototypical molecule 
is immunoglobulin. N-CAM is also a member of this superfamily [15]. Other 
Ig superfamily molecules function in immune response [6]. Lastly, 

(iv) Cadherins: a separate family of cell adhesion molecules without structural ho- 
mology to other adhesion molecules [7]. Cells in solid tissues express at least 
some member of the cadherin family all of which exhibit calcium-dependent 
homophilic binding. Even though the size of the cytoplasmic domains vary 
greatly between these groups of cell adhesion molecules, all possess massive 
extracellular domains that extend prominently from the bilayer core of the 
membrane. 

Other than for surface recognition, it is not clear why cells require a plethora of 
'sticky' molecules (many types reside on the same cell) or what differences exist 
in physical strength of attachment amongst these 'adhesins'? One characteristic is 
common to all specific adhesion sites on cells: i.e. the surface density is relatively 
low. On the average, tens of nanometers separate adhesion sites (~ 104 lipids per 
site). As will be discussed, the paucity of potential attachments leads to complex 
mechanics of adhesion and often to catastrophic effects when adherent cells are 
separated. 

2. Introduction: Physical view of adhesion 

Exposure of the underlying physics in biological adhesion is difficult because of 
strong 'coupling' between cellular biochemistry, structure, and microscopic action. 
Idealized concepts only provide a phenomenological characterization of adhesion 
embodied in an 'adhesion energy' Wa (energy/unit area of contact). The view is 
predicated on the assumption that interfaces are smooth and adhere by intimate- 
uniform contact. Furthermore, the incremental energy Wa gained in contact forma- 
tion is assumed to equal the mechanical energy wf required to separate ('fracture') 
the contact: i.e. the process is energetically reversible (Wa -- wf). Ideal adhesion 
of smooth contacts is the physical metaphor for 'wetting-like' adhesion originally 
developed in the 19th century [8] to describe spreading and contact angle behavior 
of liquid drops on solid substrates (or shapes of immiscible liquid interfaces). To 
some extent, the classical concept can be useful to model adhesion of liquid-like 
membranes that possess microscopically smooth surfaces. For instance, adhesion 
of lipid bilayer vesicles driven by colloidal-type attractions can be represented by a 
reversible adhesion energy related to microscopic physical forces between the sur- 
faces. (But even for 'smooth' vesicle adhesion, the connection between macroscopic 
adhesion energy and microscopic interactions is obscured by hidden thermal exci- 
tations.) Situations of 'ideal adhesion' are easy to recognize since contacts spread 
spontaneously without mechanical impingement ('push') and the spreading actions 



Physical actions in biological adhesion 727 

('wetting') create membrane tensions. However, the nonspecific attractions that pro- 
duce ideal adhesion between lipid bilayer vesicles do not drive cell adhesion in 
biology! 

The fluid-like property of cell interfaces has stimulated several kinetic and ther- 
modynamic models for cell adhesion [9]. These elegant developments have been 
extensively parameterized to represent a wide range of chemical features which 
leads to a rich spectrum of predictions. As with the classical adhesion energy ap- 
proach, the models are based on a smooth surface abstraction for contact; and the 
kinetics are essentially near equilibrium processes. Consequently, the models must 
be regarded as primarily phenomenological. An important conclusion from thermo- 
dynamic models is that the spreading energy at full equilibrium is scaled by the 
effective surface pressure of adhesion sites: i.e. Wa "~ ~ZBkT where ~B is the surface 
density (number/area) of adherent receptors [10]. The free energy of binding deter- 
mines the fraction of bound adhesion sites at equilibrium; but the energy increment 
gained as bonds form balances the energy increment lost as bonds dissociate. Only 
entropy confinement is left to expand the contact. However, far from equilibrium, 
the mechanical work to separate the contact wf approaches a limit characterized by 
the binding energy [10]. The caveat for biological cell adhesion is that receptor 
densities are usually very low (< 1011/cm2). Thus, the equilibrium energy scale for 
spreading is weak (< 4 x 10 -3 erg/cm 2) in comparison to mechanical energies for 
deformation of the cell cortex. 

Biological cells adhere to other cells or material substrates by completely nonideal  
processes. Attraction appears to be short range and localized to molecular-focal 
attachments (e.g., created by molecular bridges with agglutinins or direct bonds with 
intrinsic cell adhesion molecules). Interfacial forces of attraction between cells are 
not sufficient to pull the surfaces together. Clear evidence of this feature is that 
cells normally do not spread spontaneously on a substrate unless pushed into contact 
by external forces (mechanical impingement). Left alone, cells increase contact area 
either slowly through structural relaxation or rapidly by active motility. The behavior 
is simple: cells stick where they 'crawl, flow, or are pushed'! 

Most receptors and molecular adhesion sites on cell surfaces are relatively mo- 
bile; thus, it is expected that (given time) the focal character of intersurface bonding 
should be dispersed by lateral diffusion. Eventually, equilibrium should be reached 
where regions of contact are uniformly bonded. Based on measurements [11] of 
receptor diffusivity (> 10-11 cm2/sec) and characteristic lengths of 10 - 4  cm, only 
a few minutes should be required to reach this fully-bound state. In fact, receptor 
diffusion does appear to promote large regions of adherent contact for fluid-like inter- 
faces with high densities of adhesive ligands (e.g., agglutination of lymphocytes by 
lec t ins-  see Bongrand chapter and ref. [12]). On the other hand, unstimulated cells 
often take many hours to spread on surfaces even though the cells adhere immedi- 
ately at a few points or can be made to adhere strongly by mechanical impingement 
of the cell against the substrate. Hence, biological cell adhesion seems to be 'kinet- 
ically trapped' to a great extent, much more than can be accounted for by diffusive 
limitations. Kinetic restrictions and strong focal bonding between cell membranes 
show-up in physical studies of cellular adhesion as irreversible behavior: i.e. little 
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(if any) detectable tendency (affinity) to spontaneously spread but strong force is 
needed to subsequently detach an adherent cell (Wa << wf). Indeed, the strength of 
attachment after contact can be enormous - greater than the structural integrity of 
the cell material; and separation often leads to material rupture of the interface [13]. 

This phenomenological scenario indicates that physical actions in cell adhesion 
can be conceptually partitioned into mechanisms that lead to 'ideal' and 'nonideal' 
behavior. However, significant aspects of adhesion in biology are peculiar to cellu- 
lar biochemistry and specific types of substrates. These particular features will be 
ignored here in order to focus on the general mechanisms involved in all biological 
adhesion processes. Macroscopic energy densities for contact formation v i sa  vis 
separation provide the physical diagnostics of adhesion; thus, a brief review of the 
macroscopic mechanics of adhesion will be given first accompanied by examples of 
adhesion experiments. 

3. Mechanics of adhesion: Macroscopic view 

Cell structure is heterogeneous and anatomically complex, but the interior is often 
a soft liquid-like environment. Thus, mechanical stresses become distributed almost 
uniformly as hydrostatic pressure. The major stress variation occurs within a layer 
near the cell surface, i.e. the cell cortex, which can be as thin as a lipid bilayer 
(~ 40 ,~) or as thick as an actin meshwork (> 103 ,~). Even so, the cortex thickness 
is usually much smaller than the radii of curvature that characterize the macroscopic 
cell shape. Because of this, stresses can be integrated through the cortex to create 
macroscopic force cumulants or resultants called 'tension' (force/length) that balance 
external forces to first order plus 'moments of stress' that contribute higher order 
bending corrections [14]. These resultants embody the mechanical opposition to 
deformation when cells adhere to surfaces or are forced to separate from contact. 
In the mechanical sense, the cell cortex is reduced to a thin shell, labeled as a 
'membrane' by mechanicians [14]. However, the mechanical membrane includes 
the lipid bilayer, extrafacial glycocalyx, and subsurface cytoskeleton scaffolding- 
i.e. everything (including microscopic 'roughness') from the liquid-like cytoplasm to 
the external aqueous medium. Even though this region can exceed 102x the thickness 
of the lipid bilayer, it still behaves mechanically like a 'membrane' provided that 
the principal radii of curvature (R1, R2) for the cell shape exceed the thickness by 
an order of magnitude or more. Certainly, the mechanical membrane abstraction 
oversimplifies the stress distribution in some cells; but the approach provides an 
easily understood way to connect the macroscopic mechanics of cell deformation to 
microscopic physics of adhesion. 

At mechanical equilibrium (where a cell is stationary or moving very slowly), 
adhesion is characterized macroscopically by the differential balance between me- 
chanical work expended to deform the cell capsule vis a vis energy gained with 
interfacial contact. In situations of strong adhesion (where high tensions are in- 
volved), mechanical equilibrium of an adherent capsule is deceptively simple: i.e. 
the energy either gained (Wa) per unit area of contact formation or expended (we) 
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Fig. 1. Strong adhesion (adhesion energies Wa > 10 -3 erg/cm 2) and spreading of a neutral lipid 
bilayer vesicle onto a stiff pressurized vesicle (diameters ,,~ 20/zm). The adhesion process is 'ideal' as 
verified by the reversibility of bilayer tension versus apparent contact angle 0c; tension is controlled by 

pipet suction pressure. 

to separate a unit area of contact is directly proportional to the tension 7"m in the 
cortical shell or membrane, 

Wa / 
zof 

--  Tm ( 1 - cos 0c) ( 1 ) 

where (1 - c o s  0c) is a mechanical leverage factor that depends on the 'apparent' 
contact angle 0c between the capsule contour and substrate outside the perimeter of 
the contact as shown in fig. 1. As indicated, the proportionality also holds for both 
formation and separation (fracture) of contact; but the 'peeling' tension may not 
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Fig. 2. Results for contact angles and bilayer tensions derived from adhesion experiments (cf. fig. 1) 
with neutral phospholipid vesicles in a 0.1 M NaC1 solution. Attraction was driven by Van der Waals 
forces with stronger adhesion between phosphatidylethanolamine bilayers (data on the left) than between 
phosphatidylcholine bilayers (data on the right). Closed and open data symbols represent discrete 
equilibrium steps in the process of contact formation and separation, respectively. The solid curves are 
correlations predicted for uniform-fixed values of free energy reduction per unit area of contact (i.e. 

adhesion energy Wa). 

be the same as the 'spreading' tension. Also, it is important to note that the actual 
contact angle at the substrate is very small since the capsule contour is nearly tangent 
to the surface within the contact region. The important features of adhesion for 
membrane capsules are illustrated by the example in fig. 1 of lipid bilayer vesicles 
drawn together by Van der Waals attraction. In fig. 1, the angle appears distinct 
because cortical bending stiffness is overwhelmed by the tension force. Clearly, 
if 'bigger magnification' were possible, we would see a continuous bend of the 
contour to microscopic-tangential contact. The mechanical balance (eq. (1)) for 
s t r o n g  adhesion of fluid-like capsules (shown in fig. 1) is demonstrated in fig. 2. 
These data were derived from measurements [15] of tension and contact geometry 
for adhesion of lipid bilayer vesicles driven by colloidal attraction. 2 Unlike f r e e  

liquid interfaces, both bilayer tension and angle 0c are variable; but the adhesion 
energy is uniform, constant, and reversible. The reason that the tension can vary 

2 The method for control of the adhesion process involved manipulation of vesicles by micropipets. 
The vesicles were maneuvered into close proximity, allowed to adhere, and pressurized by pipet suctions. 
The tension in each vesicle was regulated by suction pressure. One vesicle was stiffened by high tension 
whereas the other vesicle was allowed to spread on the stiff vesicle to an extent limited by a low bilayer 
tension (fig. la). Reversibility of adhesion was verified by measurements of tension versus contact angle 
for both formation and separation of the contact. When released from the pipet, the adherent vesicle 
spread to maximum contact limited by fixed surface area and volume as shown in fig. lb. 
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is because the lipid bilayer is a tightly condensed material [16]. The tension is a 
stiff-elastic response to pressurization that arises when the vesicle area is required 
to increase as the adhesive contact spreads. Hence, the vesicle area: volume ratio is 
the principal determinant of the contact geometry (i.e. angle 0c). 

For microscopically 'rough' cells, the effective area of the cell cortex can be 
increased by smoothing roughness which enables formation of large macroscopic 
contacts at low stress. The expansion of the cell cortex usually requires tensions 
that increase slightly with area, i.e. 7"m - -  7"0 + K ( A f i i / J t )  where .A represents the 
macroscopic-scale (apparent) area of the cortex. The elastic constant K for lipid bi- 
layers is very large (102-103 dyn/cm) and the 'natural' (reference) tension 7o is zero. 
Thus, the area of lipid bilayer vesicles remains essentially constant throughout the 
adhesion process. By comparison, the elastic constant for expansion of the cell cor- 
tex is usually much smaller (< 10-2-10 -2 dyn/cm for cells like blood phagocytes). 
Thus, by unwrinkling the superficial bilayer, the cortex area can easily be enlarged 
to allow adhesive contact. In living cells, these properties appear to be regulated 
by contractile processes in the cortex. The relationship between adhesion energy, 
cortical tension, and apparent contact angle 0c is modeled in fig. 3 for adhesion of 

I I / I I I I /  ~~/////// 
180 

I K/,-, = o 

(o) 9 0  = 

0 
0 5 

w a / r o  

Fig. 3. Predictions of contact angle 0c in relation to adhesion energy Wa for adhesion of a macroscopically 
spherical cell to a fiat substrate. The cortex of the cell is assumed to possess an initial cortical tension ro 
with an elastic expansion modulus K so that the tension in the cortex is given by 7-m = 7"0 + K(Aflt/flt). 
For biological cells, the increase A ~  in macroscopic area is provided by smoothing of bilayer wrinkles 

as illustrated in the sketches. 
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Fig. 4. Illustration of the competition between substrate adhesion and 'self' adhesion for a flexible 
membrane capsule with excess surface area. (a) Equilibrium shape of the capsule in the regime dominated 
by substrate attraction. (b) Equilibrium shape when membrane 'self' adhesion energy Wm is comparable 
to substrate adhesion energy Wa. (c) Equilibrium shape driven by 'self' adhesion without contact to the 

substrate. 

a macroscopically spherical cell to a flat substrate. This relation shows why smooth 
lipid bilayer spheres (K >> Wa) only adhere with small contact areas (0c < 30~ 

For simple membrane capsules with excess surface area, a subtle feature of strong 
adhesion is that the membrane may 'self adhere' as well as spread on another sub- 
strate. This situation is shown schematically in fig. 4. For strong adhesion (where 
bending rigidity is negligible), there is a critical angle 0 c beyond which the mem- 
brane can 'lap onto itself' driven by a self attraction energy Wm. Simple energetics 
for fluid membranes predict that the transition illustrated in fig. 4a--+b should occur 
when, 

COS0c <~ (Wm/Wa- 1)/(Wm/Wa d- 1) (2) 

governed by the ratio Wm/Wa of self attraction to substrate attraction energies. An 
obvious corollary to the situation depicted in fig. 4b is self adhesion without contact 
to a substrate (fig. 4c). Clearly, this type of behavior is possible when the membrane 
tension (determined by pressurization of the capsule) falls to the level of the self 
attraction energy (i.e. 7"m ~ Wm). There are many geometric variations on this self 
adhesion theme. Because biological membranes are optically invisible, self adhesion 
is most easily recognized when a capsule appears to stop spreading on a substrate 
even though additional contact area is made available by reduction in volume. Self 
adhesion behavior is frequently observed in experiments with lipid bilayer vesicles. 
For example, it is difficult to achieve adhesion between weakly attracting vesicles 
of different compositions when self attraction of each membrane is stronger. Self 
adhesion requires that elastic energies of deformation be small compared with the 
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Fig. 5. Weak adhesion (adhesion energies Wa << 10 -3 erg/cm 2) of a lipid bilayer vesicle to a stiff 
pressurized vesicle (diameters ,-~ 20/~m) in 0.1 M NaC1. (Here, the neutral lipid bilayers were doped 
with a small percentage (~  5%) of negatively charged lipid to reduce attraction.) The continuous bend of 
membrane to the contact zone demonstrates the bilayer bending rigidity and exposes the parallel contact 

between the membrane surfaces. 

attraction energies. As such, fluid membrane interfaces with weak bending rigidities 
are most susceptible to self adhesion - especially when membrane attractions are 
strong. 

As membrane attraction weakens, bending rigidity as well as other 'stiffnesses' 
in the capsule shell lead to significant deviation from the classical energetics for a 
'fluid interface' represented by the Young-Dupre relation (eq. (1)). When adhesion 
is weak, the small region of membrane bending can reach macroscopic dimensions. 
The weak regime of adhesion is demonstrated in fig. 5. Here, bending rigidity 
(higher order 'moments' of stress in the membrane or cell cortex) becomes compa- 
rable to the mechanical action of the tension force. Precise mechanical analysis of 
this situation is not trivial; major numerical computations are required to calculate 
the capsule geometry and energetic balance [17, 18]. However, a good first-order 
approximation [15] to the analysis is given by, 

Wa -- (Wa" eO) 1/2 ~ "rm(1 -- COS Oc) (3)  

where 0c is the effective contact angle indicated by the flattened capsule shape 
(cf. fig. 5). The constant e0 is the elastic bending energy threshold that must be 
overcome to initiate contact, i.e. e0 = kc/2R 2 with R as the characteristic capsule 
radius, kc is the elastic modulus for bending. For smooth cell-size capsules, the 
threshold is extremely small when the rigidity is dominated only by the lipid bilayer 
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kc ~ 10-12 erg [ 16] and R > 10 - 4  c m  (e0 << 10 - 4  erg/cm2); but the effect of bending 
stiffness remains important even when Wa/e0 ~ 10 (as indicated by the 'geometric 
mean' of adhesion energy and bending energy threshold). (Note" the size of the 
bending-dominated contour follows from the mechanical boundary condition at the 
perimeter of the contact where tension, bending stiffness, adhesion, and membrane 
curvature are related by 1/Rc - V/2Wa/kc, refs [17-18].) 

The macroscopic relations for mechanical equilibrium, eqs (1) and (3), demonstrate 
that discrimination between ideal and nonideal adhesion behavior lies in observation 
of both the tension induced by contact spreading and the tension required to peel 
the contact apart. Thus, if a cell is not stressed by natural contact spreading, the 
adhesion energy must be negligible. On the other hand, if large stresses are produced 
in the cell under mechanical detachment, the fracture energy is large. Turning now 
to the microscopic features of physical actions in adhesion, we begin with ideal 
processes driven by classical 'colloid forces'. These forces act ubiquitously on 
particles suspended in liquid media. As we will see, colloid forces only govern 
adhesion for the simplest membrane structures (e.g., smooth lipid bilayers) or in 
unusual situations where large attractions persist at long range from the surfaces. 

4. Membranes:  Macrocolloids 

Membranes are supermolecular assemblies of organic molecules localized to a thin 
interfacial l aye r -  from 30 A to > 500 * in thickness. Thus, membranes are macro- 
colloids that act on each other nonspecifically through the classical interactions well- 
established from the study of particle suspensions (e.g., ink, milk, clays, etc.). The 
prominent attribute of colloid interactions is that they essentially superpose (neglect- 
ing subtle effects). The net interaction can be expressed by a force cr  n per unit surface 
area that depends only on separation 'z' between surfaces. Thus, adhesion is driven 
by a physical potential that cumulates the action of all the forces from macroscopic 
separations to microscopic contact. The reversible potential (adhesion energy Wa) 
represents the energetic balance between attractive and repulsive interactions, i.e. 

f~ Zc W a  - -  - -  O'n dz. (4) 

Colloid interactions are commonly classified according to their range of action: 
Long range forces include electrostatic forces that decay exponentially (Cres ~ -Pes z 
e -z/:~e,') in electrolyte solutions (e.g., the decay length Aes ~ 10 * and 0.1 M NaC1) 
and an inverse power-law (Van der Waals) attraction (avdw ~ An/z  2) that extends 
effectively to macroscopic distances [ 19-21 ]. Van der Waals forces emanate mainly 
from the hydrocarbon core of the lipid bilayer [20]. In addition, steric exclusion 
of macromolecules from interfacial regions leads to long range 'depletion' attraction 
(or M ~ HMe -z/~) that also decays exponentially with distance [22]. The decay length 

is established by the correlation length for the macromolecular concentration field 
(typically the 'size' of the molecule, e.g., ~ 10-100 ,~). Of the long range forces, 
Van der Waals attraction should dominate at large separations to draw membranes 
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into adherent contact. For 'atomically-smooth' surfaces, the attraction creates large 
adhesion energies characteristic of liquid interfacial energies, e.g., ,-~ 50 ergs/cm 2 
or more. However, as shown by the results in fig. 2, adhesion of 'smooth', neutral 
bilayers yields adhesion energies [23] that are orders of magnitude smaller (~ 0.01- 
0.1 erg/cm2). 

Weak adhesion of neutral bilayers exposes the existence of a strong short range 
repulsion that prevents direct atomic contact. The short range force is often referred 
to as a 'hydration' force because it opposes condensation of all 'hydrated' molecular 
interfaces, e.g., DNA, proteins, and surfactant lipid molecules (ref. [24]; see Rand 
and Parsegian chapter for elaboration). At small separations, repulsion between lipid 
bilayers becomes enormous! Several hundred atmospheres of pressure are required 
to push bilayer surfaces to < 10 ,~; but the repulsion deca~cs rapidly with exponential- 
like character (Crh ~ --Phe-x/~h; decay length Ah ~ 2-3 A). The major consequence 
of the 'hydration' force is to stabilize neutral bilayer adhesion at separations between 
10-30 A. Since Van der Waals forces decrease as ~ 1/distance 2, increasing separation 
from 'atomic' (1 .~) distances to 10-30 A diminishes the potential for adhesion by 
1/100-1/1000! Clearly, the 'hydration' force is essential for biological existence! 
Without it, bilayers (DNA and many proteins in solution as well) would collapse 
to condensed (dehydrated) s ta tes -  destroying membrane structure and prohibiting 
biological function. Surprisingly, the physical origin of this force remains obscure 
at present. Several actions probably contribute to repulsion at short range: steric 
forces, solvent structure forces, electrostatic forces, etc., all of which are supported 
to some degree by experimental evidence. General study of colloid forces at short 
and long range is a major scientific activity which need not be reviewed here. The 
important question is: what roles do these ever-present actions play in biological 
adhesion processes? 

4.1. Van der Waals attraction 

The impact of colloid attraction depends strongly on the structure of the interface, 
principally topographical 'roughness' and electrical charge distribution. For exam- 
ple, smooth bilayer vesicles composed of electrically-neutral species (e.g., phos- 
phatidylcholine PC and phosphatidylethalamine PE) adhere spontaneously in salt 
buffer (> 10 -3 M NaC1) as shown in fig. 1. However, the values of adhesion en- 
ergy differ by an order of magnitude for the two lipids (PC~ 0.01 erg/cm 2 and 
PEN 0.1 erg/cm2). The reason is that the 'hydration" force is larger in PC bilay- 
ers; the bilayer separation is increased from ~ 12 A for PE to ~ 27 A for PC 
(as measured by X-ray diffraction me thods -  see Rand and Parsegian chapter). In 
contrast to lipid bilayers, biological membranes (even macroscopically smooth red 
blood cells) show no tendency to spontaneously spread on one another in 0.1 M 
NaCI! The diminished attraction is not surprising since large extrafacial peptidogly- 
can moieties limit bilayer separations to > 100 A. Hence, the adhesion potential due 
to Van der Waals forces should be extremely small (below 10 -3 erg/cm 2 since the 
attraction diminishes as 1/distance 4 at large separations). Therefore, macromolecular 
and other steric 'roughnes' essentially quench Van der Waals forces so that they can 
usually be neglected in biological adhesion. However, this colloid action persists as 
a background attraction. 
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4.2. Electric double layer repulsion 

Even though Van der Waals attraction can be neglected, electrostatic forces (mainly 
repulsive between cell surfaces because of the preponderance of negative charge) can 
play an important regulatory role in biological cell adhesion. Electrostatic repulsion 
in electrolyte solutions originates from osmotic pressure between surfaces created by 
an excess of counterions drawn into the gap to neutralize the electric field created 
by surface charges. In 0.1 M monovalent salt solutions, the repulsion decreases 
rapidly with separation; the exponential decay length ~es is about 10 A. Because 
of the limited range, the principal effect of surface electrical charge is to reduce 
the adhesion potential near contact. This consequence is clearly shown by adhesion 
of lipid bilayer vesicles that contain small admixtures of negatively charged lipids 
(e.g., phosphatidylserine PS). Although weakened, the adhesion process remains 
'ideal' - consistent with the direct dependence of electrostatic interaction on distance. 
Adhesion energies diminish rapidly with small increases in bilayer charge content 
[28] as shown in fig. 6 (e.g., a ratio of PC:PS of only 20 : 1 reduces the potential 
for adhesion by an order of magnitude from 10 -2 to 10 -3 erg/cm2). Biological cell 
surfaces possess much higher charge densities; but the charges are distributed over 
a thick glycocalyx outside the bilayer core. Because of 'screening' by ions in the 
electrolyte environment, repulsion acts primarily at short distances within about a 
decay length Aes from the outer end of the glycocalyx and only charges that lie within 
a decay length from the end of the glycocalyx will contribute to the repulsion. Given 
a volumetric charge density t3 (i.e. charge/volume) in the glycocalyx, repulsion can be 
approximated by an interaction between surface charge densities of/0,~,es 'pinned' to 
the periphery of each glycocalyx. (The magnitude of the prefactor Pes for repulsion 
ranges between 1-10 Atm (106-107 dyn/cm 2) for surface charge densities in the 
range of 1012-1013/cm 2 characteristic of cell interfaces.) 

4.3. Entropy-driven repulsion between flexible membranes 

A subtle feature of highly flexible membrane structures (e.g., lipid bilayers and red 
blood cell membranes) is that repulsion is greatly extended by confinement of thermal 
fluctuations [25-27]. Random microscopic variations in surface contour establish a 
significant configurational entropy for the membrane. The thermal-bending excita- 
tions are collective modes with a continuous spectrum of wavelengths from micro- 
scopic to macroscopic dimensions visible to an observer. For instance, red blood cell 
'flicker' is the long wavelength manifestation of this 'Brownian' behavior. When 
membranes are forced into close proximity by attractive fields or mechanical im- 
pingement, entropy is confined (i.e. 'heat' is forced out) which requires mechanical 
work. For unstructured and noninteracting surfaces, the entropy reduction leads to a 
simple inverse-square law of steric repulsion (predicted many years ago by Helfrich 
- ref. [25]). However, of even greater consequence for interacting surfaces, the 
superposed action of all fields is altered to extend repulsion and diminish attraction 
[28-29]. The nonclassical effect is clearly evident in the precipitous quench of attrac- 
tion between weakly charged vesicles (cf. fig. 6). In general, nontrivial calculations 
are required to predict steric effects when fields are presented; but qualitatively, there 
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Fig. 6. Free energy potentials (adhesion energies) for adhesion of neutral lipid vesicles with small 
admixtures (0-6%) of electrically charged lipids in 0.1 M NaC1 plotted as a function of the prefactor 
Pes for electric double layer repulsion. Solid triangles represent the strong adhesion regime where 
behavior is consistent with classical double layer predictions (dotted curve). Open triangles demonstrate 
the precipitous departure from classical disjoining that results from confinement of thermally excited 
fluctuations in membrane conformation. No attraction is observed between lipid bilayers that contain 

more than 1 charged lipid per 15-20 neutral lipids. 

is a threshold-like behavior for flexible membrane capsules where the potential for 
adhesion is cut-off at a low level (e.g. ,-~ 10 -4 erg/cm2). Thermal fluctuations mod- 
erate adhesion of synthetic surfactant membranes and even highly flexible surfaces 
of mammalian red blood cells. However, in most cases, the effect can be neglected 
in the adhesion of cellular organisms. The cell cortex and cytostructure are too rigid 
to be displaced significantly by thermal excitations. 

4.4. Depletion driven attraction 

One type of colloid attraction can be significant in biological adhesion: i.e. macro- 
molecular 'depletion' forces. The attraction is similar in origin and functional f o r m -  
but opposite in s i g n -  to electric double layer repulsion. Depletion forces are driven 
by reductions in osmotic pressure at the midpoint between surfaces which accom- 
pany steric exclusion of macromolecular solutes from nonadsorbant interfaces [22]. 
Because of random molecular motion, the exclusion fields interact at long range 
to attenuate the concentration in the gap even when separations exceed molecu- 
lar dimensions. The correlation length ~ of the concentration field establishes the 
decay length for the depletion force and the osmotic pressure/-/M contributed by 
the macromolecular constituents sets the magnitude of the interaction. (Note: for 
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The intercept at zero volume fraction is the level of adhesion energy produced by Van der Waals forces 
between the neutral vesicle surfaces. Note: there is no dependence on the size Np (number of monomer 
segments) of the soluble polymer as expected for this 'semi-dilute' regime in good solvent conditions. 

nonpolymeric macromolecules, molecular size essentially determines the correlation 
length ~. However, for large flexible polymers in solution, the decay length is estab- 
lished by volume fraction and 'quality' of the solvent- refs [22] and [30].) Because 
of the exponential dependence on separation, the potential contributed by depletion 
forces scales as //M~. Hence, concentrated solutions of large polymers can produce 
strong aggregation of membrane capsules and cells. For example, adhesion of lipid 
bilayer vesicles in concentrated solutions of dextran and polyethylene oxide poly- 
mers demonstrates an enormous increase in potential for aggregation with smooth 
surfaces (fig. 7). Although much weaker than polymer-driven adhesion, the potential 
for lipid bilayer vesicle adhesion in plasma proteins (albumin and fibrinogen) also 
increases in direct proportion to osmotic pressure of the protein solution and protein 
dimension [22]. 

In contrast with smooth lipid bilayers, aggregation of red blood cells in concen- 
trated polymer and fibrinogen solutions is characterized by much lower adhesion 
energies (~ 10-3-10 -2 erg/cm2); no aggregation is seen in monomeric albumin so- 
lutions. Clearly, the important factor is interfacial structure. For cell surfaces, small 
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molecules like albumin easily penetrate into the glycocalyx to greatly diminish de- 
pletion whereas larger species like fibrinogen are excluded from the glycocalyx to 
extend depletion. This explains why aggregation occurs when polymers of albumin 
are present. For cell surfaces, the potential for adhesion is reduced both by penetra- 
tion of the solute into the glycocalyx and electrostatic repulsion between superficial 
charges. In relation to biology, the important feature is that environments of con- 
centrated proteins in sera and connective tissue gels can contribute 'pressures' to 

Fig. 8. Spontaneous adhesion and spreading of a red blood cell onto a sphered red cell surface in 
a concentrated solution of high molecular weight dextran polymer. Note: the 'ideal' character of the 
adhesion process is demonstrated by the elastic deformation of the cell where the membrane 'spreading' 

tension is on the order of the adhesion energy (10-3-10 -2 erg/cmX). 
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draw surfaces closer together when protein solutes are excluded from contact zones. 
For example, agglutination of cells by antibodies is strongly enhanced in concen- 
trated solutions of nonadsorbing polymers [31]. Similarly, ineffective agglutinins 
and viruses are often 'potentiated' by polymer solutions [32]. 

A universal feature of depletion forces is that they lead to ideal adhesion where 
adhesion energy matches separation (fracture) energy. For example, red cells are 
elastically deformed by contact spreading in polymer solutions (fig. 8); tension builds- 
up in the membrane to oppose the adhesion potential. Spontaneity of spreading 
and cell body deformation is an obvious 'signature' of ideal adhesion w h i c h -  if 
obse rved -  immediately points to the long range nature of attraction between the 
surfaces. Unfortunately, this behavior is seldom (almost never!) seen in biological 
cell adhesion. 

5. Biological adhesion: Contact formation 

For biological functions that involve interactions between cells, nature has chosen 
to suppress the labile-spontaneous action of colloid forces. Attraction is restricted 
to focal-molecular bonding with no apparent long range contribution from Van der 
Waals forces. As such, cells seem well stabilized against nonspecific adhesion. The 
universal presence of a thick (~ 100 ,~) extrafacial 'forest' of sugar peptides estab- 
lishes a significant steric barrier - enhanced by electrostatic repulsion local to the 
periphery. In addition to molecular roughness, cells usually exhibit large contour 
roughness in the form or wr ink les -  f o l d s -  spikes. The contour or 'topographi- 
cal' roughness is driven by tectonic contraction of the cytoskeletal structure in the 
cell cortex. The strong steric impedance to adhesion is augmented by mechanical 
rigidity of the cortex which enables cells to easily avoid adhesion except at very 
localized promontories. To form large contact areas, a smoothing process is required 
to achieve high densities of molecular attachments. Here, nature has developed cell 
motility as the mechanism to spread contact and to smooth-out interfacial asperities 
(examples shown in fig. 9). Even so, adhesive contacts between biological cells of- 
ten appear irregular with many unbound (defect) regions and infrequent attachments 
between surfaces. Irregular contacts should compromise the strength of adhesion. 
However, cell-cell contacts are usually strong and difficult to separate. Since initial 
contact formation originates primarily from active cell motility or external mechan- 
ical impingement, the central question is what determines the strength of adhesion 
in biology? 

5.1. Spreading by cytoskeletal contraction 

More subtle than cell motility (amoeboid 'crawling'), receptor-cytoskeletal 'cou- 
pling' in cells provides another mechanism to spread contact. The action requires 
that contractile stresses (tensions) in the subsurface cortical network be transmitted 
to the intersurface attachments through receptor linkages and that cortical contrac- 
tion outside of the contact region be much stronger than inside the contact. This 
differential contraction in the cortex creates a mechanical spreading energy given by 



Physical actions in biological adhesion 741 

Fig. 9. Examples of the 'universal' mechanism that drives biological cell contact formation: video 
micrographs of a blood granulocyte actively (a) spreading on an endothelial cell surface and (b) engulfing 

a yeast pathogen. 

excess contractile tension AT N in the network. As such, mechanical equilibrium is 
again approximated by a 'Young-Dupre' relation, 

A T  N --" (7"B1 -t- 7" N)(1 - c o s  0c) (5) 

where Till - -  7"B1 --]-- 7" N is the total tension contributed by bilayer and network forces, 
respectively. In this way, binding of cell surface receptors can signal a mechanical 
transduction to spread contact and stress the adherent cell. To a casual observer, the 
response would seem like ideal 'wetting' (as if driven by a true adhesion energy); 
but actually the process is driven by cytoskeletal action. An amplifying feature is 
that surface roughness is diminished to simultaneously promote recruitment of new 
adhesive attachments and strengthen adhesive contact. Differential contraction in 
membrane cytoskeletal structures may be an essential mechanism for separation of 
different cell types in tissue development. Such a mechanism could account for 
the 'apparent' surface energy driven organization of mixed-cell aggregates that was 
observed many years ago [36]. A major 'clue' is that the 'apparent' surface energies 
deduced from measurements of interfacial tension [36] were quite large ,-~ 1 erg/cm 2, 
too large (by at least 102 !) to have been created by equilibrium attachments between 
cell surface receptors. On the other hand, differential contraction in the cytoskeletal 
structure of cells c a n  easily produce mechanical energies of ,-~ 1 erg/cm 2. 
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6. Biological adhesion: Focal bonding 

Unlike long range colloid forces that are distributed uniformly over surfaces, spec i f i c  

bonding between cell surface receptors is localized to microscopic sites (either by 
soluble ligand bridges or direct receptor-receptor bonds). Most likely, the range 
of the direct bonding force is only 'atomic' in scale. However, conformational 
flexibility and thermal motion combine to extend the range of bonding force. Even 
so, the attachment remains focal in character where attraction is perhaps active only 
over distances of a few nanometers. Again different from colloid interactions, the 
'physics' of specific molecular bonding cannot be expressed in terms of a universal 
potential of mean force. Conceptually, local atomic structure of the binding domain 
governs the direct interaction which is most easily represented by a short range 
contact potential. On the other hand, it is the conformational stiffness of the receptor 
and ligand that regulate the actual range of action. As such, unpredictable variations 
in strength and range easily arise in specific adhesive interactions. Thus, bonding is 
principally characterized by a thermodynamic affinity for bond formation at contact 
and a phenomenological rupture force that represents the strength of attachment. 
Conceptually, the rupture force should be the maximum gradient in the effective 
bonding potential. However, attachments may fail by several possible mechanisms: 
i.e. bond dissociation, internal 'fracture' of molecules, extraction of receptors from 
the membrane, etc. The question is what microscopic actions govern the strength of 
attachment? 

Fig. 10. Video micrograph of a micromechanical measurement of rupture strength for a molecular-point 
attachment between red blood cell surfaces (formed by an agglutinin cross bridge). Displacement Ax of 
the pressurized cell on the left provides a direct measure of the force applied to the focal attachment site. 
Note: the force at detachment was order 10 - 6  dyn (10 -11 N) and was determined from the membrane 

tension 7"m plus the displacement Ax (i.e. f ,,~ " rmAx) .  
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6.1. Strength of  attachment 

A significant 'clue' to microscopic determinants of adhesive strength has come from 
measurements [13] of discrete forces required to rupture focal attachments between 
red blood cells as demonstrated in fig. 10. 3 As shown in fig. 11, the rupture forces 
grouped around a common value of 1-2 • 10 -6 dyn (10 -6 dyn = 10-11 N) for several 
agglutinins (lectin, monoclonal antibody, polyclonal sera) with no obvious depen- 
dence on bond chemistry. Surprisingly, this magnitude of rupture force (,-~ #dyn) is 
an order of magnitude below values expected for weak hydrogen bonds and well be- 
low stronger types of chemical forces! What type of failure process could be so weak 
and nonspecific in character? The evidence strongly indicated that single molecular 
attachments (receptors) were extracted from the lipid bilayer core of the membrane. 
To examine this hypothesis, a comparative fluorescence assay was devised in which 
either the agglutinin was prepared in advance with a fluorescent label or the proteins 
in a native cell membrane were chemically conjugated with a fluorescent label. Then 
with each type of label preparation, large contact areas were produced by mechanical 
impingement of the native red cell against a chemically-rigidified test cell studded 
with agglutinin. The contacts were separated and the fluorescent 'footprints' left by 
the labelled constituents were examined to determine the locus of 'fracture'. The 
results clearly demonstrated that the agglutinin remained bound to receptors and that 
receptors were extracted from the native cell membrane [13, 31]. In engineering 
language, fracture of the adherent contact was obviously cohesive material failure 
not adhesive failure! Interestingly, the appropriate magnitude for the force (to pull a 
receptor out of a lipid bilayer) was predicted many years ago from simple consider- 
ations [33]. Based on theoretical concepts, the force should scale with the perimeter 
of the attachment (the square root of the number of hydrophobic membrane spanning 
sequences that form the attachment site) which is relatively insensitive to receptor 
structure. The lipid bilayer anchoring force establishes a universal threshold for 
rupture of the focal attachments between cell membranes unless adhesive bonds are 

3 To isolate microscopic attachments, a pressurized-spherical red cell was 'touched' to a chemically- 
fixed test cell surface prebound with agglutinin. By significantly reducing the level of agglutinin bound 
to the test cell, touching at a point only resulted in adhesion in about half of the attempts. This statistic 
implied that focal adhesion involved only 1 or 2 microscopic agglutinin bridges. When the pressurized 
cell was retracted by the pipet (fig. 10), the small attachment force deformed the cell until rupture 
occurred. The observed displacement Ax at the time of rupture provided a direct measure of the peak 
force for the microscopic contact as readily determined from a simple mechanical proportionality, 

fn = kRBC Ax. 

The elastic 'spring constant' kRB C for red cell extension is approximated by, 

kRB C ~ 27r. "rm/{ln(2RO/Rp) + ln(Ro~/rm/kc)}, 

Tm --- A P .  Rp/2[1 - Rp/RO], 

where P is the pipet suction applied to pressurize the deformable cell; Rp, R0 are radii of the pipet 
lumen and outer spherical portion of the cell, respectively. 
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Fig. l 1. Summary of forces measured for rapid detachment (< 1-5 sec) of red blood cells bonded at 
microscopic points by three different agglutinins. The cells were retracted at a steady rate of 0.4/zrn/sec. 
The histograms cumulate results from tests with cells attached by the following agglutinins: (a) the snail 
lectin HPA and (b) anti-A serum both of which bind to blood type A antigens (thought to be mostly 

glycolipids); (c) RI0 monoclonal antibody to red cell glycophorin A (a membrane integral protein). 
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extremely weak. Most likely, the major determinant of attachment strength is the 
presence or absence of linkage to the cortical cytoskeleton underneath the membrane. 
Because of the low value of the lipid bilayer anchoring force, it is likely that transient 
encounters between cells of the immune system and other cells may involve transfer 
of microscopic components from the weakest cell interface to the strongest. This 
could be a direct mechanism for cellular communication and perhaps important in 
'recognition'. 

6.2. Microscopic dynamics of  rupture 

Dynamics enters into the mechanics of contact fracture in two ways: First, forces that 
separate cell contacts act through the viscous materials of cell structure. Second, the 
microscopic failure of focal attachments involves time-dependent random processes. 
Cell materials often dominate the time response when adherent cells are separated. 
In many situations, cell compliance and dissipation compromise mechanical analysis 
of cell adhesion experiments and lead to unfounded conclusions. However, cell 
material response is peculiar to cell structure and method of mechanical loading. 
Thus, these particular features will not be addressed here in order to focus on the 
more general impact of microscopic processes on dynamic behavior. 

When considering microscopic actions, we must keep in mind that biological 
membranes are 'soft' - almost liquid like interfaces-  where thermal excitations 
play a major role in all events. Consequently, the forces observed to rupture focal 
contacts represent the macroscopic outcome of stochastic events (evident from the 
spread of forces in fig. 11). A random process for failure of focal attachments is 
expected to depend on the number of molecular connections within the attachment, 
magnitude and duration of the externally-applied force, etc. Even for three variables 
(number of molecular connections, magnitude of the applied force, and time), the- 
oretical description of the random process may not be trivial. However, a simple 
abstraction provides a rich venue for demonstrating major features of failure. In the 
simple model, failure is represented by a frequency u or rate of failure (number of 
events/time) which is an average over a large ensemble of times to reach failure for 
single attachments exposed to a specific level of force f [13]. Conceptually, the fre- 
quency should increase as the applied force increases; but the dependence on force 
may be very complicated. Phenomenologically, 'weak' versus 'strong' dependence 
on force can be approximated by a power law [13], 

u ..~ uo( f / fo )  a (6) 

which involves three parameters: intrinsic rate u0 and force f0 for failure, and an 
exponent 'a'. For a stationary random process, the probability density for failure 
(the fraction of molecular attachments that fail within a small increment of time) 
should decay exponentially with time, i.e. 

()° f e_~,o(Y/yo)~t p(t, f )  ~ u . e - v t  - u o  -~o (7) 
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following an instantaneous application of force. However, the force can never be ap- 
plied instantly so this is not the appropriate statistical density to predict experimental 
observations. In experiments, the force always builds-up at a finite rate, f = f .  t, 
which implies that the probability density for failure of single molecular attachments 
will be peaked, i.e. 

p(t, f )  ,.~ vob(vot)~e -b(€176 /~+ l, (8) 

b=- a( f  /~ofo) ~. 

The likelihood of failure increases initially with time and then decays exponentially. 
For constant rate of force increase, the forces at rapture in experiments should group 
around a 'most frequent' force f that is derived from the time t ~ where the probability 
density is maximal (i.e. f -  f - t ' ) ,  

f ~ fo ( f /avo fo)  l/a-t-1. (9) 

The 'most frequent' force is scaled by the intrinsic microscopic force f0 that underlies 
the failure process; but the dynamics shows up in the statistics of failure. If the force 
gradient is steep near failure (a >> 1), the rupture force will depend weakly on the 
rate of loading f. As will be discussed, predictions of the simple microscopic rupture 
process are qualitatively consistent with the macroscopic dynamics of separation for 
large agglutinin-bonded regions between red blood cells. 

7. Biological adhesion: Macroscopic contacts 

As already noted, formation of large contact regions in biological adhesion is driven 
mainly by external processes (either cell motility or mechanical impingement). The 
localized action of bonding is obscured by the macroscopic dynamics of cell defor- 
mation as contact spreads. The principal resultant of bonding affinity is to establish 
the surface density ~B (number/area) of binding sites for intersurface attachments. 
However, the actual density ~,a o f  attachments depends on several mesoscopic factors: 

(i) contour roughness and local mechanical stiffness of the membrane cortex; 
(ii) receptor diffusion and convective transport; 

(iii) receptor-cytoskeletal linkage and cytochemical 'induction' (e.g., active inser- 
tion and deletion of membrane receptors); 

(iv) steric hindrance by large surface moieties; etc! 
Any of these factors can significantly alter the density of attachments. However, 

one physical factor will be emphasized because it clearly regulates the patency and 
strength of all cell adhesive contacts: mesoscale roughness and mechanical stiffness. 

7.1. Contour roughness, mechanical stiffness and impingement 

Topographical roughness is a prominent characteristic of all cell surfaces (even the 
seemingly-smooth red blood cell) since wrinkles and other irregularities are pro- 
duced in the plasma bilayer as a consequence of cortical contraction and structure. 
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These mesoscale contour variations lead to geometric frustration of intersurface at- 
tachments. The frustration is compounded by local mechanical rigidity which can 
prevent the surface from being smoothed by adhesion at promontories. Ideally, the 
surface pressure of bound receptors should promote contact spreading. For typical 
values of receptor density on the order of < 1011/cm 2, the maximum spreading pres- 
sure is of order < 4 • 10 -3 erg/cm 2. The spreading action must exceed the local 
mechanical opposition to deformation in order to smooth the surface. Even in the ab- 
sence of stiffness from the cytoskeletal cortex, the mechanical energy threshold will 
be at least the order of membrane bending energy, i.e. kc/R2c, where 1/Rc is the char- 
acteristic curvature for a small promontory (> 105 cm-1). Given that kc > 10 -12 erg, 
the bending energy k c / R  2 ,.., 10 .2 erg/cm 2 will exceed the equilibrium potential for 
contact spreading. (Similarly, fluctuations in local curvature driven by thermal bend- 
ing excitations can only advance contact when fi, B k T  > kc /R2 . )  Hence, roughness 
becomes trapped by mechanical stiffness - not restricted by lateral mobility of re- 
ceptors - and is frozen by bonding at the promontories. 

Mesoscale roughness and mechanical stiffness clearly impede contact formation 
and moderate strength of adhesion when red cells are agglutinated by multivalent 
(bridging) antibodies and lectins [31]. These features are demonstrated in the video 
microscope images shown in fig. 12. Here, driven by mechanical impingement, large 
contact regions were agglutinated between red blood cells by monoclonal antibodies 
and then separated. 4 As the cells were separated, the peeling tension had to be in- 
creased progressively to reduce the contact dimension as shown in fig. 13. Because 
the detachment angle 0c remained close to 90 ~ the peeling tension at the perimeter 
provided a direct measure of the fracture energy wf. Consistent with the absence of 
spontaneous spreading, the initial level of tension was very low (< 10 .2 dyn/cm); 
but tensions of ~ 1 dyn/cm were necessary to fully detach the cell. The first sur- 
prise was that over the thirty-fold range of separation rates accessible to experiment 
(detachment from seconds to minutes), there was no detectable change in fracture 
energy! The other surprise was the absence of specific dependence on the type of 
agglutinin! Progressive strengthening of adhesion with separation appeared to be 
nonspecific (governed only by the amount of agglutinin prebound to the test cell and 
magnitude of impingement pressure) and insensitive to peeling rate. There was a 
clear phenomenological message: an important physical mechanism amplifies adhe- 
sive strength as biological cell contacts are separated! 

Discussed earlier, the microscopic origin of strength for these agglutinin attach- 
ments appeared to be lipid bilayer 'anchoring' with a common magnitude for rupture 

4 In these tests, a chemically rigidified red blood cell (preswollen to form a sphere) was used as an 
adhesive substrate for attachment of a normal red blood cell. To maximize the availability of attachment 
sites, monoclonal antibodies or lectins were bound at saturation only to the test particle surface in 
advance of the experiment. The normal red cell was not exposed to the agglutinin until surface contact. 
The normal red cell was maneuvered by micropipet to touch the agglutinin studded cell, but the cell only 
adhered to the test cell at a focal site without spreading. To produce large regions of contact, mechanical 
impingement was required as shown in fig. 12a. Finally, the flaccid cell was separated from the test 
cell by mechanical suction into the pipet (fig. 12b). The peeling tension at the perimeter of contact was 
derived from the suction pressure by straightforward mechanical analysis [34]. 
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Fig. 12. Video micrographs of micromechanical assembly and detachment of a normal red blood cell 
to/from a chemically-rigidified red cell prebound with agglutinin molecules (monoclonal antibodies or 
lectins). The cells were maneuvered to touch and adhered focally but did not spread spontaneously. 
Subsequent to mechanical impingement (a), the flaccid red cell was detached (b) from the rigid cell by 
pipet suction. Note the tenacious attachment as evidenced by extreme deformation of the flaccid cell. 

force. Taking the rupture force for a single attachment site as constant and of order 
,,~ 1-2 #dyn, it was deduced that the maximum level of peeling tension (,-~ 1 dyn/cm) 
corresponded to complete bonding of all agglutinin sites local to the contact perime- 
ter. This follows from the maximum number of agglutinin receptors per length of 
contact given by the square root of surface density; the surface density h B ,-~ 106/red 
blood cell implies the maximum number per length of 102/#m. By comparison, 
the number of attachments per length of perimeter consistent with the low values of 
tension at the beginning of contact separation (,-~ 0.01 dyn/cm) would be only a few 
attachments (< 10) per #rn! The comparison shows that amplification of fracture 
strength arises from major recruitment of microscopic attachments. What immedi- 
ately comes to mind is accumulation of receptors driven by lateral forces tangent 
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Fig. 13. Fracture energies (given by peeling tension "rm) plotted versus separation (reduction in contact 
dimension) for red cell pairs agglutinated by monoclonal antibodies (RI0) and snail lectin (HPA) which 
bind to different membrane receptors. The agglutinin concentrations used to precoat each test cell are 
given for both sets of experiments. (a) The fracture process appears to be insensitive to the rate of cell 
detachment. (b) The fracture process appears to be 'nonspecific' with no recognizable dependence on 

the chemically different agglutinins. 

to the membrane (i.e. drag of receptors into the contact zone). Indeed, this often 
happens when adherent cells are separated [35]. However, for the tests illustrated in 
fig. 12 (and the results in fig. 13), proteins in the substrate cell had been chemically 
cross-linked [31]. Thus, the amplification of adhesive strength resulted from a dif- 
ferent mechanism. Most likely, attachments were recruited by smoothing interfacial 
roughness interior to the contact as the cells were separated. Compelling evidence 
for this hypothesis is the frequent macroscopic observation that large-trapped fluid 



750 E. Evans 

pockets ('blisters') disappear from a contact zone during separation. Similarly, nu- 
merous mesoscopic defects (irregular attachment) have been seen along adhesive 
contacts in electron micrographic sections of agglutinated cells [37]. Consistently, 
mechanical analysis (to be described next) shows that a local mechanical pressure 
exists to push the surfaces together inside the contact region. Furthermore, the local 
compression of the contact is accompanied by lateral shear of the membrane relative 
to the substrate. Clearly, local impingement and tangential smoothing of interfacial 
roughness will lead to new attachments. The important lesson is that mechanical 
impingement and interfacial smoothing are inherent to the mechanical process of 
separation for flexible membranes. 

7.2. Mesoscale mechanics of fracture 

The mechanics of fracture couples macroscopic peeling tension to microscopic at- 
tachment forces. The macroscopic consequence of focal bonding is that mechanical 
stresses (tension and stresses normal to the surface) appear to be discontinuous at 
the perimeter of the contact region [ 10]. However, in a conceptually magnified view 
(as illustrated in fig. 14), membrane tension remains continuous along the contour; 
the detachment force f is produced by local bending stress derived from gradients 
(dcm/ds) of membrane curvature, i.e. 

aCm 
Om ~ kc - ~ s  ..m fv/'~a. (10) 

The attachment force per length of perimeter is V~a" f given the surface attachment 
density ha. In turn, local bending stresses are coupled to the macroscopic peeling 
tension 7m through a leverage factor sin Oc; again Oc is the 'apparent' contact angle 
observed macroscopically. As such, the peeling tension becomes proportional to the 
average bond force along the perimeter, i.e. 

Tm sin0c ~ f~a. (11) 

Two mechanical corollaries accompany the relation between tension and attach- 
ment force. First of all, the peeling tension creates small lateral forces ft on attach- 
ments (as well as direct extensional forces f). The lateral force is produced by a 
small deviation of the detachment force from the local membrane normal (i.e. the 
surfaces are not exactly parallel at the perimeter of the contact). From mechanical 
analysis [10], the deviation angle 0* and the lateral force ft "~ f "  0* are predicted 
to depend on membrane bending stiffness and the effective range l B for action of 
single attachments. The result is that the deviation angle is a very weak function of 
peeling tension, 

O* ,',~ llB/2(Tm/k,c) 1/4. 

Hence, the lateral force is essentially proportional to peeling tension but small in 
magnitude. In the absence of cytoskeletal restrictions, these lateral forces drive 
receptors to accumulate at the contact perimeter. 
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Fig. 14. Schematic of 'mesoscale' fracture for membranes bonded by focal-molecular attachments 
(symbolized by 'Y'  in the upper sketch). Membrane bending stress Qm at the perimeter of the contact 
creates the force f to detach the focal bond and a tangential force ft acts to drag the attachments into the 
contact. Bending about the focal bond leads to a normal-compressive stress an (pressure) that pushes 

the surfaces together. 

Second, peeling produces a normal-compressive pressure on the membrane interior 
to the contact. Attachments along the perimeter form a 'fulcrum' around which 
membrane bending forces create an impingement pressure inside the contact. This 
pressure pushes the membrane surface towards the substrate surface over a narrow 
region dc (governed by the bond extension l s and local radius of curvature-  Rc) 
with a magnitude an that scales as, 

dc "" l l /2 (k ,c /Tm) l l4 ,  

Crn "" - Q m / d c  '-,: - 7 " m ( T m / k c l 2 )  114. 

The impingement pressure easily reaches the level of 1 Atm (10 6 dyn/cm 2) when 
tensions are large (~., 1 dyn/cm). Importantly, impingement locally smoothes the 
irregular membrane contour and promotes recruitment of new attachments inside the 
contact zone. 

The mesoscale mechanics predicts that peeling tensions should lie between specific 
bounds: i.e. a minimum level of tension below which the membrane contact can 
spread by local bonding and a maximum level of tension above which the membrane 



752 E. Evans 

is detached from the substrate. The 'adiabatic' (kinetically-trapped) mechanical limits 
expose the nonideal character of the adhesion process and are expressed by the 
following inequality (neglecting trigonometric factors of contact angle): 

2~2 
kcZB% < Cm < 

Therefore, the membrane tension ranges between a lower value governed by the 
paucity of attachments and an upper value established by the peak force f required 
to rupture attachments. The lower bound is dictated simply by the requirement 
that the curvature of the membrane contour proximal to the contact perimeter must 
be 'flattened' sufficiently to allow formation of new attachments at a distance of 
(1//na) 1/2 beyond the perimeter and within the range l B of bonding action. When 
practical values are introduced for these parameters, the level of tension compatible 
with contact spreading is less than 10 -3 dyn/cm. By comparison, the level of tension 
necessary to peel the contact apart can easily reach 1 dyn/cm when microscopic 
rupture forces are on the order of 10 -6 dyn or more. Phenomenologically, the 
strength of adhesion is determined by both the rupture force f and the density na 

of attachment sites. If the attachment strength remains constant throughout contact 
separation, the level of tension required to separate an adhesive contact will be 
govemed primarily by the local density of attachments. As already emphasized, the 
subtle aspect is that the rupture force f may be unrelated to the chemistry of the 
bond that initiated attachment. The rupture force measures the failure of the weakest 
component in the adhesion complex! 

8. Summary comment 

As described in the text, biological cell adhesion is a complex situation which (except 
in rare cases) cannot be treated as an ideal 'wetting-like' process. Consequently, it 
is not possible to write down a set of universal 'laws' that explicitly cover all cell 
adhesion phenomena. The objective here has been to expose unconventional features 
of biological cell adhesion and to relate microscopic actions to macroscopic behavior. 
Although important aspects have been overlooked, major physical determinants have 
been identified which are expected to be involved in every cell adhesion process. 
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1. Introduction 

Cell adhesion is a fascinating process. First, it plays a key role in many situations 
of biological and medical interest. Secondly, it is probably the best cell function 
to be considered for biophysical modeling from the micrometer to the molecular 
level. Thirdly, studying the biophysical aspects of cell adhesion leads to face many 
important problems of physics and physical chemistry as well as cell physiology. 

There are at least two ways of approaching the problem of cell adhesion. A first 
strategy would be to perform a thorough study of a simplified model likely to share 
some fundamental properties with biological systems. Far reaching results were 
obtained along this line by studying adherence-induced deformations of individual 
conjugates made between lipid vesicles and/or red cells of known mechanical proper- 
ties [28, 66]. As another example, detailed studies of the motion of antibody-coated 
red blood cells in controlled hydrodynamic flow yielded important information on 
the formation and rupture of intercellular bonds [169]. 

The aforementioned approaches yielded very useful data, and improved both bi- 
ological and physical knowledge. However, several parameters likely to influence 
the adhesive properties of nucleated cells cannot be explored with model vesicles or 
even erythrocytes. Thus, the lateral displacements of adhesion molecules depend on 
cytoskeletal constraints [168] and active cell processes [176] that are clearly quite 
different in blood leukocytes and red cells. Further, whereas erythrocytes are fairly 
smooth at the submicrometer level, nucleated cells are studded with a variety of 
protrusions, blebs, ruffles, microvilli or lamellipodia with complex mechanical be- 
havior and an obvious influence on adhesive interactions [129]. It seems therefore 
warranted to study biologically relevant models with available experimental and the- 
oretical tools, even if data interpretation is less clearcut than with simpler systems. 
Indeed, understanding cell adhesion first requires that we identify the key parameters 
influencing this process and obtain reliable order-of-magnitude estimates for them. 

The aim of the present review is to gather biological and biophysical data that 
are widely scattered in the literature, in order to allow biophysicists with a general 
knowledge of cell biology to assess the relevance of current physical concepts to 
cell adhesion. Hopefully, this might be useful to anyone willing to start research in 
this field. Therefore, we refer the reader to other reviews for a basic description of 
intermolecular forces [98] and their relevance to biological systems [22-24] as well 
as methods for studying cell adhesion [42]. 

First, we shall discuss some biological models of cell adhesion (with a bias related 
to the author's field of interest) in order to convey a quantitative feeling for the 
phenomena we are willing to study. 

Secondly, we shall review some experimental data that may help build a working 
model of the basic 'adhering cell'. 
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Thirdly, we shall discuss the sequential steps of cell adhesion and current physical 
theories that are relevant to the involved mechanisms. 

2. Representative models of cell adhesion 

It is difficult to describe cell adhesion in some detail without referring to well de- 
fined biological models. Indeed, quite different parameters are expected to play a 
critical role in diverse situations. For example, the rapid adhesion of leukocytes to 
endothelial cells in flowing blood should not be modeled in the same way as the 
slow spreading of fibroblasts on culture dishes. 

We shall describe three models of potential interest for biophysicists with some 
basic references allowing easier access to recent literature. Completeness was delib- 
erately sacrificed for the sake of clarity. 

2.1. Interaction between cytotoxic T lymphocytes and target cells 

Cytotoxic T lymphocytes (CTLs) are able to recognize specific targets with exquisite 
specificity. Thus, they can detect infected cells expressing minute amounts of viral 
components on their membrane. The cytotoxic process involves sequential steps that 
were described in several excellent reviews [18, 93]. First, the CTL binds to the 
target, forming a 'conjugate' (fig. 1). Then, during the following 10-15 minutes, 
it inflicts on the target an irreversible damage, called the 'lethal hit': this probably 
includes a combination of events such as secretion of lytic molecules (e.g., perforin), 
fas-based signalling, possibly mechanical damage [86, 93]. The lethal hit does not 
provoke immediate morphological transformation of the target [93, 181 ]. However, 
a few tens of minutes after the recognition stage, the CTL spontaneously separates 
from its prey [148] which will disintegrate during the following 2-3 hours. 

Many studies were devoted to the binding stage of T cell-mediated cytotoxicity. 
Adhesion may occur within a few seconds after intercellular contact, and electron 
microscopy revealed tight interactions between membranes in contact areas [103]. 
In a quantitative kinetic study, CTLs and target cells were centrifuged and different 
samples were processed at regular intervals for optical and electron microscopical 
study [76]. Numerous conjugates were found as soon as 60 seconds after contact 
formation, with a maximum 30 minutes later. Maximum membrane apposition was 
achieved within one minute, with apparent contact areas of the order of 10-20 #m 2. 
(These areas were defined as the regions where CTL and target membranes were 
separated by a gap thinner than 250 nm on electron micrographs.) 

In other series of experiments, the mechanical strength of adhesion was estimated 
by subjecting conjugates to calibrated laminar flows of increasing velocity. The 
shear rate required to disrupt 50% of conjugates was about 100,000 s -1 [26, 27], 
corresponding to a maximum separating force of [22]: 

F = 19.2#a2G = 3 • 10 -8 newton (1) 

where # is the medium viscosity, a is the cell radius and G is the shear rate. This 
represents an upper limit for the actual separating force since cell doublets were 
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Fig. 1. Interaction between a cytotoxic T lymphocyte and target cell. A typical conjugate made between 
a murine cytotoxic T lymphocyte (CTL) of C57BL/6 origin and a specific target cell (S194 myeloma 
cell) was processed for electron microscopy as described in ref. [76]. Extensive membrane apposition is 

apparent in the contact area. Bar is 1 /zm. 

probably oriented at random with respect to the velocity gradient, and this gradient 
was not spatially uniform. It was shown that this force was close to the cell membrane 
resistance, and conjugate disruption was often associated to target rupture [26]. 

In other studies [ 165, 172], conjugates were formed between individual CTLs and 
targets maintained on the tip of glass micropipettes by moderate aspiration. After 10 
minute contact, the pipette holding the CTL was pulled away by micromanipulation, 
with increasing pressure. The minimal aspiration pressure required to break the 
conjugate was recorded. The maximal axial pipette force was about 4 x 10 -9 N. 
This is not inconsistent with hydrodynamic data since 

i) marked differences are found between diverse populations of CTLs and target 
cells, and 

ii) the hydrodynamic force was exerted on the conjugates during a very brief 
time, and an inverse relationship was found between the minimum intensity 
and duration of application of the force required to rupture cell-substrate bonds 
[128]. 

In addition to the availability of quantitative data, the CTL model is of partic- 
ular interest since extensive studies were devoted to the identification of adhesion 
molecules involved in conjugate formation. Adhesion is indeed achieved by com- 
bination of several binding mechanisms. See table 1 for more information on some 
important adhesion molecules. 



Table 1 
Properties of some molecules involved in leukocyte adhesion. 

Name Distribution Ligand(s) Length Structure 
(namometer) 

Functional properties Reference 

Intercellular adhesion 
molecule 1 (ICAM- 1) 

Lymphocyte, function 
associated 
1 (LFA-1, CD1 la/CD18) 

E-selectin (ELAM- 1) 

T cell receptor 

CD8 (Lyt2/Lyt3) 

Major histocompatibility 
class I molecules 
(HLA-A, B, C) 

Leukocyte, LFA- 1 18.7 
endothelium 

Leukocytes ICAM-1, 2, 3 20 

Endothelial cells sialyl lewis X 28 

T lymphocytes peptide+ 8 
histocompatibility 
molecule 

T lymphocyte class I ~ 20 
subpopulation histocompatibility 

ubiquitous peptide < 10 
and CD8 

single chain 90--110 kd 

c~ chain 180 kd 
/32 chain 95 kd 

regulated by cell activation 
transduces costimulatory signal 

protein 115 kd 

multichain, recognition several activation 
by hetorodimer 2 x 30 kd pathways 

homomultimer 
34 kd 

/~2-microglobulin + 
chain 45 kd 

adhesion+signal transduction 

[160, 1611 

[97, 160] 

[19, 160] 

[182] 

[20, 160] 

Signal ? [21] 

We list some properties of adhesion molecules referred to in text. ICAM-1 belongs to the immunoglobulin superfamily. LFA-1 is a/32 integrin found 
on leukocytes together with MAC-1 (Mol, CR3, CDllb/CD18) and p150/95 (CDllc/CD18). The recently defined selectin family includes E-selectin, 
P-selectin (CD62, PADGEM, GMP140), transiently expressed by activated platelets and endothelial cells, and L-selectin (LAM-1, MEL-14) expressed on 
leukocytes. 
L-selectin is the major ligand of E-selectin on neutrophils. 
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First, specific recognition results from the association between T-cell receptors on 
the CTL and antigenic structures on the target. In physiological situations, these 
structures are usually complexes made between class I major hiscocompatibility 
complex (MHC) molecules and oligopeptides resulting from partial degradation of 
foreign material. In this case, only a minor fraction of the hundreds of thousands of 
MHC molecules [112] on the target membrane may be associated to a polypeptide 
antigen. Indeed, as few as 200 such complexes may suffice to allow recognition [35]. 
However, for practical reasons, many experiments were done with CTLs specific for 
allogeneic cells. In this case, a different proportion of target MHC class I molecules 
may serve as binding sites (this was the case in aforementioned determinations of 
binding strength). 

The exquisite sensitivity of CTL recognition is due to the frequent involvement 
of accessory ligand molecules. Thus, CD8 molecules on the CTL will bind MHC 
class I molecules on the target. It was indeed shown that the overexpression of 
CD8 on transfected cell lines was sufficient to induce conjugate formation [139]. 
The accessory role of CD8/MHC interaction in CTL-target binding is supported by 
experimental data suggesting that CTLs with high affinity antigen receptor were less 
dependent on CD8 than CTLs with lower affinity [110]. 

In addition, CTLs are endowed with several accessory antigen-independent adhe- 
sion pathways [158]. LFA-1 molecules expressed on the CTL membrane will bind 
to ICAM molecules that are present on many target cells (table 1). A peculiarity of 
this adhesion system is that LFA-1 molecules must be activated before they can bind 
their ligand. Many activation pathways were described, including T-cell receptor 
(TCR) engagement after ligand recognition [140]. Other adhesive couples, such as 
CD2 (on the CTL) versus LFA3 (on the target) were described [158]. However, a 
more complete description of CTL adhesion would not fall within the scope of the 
present review. 

A final point of interest in this model is the demonstration that conjugate for- 
mation usually results in marked redistribution of adhesion-involved and adhesion- 
independent molecules in cell-cell contact area. This redistribution was expected as 
a thermodynamic consequence of binding affinity and lateral mobility of membrane 
molecules [16]. Further, micromanipulation experiments showed that the affinity be- 
tween CTL and target membranes increased when the contact area decreased, during 
contact disruption [ 172], which might be viewed as a consequence of the increase of 
bond density in the shrinking contact area. Finally, qualitative [ 109] and quantitative 
[6] immunofluorescence studies demonstrated about twofold increase of adhesion 
molecules in contact areas between target cells and CTLs. 

2.2. Neutrophil adhesion to endothelium 

The adhesion of blood granulocytes (fig. 2) is of high interest for several reasons. 
First, this is a key event in acute inflammation. Secondly, our knowledge of the 
adhesion molecules involved in this model exhibited a dramatic progress during the 
last few years [ 191 ]. Thirdly, many biophysical studies were done on the mechanical 
properties of blood granulocytes [134], thus allowing easier elaboration of quanti- 
tative models for adhesion. Fourthly, the physiological conditions of granulocyte 
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adhesion are relatively well known. Indeed, many remarkable studies were done 
on blood flow in capillary vessels, using intravital microscopy [11, 123, 154, 166]. 
This point is of importance, since it is now widely accepted that different binding 
molecules can be involved in adhesion at rest and under dynamic conditions [14]. 
Here are some points of interest. 

In normal blood, about 50% of granulocytes are adhering to the vessel surface 
(this is the so-called marginated pool), and half are flowing. Local adhesion may be 
rapidly induced by a complex modulation of the expression of adhesive molecules 
on the surfaces of granulocytes and endothelial cells. 

There are two main groups of adhesive interactions [191]: first, leukocyte/32-in- 
tegrins (i.e. LFA 1 also called CD 11 a/CD 18, Mac- 1 or CD 11 b/CD 18, and p 150-95 
or CD 1 lc/CD 18) will bind ICAMs that are constitutively expressed on endothelial 
cells (table 1). As mentioned above, some kind of leukocyte activation is required 
for this binding. Secondly, lectin-sugar interactions may occur. Lectin molecules 
are inducible P-selectin (GMP140, CD62, PADGEM) and E-selectin (ELAM-1) on 
endothelial cells and L-selectin (LAM-1) constitutively expressed by neutrophils (see 
[160] for an illuminating review on these adhesion molecules). All these selectins 
were recently reported to recognize a common carbohydrate epitope that may be 
expressed by different molecules on cell membranes [77]. 

Now, leukocyte-endothelium adhesion is expected to be easiest in postcapillary 
venules where the shear rate G is minimal (see fig. 3 for definitions). Reported 

- 1  values of the wall shear rate Gw in these venules range between 100 and 1000 s 
[11, 123, 154, 166]. According to the definition of Gw, the fluid velocity at distance 
d from the vessel wall is the product Gwd. As will be explained below, the velocity 
of a cell of radius a close to the vessel surface is expected to be in the order of 

Fig. 2. Granulocyte-endothelium interaction in a laminar chamber flow. Human granulocytes (arrow) 
were subjected to a laminar shear flow (shear rate 4 s -l ) in a previously described chamber [ 170]. The 

chamber floor is coated with human umbilical endohelial cells [193]. Bar is 10 #m. 
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Fig. 3. Laminar flow through a cylindrical pipe. The velocity ~ is everywhere parallel to the duct axis. 
At any point M separated from this axis by a distance r, one has v(r) = 2Q(a  2 - r 2 ) / T r a  4, where Q 
is the flow rate (in m3/s) and a the duct radius. The velocity is thus zero at the wall and attains is 
maximum on the axis. The shear rate G = Idv/dr[ is linearly dependent on r, with its maximum value 

at the wall and zero value on the axis. 

Gwa if there is no tight apposition between the cell and the endothelium. Hence, 
the velocity of a typical flowing granulocyte of radius 4 #m is expected to be higher 
than several hundreds of #m/s. Also, the viscous force exerted on a bound spherical 
cell of radius a is [22] 

F -  32/za2Gw (2) 

where # is the medium viscosity, a the cell radius and G the shear rate. This yields 
a dragging force ranging between 5 x 10 -8 and 5 x 10 -7 N. 

Now, a remarkable observation made in in vivo studies [123, 166] was that a no- 
table proportion of granulocytes 'rolled' with a translation velocity ranging between 
10 and about 50 #m/s, i.e. about ten times lower than expected. This rolling phe- 
nomenon was inhibited by infusion of polyelectrolytes such as protamin and sulfated 
polysaccharides [ 166]. 

Recently, much information was obtained on this phenomenon by Lawrence and 
Springer who studied the movement of neutrophils subjected to a laminar shear 
flow along a surface coated with various amounts of purified ICAM and P-selectin 
molecules, acting respectively as ligands for the leukocyte/32-integrins and LAM-1. 
This was done in a flow chamber allowing continuous monitoring of cell move- 
ment [ 111 ]. The translation velocity U of many leukocytes moving close to the wall 
was about 500 #m/s when the wall shear rate was about 250 s-1, corresponding to a 
ratio U/Gwa of about 0.5 (where a is the cell radius). This result may be compared 
to theoretical estimates obtained by Goldman et al. [78] who studied the movement 
of a neutrally buoyant sphere subjected to a laminar shear flow near a plane surface 
(fig. 4). The estimated value of U/Gwa varied between 0.68 and 0.45 when the ratio 
g/a between the cell-to-surface gap and the cell radius varied between 0.045 and 
0.003 (i.e. 0.18 #m and 12 nm for a cell of 4/zm radius). Although the relevance of 
Goldman's results to the movement of actual cells may be questioned (see [170] for 
an experimental check of the theory), it may be concluded that the aforementioned 
velocity is indicative of a rather unconstrained motion. 

Further, when the surface was coated with P-selectin, a proportion of cells exhibited 
much lower translational velocities of a few #m/s, with visible rolling. However, the 



764 P. Bongrand  

.' Z 

I 

," 

V . 

! ! 

Fig. 4. Motion of a sphere subjected to a laminar shear flow near a plane surface. The motion of 
a neutrally buoyant sphere subjected to a laminar shear flow near a plane surface was determined by 
Goldman et al. [82]. The displacement is a combination of a translation with velocity U parallel to the 
wall and angular velocity S2. When the distance 6 between the sphere and the wall becomes small, the 

dimensionless ratios U/Gr and J2/G decrease very slowly, as /ln6. 

P-selectin could not induce strong adhesion: if the flow was stopped and resumed 
several minutes later, cells started to roll again. 

In contrast with the above data, when activated leukocytes were driven along an 
ICAM-l-coated surface with substantial flow rate, no rolling nor attachment was 
observed. However, if cells were deposited on the same surface under static con- 
ditions, they readily spread within 5 minutes, and they remained bound when the 
flow was resumed. Finally, attachment under flow conditions could occur when the 
surface was coated with both ICAM-I and P-selectin. Hence, selectins can induce 
rapid but transient adhesion, whereas integrins can form strong adhesions provided 
the interaction time is fairly long. Possible explanations for the different behavior 
of these molecular species will be discussed in section 4. 

2.3. Interactions between cells and artificial surfaces 

The increasing practice of cell culture was a strong incentive to study the mechanism 
of interaction between different cell populations and culture dishes (fig. 5). Also, the 
use of artificial polymers for medical purpose (e.g., as implants in dentistry or surgery, 
as contact lenses in ophtalmology, as dialysis membranes in nephrology) triggered 
strong interest for the relationship between the surface properties of polymers, cell 
adhesion and spreading. In the present section, we shall describe some basic data. 
Biophysical approaches relevant to these problems will be reviewed in section 4. 

2.3.1. Surface energy 
Much experimental evidence suggests that nonspecific physical properties related to 
surface energy play an important role in the interactions between cells and polymer 
surfaces in a protein-free environment. We shall first recall some basic definitions 
[4, 24]. 
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Fig. 5. Cell adhesion to flat surface. Cells from the P388D1 murine macrophage-like cell lnle were 
deposited on a glass coverslip. A fluid phase fluorescentmaker (ttuoresceinated dextran) was added in 
the bulk medium and cells were examined with a confocal laser scanning microscope, thus allowing 

direct visualization of sections perpendicular to the coverslips. Bar is 18/zm. 

The surface energy ") of a homogeneous substance is simply the free energy in- 
crease associated to the formation of a free surface of unit area in vacuum. The 
interfacial energy ")12 between two media (1) and (2) is the free energy required to 
create an interface of unit area between both media. The work of adhesion between 
media (1) and (2) is the work done by the system when two free surfaces of media 
(1) and (2) are brought into contact. Clearly, 

W12 = ")1 + ")2 - ")12" (3) 

Now, in situations of biological interest, adhesion is performed in aqueous solution 
(this is medium 3). The work of adhesion between two media (1) and (2) embedded 
in a third medium (3) is given by 

W32 --  ")/13 -q- ")23 -- ")12" (4) 

The surface energies of liquids and the free energies of liquid/liquid interfaces 
can be measured directly. However, direct experimental determination of the surface 
energies of solids is much more difficult to achieve. The most widely used procedure 
consists of measuring the contact angle of liquid droplets on solid surfaces (fig. 6) 
and using the Young-Dupr6 equations 

7LV COS 0 + "YLV -- "~SV = 0. (5) 

Hence, only the difference ( ' ) s l - ' ) s v )  can be measured. Much work was devoted 
to the derivation of 'combining rules' allowing determination of all parameters. Un- 
fortunately, whereas this approach met with some success when polymers and simple 
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Fig. 6. Definition of contact angles. A droplet of a liquid L is deposited on a plane solid surface S. The 
third phase may be a vapor (V) or a liquid immiscible with L. Experimental determination of the contact 
angle 0 between the solid surface and a plane tangent to the upper droplet surface on the three-phase-line 

provides a relationship between the three interfacial energies (SL, SV and LV). 

organic liquids were considered, its relevance to biological systems is questionable 
due to the multiplicity of specific interactions that cannot be accounted for by these 
formulae (see section 4 for more details). 

The simplest combination rule, that apply to series of apolar media, may be written 
as 

7 , 2 -  (x/-~ - x /~)  2" (6) 

This formula is a consequence of the assumption that the work of adhesion between 
substances (1) and (2) is a product of material parameters characteristic of (1) and 
(2). See section 4.2.1. 

Combining equations (6) and (3) yields the work of adhesion between two materials 
(1) and (2) embedded in medium (3): 

W~2 - 2 ( v / ~ 3 -  x / ~ ) ( v " - ~ -  v/-~2) �9 (7) 

Thus, the work of adhesion will be positive (i.e. the media will stick together) unless 
71 < 73 < 72 or 7e < 7)'3 < 71. If the surface energy 73 of the bulk medium is equal 
to the surface energy of one of these substances (say 1), the work of adhesion will 
be zero, and thus will not depend on the surface tension of the other material. 

Now, we shall review some experimental data: a very interesting series of exper- 
iments were performed by Van Oss and coworkers [138] who studied the adhesion 
of blood neutrophils and platelets to a series of polymer surfaces (the contact angle 
of water on these surfaces varied between 1 10 and 24 degrees). The medium was 
a saline solution supplemented with various amounts of dimethyl sulfoxide with a 
surface free energy ranging between 63.2 and 72.8 mJ/m 2 (15% and 0% dimethyl 
sulfoxide respectively). In accordance with simple theoretical predictions, adhesion 
was respectively increasing, constant or decreasing when the substrate surface energy 
was increased if the medium surface energy was respectively lower than, equal to 
or higher than the estimated free energy of the cell surface. Similar results were 
obtained when glutaraldehyde-treated erythrocytes were used as test particles [3]. 
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The influence of the substrate free energy on the adhesion and spreading of different 
cell lines was later confirmed by other authors [151]. 

However, the above studies revealed that cell adhesion occurred when the esti- 
mated work of adhesion was zero, which suggested that other unaccounted interac- 
tions might play a role in cell-substrate binding [3]. 

2.3.2. Surface charge 
It has long been shown with electrophoretic measurements that mammalian cells 
bear a net negative charge [133]. Electrostatic repulsion may thus in principle inhibit 
adhesion between cells and negative surfaces. For the sake of clarity, quantitative 
calculations will be described in section 4, and we shall now review some notable 
experimental results. 

First, it was unambiguously demonstrated that cell-cell or cell-surface adhesion 
could be efficiently inhibited by electrostatic repulsion in solutions of low ionic 
strength (say 1 mM NaC1 or less). This was shown in very elegant experiments 
by Gingell and Todd who studied the equilibrium position of glutaraldehyde-treated 
erythrocytes sedimenting on a charged oil-saline interface [81]: at low ionic strength, 
red cells remained about 100 nm above the interface, which would have efficiently 
prevented the formation of specific bonds. 

However, in physiological media (i.e. about 150 mM NaC1 and a few mM divalent 
cations), electrostatic repulsion between charged surfaces is screened by counterions 
with an exponential decay of characteristic length close to 0.8 nm (this is the Debye- 
Htickel length). It is therefore of interest to consider experiments performed at 
physiological ionic concentration. Sugimoto [163] studied the behavior of fibroblasts 
deposited on two different surfaces: glutaraldehyde-polymerized bovine albumine 
had a high negative charge. When polylysine was added to the polymerizing mixture, 
the surface charge was decreased by more than 50% as assessed by electrophoretic 
mobility determinations. When cells were deposited on the less negative substrate, 
they flattened and became immobile. Electron microscopical studies revealed much 
tighter apposition between cell and substrate surfaces when polylysine was added. 

Similar results were obtained in a study made on the interaction between rat 
macrophages and sheep erythrocytes that had been made hydrophobic by glutaralde- 
hyde treatment: the negative charge of these erythrocytes was decreased either by 
coating them with positively charged polylysine molecules or by removing nega- 
tive sialic acid groups by neuraminidase treatment. In both cases, the efficiency 
of macrophage-particle adhesion was dramatically increased [30], and electron mi- 
croscopy revealed tighter apposition between macrophage and erythrocyte surfaces 
when the negative charge was decreased [29, 129]. Concordant conclusions were ob- 
tained by Rutishauser and colleagues who studied the tightness of apposition between 
neural cells bound by intact or desialylated Neural Cell Adhesion Molecules [149]. 

Electrostatic repulsion may thus modulate the tightness of cell-cell or cell-substrate 
adhesion. 

2.3.3. Other cell surface properties 
Margolis and colleagues studied the adhesion of mouse fibroblasts to lipid films ad- 
sorbed on glass surfaces [120, 121]: Adherence was better with gel-crystalline than 
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with fluid phases. In other experiments performed by Springer and colleagues, lym- 
phocytes were deposited on solid surfaces coated with adhesion molecules (LFA-3 or 
ICAM) that were either immobile or free to diffuse: similar spreading was obtained 
in both cases [32]. 

2.3.4. Macromolecule adsorption 
An important point concerning the interpretation of experimental data is that solid 
surfaces exposed to serum-containing media will rapidly become coated by a layer 
of adsorbed molecules [13]. This possibility cannot be ruled out when experiments 
are conducted in protein-free solution, since most cells constitutively release diverse 
macromolecules that can serve as intermediates for substrate adhesion. As an ex- 
ample, fibroblasts secrete fibronectin, a protein made of two subunits of 250,000 
molecular weight that possesses multiple binding sites and readily adheres to poly- 
mer surfaces [87] as well as specialized membrane receptors on the fibroblast (see 
[40] for more details on these molecules). Similarly, glycosaminoglycans such as 
hyaluronic acid or chondroitin sulphate may mediate cell adhesion [155] by adhering 
to both cell membranes and culture surfaces. 

Clearly, the physiological importance of the intrinsic physico-chemical properties 
of substrates might be questioned if they are coated with a layer of biological macro- 
molecules in all physiologically relevant conditions. However, two points must be 
noticed. First, the properties of tested surfaces may influence the nature of adsorbed 
molecules by influencing the competition between solute substances [2, 41]. Sec- 
ondly, adsorbed proteins may exhibit conformational changes that may depend on 
the substrate properties [159]. Indeed, several authors suggested that the surface 
structure of adsorbed molecules might reflect the nature of the underlying substrate 
[2, 151]. 

2.3.5. Mechanical properties of cell-substrate adhesion 
Many authors attempted to measure the mechanical strength of cell-substrate adhe- 
sion. We shall present some representative results. 

The micromanipulation approach consisted of detaching adherent cells with a flex- 
ible micropipette. Suitable calibration allowed quantitative derivation of the applied 
force from the pipette curvature as measured immediately before detachment. This 
procedure was recently used by Gingell and colleagues [78] who measured at the 
same time the strength of adhesion and the area of tight apposition between cells 
and substrate (they made use of interference reflection microscopy). The strength of 
adhesion between Dictyostelium discoideum and an hydrophobic substrate (silanized 
glass) was of the order of 10 nanonewton, with a close contact area of 1-4/zm 2. 
In other experiments, McKeever used the same approach to measure the strength of 
adhesion between macrophages and glass surfaces: the reported value was about 100 
nanonewton [125]. 

Following another approach, Bongrand and colleagues deposited adherent cells 
in glass capillary tubes. After a suitable adhesion time, cells were subjected to 
hydrodynamic flows of increasing strength. In some cases, viscous dextran solution 
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had to be used in order to ensure that the flow be laminar. The main conclusions 
were as follows: 

i) the minimal flow rate required to detach cells was dependent on the duration 
of force application. 

ii) A tangential force on the order of 50 nanonewton per cell was required to 
separate macrophage-like P388D1 cells from glass surfaces [128], similar 
values were obtained when blood granulocytes were separated from glass 
surfaces coated with various molecular species such as albumin, fibronectin, 
concanavalin A or polylysine [ 127] and human melanoma cells were detached 
from fibronectin-coated glass surfaces [8]. 

A third approach consisted of subjecting adherent cells to a centrifugal force. 
Easty and colleagues could separate murine tumor cells from glass substrates with a 
centrifugal acceleration in the order of 1,000x9 parallel to the substrate plane. The 
corresponding force was thus about 0.1 nN [57]. Corri and Defendi centrifuged glass 
surfaces bearing adherent macrophages or red cells. The minimal force required to 
break cell substrate adhesion was 56 nanonewton for macrophages and less than 0.1 
nanonewton for erythrocytes [37]. Interestingly, the authors noted that the minimal 
separating force was decreasing when the duration of application was increased. Us- 
ing a similar experimental setup, McClay and colleagues [124] found that adhesions 
between chick embryo cells could be ruptured by a force of about 0.1 nN. How- 
ever, when these cells were deposited on polylysine-coated surfaces, they resisted a 
centrifugal acceleration of 3,000x 9, corresponding to a force higher than 3 nN. 

In conclusion, we described three general models of cell adhesion in order to 
help the reader evaluate the significance of the problems discussed below. These 
examples showed that biological adhesion is mediated by an impressive number 
of ligand molecules and that binding may be modulated by nonspecific physical 
interactions. 

3. Biophysical characterization of cells 

The first step to a biophysical modeling of cell adhesion is to build a quantitative 
description of the cell features likely to play a role in this process. This goal is made 
difficult by the diversity of living cells" If we consider only a single cell type, the 
interest of our description will be restricted by the difficulty of assessing its relevance 
to other models. On the other hand, gathering conclusions from studies performed 
with widely different cell species is not warranted. Therefore, we shall try to keep 
an intermediate way: we shall essentially refer to leukocytes (i.e. lymphocytes, 
monocytes and granulocytes) that are ideally suited to studies done at the individual 
cell level. Occasional data concerning other cell populations will also be provided 
for comparison. 

We shall sequentially consider three different scales: first, the micrometer scale, i.e. 
general cell shape control as studied with conventional optical microscopy. Secondly, 
the submicrometer scale, as observed with electron microscopy, since an important 
step of cell adhesion is the tight apposition of binding surfaces in order to allow 
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molecular bonding. Finally, we shall describe the molecular organization of the 
cell surface, with an attempt to describe general physical properties without delving 
into a description of individual molecular species. Clearly, present knowledge does 
not allow the derivation of quantitative relationships between the three organization 
levels we mentioned. 

3.1. Cell shape control 

Many cell types are fairly spherical when they are maintained in suspension under 
resting conditions (however, some cell populations may display micrometer-sized 
protuberances that cannot be neglected, see, e.g., [170]). Spontaneous deformations 
can be induced by biochemical stimuli in absence of any adhesive interaction. Thus, 
exposing suspended neutrophils to chemotactic factors such as formyl methionyl 
peptides will induce spectacular cell polarization within a few minutes (fig. 7). 

Now, if a rounded cell is deposited on a substrate, it will exhibit some kind of 
flattening (fig. 5). This deformation may involve several mechanisms. First, the cell 
may flatten under the mere influence of gravity. Secondly, adhesive cell-substrate 
interactions may act as a tensile force triggering cell spreading with strong analogy 
to the spreading of a liquid droplet on a solid surface as a consequence of the balance 
between interfacial forces. Thirdly, the cell may send active lamellipodia that will 
be secondarily bound by the substrate. Since adhesive interactions may deliver 
activating signals, it is very difficult to discriminate between these mechanisms [43]. 
However, it may be useful to estimate the minimal force required to deform a cell 
in absence of known activation, since such deformation may be a prerequisite to 
adhesion in some circumstances. 

Many procedures were used to study bulk cell deformability, including centrifuga- 
tion on a surface with measurement of induced deformation [94, 131 ], determination 
of the resistance to indentation with a moving stylus [141, 142] or aspiration into a 
glass micropipette. The latter method was probably the most widely used during the 
last ten years and provided a wealth of information of granulocyte deformability. The 
main conclusions are as follows. When a typical granulocyte of about 4 #m diameter 
is sucked into a pipette of, e.g., 2-3 #m diameter with a pressure higher than some 
threshold value [67], it forms a protrusion that will enter the pipette and grow with 
a velocity depending of the pressure and pipette size. If the pipette is large enough 
(e.g., 4 #m diameter), the cell will readily acquire a sausage-shape and flow into the 
pipette. If the pipette diameter is smaller, the deformation will be limited by a maxi- 
mum extension of the apparent membrane area that may increase by a factor of about 
two [72]. If the pressure is reversed, the cell will be expelled and it will resume 
its spherical shape within several tens of seconds ([164], see fig. 8). All authors 
observed both viscous and elastic behavior, and several quantitative models were 
elaborated to account for measured deformations. In a remarkable work, Schmid- 
Schrnbein and colleagues [154] studied the small deformations induced within a 
few seconds by moderate aspiration. They modeled cells as homogeneous standard 
viscoelastic solids (fig. 9) and readily solved the equations of deformations. They 
were thus able to derive three material constants: the elastic stiffness coefficients 
k l  - -  275 dyn/cm 2, k 2  - -  737 dyn/cm 2 and a viscosity coefficient/z = 130 dyn.s/cm 2. 
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Fig. 7. Cell shape control. Human granulocytes were fixed and labelled with a fluorescent phal- 
lacidin derivative to reveal actin microfilaments. They were then studied with confocal laser scanning 
microscopy and series of 16 sections separated by a distance of 1 /~m are shown. A: resting cell main- 
tained in suspension. It is spherical. B: cell pretreated with a chemoattractant for 15 minutes. It exhibits 

marked polarization with a microfilament concentration at the cell leading edge. Bar is 18/zm. 
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In another series of experiments, Evans studied large granulocytes deformations [67] 
and results were consistent with the model of a tensile surface (about 0.01 dyn/cm 
tension) surrounding a highly viscous fluid (a later figure for the viscosity was about 
1,000 dyn.s/cm 2 [72]). Later reports led the authors to propose more sophisticated 
models, with a combination of a stressed surface and visco-elastic interior, in order 
to account for mechanical cell behavior during aspiration and shape recovery [56, 
164, 173]. 

Since a more complete discussion of cell shape control would not fall into the 
scope of the present review, we shall add only a few points. 

Whereas proposed models may satisfactorily account for cell deformations caused 
by a restricted range of applied force intensity and duration, it may be dangerous 
to use material parameters to predict cell behavior under conditions widely different 
from those used to derive these parameters. 

It was often stressed that individual cells might display quite diverse behavior. 
Indeed, studying single cells makes apparent the danger of considering only mean 
values determined on cell populations. 

Many different cell species were studied with the micropipette aspiration technique. 
In the author's laboratory, rat macrophages [129], macrophage-like [131 ] or lymphoid 
[76, 131 ] and basophilic [96] cell lines and human melanoma cells [8] were studied 
with this technique. An important conclusion is that very marked differences may 
be found between cells in an apparently homogeneous cell population. 

Interestingly, the spontaneous traction exerted on their substrate by epithelial cells 
was quantified: fibroblasts deposited on an elastic surface exerted a constant traction 
on the order or 0.001 dyne/cm along the advancing margin [89]. More recently, the 

a, / , , , .  

A B 

k k 2 

C I) 
Fig. 8. Simple models to represent cell mechanical properties. The following mechanical model may 
be considered to represent the properties of a volume element of a solid body. (A) elastic medium with 
spring constant k. The force F is proportional to displacement ( x -  x0), where x0 is the unperturbed 
length. (B) viscous medium, the force is proportional to the rate of deformation dx/dt. (C) Maxwell 

solid. (D) Standard viscoelastic medium. 
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Fig. 9. Cell shape recovery after micropipette aspiration. A murine macrophage-like P388D1 cell was 
sucked into a micropipette, then expelled and observed while it recovered its spherical shape. It is shown 

0 s (A), 5 s (B), 11 s (C) and 16 s (D) after expulsion. Bar is 4/zm. 

contractile force of fibroblasts and endothelial cells was estimated at 4.5 x 104 and 
6 x 104 dyne/cm 2 respectively (i.e. on the order of 0.045-0.06 dyne/cm on the cell 
margin, assuming a cell thickness on the order of 1 /zm [106]. These estimates are 
fairly close to the values reported for neutrophils, and may represent a minimum 
order of magnitude for the adhesive energy required to induce the formation of a 
substantial contact area between a cell and an adhesive substrate in absence of active 
deformation. 

A final point of interest is the mechanical strength of cell membranes. Although 
marked differences are found between tested cell populations, following our experi- 
ence, membrane rupture is not an uncommon event when cells of 4-7 #m diameter 
are subjected to a sucking pressure of 25 cm H20 with a pipette of 2-3 #m inside 
diameter (see, e.g., [8]). The corresponding tension is about 2 dyne/cm. Obviously, 
the membrane resistance sets a limit to the strength of cell-cell and cell-surface 
adhesion. 

3.2. Cell surface roughness: the submicrometer scale 

The interpretation of quantitative data on cell contact formation and binding strength 
is crucially dependent on the actual area of membrane regions involved in adhesion 
[88]. Further, the electron microscopic study of cell surfaces reveals the presence of 
numerous protrusions of variable size that are often inapparent when cells are ob- 
served with conventional microscopy. Finally, when contact areas between adherent 
cells are studied with electron microscopy [76, 129] it often appears that the distance 



774 P Bongrand 

,y.,,,,,.,, ,,y'"'"" "" -""'""''"'.,,,. ,, ,,. ,,,,,,, 

,it'"' ',, 
,~A ,,,' l~-MC A 

11 .... �9 E M F A  

i' I .............. , ~ ," 

' "~,,,,,,.,,. ,, .,,.,,,v.,, ..,,,,,. ,'r ACA ...................... 
"""--..______ ____.....--""" 

Fig. 10. Apparent and actual adhesion areas. Figure A represents a typical substrate-bound cell de- 
picted with the resolution of conventional optical microscopy. The apparent free area (AFA) is the 
area of a portion of a sphere and the apparent contact area (ACA) is a disc. Figure B represents a 
portion of the figure depicted with the resolution of electron microscopy. The electron microscopic 
free area (EMFA) is larger than the apparent free area due to the presence of numerous cell surface 
asperities. In the apparent contact area, only a fraction of the cell membrane is separated from the 
surface by a gap compatible with molecular bonding. This defines the electron microscopic contact 
area (EMCA). It is not easy to determine whether the whole EMCA is involved in binding. Figure C 
represents a binarized image of an electron micrograph representing a portion of the interaction area 

between concanavalin-A-agglutinated rat thymocytes [31]. Bar is 0.1 t~m. 
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between the phospholipid bilayers of the plasma membranes is very irregular, with 
a combination of zones of apparent molecular contact (the distance between bilayers 
is in the order of 20-40 nm) and regions where membranes are separated by a 
gap of several hundreds of nanometers that is obviously incompatible with adhesion 
between membrane intrinsic receptors (see next section). 

In order to clarify this point, it is important to give a precise definition of the 
parameters we are studying (fig. 10): First, the apparent cell area may be defined as 
the area of a smoothed cell where only details visible with optical microscopy are 
retained. This area is simply 47rR 2 for a spherical cell of radius R. Second, the actual 
membrane area is the bilayer area. This may be derived from quantitative processing 
of electron microscopical images, using basic formulae of stereology [61 ]. Similarly, 
the apparent binding area it the area of the region where cells appear bound when 
studied with optical microscopy. The electron microscopic binding area is the area of 
the region where the intermembrane distance is compatible with molecular adhesion. 
This last definition requires several points of caution. First, it is not proven that 
there are actual molecular bonds in a region where the intermembrane distance is 
consistent with bonding. Secondly, since the relative orientation of a microscopic 
section plane and interacting membranes is random, the apparent intermembrane 
distance as estimated on micrographs is expected tobe higher than the actual distance 
(it may be shown that the mean apparent distance is about twice the actual distance 
[76]). Thirdly, it is difficult to assess the influence of sample processing for electron 
microscopy on intermembrane distance. 

We shall now describe some experimental data relevant to the control of cell 
roughness. 

An important result emerging from numerous observations made on living cells is 
that they deform with constant volume, variable apparent area and constant actual 
membrane area. Indeed, it has long been demonstrated that erythrocytes deformed 
with essentially constant area, since membrane rupture occurred after a few percent 
relative area increase [71]. Further, the observation of the deformation of mes- 
enchyme cells suggested that the formation of a protrusion inhibited the appearance 
of other protrusions, due to a mechanical resistance of the membrane [184]. Also, 
electron microscopic studies confirmed that microvilli and blebs acted as reserve 
surface membrane [63]. It was estimated that the actual membrane area of masto- 
cytoma cells was between 50% and 100% higher than the apparent area [105]. The 
excess area of blood cells compared to spheres of equal volume was reported to 
range between 44% and 130% [34]. These estimates were fairly consistent with the 
report that the maximal apparent area increase of blood granulocytes sucked into mi- 
cropipettes was in the order 110-120%, supposedly corresponding to full membrane 
extension [72]. 

The size of cell surface asperities may be readily estimated from electron micro- 
graphs: the length of protrusions was 0.4-0.5 #m in mastocytoma cells [105] and 
kidney fibroblasts [63]. Values as high as 2/zm were found on a T-cell hybridoma 
with particularly large protrusions that appeared in optical microscopy [170]. This 
must be considered as a maximum value. The thickness of protrusions was about 
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0.1 #m in aforementioned studies. These values seem representative of images found 
on many cell types. 

An important point is that cell surface protrusions may resemble sheets or cylin- 
ders, depending on cell type, with similar appearance on transmission micrographs. 
Scanning electron microscopy may be useful to derive the three-dimensional cell 
shape. 

An important problem is to determine the mechanical properties of cell surface 
asperities: micropipette aspiration studies cannot tell us whether the cell membrane 
must be viewed as a flaccid surface subtended by the subplasmalemmal cytoskele- 
tal network, or whether each asperity is endowed with mechanical resistance and 
individually resists smoothing (as was assumed in [129]). Indirect evidence is pro- 
vided by immunofluorescence studies: cell protrusions were demonstrated to contain 
actin as well as cytoskeletal and membrane binding structures such as vinculin, talin, 
c~-actinin and filamin [45]. Hence it seems reasonable to ascribe these asperities 
material parameters similar to those derived for bulk cells. However, more precise 
studies are needed to understand the behavior of these asperities during the first steps 
of contact formation. 

3.3. Relevance of the concept of surface tension to biological membranes 

The concept of surface tension proved very useful to relate the adhesion-induced 
deformations of liquid droplets or lipid vesicles to interaction energies [4, 69]. It 
is thus warranted to ask whether this can be applied to nucleated cells such as 
leukocytes. 

An important difficulty is that there is no rigorous experimental means of discrim- 
inating between the membrane and cytoplasm resistance to deformation. Therefore, 
the derivation of a surface tension from deformation measurements requires some 
assumptions concerning the mechanical properties of the cell interior. The experi- 
mental observation that many cells 

i) are spherical in suspension, and 
ii) recover to the spherical shape after deformation (figs 7, 8) strongly supports the 

proposal by Evans [67] that the mechanical properties of blood granulocytes 
might be accounted for by the model of a highly viscous liquid surrounded 
by a tensile membrane. 

According to this concept, the relationship between the effective membrane ten- 
sion and apparent cell area increase might be derived from the equilibrium value 
of the length of protrusions obtained by sucking cells into micropipettes with vary- 
ing pressure. The finding by Evans that granulocytes entirely penetrated through a 
pipette when the suction pressure was higher than a threshold level inversely related 
to the pipette diameter and required to obtain the formation of a spherical protrusion 
strongly suggested that the tension was fairly constant (provided the membrane was 
not fully extended). This tension ranged between 0.01 and 0.035 dyne/cm. How- 
ever, when macrophages, activated lymphocytes or melanoma cells were subjected 
to micropipette aspiration, the growth of the cell protrusion often stopped before 
complete cell entry into the pipette. It is not clear whether this arrest was due to 
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an actual increase of membrane tension concomitant with apparent area increase, or 
a blockade when the cell nucleus or some other cytoplasmic structure entered the 
pipette tip (this point is emphasized in ref. [8] see also fig. 12). This may impair 
the significance of empirical relationships obtained between apparent surface tension 
and apparent membrane area increase [76, 129]. 

Further, the concept of membrane tension is useless at the electron microscopical 
level. If we assume that the plasma membrane is a folded sheet of low mechanical 
resistance deposited on an underlying 'contractile carpet' [67], the thermodynamic 
cost of creating a small contact region with a smooth surface will be zero for a 
leukocyte, in contrast to an erythrocyte that exhibits an intrinsic biconcave shape. 
This difference may account for the well known difficulty to make erythrocytes stick 
to rigid surfaces as compared to other cell types. 

Another possibility would be that the polymorphism of membrane lipids in leuko- 
cytes might favor the occurrence of a variety of microdomains with different curva- 
tures, allowing each lipid molecule to find an ideally suited environment. In this case, 
a folded appearance would be favored. Clearly, more work is required before we 
understand the mechanisms responsible for cell surface roughness at the micrometer 
and submicrometer level. 

3.4. Molecular structure of the cell surface 

We shall only review some peculiar properties with an obvious relevance to cell 
adhesion. The point we wish to address may be summarized as follows: suppose 
the distance between two cells is gradually decreased. It is probable that they will 
first exert some mutual repulsion (otherwise, spontaneous agglutination would occur 
in absence of any specific bonding). The force/distance law characterizing this 
repulsion must depend on many parameters, including the density of charges and 
membrane-bound stabilizing polymers, and the mobility of these molecules. Indeed, 
if contact is made slow enough, repulsive molecules are expected to depart from 
the contact region or gather into restricted areas, as predicted in view of theoretical 
considerations [16] and suggested by electron microscopical evidence [149]. 

The following data may be of interest in this respect. 

3.4.1. Bulk composition of plasma membranes 
Estimates for mean membrane composition were suggested in previous reviews [7, 
23, 24]. More details can be found in standard textbooks on cell membranes [80]. 
The basic structure of the plasma membrane is a phospholipid bilayer where intrinsic 
glycoproteins and glycolipids are embedded. A reasonable order of magnitude for 
the composition is 45% protein / 45% lipid / 10% carbohydrate. Assuming a mean 
phospholipid/cholesterol ratio of 0.72, the mean area for (1 phospholipid +0.72 
cholesterol) is 0.77 nm 2 [114], corresponding to a molecular weight of about 1,000. 
Modeling proteins as globular units of 4 nm diameter and 50,000 molecular weight, 
the occupied area is about 2.75 x 109 cm 2 per gram (i.e. 0.45 g protein and 0.45 g 
lipid), with 25% of the total area occupied by proteins. 

Another estimate may be useful: assuming that water represents about 70% of the 
mass of a standard cell [ 113], the dry mass of a typical leucocyte of 4 #m radius and 
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1.077 g/cm 3 density is about 8.7 • 10 -11 g, with a corresponding membrane area of 
400 #m 2 (i.e. twice the apparent area). The plasma membrane therefore represents 
1-2/100,000 of the total cell dry weight. 

3.4.2. Intrinsic membrane glycoproteins 
Since many adhesion receptors are intrinsic membrane proteins, it is important to 
have a general feeling of their shape and flexibility. Members of the immunoglob- 
ulin superfamily are an important example of such proteins. They are made of one 
or several domains of about 2.5 • 2.5 • 4 nm, with fairly high rigidity and bound 
by structures of variable flexibility. Thus, surface immunoglobulin G found on B 
lymphocytes may protrude by about 10 nm above the bilayer, with easy rotation 
of the external antigen binding sites [175]. Class I major histocompatibility com- 
plex molecules that are found on nearly all cell species have a similar size (with a 
3-domain chain associated to 132-microglobulin). ICAM-1 molecules, that have an 
obvious adhesive function, are made of two seemingly rigid rods of 11.8 and 6.9 nm 
length separated by a fairly flexible region [ 161 ]. Human fibronectin receptors were 
described as intrinsic membrane proteins with an extracellular region of 12-14 nm 
length. Hence, intrinsic membrane proteins may be viewed as structures of 10-20 nm 
length with limited flexibility. 

3.4.3. The glycocalyx 
Electron microscopic studies have long revealed that in nearly all tested cells the 
phospholipid bilayer of the plasma membrane was coated with a low density region 
of varying depth [ 178], ranging between a few tens and several hundreds of nanome- 
ters [122, 178, 187]. This 'fuzzy coat', or 'glycocalyx' was first revealed by the 
occurrence of a gap between plasma membranes in contact regions between adherent 
cells [122]. This was later reported to be stained with various procedures such as 
periodic acid Schiff (PAS), phosphotungstic acid (PTA), Colloidal iron or thorium, 
ruthenium red, alcian blue, and it was suggested that this region had relatively high 
polysaccharide content. Other biochemical studies showed that most membrane car- 
bohydrates were oligosaccharidic chains bound to glycoproteins or glycolipids. They 
are made of less than eight [36] to 20 [178] monosaccharide units, corresponding to 
an extended length lower than 5-10 nm. 

Thus, the structure extending outside the 20 nm region next to the phospholipid 
bilayer represents a minimal fraction per weight of the membrane. It includes gly- 
cosaminoglycans that are made of repetitive monosaccharide units: hyaluronic acid is 
made of several thousands repeats of a characteristic disaccharide sequence (N-acetyl 
glucosamine/31-4 glucuronic acid)/31-3. Similarly, chondroitin sulfate is made of 
hundreds of units [108]. These chains are relatively unbranched [10]. Since their 
conformation may play an essential role in adhesion, we give some basic results and 
refer the reader to more complete references for additional details [ 10]. 

The conformation of long flexible polymer chains received much attention, and 
basic ideas are described in the classical book by Flory [75]. This conformation 
is essentially dependent on the interaction between the solvent and repeating units. 
If there is no free energy variation associated to the transfer of monomers into 
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solvent (this is the case for so-called 0 solvent conditions), the chain conformation 
is well approximated by classical random walk models, and the end-to-end distance 
is proportional to the square root of the number N of monomer units. Now, if the 
transfer of monomer units into solvent results in a net free energy decrease, the net 
repulsion between the monomers will provoke a relative expansion of the chain, and 
the molecular size will increase as a power of N that will be higher than 0.5. This 
property can be used to study polymer conformation by measuring the viscosity of 
dilute polymer solutions. The starting point is Einstein's formula that states that the 
viscosity # of a suspension of rigid spheres is 

/z =/z0(1 + 2.5~) (8) 

where #0 is the viscosity of the pure solvent and ~ is the fraction of the total volume 
occupied by the spheres [60]. It may be shown that individual polymer molecules 
behave like hard spheres. Thus, defining the intrinsic viscosity as 

] - / , s p  - -  lim (/z -/z0)//z0c 
c--*0 

(9) 

where # and #0 are the viscosities of the polymer solution (of concentration c ex- 
pressed in 9 / d l )  and pure solvent respectively, it is found that this parameter is 
related to the molecular size of polymers following the empirical Mark-Houwink 
formula 

]Asp = K M  '~ (1 O) 

where M is the polymer molecular weight, and a is an empirical coefficient that is 
close to 0.5 in a 0 solvent and is expected to be higher than 0.8 if the polymer is 
rigid and rod-like rather than coiled. 

The Mark-Houwink coefficient was about 0.8 for hyaluronate and was sometimes 
higher than 1 for chondroitin sulfate [10]. It is concluded that water is probably a 
good solvent for polysaccharides constituting the cell coat. This point is of impor- 
tance if we wish to predict intercellular forces during cell-to-cell approach. 

Another point of interest is the mode of attachment of glycosaminoglycans to the 
cell surface. They may be bound to core proteins, forming proteoglycans [189]. 
These proteins may be inserted in the membrane with a transmembrane and in- 
tracellular regions, or covalently bound to a phosphatidyl inositol group. Also, 
glycosaminoglycans can interact with other elements of the pericellular matrix [91, 
189]. Thus, fibronectin binds to heparin [136]. Also, the CD44 membrane protein 
has an affinity for hyaluronic acid [90]. Interactions between glycosaminoglycans 
were also described [10]. In conclusion, glycosaminoglycans may be viewed as long 
unbranched chains firmly anchored to plasma membranes with multiple low affinity 
binding sites to this membranes. Functional interactions were also reported between 
proteoglycans and submembranar cytoskeletal elements [188]. 

An important point is the concentration of these sugars in the pericellular matrix: 
this is difficult to quantify since the cell coat may be partially removed by rather mild 
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Table 2 
Some physical properties of a standard cell. 

Parameter Order of magnitude 

Radius (sphere) 
Density 
Apparent membrane area 
Actual membrane area 
Length of microvilli 
Thickness of microvilli 
Electric charge 
Membrane tension (at rest- ref. [67]) 
Membrane tension (10-20% apparent 
area increase - ref. [129]) 
Glycocalyx thickness 
monosaccharide density in external 
glycocalyx zone 

4 #m 
1.077 
200/~m 2 
400 #m 2 
0.5-2 ~m 
0.1 /zm 
-0.024 Coulomb/m 2 
~< 0.02 mN/m 

1 mN/m 
50 nm 

0.5 residue/nm 2 

Some parameters relevant to cell-cell adhesion were evaluated to 
allow a quantitative assessment of different forces likely to influ- 
ence initial contact. Note that the estimates for surface tension are 
heavily dependent on the choice of a mechanical model to inter- 
pret experimental data (see 3.3). 

procedures such as washing in denaturing medium [44] or possibly in physiological 
solutions [33]. Taniguchi and colleagues assayed leukocyte associated glycosamino- 
glycans [167]" they found 36 #g uronic acid per 100 ml blood. Estimating blood 
leukocyte concentration at 6 • 108/ml with 400 #m 2 actual membrane area per cell, 
the uronic acid concentration would be about 0.5 monomer/nm 2. In another study, 
the concentration of uronic acids and hexosamines were 23.5 and 20.4 nmole per 
10 mg dry weight of SV40-transformed green monkey kidney cells [119]. Using 
a tentative estimate of 2 x 10 -13 g per #m 2 membrane area, we obtain about 0.5 
monomer per nm 2, in accordance with the aforementioned estimate. We assumed 
that essentially all assayed molecules were localized on the cell surface, which is 
supported by the finding that most cell sulfated proteoglycans may be removed by 
proteolytic treatment [ 147]. 

Other components of the cell coat are proteins such as fibronectin or laminin. The 
fibronectin molecules is made of two strands of 61 nm length, bound at their ends 
with a fixed angles. They display limited flexibility with three preferential bending 
sites [62]. More than 100,000 fibronectin molecules were reported to be bound by 
fibroblasts with an affinity constant of 3.6 x 10 -8 M [126]. The binding of such 
molecules to the cell surface may involve multiple low affinity binding sites since 
this was competitively inhibited with the Arg-Gly-Asp-Ser (RGDS) tetrapeptide that 
displayed an apparent affinity constant of 6 • 10 -4 M for their binding site [144]. 
These figures may be useful since the RGDS sequence is involved in many adhesive 
interactions. 

Laminin is also a component of the extracellular matrix that may bind to the 
cell surface. It appears as made of three short rods (36 nm length) and one long 
arm (77 nm) of limited flexibility bound on one end [62]. The above estimates are 
summarized in table 2. 
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3.4.4. Static distribution and mobility of membrane molecules 
Cell cell adhesion is expected to depend i) on the nature of cell surface molecules 
that will first meet when two cells collide each other, and ii) the possibility that 
adhesive molecules get matched and concentrated in contact areas. 

We shall first consider the static distribution of membrane molecules. We shall 
not describe the polarization of some cell populations that grow in an anisotropic en- 
vironment (e.g., thyroid cells with apical and basal sides). Although the membrane 
molecules of suspended leucocytes are often considered as randomly distributed, 
some reports suggest that it may not be the case. Thus, Abbas and colleagues 
[1] analyzed the distribution of surface immunoglobulins on murine B lymphocytes 
and found that it was non-random to a high degree of statistical significance, with 
small clusters and patterns of interconnecting networks. Many authors compared 
the density of potentially adhesive molecules on microvilli and flat membrane areas. 
Concanavalin A, a lectin with a specificity for c~-methyl mannose, was uniformly 
distributed on rat lymphocytes [183]. Similarly, membrane immunoglobulins were 
uniformly distributed on murine lymphocytes [115] but they were concentrated on 
the microvilli of ATP-depleted murine spleen cells [50]. More recently, the L-selectin 
adhesion molecule was found to be concentrated on the tip of neutrophil microvilli 
[143]. Interestingly, the activation of human neutrophils with phorbol esters con- 
comitantly induced spontaneous clustering and functional activation of complement 
receptors [52]. Finally, a point that may be of interest is that a local concentration 
increase of acetylcholine receptors induced their aggregation on muscle cells [ 162]. 
These data strongly support the view that at least some membrane molecules are 
non-randomly distributed, and that this may influence adhesion. 

The mobility of membrane molecules received much attention. The most popular 
method of studying molecular movements is probably based of fluorescence recovery 
after photobleaching (FRAP; [152]). Briefly, a population of membrane molecules 
are tagged with fluorescent groups and the beam of a laser matching the excitation 
wavelength of the fluorophore is focused on a limited area (in the order of 1 /zm 2) 
of the cell surface. The laser power is transiently increased in order to bleach flu- 
orescent groups. The same area is then illuminated with lower intensity, and the 
variations of fluorescence are recorded. It is thus possible to derive the diffusion 
coefficient of fluorescent groups, and the fraction of mobile molecules in this pop- 
ulation. The diffusion coefficient of several membrane molecules on lymphocytes 
(surface immunoglobulin or Thyl molecule) was in the order of 3 • 10 -10 cmZ/s 
with a proportion of mobile molecules ranging between 50% and 90%. This value, 
which is representative of experimental data obtained on many proteins, was claimed 
to be about tenfold lower than the hydrodynamic limit [168], and the diffusion co- 
efficient of membrane molecules was increased in 'blebs' induced on the membrane 
of muscle cells or on spectrin-depleted erythrocytes [107], thus strongly suggesting 
that the mobility of cell surface molecules was essentially limited by lateral con- 
straints and interactions with submembranar cytoskeletal elements. This hypothesis 
was later tested by comparing the diffusion coefficient of wild-type molecules and 
engineered molecules with substantial deletions of intracytoplasmic domains: sur- 
prisingly, similar diffusion coefficients were obtained for normal and deleted class I 
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Fig. 11. The cell surface. The cell surface is represented on the left (A) with submicrometer resolution. 
A typical microvillus of 0.1 /zm thickness is studded with intrinsic membrane proteins. The monosac- 
charides of the cell glycocalyx are represented as individual points with realistic density. However, 
these points are much larger than individual hexasaccharides: otherwise, thay would not be visible. Fig- 
ure B represents a region of the cell surface with molecular resolution. The large V-shaped extracellular 
structure might represent a part of a fibronectin molecule (no fibronectin receptor is shown). Glycoca- 
lyx structures are represented with fairly realistic size and density. They are parts of long chains that 

intersect the plane of the drawing. 

histocompatibility molecules [58], viral proteins [157] or epidermal growth factor 
receptor [117]. However, the mobility of class II major histocompatibility antigen 
was substantially increased after removal of cytoplasmic domains [ 180]. The appar- 
ent discrepancies between aforementioned results can be resolved if it is suggested 
that the mobility of membrane molecules is limited by i) extensive interactions be- 
tween the extracellular domains of most molecules and ii) interactions between the 
intracytoplasmic domains of some molecular species and cytoskeletal elements. This 
concept is supported by recent experimental data. The diffusion constant of class I 
major hiscocompatibility molecules (L a) that were either native or deprived of 1, 
2 or 3 glycosylation sites was determined [185]: D increased from 6 • 10 -10 to 
17 • 10 -1~ cm2/s. In other experiments, chimeric molecules with transmembrane or 
glycophosphatidylinositol linkage and extracellular domains from Thy-1 molecule, 
placental alkaline phosphatase or vesicular stomatitis virus G proteins were studied. 
It was concluded that ectodomains accounted for the major part of resistance to 
displacement [190]. Further, lymphocytes were transfected with genes coding for 
wild-type CD8 molecules or CD8 molecules with extensive deletion of intracellular 
and transmembrane domains. They were exposed to anti-CD8 antibodies in order 
to induce capping [174]: similar redistribution of cytoskeletal elements was found, 
suggesting that interactions between Cd8 molecules and microfilaments were mostly 
mediated by interactions between extracellular domains of membrane molecules [9]. 
Finally, a recent study made on the movements of cell surface histocompatibility 
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molecules labeled with colloidal gold [58] revealed that the long-distance displace- 
ments were limited by a dynamic (temperature dependent) barrier, restricting the 
amplitude of most movements to less than 1 #m. In conclusion, cell surface glyco- 
proteins comprise a substantial fraction of immobile elements (diffusion constant less 
than 10-12 cm2/s) and a fraction of similar importance with a diffusion constant rang- 
ing between 10 -1~ and about 3 • 10 -9 cm2/s. Movements are essentially restrained 
by extensive interactions between extracellular domains of membrane molecules and 
occasional interaction between some intracellular domains and cytoskeletal elements. 
Finally, it must be recalled that cross-linking membrane molecules may result in en- 
hancing their interactions with microfilaments [74] and large scale redistribution (as 
exemplified by the capping phenomenon [174]). 

Conclusion. We have now reviewed some biophysical properties of living cells, with 
a particular emphasis on leucocytes. The quantitative estimates of different cell 
parameters will be used to discuss the relevance of different theoretical models to 
the adhesive behavior of these cells. A tentative sketch of the cell surface is shown 
onfig. 11. 

4. M o d e l s  for  the  s e q u e n t i a l  s teps  o f  cell  a d h e s i o n  

We shall now discuss the relevance of different theoretical models to the adhesion of 
nucleated cells. As emphasized in the first section of this review, our point is not to 
describe basic concepts and results obtained by physicists and physical chemists, but 
to make use of available data to select the theories that seem most relevant to cell 
biology. We shall consider sequentially the following steps of the adhesive process: 

- Cell-cell or cell-substrate approach. 
- Initial bond formation. 
- Cell membrane reorganization in contact areas. 
- Cell-substrate detachment. 

4.1. Cell-cell approach 

The probability of bond formation between two cells or a cell and a solid surface 
bearing complementary molecules is obviously dependent on the mutual force exerted 
by approaching structures. The complexity of cell membranes would make hopeless 
any rigorous attempt at achieving an ab initio derivation of these forces. Indeed, we 
may quote the introductory sentence of the celebrated book by Eyring and colleagues 
[73] "In so far as quantum mechanics is correct, chemical questions are problems in 
applied mathematics. In spite of this, chemistry, because of its complexity, will not 
cease to be in large measure an experimental science ...". 

The complexity of cellular and colloidal systems led many authors to focus on 
particular noncovalent interactions that may not be independent. Thus, in a recent 
paper [176], Van Oss reviewed 17 interactions that might be reduced to a lesser 
number of more 'fundamental' forces. We shall only mention a few approaches to 
cell interactions. 
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Fig. 12. Solid-like behavior of a cell. Human melanoma cells were sucked into micropipettes [8]. The 
tip of protrusions (arrows) is not spherical, indicating that the cell did not behave as a liquid. Bar is 

8 #m. 

4.1.1. Conditions o f  contact formation 
In order to estimate quantitatively the relevance of a given interaction to cell ad- 
hesion, we need some guidelines for performing rough calculations. In view of 
aforementioned data, the initial contact should involve the tip of microvilli. This is 
indeed supported by morphological studies made on the initial step of platelet aggre- 
gation [79], mutual adhesion of embryonic neural retina cells [17] or concanavalin 
A-induced fibroblast agglutination [186]. The initial contact area should thus be in 
the order of 0.01 #m 2 (or 10 -14 m2). 
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The minimal binding energy required to influence cell adhesion is in the order of 
k T  (where k is Boltzmann's constant and T is the absolute temperature), since bond 
formation cannot occur if cells are not maintained against thermal agitation. The 
corresponding value is about 4 x 10 -21 J. 

Further, a repulsive force cannot influence adhesion if it is weaker than the sedi- 
mentation force (during in vitro experiments), i.e. about 10 -13 N. Also, it is likely 
that under in vivo conditions where cells are often bound to matrix components, the 
minimal force required to influence the formation of new adhesions is the protru- 
sive force of cell microvilli. Although this is not well known, a reasonable order 
of magnitude is about 10-11 N, corresponding to the force required in order that a 
cylindrical microvillus of 0.1 #m diameter progress against the basal tension of a 
resting neutrophil [72]. This force is similar to the sedimentation force under mild 
centrifugation. 

Finally, it must be noted that a reasonable value for the interbilayer distance during 
the association of membrane intrinsic receptors is twice the size of extracellular 
domains, i.e. between 10 and 20 nanometers. 

The above estimates will be used to test the relevance of several interactions to 
cell adhesion. 

The experimental success met by the DLVO theory of the stability of lyophoid 
colloids (independently elaborated by Derjaguin and Landau, and Verwey and Over- 
beek) prompted its application to biological systems [39]. The basic idea was to 
consider the balance between Van der Waals attraction and electrostatic repulsion 
(see, e.g., [24] for a review with reference to biological cells). 

4.1.2. Electrodynamic attraction 
The unretarded force F between two parallel lipid bilayers with thickness a and 
distance d is attractive, with intensity (per unit area) 

F - (A /67r ) (1 /d  3 - 2 / (d  + a) 3 + 1/(d  + 2a) 3) (11) 

where A is called the Hamaker constant. Its value is of the order of 5 x 10 -21 J in 
aqueous medium [98]. The corresponding energy W is given by 

W - - ( A / 1 2 7 r ) ( 1 / d  2 + 1/(d + 2a) 2 - 2 / (d  + a)2). (12) 

Considering two lipid bilayers of width 0.45 nm and area 0.01 /zm 2 separated by 
a gap of 10 nm width, the attractive force and energy are respectively 1.3 picoNew- 
ton and 1.1 k T  respectively (table 3). These values are negligible under standard 
experimental conditions. 

4.1.3. Electrostatic repulsion 
Since cells bear a net negative charge, they are expected to exert a mutual repulsion. 
In biological media, this repulsion is much lower than it would be in vacuum, since it 
is screened by water (with a relative dielectric constant of about 80) and electrolytes. 
In dilute solutions, it may be shown that the presence of free ions results in dividing 
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the interaction potential between two charges at distance r by a factor of exp(Kr), 
where 1 /K is the 'Debye-Hiickel length' (see, e.g., [24] for a brief review). This 
parameter can be calculated with the formula 

) 1/2 

K = E c i q 2 i / e k T  (13) 
i 

where the summation is over all ion species of concentration c~ (molecules/m 3) and 
electric charge q~, k is Boltzmann's constant, e is the dielectric constant of water and 
T is the absolute temperature. In 150 mM NaCI solutions, the limit of validity of 
the simple theory is reached, but this can be used when electric fields are low. The 
Debye-Htickel length is about 0.8 nm and the interaction force and energy per unit 
area between two parallel plates with surface charge and separation d is [24, 98] 

F ~ (2cr2/e)exp(-Kd), (14) 

W ~ 2 (or 2/eK) exp(-Kd) .  (15) 

Considering two plates with surface charge equal to 0.02 C/m 2 and distance 10 nm, 
and 0.01 #m 2 area, F and W are respectively 4.2 • 10 -14 N and 0.008 kT .  These 
values are too low to influence bond formation. 

However, the above calculation is based on the unwarranted assumption that the 
negative electric charge of cell membranes is concentrated near the phospholipid 
bilayer. If this charge is considered as scattered over the whole glycocalyx, another 
treatment is required. The simplest procedure is to consider these charges as uni- 
formly distributed in a layer of thickness L. Since the charge density is low, we 
may use the simplest form of Debye-H~ickel theory, and write the interaction energy 
between two charges q and q' separated by a distance r as 

W - ( q q ' / 4 7 r e r ) e x p ( - K r ) .  (16) 

Table 3 
Order of magnitude of several intercellular forces (for a contact area of 10 -14 m 2 and inter- 
bilayer 

distance of 10 nm). 

Interaction Force (piconewton) Energy (kT units) 

Electrostatic: 
-charges  on lipid polar groups 0.04 0.008 
Electrostatic: 
- uniform volume distribution 72 125 
Van der Waals attraction 1 1 
Compression of surface anchored chains 9 50 
Single molecular bond 5 10-20 

The magnitude of several interactions was evaluated as described. It is concluded that cell- 
bound polyelectrolytes may prevent bond formation in usual conditions of encounter. 
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The electrostatic energy of the cell coat is then readily calculated as 

W = tr 2 / 2 e K 2 L  (17) 

where cr is the equivalent surface charge density (i.e. volume density multiplied by 
cell coat thickness L). If we assume that cell coats are uniformly compressed when 
the cell surfaces are separated by a distance d lower than L, the interaction energy 
may be readily calculated as 

W = o '2 (4 /d -  2 / L ) / 2 e K  2. (18) 

Taking L as 20 nm and d as 10 nm, we obtain the estimates 

F = 30 nanonewton, W = 124 kT 

for the repulsive force F and the energy W for an interaction area of 10 -14 m 2. 
These values are not negligible. However, we used very crude assumptions and more 
refined estimates might be needed. As will be discussed now, the most satisfactory 
approach from a theoretical point of view might be to use the framework of polymer 
theory and consider cell surfaces as coated with bound polyelectrolyte layers. 

4.1.4. Cell-cell repulsion as an example of steric stabilization 
The need to prepare stable colloid dispersions is often encountered in industrial prac- 
tice. Indeed, micrometer size hydrophobic particles will spontaneously agglutinate in 
aqueous media unless some repulsive interaction prevents mutual approach. Hence, 
it may be argued that the problem of living cells may be to prevent useless adhesion 
as well as initiating purposeful contacts. 

Electrostatic stabilization is achieved by coating colloid particles with charged 
groups. However, this is known to be inefficient in ionic solutions such as biological 
media [137] due to the screening of repulsive forces by counterions. Under these 
conditions, agglutination may be prevented by coating particles with adsorbed or 
grafted macromolecules. This is (unfortunately?) called steric stabilization. Much 
experimental and theoretical work was done to clarify this phenomenon. We refer 
the reader to recent reviews for more information on polymer physics [46], polymer 
at interfaces [47, 48] and especially steric stabilization [137]. We give only a brief 
summary of the problems encountered when applying these concepts to cellular 
systems. 

The basic framework for describing long flexible chains is described in Flory's 
book [75]. A chain may be visualized as a sequence of N linear segments of 
length 1 with free rotation at the intersections. If rotation is hindered by molecular 
interactions, it is possible to consider an 'equivalent' chain with N'  segments of 
length l' with free rotation (N' < N and l' > 1). The chain static conformation may 
be viewed as a weighted average of a large set of conformations. The probability 
P(c) of each conformation c is given by 

P(c) - exp ( -  F(c)/kT)  /Z  (19) 
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where the partition function Z is given by 

Z - ~ exp ( - F(c)/kT) (20) 

where k is Boltzmann's constant, T is the absolute temperature ant F(c) is the 
free energy contribution of segment-segment, segment-solvent and solvent-solvent 
interactions. The partition function Z is related to the total free energy F by the 
standard formula 

F = - k T l n ( Z ) .  (21) 

Note that dynamic aspects are not considered. 
If solvent and monomer groups are similar, all F(e) are identical. This situation 

usually occurs at a well defined temperature (since F(e) is usually dependent on T) 
which is called the 0 temperature. One may also refer to a 0 solvent. All configura- 
tions are then equivalent, which makes easier the determination of Z with statistical 
techniques (see [5] for a compact presentation as a prerequisite to dynamical stud- 
ies). The 'root mean square end-to-end distance' (i.e. the square root of the mean 
square of end-to-end distance) is thus simply l v/N. Another quantity of interest is 
the radius of gyration (Rg), that is defined as usual as the square root of the mean 
squared distance between the center of gravity of the chain and monomers. 

Rg - l v/(N/6). (22) 

Now, the number of possible configurations is reduced by the constraint that only 
one monomer can be located at a given point. The partition function is further re- 
duced in non-0 conditions. As indicated in section 3, water is a good solvent for 
polysaccharides found on the cell surface. This means that monomer-monomer in- 
teractions result in a free energy increase. This leads to a reduction of the probability 
of occurrence of more compact configurations, and the radius of gyration varies as 
N 0"6 rather than v/N. 

Consider now cell-to-cell approach. This may result in a free energy increase for 
several different reasons: 

i) When the intercellular distance is less than twice the extended length of surface 
chains, there is a reduction of possible configurations and increased weight 
of monomer- monomer interactions. In a good solvent, this results in a free 
energy increase that may be viewed as a mixing free energy. 

ii) If the extended length (Nl) of chains is higher than the interbilayer distance, 
some configurations are made impossible, and compact configurations, with 
monomer-monomer interactions, are favored. This interaction may be viewed 
as a chain compression effect. 

iii) The interaction is made more complex if intermolecular associations (specific 
or non specific, see below) occur between cell surfaces. In this case, bridges 
may be formed between surfaces and negative free energy variations can be 
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observed. Also, if surface chains are adsorbed rather than anchored, desorp- 
tion or adsorption phenomena can occur. It is very difficult to account for these 
phenomena, however, we shall neglect them in the present section. This sim- 
plification may be valid if intermolecular associations are treated separately, 
and if cell-cell approach is too rapid to allow adsorption or desorption. 

As emphasized by Israelachvili in his recent monograph [98], there is no universal 
'ready-to-use' theory of steric stabilization. Also, the presence of charged groups on 
cell surface polymers makes more difficult the application of many current models. 
Therefore, in view of available results, we propose the following approach, while 
emphasizing that more work is clearly needed in this domain: 

First, it was noted that several hours were required for equilibrium during the 
mutual approach between mica surfaces beating polymer molecules in a good solvent 
[100]. Hence, it seems warranted to neglect polymer adsorption and desorption 
during the first steps of cell-to-cell approach and refer to interactions between surfaces 
with grafted, non-adsorbing polymers. 

Secondly, if we model cell surface polymers as linear molecules with 1,000 units of 
monomers each and an mean of 0.5 monomer per nm 2, the mean distance between 
chains is in the order of I/v/(0.0005) = 45 nm. This is not very different from 
the glycocalyx thickness, which suggests that chains may be considered as fairly 
independent (this is the so-called 'mushroom regime' defined by de Gennes). 

If we neglect chain-chain interaction, we may estimate the compression contri- 
bution to cell-cell repulsion by making use of a theory elaborated by Dolan and 
Edwards who first treated the 0-solvent case [54] and later extended their calcula- 
tion to a more general situation allowing monomer-monomer repulsion and excluded 
volume effects. The latter theory was much more complex and did not yield sim- 
ple analytical formulae [55]. Since we are mainly interested in order-of-magnitude 
estimates, we shall use the results obtained in the first paper. The authors obtained 
two different formulae with complementary ranges of validity. For large separations 
d of the plane surfaces (greater than l~/-N), the free energy was found to be 

F - - k T l n  (1 - 2exp(  - 3d2/2Nl2) ) .  (23) 

For small separations (d smaller than about 1.7/v/-N), they obtained 

F - - k T ( l n  (d~/ (3 /87rN) / l )  - 7r212N/6d2). (24) 

This result was very conveniently simplified by Israelachvili [98]. When the distance 
between the cell surfaces ranges between 2Rg and 8Rg, where Rg is the radius of 
gyration, the repulsive free energy per chain is 

W ..~ 3 6 k T  e x p ( - d / R g ) .  (25) 

Assuming a monomer density F of 0.5 monomer per nm 2 and a mean number of 
1,000 monomers per chain, the interaction between two cells separated by a gap of 
10 nm with a contact area of 0.01 #m 2 is 

F = 180kT  exp(-  10/Rg) (26) 
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where Rg is expressed in nanometer. A minimal estimate of Rg for standard cells 
would be about 8 nm, assuming a value of 0.6 nm for 1 (this is the length of an 
hexasaccharide group [102] and using equation (22). The minimal value of W 
would then be about 50kT with a corresponding force of 50kT/Rg ,,~ 8.8 x 10 -12 
newton. It is concluded that steric stabilization may significantly impair the contact 
between cell microvilli. It is thus warranted to look for more precise data on these 
interactions. In this respect, it is worth recalling that the occurrence of fairly long- 
ranged repulsion between surfaces beating adsorbed electrolytes was demonstrated 
experimentally with Israelachvili's surface force apparatus [118]. 

4.1.5. Other interactions 
We refer the reader to specialized reviews for more details on diverse interactions 
that are not obviously relevant to nucleated cells [98]. We only mention some of 
these forces. 

When the distance between two molecularly smooth surfaces is of the order of 
several diameters of solvent molecules (i.e. 0.2 nm for water), very strong forces 
may be generated by the ordering of these molecules in sequential planes parallel 
to the surfaces. Repulsive [116], attractive [99] or even oscillatory [98] forces were 
thus described. The intensity exhibits a fairly exponential decay with a characteristic 
length in the order of several tenths of nanometer. These interactions are not likely to 
play a role in cell-cell adhesion, since the interbilayer distance remains fairly high, 
and interacting surface are not molecularly smooth. However, these interactions 
might play a role in membrane fusion. 

When the distance between two flexible surfaces is decreased, the shape fluctua- 
tions due to thermal agitation may be somewhat inhibited, which results in a repulsive 
force [92]. This interaction may be significant when very flexible structures such 
as lipid vesicles or erythrocytes are considered [70]. However, this must be much 
weaker when nucleated cells are considered, since their membranes are much more 
rigid. 

Finally, the exclusion of macromolecules in the intercellular space may result in 
osmotic attraction. The force per unit area is simply nkT, where n is the macro- 
molecule concentration in the bulk medium. The adhesive energy per unit area is 
nkTD, where D is the diameter of macromolecules. Considering plasma as a rep- 
resentative medium, the major macromolecule is albumin with a concentration in 
the order of 3.9 x 1023 molecules/m 3 and a diameter in the order of 5 nm. The 
corresponding force and energy for an interaction area of 0.01 /zm 2 are respectively 
1.6 x 10 -11 newton and 20kT. However, the exclusion of these molecules from 
contact area may depend on the tightness of adhesion [135]. Indeed, the possibility 
of performing immunoflorescence labeling in regions of contact between cytotoxic 
T lymphocytes and target cells suggests that molecules as large as immunoglobulin 
G (MW 150,000) are not always excluded from adhesion areas [6]. 

4.2. Initiation of adhesion 

4.2.1. Surface energy approach 
We shall only add some comments to the experimental results described in sec- 
tion 2.3.1. 
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A thermodynamic approach would seem in principle ideally suited to obtain general 
results concerning complex systems. Thus, it seems reasonable to try and derive 
the work of adhesion between cell surfaces from parameters measured on isolated 
cells. The aforementioned finding that equilibrium may not be reached before a very 
prolonged contact does not suffice to invalidate this approach, since many empirical 
procedures may be used to deal with systems that were in fact out of equilibrium 
(see for example discussions concerning contact angle hysteresis [4]). 

The simplest approximation, first discovered by Raleigh and further emphasized 
by Good and colleagues [84] was to express the work of adhesion between two 
substances (1) and (2) as 

W 1 2  --  PiP2 (27) 

where pl and p2 are intrinsic parameters of media (1) and (2). This formula yields 

")/12 --- ")/1 -t- ")2 -- 2V/'713'2 (28) 

connecting the interfacial free energy ")'12 of the (1-2) interface to the surface energies 
71 and "72 of (1) and (2). It was soon recognized that this relationship only held 
between limited series of liquid media and it was suggested to split surface energies 
into several components. The most popular procedure was to discriminate between 
London ('dispersion') and polar components (see, e.g., [104]) and write 

,ff = ,),d nt - ,.,/,P. (29) 

Thus, the surface free energy of water (73 mJ/m 2) was written as a sum of a 
minor dispersive component (21 mJ/m 2) and a major polar component (52 mJ/m2). 
Equation (23) is then replaced with 

" ) , 1 2 - - ~ l - + - " ) , 2 - 2 V / ' ) ' d  d V/,) ,P P ~7~ - 2 1')' �89 . ( 3 0 )  

Other more sophisticated formulae were used (e.g., harmonic mean instead of 
geometric mean) without marked conceptual difference. A significant progress was 
the introduction of the concept of monopolar surfaces by Van Oss and colleagues 
[117], who emphasized the difference between molecules with a dipolar moment, 
and molecules with the capacity to form hydrogen bonds, either as proton donors or 
acceptors. They suggested that numerous biopolymers were in fact 'monopolar', by 
acting essentially either as electron donors or electron acceptors. Thus, they wrote 
the surface energy of a medium as 

7 = @w + 7+ + 7 -  (31) 

thus defining a Lifshitz-Van der Waals term, a proton-donating and a proton-accepting 
term. Finally, they suggested that the three interfacial components of a surface might 
be determined experimentally by contact angle determinations, using as test liquids 
diodomethane (an essentially apolar substance), dimethylsulfoxide (a liquid with an 
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essentially zero proton- donating component) and, e.g., water, where -y+ and -),- were 
set equal for the sake of convenience. 

However, several problems make difficult the application of the aforementioned 
concepts to biological systems. 

Firstly, the combination rules we mentioned can be subjected to direct experimental 
check only if all tested phases are liquid, thus allowing straightforward determination 
of all interfacial energies. However, the study of the surface properties of solids is 
much more difficult to achieve. This is a major difficulty, since the behavior of solid 
surfaces may be quite different from that of liquids [5] and cell surfaces cannot be 
treated as liquid structures. The impossibility to perform a direct test of theoretical 
formulae makes it difficult to assess the value of new ideas. 

Secondly, even the incomplete measurements that can be performed on solid sur- 
faces raise specific problem. Thus, the contact angles measured on cell monolayers 
depend on the conditions of preparation of these monolayers, which supports the sug- 
gestion that we are not dealing with equilibrium parameters [130]. Several authors 
studied the surface properties of biological cells by studying their partition between 
two immiscible phases [156]. This approach is quite attractive, but the derivation of 
quantitative parameters from experimental data is not straightforward. 

Thirdly, whereas usual surface energies are in the order of several tens of mJ/m 2, 
the intercellular interaction energies are much lower (see section 2). This means that 
there is a need for very accurate combination rules. These are not available at the 
present time. 

Fourthly, it must be reminded that 'specific' interactions are not accounted for by 
the thermodynamic approach. This may be a problem with biological systems since 
many low-affinity interaction between complementary structural groups are proba- 
bly involved in cell-cell interactions (e.g., interactions involving RGDS sequences 
described in section 2). 

In conclusion, whereas the thermodynamic approach met with some success in 
describing the interaction between cells and polymer surfaces (see in this respect an 
interesting attempt as relating the thermodynamic approach to DLVO theory [179]), 
more work is needed before it may be used to assess the importance of nonspecific 
interactions between cells bound by specific ligands. 

4.2.2. Consideration of ligand-receptor bonds 
A fairly simple and powerful theoretical framework was suggested by George Bell 
[15] who emphasized several important ideas. 

First, he obtained estimates for the kinetics of bond formation between membrane- 
associated molecules. The basic idea was to use the forward and reverse kinetic 
constants kf and kr for the equilibrium 

A + B = AB.  (32) 

The ratio kf/kr represents the equilibrium constant K, which was considered as 
independent of diffusion constants: this assumption allowed to use for K the range 
of values measured for association between soluble molecules. The approximation 
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was to neglect the difference between soluble and membrane molecules with respect 
to the free energy increase due to the loss of degrees of freedom as a consequence of 
complex formation. It was thus possible to estimate a reasonable order of magnitude 
for the maximum rate of bond formation as 

dNb/dt < 1.3 x 10-2N1N2/zm -2 (33) 

where Nb, N1 and N2 are the numbers of complexes (1-2) and free molecules (1 or 
2) on interacting cells per squared micrometer. 

An other important point was the estimate of the maximum strength of a molecular 
bond: Bell estimated at about 10 -11 newton the force required to uproot a receptor. 
This value was very close to experimental estimates later obtained by Goldsmith 
[169] and Evans [66]. 

Another concept emphasized by Bell [15] was an estimate of the effect of tension 
on the lifetime of a molecular bond. Using experimental data obtained on the lifetime 
of material samples subjected to varying loads [192], Bell suggested the following 
formula for the rate of bond dissociation: 

kr = krO exp(FF/kTNb) (34) 

where F is the total disruptive force, Nb is the number of bonds (the force is thus 
F/Nb per bond) and F is a constant that was taken as 0.5 nm. 

The framework suggested by Bell was extended by Hammer and Lauffenburger 
[88] who considered the dynamic adhesion of cells to adhesive substrates in a viscous 
shear flow. They took care of the mobility of cell surface receptors and stress applied 
to molecular bonds. They were thus able to define a rate-controlled high affinity 
regime and a affinity-controlled low-affinity regime. In a later paper, this model 
was extended to a probabilistic framework accounting for the fluctuations of bond 
number [38]. This point was of obvious importance since adhesion can be initiated 
by very few bonds, and initial attachment is heavily dependent on the duration of 
the first bond. The authors concluded that the previous deterministic approach could 
underestimate the time needed for cell attachment and overestimate the time required 
for cell detachment. 

The aforementioned approach was extended along different lines by Dembo and 
colleagues [49] who coupled the equations for deformation of an elastic membrane 
with equations for the kinetics of bond formation. They introduced the concept of 
'catch bond' by noticing that the disruption of a stretched bond might be in principle 
slower than that of an unstressed bond. This is consistent with thermodynamic 
principles if the formation of stressed bonds is also much slower than the formation 
of unstressed ones. This concept is important since it suggests the interest of studying 
the effect of stress on the kinetic constants of bond formation and dissociation. This 
may be useful to understand the significance of different ligand-receptor couples 
recently demonstrated on the membranes of different cell populations. This may 
also be important to understand the conditions required for 'rolling' as described in 
section 2. However, more experimental data are required to support the validity of 
this interesting concept. 
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4.3. Analysis of  the 'equilibrium' shape of cell-cell contacts 

Electron microscopical studies of cell-cell contact areas demonstrated that the exten- 
sion of the adhesive area [31] or the tightness of apposition between bound mem- 
branes [29] were increased when the adhesive bond density was increased [31] or 
nonspecific repulsive forces were decreased [29, 129]. It was thus tempting to build 
a model for the equilibrium shape of intercellular contact. Bell and colleagues [16] 
described a model of cell-cell adhesion with a balance between bond formation by 
mobile ligand and receptor molecules and nonspecific repulsion. Using phenomeno- 
logical expressions for the repulsive force and bond elasticity, they estimated the 
equilibrium contact area and intermembrane distance with complete neglect of the 
cell mechanical behavior. Hence, this approach yielded a thermodynamic limit for 
the contact area. They stressed that active movements of one or another of the cells 
could however influence the kinetics of contact formation. 

Other models of adhesion between solid surfaces described binding as a balance 
between adhesive surface forces and mechanical resistance of the surfaces. A basic 
model was described by Johnson and colleagues [ 101 ] to account for the adhesion of 
two solid elastic spheres with contact forces. They cleverly adapted Hertz's theory 
for the contact deformation of two spheres pushed against each other by a known 
load P. The main results of the adhesion theory may be sketched as follows. The 
radius a of the contact disc between a sphere of radius R and a rigid plane is 

a - ( R / K ) ( P  + 3FR + v/-6rTrRP + 9FZTrZR2) 

where F is the work of adhesion per unit area and K is given by 

(35) 

K -- (1 - a 2)/(TrE) (36) 

where a is Poisson ratio and E is Young modulus. Another result is that the force 
required to separate surfaces is 

P = -3F~rR/2.  (37) 

A difficulty with this theory is that infinite stress was predicted at the rim of the con- 
tact disc. This led Derjaguin and colleagues to introduce noncontact forces [51] (in 
fact, the first author of the latter paper had studied the effect of contact deformation 
on adhesion as soon as 1934, see [51 ]). These theories proved a sound basis to study 
the adhesion of solids, and they were subjected to experimental check [95]. Also, 
they were used to account for the interaction between rough surfaces by modeling 
asperities as protrusions with spherical tip and varying length [85]. These theories 
prompted later attempts at accounting for the modification of cell surface roughness 
in regions of contact with smooth surfaces. Rat macrophages were made to bind 
smoother glutaraldehyde-treated erythrocytes, and electron micrographs were used 
to measure the roughness of the macrophage membrane in free and contact areas. 
Then, assuming that the major part of the macrophage resistance to smoothing was 
located in microvilli, the adhesive energy was derived by considering the balance 
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between macrophage mechanical properties and adhesive forces [129]. However, the 
validity of the basic assumption was, admittedly, very difficult to check thoroughly. 

A more rigorous approach was undertaken by Evans who derived the work of 
adhesion between the smooth surfaces of lipid vesicles or erythrocytes by measur- 
ing the encapsulation of a more rigid vesicles by a flaccid one, and considering the 
equilibrium between adhesive energy and mechanical resistance of interacting sur- 
faces [69]. Also, he provided theoretical models of membrane-membrane adhesion 
where he incorporated the effects of membrane resistance to bending and tension 
as well as bond stretching. In the case of a continuum of molecular cross-bridges, 
the classical Young equation was found to be consistent with the model [64]. When 
he used a discrete distribution of cross-bridges, two interesting conclusions were 
reached [65]. First, the minimum tension required to separate adherent membranes 
might be different from the maximum tension induced in the membrane during con- 
tact formation. Secondly, he demonstrated the existence of lateral forces exerted on 
bonding structures, which might result in bond accumulation in contact zones dur- 
ing cell-cell separation. This possibility was strongly supported by the finding that 
increased membrane tension increased during the separation of lectin-attached red 
cells [68] as well as conjugated cytotoxic lymphocytes and target cells [172]. The 
latter experimental study prompted the elaboration of a dynamic model of conjugate 
formation involving a lateral diffusion of membrane molecules [171]. 

In conclusion, it seems now well established that the structure of cell-cell contact 
area is dependent on several well defined parameters such as bond energy, lateral 
mobility of binding molecules, bond elasticity, mechanical resistance of the cell 
membrane, nonspecific repulsion between interacting cells. Many models were elab- 
orated to integrate these parameters into an unified theoretical framework. The main 
difficulty is that specific approximations are required to make these models tractable. 
This is possible only if the experimental values of numerical parameters or the be- 
havior of empirical force/distance curves are known. However, these parameters are 
not known with sufficient accuracy at the present time. Also, it is likely that different 
biological systems behave in quite different ways, and a single workable model may 
not account for all situations of physiological interest. However, much progress was 
done during the last years and a reliable modeling of cell-cell initial adhesion no 
longer seems an impossible goal. 

4.4. Cell-cell separation 

Many aforementioned reports demonstrated that cell adhesion does not behave as 
a reversible process. Indeed, initial contact is rapidly followed by several active 
processes such as reorganization of membrane molecules, cytoskeletal concentration 
in adhesive regions, and possibly glycocalyx reorganization in order to minimize 
repulsion. It is therefore not surprising that the minimal force required to prevent 
bond formation may be much lower than the force required to detach bound cells 
(see, e.g., [128]). Indeed, cell separation may often be considered either as an active 
process where the cell chooses to release its 'grip' [146]. Alternatively, forced cell 
detachment may reflect membrane rupture rather than bond dissociation (see, e.g., 
[26]). Hence, the process of cell separation will not be further discussed in the 
present review. 
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Conclusion 

The aim of this work was to describe present experimental and theoretical knowledge 
on the initial steps of cell adhesion. Since this encompasses many different fields of 
physics and biology, we chose to present a brief and incomplete sketch of available 
data, in order to make important issues more apparent. Our hope is that this will 
help biophysicists to enter the fascinating field of cell adhesion. 
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1. Introduction 

The interplay between the three-dimensional protein network called the cytoskeleton 
and the two-dimensional lipid bilayer which forms the cell membrane is a central 
feature of cell biology and a richly complex physical and chemical phenomenon. 
The complexity of the membrane/cytoskeleton boundary derives in part from the 
intricacy of the interface between two soft materials and in part from the number of 
distinct molecules and chemical interactions that occur at this interface and influence 
its physical properties and chemical composition. The importance of the field and 
the volume of contributions to it have motivated many reviews [1, 2] and a recent 
book devoted to this topic [3]. 

In the diversity of interactions between membrane constituents and components of 
the cytoskeleton, several themes reappear in different contexts. 

�9 The binding of the major cytoskeletal fiber proteins themselves (except for 
some intermediate filaments) to phospholipids appears generally to be rela- 
tively weak and transient. Direct biochemical interactions of actin filaments, 
microtubules, and some types of intermediate filaments with purified lipids 
have been documented in vitro, but whether these interactions dominate the 
membrane/cytoskeletal interface is uncertain. 

�9 Rather than linking cytoskeletal filaments directly to the lipid bilayer, intact 
cells assemble complexes of various proteins at points where the cytoskeleton 
attaches to the membrane. Some components in these linkages span the lipid 
bilayer, some penetrate into the cytoplasmic face of the bilayer, some bind 
preferentially to specific phospholipid headgroups, and others bind cytoskeletal 
filaments either directly to the lipid bilayer or indirectly to proteins bound to 
the membrane. 

�9 In some cases the transmembrane proteins to which cytoskeletal filaments link 
are enzymes or ion transporters. The activity of these complexes is sometimes 
related to the extent of their attachment to the cytoskeleton and can alter the 
structure of both the membrane and the cytoskeletal network. 

�9 Some types of cells possess two types of protein network linked to the mem- 
brane, a two dimensional lamina similar to that of the red cell and a three 
dimensional gel network linked either to the lipid bilayer or to the 2-D protein 
network. 

�9 Motor molecules previously thought to produce motion primarily or exclu- 
sively between different protein assemblies, as in the sarcomere of the mus- 
cle, have now been shown to bind directly to purified lipids and to the plasma 
membrane of cells. 
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�9 Clustering of lipids and proteins within the membrane may be an impor- 
tant mechanism regulating their ability to produce biochemical and structural 
changes in the cell. 

�9 Acidic phospholipids, particularly phosphoinositides appear to be especially 
important for interacting with cytoskeletal proteins, both by linking proteins 
to the bilayer and by biochemically regulating the activity of enzymes and 
cytoskeletal binding proteins. 

This chapter will attempt to summarize current understanding of the biophysical 
properties of the cytoskeleton/membrane interface and to describe examples of each 
of the different classes of interaction between protein biopolymers and lipid mem- 
branes in cells. In particular, some biological processes that illustrate the importance 
of cytoskeletal/membrane interactions in normal and pathologic functioning of cells 
will be described. 

2. The cell membrane 

The physical and chemical properties of lipid bilayers are discussed in other chap- 
ters of this volume and in recent extensive reviews [4, 5]. The general character 
of lipids in biological membranes includes a diversity in the structures of both the 
hydrophobic chains in the interior of the bilayer and the hydrophilic headgroups 
which extend into the extracellular or cytoplasmic aqueous space. The headgroups 
of membrane phospholipids can form non-covalent bonds with peripheral membrane 
binding proteins, often apparently through electrostatic attractions, and in some cases 
even covalent bonds from the phospholipid to specific residues in particular proteins. 
It has been argued that the chemical heterogeneity of lipids in vivo precludes large 
scale phase transitions as being important mediators of cell function. On the other 
hand, there is abundant evidence that the distribution of different lipids in the mem- 
brane bilayer is not random, and that the physical consequences of the redistribution 
of lipids may be important in cell structure and transmembrane signalling. The non- 
random distribution of lipids in the membrane is found both between the inner and 
outer leaflet of the bilayer and within a single lipid monolayer. In cell membranes, 
charged lipids reside mainly in the inner monolayer, and clustering of acidic lipids is 
implicated in binding to specific intracellular proteins. The essential difference be- 
tween the cell membrane and lipid bilayer vesicles is the presence of proteins bound 
to both sides of the bilayer surface and penetrating into or through the membrane 
itself. The nature and consequence of these protein-lipid interactions are reviewed 
elsewhere [5-7]. 

3. The cytoskeleton 

Nearly all cells contain some form of filamentous protein polymer in their interior. 
Eukaryotic cells often possess an intricate three-dimensional network of interpene- 
trating and partly crosslinked filaments whose length, concentration, and attachments 
to each other or to the cell membrane are remodeled in response to specific signals. 
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This reversible assembly and spatial organization of biopolymers is intimately related 
to the cell's ability to maintain its shape or to alter it as it moves or is otherwise ac- 
tivated. The network of filamentous proteins, often operationally defined as that part 
of a cell which remains insoluble when the membrane is disrupted by detergents, 
is generally called the cytoskeleton. The filaments in this skeleton are composed 
of three types of protein p o l y m e r -  microfilaments, intermediate filaments and mi- 
crotubules-  and the many accessory proteins that bind to them. The structures of 
the basic filament types and their subunits are shown in fig. 1. A detailed descrip- 
tion of the properties of the cytoskeleton and the methods used to study the protein 
constituents can be found in several recent books devoted to the subject [8-11 ]. 

3.1. Actin filaments 

Microfilaments are linear polymers of the globular protein actin. The globular 
monomer (G-actin) polymerizes into filamentous (F-) actin which appears in elec- 
tron micrographs as two right-handed helices wound around each other with a repeat 
distance of approximately 36 nm [12]. Actin is an acidic protein with an isoelectric 
point of about 5.4, and approximately 11 net negative charges at neutral pH, depend- 
ing on the actin isoform. 1he linear charge density of an actin filament, therefore, is 
approximately -4.1/nm, and can vary depending on the isoform, the phosphoryla- 
tion state of nucleotides bound to it, and the number of bound divalent cations. The 
charge density is not uniform over the whole filament, and in particular, a cluster 
of negative charges is concentrated at a distinct site on the filament exterior near its 
contact site with several actin binding proteins [12]. The polyelectrolyte nature of 
F-actin is likely to be relevant to its interaction with membrane phospholipids. The 
polymerization of actin in vivo causes the hydrolysis of 1 actin-bound ATP for each 
subunit added to the filament. Since actin polymerization is rapidly reversible, the 
ATP hydrolysis associated with actin assembly accounts for up to 40% of a cell's 
total ATP turnover [13]. The physiologic role of this ATP hydrolysis remains un- 
known. ATP hydrolysis is not required for actin polymerization since ADP-bound 
actin also polymerizes, and the ATP is hydrolyzed only after the subunit has added 
onto the filament [ 14]. 

Actin filaments have a diameter of 7 nm [12] and can reach lengths of 30-100 #m 
in vitro [ 15], and at least several microns in vivo. Because these filaments are so long, 
they form semi-dilute solutions at extremely low volume fraction (< 0.05%) [16, 17] 
in which rotational diffusion of the filaments is greatly retarded due to solute-solute 
interactions. At physiologic concentrations (5-20 mg/ml) F-actin forms viscoelastic 
networks with shear moduli on the order of 100-1000 Pa [17-20]. Although they 
appear very stiff in electron and light micrographs [21 ], actin filaments are remark- 
ably flexible on a #m length scale and display many features of Rouse-Zimm coils 
in solution [17, 22, 23]. Possibly this flexibility or its alteration plays some role 
in the physiologic function of actin. Nearly all mechanically relevant properties of 
actin fi laments- length, stiffness, concentration, lateral or orthogonal aggregation- 
can be regulated by one or more of scores of actin binding proteins found in the 
cytoplasm of most cells. The characterization of these many actin binding proteins 
is reviewed elsewhere [24]. 
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Fig. 1. Structure of the three major types of cytoskeletal filaments. 

3.2. Microtubules 

Microtubules are formed from the complex polymerization of tubulin a/13 het- 
erodimers into hollow cylinders of approximately 25 nm diameter which can be 
more than 100 /~m long. The walls of the microtubule are composed of 5 nm- 
diameter linear protofilaments arranged in parallel. The number of protofilaments in 
a microtubules is typically 13, but can vary between 10 and at least 16. The iso- 
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electric points of c~- and/3-tubulins are 5.3 and 5.1, respectively, and at neutral pH, 
tubulin dimers carry approximately 30 net negative charges. Based on the packing 
of tubulin in the microtubule, each linear protofilament has a linear charge density 
of approximately -3.8/nm, which depends on the tubulin isoform and the nature 
of ions bound to the microtubule. Like actin, the tubulin subunits bind nucleoside 
triphosphates and hydrolyze them after they polymerize. Unlike actin, which binds 
most purine nucleotides, tubulin binds GTP rather than ATE Another contrast with 
actin is that the thermodynamics of polymerization and especially the rates of dis- 
assembly of microtubules depend strongly on the nature of the nucleotide bound 
to the end of the microtubule [25]. GDP-bound subunits at the end of a filament 
dissociate very rapidly, but a cap of GTP-bound subunits at the ends of the micro- 
tubule can protect GDP-bound subunits farther away from the end from fragmenting 
or dissociating. This feature of tubulin polymerization has led to the concept of the 
dynamic instability of microtubules as an aspect of their physiologic function. As 
might be expected from their greater diameter and tubular structure, microtubules 
are much stiffer than actin filaments. Like actin filaments, microtubules also form 
viscoelastic networks in vitro, but these networks have much lower shear moduli at 
comparable weight fractions of polymer [26]. Also like actin filaments, microtubule 
stability, structure and polymerization are affected by microtubule associated proteins 
(MAPS), the properties of which are reviewed elsewhere [27]. 

3.3. Intermediate filaments 

As their name implies, intermediate filaments (IFs) are thicker than microfilaments 
and thinner than microtubules. They are approximately 10 nm in diameter and many 
microns long, in cells often ranging from the plasma membrane to the nucleus [28]. 
They also form viscoelastic networks at low protein concentration in vitro [29, 30] 
and are thought to provide mechanical strength to the cell in vivo. Intermediate 
filaments differ from microfilaments and microtubules in several respects. Unlike 
actin and tubulin, which have only a few closely related isoforms in the same species 
and are very strongly conserved in evolution, intermediate filaments are formed from 
polymers of proteins that vary greatly among different cell types of the same species 
and between different species. Whereas actin and tubulin are acidic proteins, differ- 
ent intermediate filament proteins can be either acidic or basic, and the importance of 
linear charge density on intermediate filaments is not certain. Numerous unicellular 
eukaryotic cells, such as Dictyostelium slime molds, which possess actin and tubulin 
filament systems very similar to those of mammalian cells do not appear to contain 
intermediate filaments at all. The intermediate filament subunit proteins fall into 
several classes, reviewed in [31], which have in common a high degree of c~-helical 
secondary structure. IF polymerization, unlike that of actin and tubulin, does not 
involve nucleotide hydrolysis or any other obvious irreversible reaction. Although 
IFs turn over in vivo and in vitro, the kinetics of their assembly and disassembly 
appear to be quite different and much slower than those of actin filaments or mi- 
crotubules. Furthermore the mechanical properties of IFs differ from those of MTs 
or actin filaments. Individual IFs appear more flexible in electron micrographs, and 
networks of IF filaments become stronger as they are deformed (a property termed 
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strain-hardening), with shear moduli 100 times greater at 50% strain than at 1%, 
whereas actin filament and microtubule networks are very fragile and rupture at low 
strains (10-20%) [30]. IF-associated proteins that control IF polymerization or direct 
their binding to other cellular structures have been described (reviewed in [32]), but 
the nature of these interactions has been less thoroughly studied compared to MAPs 
or actin binding proteins. 

4. Membrane/cytoskeletal interactions independent of chemical binding 

A simple interaction between the cytoskeleton and the cell membrane arises from 
steric considerations. If a gel forms within a bilayer vesicle, the bending fluctuations 
of the bilayer that occur in empty liposomes are resisted by the elasticity of the 
gel. This has been observed in experiments where actin was polymerized within 
phospholipid vesicles [33-35]. The elastic modulus of purified cytoskeletal filament 
networks at physiologically relevant concentrations are on the order of 10-1000 Pa 
in shear deformation [30, 36] over a large range of frequency between at least 0.01 
and 100 rad/s. Therefore such networks would present a strong barrier to surface 
deformation occurring on this time scale, although large scale deformations of both 
membrane and cytoplasm can occur on a slower time scale. This effect would be 
reinforced by specific attachments between the gel and the membrane but are also 
significant in the absence of attachments. Outward movements of the bilayer away 
from the gel on the other hand are much more strongly inhibited by the gel if the 
membrane is attached to it. However, even in the absence of attachments, the lifting 
of the bilayer away from an interior polymer network will be retarded by limitations 
to water flow required to fill the space between the gel and the membrane. The 
permeability coefficients for water though different liquid-crystalline phospholipid 
bilayers range from 10 -4 to 10 -2 cm/s [37], but changes in local cell structure, 
such as formation of blebs, can occur more rapidly than would be expected if water 
had to diffuse across the cell membrane into the newly formed structure [38]. The 
permeability of biological membranes to water varies from one cell type to another, 
and in some cells such as renal epithelial cells is very low. In these and other 
cells, water flow is mediated by specific hormone-sensitive transmembrane water 
channels [37]. 

Water transport through the cytoskeleton is also impeded by the biopolymer net- 
work, and in the case of actin filament networks, the rate of water flow depends very 
strongly on the structure of the network. The volume flow (Jv) of water through an 
actin network surrounded by a semi-permeable membrane obeys the relation 

Jv - Lp(1 - e)Pf (1) 

where Lp is a constant that depends on the permeability of the membrane and Pf is the 
osmotic stress. The parameter e varies from 0 to 1 depending on the concentration 
of actin and the degree of its polymerization and crosslinking. In an actin gel 
crosslinked by filamin (ABP) water flow ceases below a critical osmotic pressure 
estimated to be several mosm [39]. Disruption of the normally restricted movement 
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of water through both the cell membrane and the cytoskeleton may be involved in 
the pathologic formation of cell blebs in metabolically poisoned cells and in cells 
genetically lacking the actin-crosslinking protein ABP [38]. 

A further interaction between cytoskeletal filaments and the cell membrane not re- 
quiring direct binding involves the generation of cell protrusions. Liposomes loaded 
with either actin [33-35] or tubulin [40] undergo shape changes superficially resem- 
bling some aspects of cell motion when the proteins inside the liposomes polymer- 
izes. These transformations are particularly dramatic in the case of microtubules [40]. 
The finding that the changes in liposome structure depend on parameters such as the 
length and degree of crosslinking of actin filaments by substoichiometric amounts of 
actin binding proteins [34] suggests that a significant aspect of the effect of protein 
polymers on the lipid bilayer is primarily mechanical. Of course, direct biochemical 
interactions between protein polymers and the lipid bilayer are also crucial in vivo, 
and a specific example of the consequence of disrupting the link between F-actin 
and the membrane is cited in section 5.1. A model in which a small bundle of actin 
filaments elongates near a membrane boundary has been proposed to explain the 
protrusion of fiiopods, which are long rodlike extensions of the ceil surface [4i ]. in 
this model, the polymerizing filaments are not directly attached to the membrane but 
serve to rectify the random bending fluctuations of the lipid bilayer because of the 
mechanical resistance they provide. Using experimental values of membrane tension 
(0.035 dyne/cm) and the elongation rate of polymerizing actin (0.7/zm/s) this model 
can account for experimentally observed rates of filopod extension (0.1 #m/s). 

A different steric interaction results from the constraint that the membrane surface 
places on the configurational freedom of long polymers. A lattice model for the 
arrangement of microtubules within a membrane-bounded space has been developed 
based on the geometry and dimensions of the axon [42]. Calculations using this 
model show that a non-random distribution of microtubule density near the surface 
of the membrane, approximating that found in vivo, can result from purely statistical 
considerations. 

5. Examples of cytoskeletal/membrane interactions in intact cells 

5.1. Erythrocytes 

The best studied cytoskeletal/membrane complex is that of the red blood cell. Since 
human and other mammalian erythrocytes lack a three-dimensional cytoskeletal 
framework or a nucleus, the biochemical and structural analysis of the proteins 
that form the scaffolding underneath the lipid bilayer of the membrane can be much 
better characterized than in other cell types. A schematic diagram of the red cell 
cytoskeleton is shown in fig. 2. The two-dimensional protein network underneath the 
membrane is composed mainly of the proteins spectrin, actin, and band 4.1. Spec- 
trin is a heterodimer composed of two high molecular weight, largely alpha-helical 
polypeptide chains, which form larger oligomers through head-to head binding of the 
dimers. Spectrin tetramers are joined by a protein called band 4.1 to short actin fila- 
ments containing approximately 10 subunits largely stabilized by tropomyosin. The 
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Fig. 2. Schematic model of the orientation of proteins of human erythrocyte membranes. Proteins of the 
spectrin-actin junction not shown in this model include protein 4.9 and tropomodulin. From ref. [257]. 

The details of this complex have recently been reviewed [43]. The binding of spec- 
trin to actin is facilitated by 4.1, but spectrin itself has domains homologous to actin 
binding sites in other proteins [44], and actin crosslinking activity in vitro [45]. 

The spectrin-actin network is linked to the red cell phospholipid bilayer mem- 
brane in several ways. Band 4.1 binds to the transmembrane protein glycophorin 
by an interaction stabilized by PIP2 [46]. 4.1 also binds directly to PS [47, 48], a 
phospholipid found predominantly in the cytoplasmic leaflet of the membrane bi- 
layer. A second link from the spectrin-actin network to the membrane is via the 
protein ankyrin [49], a multidomain protein with binding sites for spectrin and for 
the anion exchanger (band 3) a major component of the red cell membrane [50]. A 
third potential link is via band 4.9 (dematin) which binds and bundles actin in vitro 
[51, 52]. Dematin also binds a 55 kDa protein recently shown to bind tightly to the 
erythrocyte membrane by virtue of extensive covalent linkage to palmitate [53]. This 
latter protein has kinase activity and sequence homology to the SH3 domain of src. 
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Phosphorylation of band 4.9 by this membrane bound kinase ablates its actin binding 
activity. Ankyrin [54] and 4.1 [55] can also be phosphorylated, and activation of 
kinases may be a mechanism for disrupting membrane/cytoskeletal linkages in some 
cases. A fourth regulatable link between the proteins of this network is adducin [56- 
58], a ligand for calmodulin [58] and a substrate for protein kinase C [56], which 
binds much tighter to the spectrin-actin complex than to either protein alone [57]. 
That adducin functions as a regulated actin binding protein is also suggested by the 
similarity of part of its sequence to that of an actin binding motif in spectrin and 
actin gelation proteins [59]. 

In addition to proteins mediating the linkage of the spectrin-actin network to 
membrane-bound proteins, the 2-D cytoskeleton may also be stabilized by direct, 
but weaker binding between the lipid bilayer and hydrophobic domains of spectrin, 
ankyrin, and 4.1, as judged by fluorescence quenching by the hydrophobic molecule 
2-bromostearate [60]. Penetration of spectrin into the headgroup domain of DMPC 
monolayers has also recently been documented using specular reflection of neut- 
rons [6 ! ]. 

Maintaining a link between the protein network and the lipid bilayer is essential 
for the maintenance of red cell shape and for the rapid flickering motions of intact 
red cell membranes [62]. A number of disorders including hereditary spherocyto- 
sis and elliptocytosis are caused by decreased expression or mutation of spectrin, 
ankyrin, or 4.1 [63]. As implied by the names of these diseases, the link between 
protein network and lipid membrane is thought to determine the characteristic shape 
of the cell, although how this occurs is not known. One interesting feature related 
to shape determination is that at least under some conditions, the surface area of 
both the lipid membrane and the spectrin-actin network separately are larger than 
the surface area of the intact structure. The remarkable flexibility of the spectrin- 
actin cytoskeleton has recently been demonstrated by visualization of the thermal 
motions of the skeleton of a red cell ghost immediately after removal of the lipid 
[64]. The protein network first expands to a nearly spherical shape, independent 
of the original shape of the ghost, and exhibits large scale undulations, consistent 
with a persistence length of ,-~ 10 nm for spectrin. If the ionic strength is increased, 
the skeletons decrease in size and become stiffer, due apparently to a reorganization 
of spectrin/spectrin contacts and possibly the formation of 3-dimensional crosslinks. 
The mechanics of the red cell skeleton have been extensively studied [62, 65] and the 
results of measurements, largely using deformation in microcapillaries are summa- 
rized elsewhere [66]. Such measurements have also permitted an estimation of the 
force density of association between the lipid bilayer and the spectrin-actin network 
as 40-50 Pa [67]. 

The structural consequences of rupturing the link between the spectrin-actin net- 
work and the membrane have been treated theoretically and predict a redistribution 
of the spectrin-actin network and the formation of purely lipid regions in the mem- 
brane [68]. Focal uncoupling of the spectrin network from the membrane has been 
observed experimentally. One dramatic consequence of such uncoupling is seen 
in deoxygenated sickled red cells, where under appropriate conditions hemoglobin 
polymerizes beneath sites where the membrane has detached from the cytoskeleton 
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and forms long spikes that protrude as much as 30 microns from the cell body. Such 
spikes contain band 3, but no spectrin [69, 70]. The formation of these spicules is 
an interesting example of cell protrusion linked to protein polymerization without 
an apparent necessity for either a motor molecule or ATP hydrolysis. The formation 
of these protrusions may have implications for actin- and tubulin-based forms of 
motility also. 

5.2. Spectrin-actin network of platelets 

While originally thought to be a structure unique to red blood cells, a 2-dimensional 
spectrin-actin lattice has now been identified in many cell types. The structures 
of these networks and the nature of their links to the membrane are similar with 
some interesting variations. One example of a 2-D membrane lattice is found in the 
platelet. The existence of such a network was first inferred from the finding that 
shells of detergent-insoluble material rich in actin sedimented and were visible in the 
electron microscope [71, 72]. Figure 3 shows a high-resolution electron micrograph 
of the membrane skeleton of a resting platelet [73] and its striking similarity to both 
the red cell skeleton and, interestingly, to a molecular dynamics simulation of a 
membrane skeleton modeled as a triangulated tethered surface [74]. 

5.3. Relation between 2-D and 3-D networks 

Linkages between 2-D and 3-D networks in different cells are numerous and varied. 
For example, the resting platelet contains in addition to its 2-D spectrin-actin network 
a 3-D skeleton formed of an actin-based filamentous core linked to the membrane 
by actin cables [75], often by lateral association of the actin cables with the spectrin- 
actin lattice [73]. This lattice, in turn, is held to the membrane by links between 
ABP (filamin) and the transmembrane glycoprotein GPIb [76-78]. The GPIb/ABP 
link is found in interstices of the spectrin-actin lattice, and it is thought that the 
3-D actin network holds the 2-D network in compression in resting cells. The 
transmembrane fibrin receptor complex GPIIb/IIIa is also associated with the platelet 
membrane skeleton [79]. Under appropriate extraction conditions, the 2-D sheet 
can be separated from the 3-D cytoskeleton formed by the filament core and the 
filament bundles emanating from it [73]. Platelet activation is associated with an 
explosive burst of actin polymerization, a release of the contacts between the 2-D 
and 3-D networks, and extension of long protrusions away from the platelet core. 
The extensive and concentrated actin network is now connected to the expanded 
surface area of the activated platelet by several links. Some ABP-GPIb contacts are 
maintained or formed at new sites, and biochemically distinct linkages between the 
fibrin receptor GPIIb/IIIa and the actin network are present, mediated by a number of 
proteins including talin, alpha-actinin and vinculin, in structures possibly analogous 
to those in focal adhesions [80] (section 7.2.1). 

In other cell types, different links between the 2-D and 3-D networks have been 
described [81, 82]. An important and versatile link between the 2-D and 3-D net- 
works appears to be ankyrin. In addition to its binding to spectrin and the anion 
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Fig. 3. High resolution electron micrographs of two-dimensional spectrin-actin networks derived from 
resting platelets (a) and red blood cells (b) compared to a perspective and side view of a molecular 
model of a large tethered membrane composed of 4219 monomers (c). a and b from ref. [73]; c 

from ref. [74]. 

exchanger in red blood cells, ankyrin has also been reported to associate with tubu- 
lin and the transmembrane proteins uvomorulin (E-cadherin) in epithelial cells [83], 
GP85 in lymphoma cells [84] and the voltage-dependent sodium channel in brain 
[85, 861. 

Spectrin or its non-red blood cell analog fodrin has been reported to bind other 
cytoskeletal proteins such as the actin- and lipid-binding protein calpactin, but with 
low enough affinity to cast doubt on the specificity of the interaction [87]. Another 
ligand for spectrin is plectin, which would provide a link between the membrane 
lattice and intermediate filaments [88]. Spectrin also associates with the epidermal 
growth factor receptor [89] and may be a ligand for a component of the malarial 
parasite Plasmodium falciparum which causes disruption of the red cell membrane 
[90]. Although there are many potential ligands for spectrin, it is not clear which can 
bind simultaneously, and it is likely that there are large differences in affinity among 
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them. For example, the binding of spectrin itself to F-actin is relatively weak, but 
is increased by one order of magnitude by 4.1 [91]. 

From the biochemical and ultrastructural data obtained recently in this developing 
field, there is evidence for potential specific links from the spectrin-actin lattice to 
all three of the intracellular filament networks. The physical characteristics of such 
a composite material remain to be measured. 

5.4. Lymphocytes 

An example of the dynamic interaction of actin and tubulin polymers with the plasma 
membrane is seen in lymphocytes. In cells of the lymphoblastic cell line KE37 a 
migrating contractile acto-myosin ring constricts the cytoplasm at one end, causing 
it to flow toward the other end where membrane veils form as actin polymerizes un- 
derneath [92]. In the absence of microtubules, the ring migrates back and forth along 
the whole length of the cell, and the veil formation occurs alternatively at both ends. 
Microtubule formation elongates the cell and prevents migration of the ring past the 
centrosomal region so that veil formation occurs only at on end, giving the cell a 
distinct polarity. Native B lymphocytes exhibit localized membrane fluctuations cor- 
responding to transverse displacements of 131 + 22 nm with frequency 0.3-15 Hz, 
as measured by a novel optical method based on point dark field microscopy [93]. 
Colchicine, which depolymerizes microtubules, decreased the amplitude of the fluc- 
tuations to 88 + 14 nm, whereas cytochalasin B, which depolymerizes actin increased 
the amplitude to 184 + 31 nm. Although in these two cases of membrane move- 
ment, actin filaments and microtubules appear to be intimately involved in altering 
membrane structure, the nature of their attachment to the membrane and the signals 
to which they respond are unknown. 

5.5. Epithelial cells 

A morphologically well-studied cell-cell junction at sites where epithelial cells con- 
tact each other is the desmosome. The molecular organization of the desmosome is 
only partly understood. A related structure at the basal ends of epithelial cells where 
they attach to the extracellular matrix is called the hemi-desmosome. Both structures 
are characterized by a dense plaque of proteins attached to the plasma membrane 
from which intermediate filaments originate or to which they attach laterally (fig. 4). 
The biochemical composition of these two types of contacts differs, and the attach- 
ment of intermediate filaments to these membrane sites may be mediated by different 
proteins [94]. Since filaments attach to adjacent plaques on both sides of a cell-cell 
contact, and since the intermediate filament network spans the entire cell volume, 
these junction/intermediate filament complexes form a continuous three-dimensional 
network within a multicellular tissue which can transmit and resist mechanical forces. 
Other types of cell attachments relevant to epithelial cells are adherens junctions and 
focal contacts to which actin filaments attach, and these structures are discussed in 
more detail in section 7.2. 
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Fig. 4. Schematic drawing of a spot desmosome showing the anchoring of intermediate filaments 
to a complex of proteins bound to the intracellular face of the cell membrane and connected to the 

neighboring cell by intercellular filaments. From ref. [258]. 

6. Relation between the cytoskeleton and lipid membrane asymmetry 

A striking feature of biological membranes is that the distribution of different phos- 
pholipid headgroups varies greatly between the inner and outer leaflet. Gener- 
ally, there are more acidic headgroups facing the cytoplasm than the extracellular 
space. This asymmetry is maintained by several factors including specific lipid 
transfer enzymes (flippases), membrane voltage, and electrostatic binding to intra- 
cellular proteins, including components of the cytoskeleton [95]. In red blood cells, 
both the presence of a spectrin-actin membrane cytoskeleton and an ATP-dependent 
aminophospholipid pump are required to generate and maintain the cells' phospho- 
lipid distribution [96]. Aminophospholipid translocation from the outer to the inner 
leaflet requires coordination between a cytoskeletal and a membrane protein [97]. 
However, the asymmetry does not result simply from the binding of phospholipids 
to the membrane skeleton, since heat treatment of human erythrocytes at 50~ dis- 
rupted both the spectrin self-association and the binding of actin to the skeleton, but 
did not affect the phospholipid distribution [98]. 
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The importance of the lipid asymmetry for the physiologic function of human red 
cells is illustrated by the finding that antibodies against PS and cardiolipin found in 
the blood of a patient with autoerythrocyte sensitization syndrome redistributed more 
than 50% of the PS to the outer leaflet of both the patient's red cells and homologous 
red cells from a healthy donor and disrupted the red cell cytoskeleton [99]. On the 
other hand, labeling of red cell cytoskeletal proteins by a photoactivatable phos- 
pholipid analog incorporated into the membrane of erythrocytes from patients with 
chronic myelogenous leukemia or sickle cell disease, which have symmetric lipid 
distributions, was similar to that of normal red cell membrane proteins, suggesting 
that the spectrin network does not directly account for the lipid asymmetry of these 
cells [100]. 

The transverse distribution of lipids in the platelet membrane is also related to the 
actin cytoskeleton in a complex manner. The aminophospholipids PE and PS added to 
platelets incorporated into the membrane and redistributed transversely at a rapid rate 
(10-40 min half-time) relative to PC. During the time that there was an excess of ex- 
ogenous lipid in the outer leaflet, the platelets transformed from their resting discoid 
shape to a small central body with long pseudopods associated with actin polymer- 
ization. The shape change reversed when PE or PS redistributed to the inner leaflet 
[ 101 ]. This structural change may be related to the direct and specific binding of PS 
but not PC to the platelet cytoskeleton [102]. Similarly, the highly acidic lipid PIP2, 
which is thought to be localized entirely to the inner leaflet of the plasma membrane 
binds so tightly to the cytoskeleton of activated platelets that it resists extraction with 
organic solvents under conditions where all other lipids are solubilized [103, 104]. 

The lateral distribution of lipids is also affected by the cytoskeleton. In the de- 
veloping optic nerve axonal membrane, staining with three different sterol-specific 
probes was spatially heterogeneous. The patchy staining was not reduced at increased 
temperatures, but was reduced by Mg 2+. Portions of the membrane not stained by 
the sterol dyes were preferentially observed in association with filaments extending 
from microtubules to the cell membrane [105, 106]. Renal proximal tubule cells, 
which control the flow of water, ions and other solutes across the epithelium, also 
present an interesting relation between the cytoskeleton and formation and mainte- 
nance of a non-uniform lipid distribution. In this case, the cell membrane is polarized 
into apical and basolateral membrane domains with different lipid compositions and 
very different transport properties. The apical membrane in particular has a very 
low water permeability. The maintenance of this polarized structure depends on an 
intact actin cytoskeleton. Ischemic injury to these cells causes disruption of the actin 
cytoskeleton and its links to the membrane which precede loss of surface membrane 
polarity [107, 108]. 

7. Actin/membrane interactions 

7.1. Actin/Tipid binding 

Actin monomers and filaments are negatively charged at physiologic pH and have 
some areas of hydrophobic residues on their surfaces. Interactions of G- and F-actin 
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have been reported with charged and uncharged lipid monolayers and bilayers. Actin 
filaments bind positively charged phospholipid vesicles, presumably mainly by elec- 
trostatic attractions [109]. This interaction has recently been exploited to immobilize 
and orient actin filaments on lipid monolayers for electron microscopy [110]. A 
feature of this interaction observed in solution is that positively charged liposomes 
composed of a mixture of PC and sterylamine cause the polymerization of actin 
in solutions that otherwise maintain monomeric actin [109]. Actin polymerization 
is also driven by other positively charged molecules such as myelin basic protein, 
poly-lysine and the myosin head, but whether such processes occur in vivo is not 
known. 

An interaction under approximately physiologic solution conditions has also been 
shown between F-actin and unilamellar PC or PG vesicles in mM concentrations of 
divalent cations. The association of F-actin with these bilayers appears to require 
stabilization by soluble cation-mediated electrostatic forces and leads to alignment 
of actin filaments on the bilayer surface as well as changes in the permeability and 
microviscosity of the lipid bilayer [ 111 ]. Incorporation of cholesterol into liposomes 
decreases their affinity for actin [112]. The binding affinity and chemical specificity 
of these actin/lipid binding reactions remain to be determined. The effects of divalent 
cations suggest that salt bridges between the actin filaments and the phospholipids 
may be important. 

The association of F-actin with DMPC bilayers on a solid support has also been 
detected by total internal reflection fluorescence microscopy (TIRF). These measure- 
ments established two important features of actin/lipid binding by showing that the 
strength of the actin/lipid interaction can depend strongly on the filament length. 
Long F-actin filaments bound to a bilayer surface were nearly totally released by 
addition to the soluble phase of the actin binding protein severin, which cleaves 
the non-covalent bonds between filament subunits and stoichiometrically decreases 
the average filament length. If applicable also to cells, this result suggests that the 
binding of actin filaments to the membrane may result from the cooperative interac- 
tion of many weak binding sites, and that actin filaments bound to a surface remain 
capable of reacting with at least some actin binding proteins in the soluble phase 
(cytosol) [113]. 

In summary, a direct binding of actin filaments with purified phospholipid mono- 
layers and bilayer vesicles has been observed. Under various conditions, actin can 
bind neutral, positively, or negatively charged lipids, suggesting that these interac- 
tions may not be of high specificity. The binding is also likely to be of low affinity, 
since it can easily be disrupted by changes in the filament length, and because lipid 
binding assays such as differential sedimentation and gel filtration chromatography, 
which detect specific interactions with some actin binding proteins (see section 13) 
yield generally negative results for actin. 

7.2. Binding of  actin to structures in cell membranes 

Binding of actin to isolated biological membranes appears to be fight and specific. 
Liver membranes, depleted of their endogenously-bound actin, bind both G- and 
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F-actin as well as a non-polymerizable actin derivative [114]. Binding of G- and 
F-actin are mutually competitive, saturable, and inhibited by ATP. Since membrane 
bound actin does not bind phalloidin nor appear to be filamentous in electron mi- 
croscopy, the state of the actin bound to the membrane may differ for that of actin 
polymers. Platelet membranes also bind actin in a form that resists removal by actin 
severing proteins such as gelsolin and does not appear filamentous in EM [71, 115]. 
The molecules responsible for binding actin to the membranes of liver and other cell 
types remain largely unknown. 

Beside direct binding of actin to the lipid bilayer, at least five chemically distinct 
links binding the actin network to the cell membrane have been documented and 
some of them are shown schematically in fig. 5. 

�9 Transmembrane proteins that bind actin. 
�9 Proteins that bind both F-actin and the cytoplasmic face of the lipid bilayer. 
�9 Proteins that bind actin and insert into the membrane through a covalently 

bound lipid moiety. 
�9 Proteins that bind both F-actin and a transmembrane protein. 
�9 Proteins that bind F-actin and another protein that binds to the membrane. 

In some cases the links between actin and the proteins bound to the membrane 
are weak and fleeting, which has made biochemical characterization difficult even 
in cases where immunofluorescence studies have shown clear colocalization of actin 
and its accessory proteins at sites of membrane attachment. In other cases the binding 
of actin to its membrane-bound ligand is of high affinity and sensitive to the state 
of activation of surface receptors. There are also reports of enzymatically catalyzed 
covalent links between intracellular actin filaments and extracellular proteins at sites 
where both ligands bind to transmembrane receptor complexes [ 116]. In addition to 
protein-protein interactions at the interface, protein complexes at sites where activated 
membrane receptors have clustered or where the membrane adheres to another surface 

Fig. 5. Schematic representation of protein structures involved in linking actin filaments to the cell 
membrane. 



Cell membranes and the cytoskeleton 823 

are probably stabilized by recruitment of specific lipids which either diffuse into such 
sites or are formed in situ by enzymes known to be activated when specific receptors 
are occupied by extracellular ligands. 

A major challenge for understanding membrane cytoskeletal interactions is to dis- 
tinguish between colocalization of proteins at the membrane and formation of me- 
chanically significant bonds. One aspect of this problem is the determination of 
the force required to break the contact between two cells held together by specific 
transmembrane junctions [ 117, 118]. 

7.2.1. Focal adhesions 
The most thoroughly studied and possibly the most complicated connection between 
the actin network and the cell membrane is the complex of proteins and lipids that 
forms at sites Where cells attach to the extracellular matrix or to artificial surfaces 
[119-125]. Such membrane-cytoskeletal links are observed in non-adherent cells 
also and are especially well studied in the platelet, where the actin links to the 
fibrin/fibronectin receptor GPIIb/IIIa. The transmembrane proteins mediating these 
contacts are members of the integrin family, which bind fibronectin or other EM 
proteins by their extracellular domains and attach to bundles of actin filaments by 
their intracellular domains. Integrins are heterodimeric complexes of a- and b-chains 
in which both chains span the bilayer once, and the cytoplasmic domain of the b-chain 
is responsible for linkage of the integrin to the actin system. The proteins thought 
to be responsible for linking actin filaments to integrins are shown schematically in 
fig. 6a. Which proteins are absolutely required for formation of focal adhesions is 
still under discussion, and the order in which these proteins bind integrins, actin or 
each other is only partly elucidated. 

The proteins talin and alpha-actinin have both been demonstrated to bind the in- 
tracellular domains of the integrin b-chain. Alpha-actinin is a major constituent of 
focal adhesions as judged by immuno-localization [121, 126-129]. Alpha-actinin 
is well characterized as an actin crosslinking protein, which is regulated by Ca, in 
non-muscle cells, and which forms actin filament aggregates ranging from bundles 
to open networks, depending on the isoform [130]. Recently, a direct binding of 
alpha-actinin to some integrin types has also been documented [127, 128], and the 
importance of this protein in vivo is suggested by the finding that injection of alpha- 
actinin fragments into living cells causes a disruption of their cytoskeleton [129]. 
The affinity of alpha-actinin for certain membrane lipids, most notably diacylglyc- 
erol and palmitate is also likely to contribute to its binding at focal adhesions [131 ]. 
The recent finding that alpha-actinin also binds PIP2 with very high affinity, and 
that the F-actin crosslinking function of some alpha-actinin isoforms requires PIP2 
[132] raises further interesting possible functions for this protein as a cytoskele- 
ton/membrane linker. 

Talin was also identified as a protein bound to integrins, primarily the fibronectin 
receptor, in several cell types [80, 133-136]. The binding of talin to integrins may be 
under the control of phosphorylation caused for example by interleukin 1 beta [136], 
and its function as a linker protein can be reversed by the calcium dependent protease 
calpain [135]. Originally, it was thought that talin was linked to actin filaments only 
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Fig. 6. A scheme depicting some of the proposed intermolecular interactions in cell-matrix (a) and 
cell-cell (b) adherens-type junctions. In cell/matrix connections, the transmembrane integrin complex 
binds extracellular matrix filaments on one side of the cell and talin (or perhaps alpha-actinin) in the 
cytoplasm. Talin also binds to vinculin or alpha-actinin, and these proteins or perhaps talin itself binds 
to F-actin. Interactions of proteins with phospholipids in the inner monolayer of the membrane are 
also observed but not depicted in this scheme. In cell-cell contacts a cadherin receptor binds to a yet 
unknown plaque component which plays a role similar to that of talin in cell-matrix contacts. Vinculin, 

alpha-actinin and actin function much as they do in cell-matrix contacts. 

through other proteins such as vinculin and alpha-actinin, but more recently talin has 
been shown to bind directly to actin [137-139]. There are therefore two independent 
links of actin filaments to integrins, talin and alpha-actinin, and both are found in 
the same focal adhesions sites. A further property shared with alpha-actinin is the 
affinity of talin for phospholipids. The platelet talin homolog P235 bound mixtures 
of DMPC, DMPG and DMPS in an electrostatic interaction [140], and talin can 
link F-actin to negatively charged phospholipid vesicles [139]. In this sense talin 
may differ from alpha-actinin, in that alpha-actinin/lipid interactions appear to have 
a hydrophobic component. A further interesting relation between these two proteins 
is that talin augments the gelation of actin by alpha-actinin, although it does not 
appear to cause gelation of actin itself [ 141 ]. 

A third major protein component  of focal adhesions and other cytoskeleton/mem- 
brahe attachments is vinculin. The function of this protein is still unclear, but various 
interesting properties have been observed. There is differing evidence concerning 



Cell membranes and the cytoskeleton 825 

the binding of vinculin to actin [142, 143] but clearer evidence that it associates 
with the cytoskeleton of stimulated platelets, for example [ 144]. Vinculin also binds 
both talin [134] and alpha-actinin [145] and is a ligand for the recently described 
component of focal contacts paxillin [146]. Furthermore, vinculin may be linked 
directly to lipid bilayers in several ways. A portion of the protein can be cova- 
lently linked to either myristic [147] or palmitic acid [148]. In addition, vinculin 
also binds phospholipid bilayers non-covalently [ 149-154] with an apparent two step 
mechanism involving both electrostatic interactions with acidic headgroups and in- 
sertion into the hydrophobic domain of the monolayers (reviewed in [150, 152]). 
As with other components of the focal adhesion, vinculin illustrates the apparent re- 
dundancy of contacts mediating the actin/membrane connection. Vinculin may bind 
the lipid bilayer directly through one of several mechanisms and may bind actin 
directly. Alternatively, vinculin may also bind to one of several proteins such as 
talin or alpha-actinin which themselves may bind either directly to lipids or to the 
intracellular domain of integrin. These proteins or their complexes may then bind 
actin. The importance of vinculin to the in vivo function of cells is demonstrated 
by the recent finding that cells genetically devoid of vinculin are capable of form- 
in g transient protrusions, but unable to form stable contact with surfaces or directed 
locomotion [ 155]. 

In addition to the relatively abundant components of focal adhesions which include 
actin, vinculin, talin and alpha-actinin, several other proteins are found preferentially 
associated with these structures. These proteins include tensin, zyxin, ezrin, filamin 
[156], dystrophin [157], and paxillin (for review see ref. [124]). These less abundant 
proteins may be responsible for regulation of the larger focal contact complex. 

7.2.2. Adherens junctions/cadherins 
Sites at which cells attach to other cells differ in several respects from sites at which 
they attach to surfaces. The transmembrane proteins mediating cell attachment are 
members of a superfamily of adhesion molecules termed cadherins [158-160]. Some 
members of the cadherin family form cell-cell contact sites which involve recruitment 
of actin filaments to the contact site. Many of the proteins mediating attachment of 
actin to the intracellular domain of cadherins remain to be characterized. Three cy- 
toplasmic proteins found attached to different classes of cadherins have been termed 
catenins [158, 161]. These catenins are presumed to mediate attachment of the actin 
filament network to cadherins. Some similarity between the proteins in this structure 
and those in focal contacts is suggested by the recent finding that catenin alpha is 
homologous to vinculin [162], and several proteins found in focal adhesions also ap- 
pear in adherens junctions, with the notable exception of talin [134] (fig. 6b). Actin 
filaments link to adherens junctions by both their sides and ends. The binding of 
actin filament barbed ends to the complex of cadherin-bound proteins is likely to 
involve radixin, a barbed-end capping protein homologous to band 4.1 and localized 
in cell-cell contact sites [163]. Cadherin-mediated membrane cytoskeleton linkages 
appear to be highly variable among different cell types. Depending in part on the 
types of cadherin and catenins expressed, these contacts link cell membranes to either 
the actin network or the intermediate filament network [159] (see section 9.2). 
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Fig. 7. Ligand sensitive linkage between IgG-Fc receptor type 1 and actin binding protein. 

7.2.3. ABP binding to GPIb/IX and the Fc-receptor 
Of all the links between transmembrane proteins and actin filaments, the most direct 
and, in some respects, the most specifically documented is that between the platelet 
receptor for von Willebrand factor (GBIb/IX) and actin binding protein (ABP or 
filamin) (see fig. 5). A site at the C-terminus of the ABP homodimer near the self- 
association site [78, 164, 165] binds to a site in the intracellular domain of GPIb 
[76, 77]. The other end of the elongated ABP molecule contains an actin binding 
site, so that each GPlb  membrane protein can be linked to two actin filaments within 
the 2-D or 3-D actin network of the cell. In phagocytes, a different ABP-mediated 
membrane-actin linkage has been found. In a myeloid cell line, the intracellular 
domain of the high-affinity receptor for the Fc domain of immunoglobulin G (FcTR1) 
binds to ABP [166]. In unstimulated cells, all of the FcTR1 is bound to ABE When 
the receptor binds ligand (IgG), changes in cell surface structure occur concomitant 
with dissociation of the ABP link to the receptor (see fig. 7). The rapid and specific 
release of activated receptors from their bonds to the cytoskeleton is likely to be a 
common mechanism by which signals received at the cell surface initiate changes in 
cell shape. 
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7.2.4. 5' nucleotidase 
The ectoenzyme 5'nucleotidase has a somewhat enigmatic role in binding actin to 
the extracellular matrix [152]. The hydrophobic form of the enzyme is linked to 
the membrane through a glycosyl-phosphatidyl inositol linkage, common to many 
extracellularly disposed membrane proteins that lack transmembrane domains [ 167]. 
The extracellular domain of 5'nucleotidase binds the extracellular matrix proteins 
fibronectin and laminin [ 168]. When reconstituted into phospholipid bilayer vesicles, 
the membrane bound protein also binds F-actin, but not actin monomers [ 168, 169]. 
Furthermore, stimulation of a tumor cell line with insulin caused an increase of 
membrane-bound actin that was associated with 5'nucleotidase [170]. How this 
apparently direct link between actin filaments and a protein bound to the outer leaflet 
of the membrane through a lipid moeity can occur is not obvious, but the possibility 
for direct signalling from the outer membrane to promote actin polymerization has 
recently been observed in a different system (see section 10). 

7.2.5. Other direct actin/membrane linking proteins 
Several proteins have been reported to bind actin filaments directly to the cytoplasmic 
face of the plasma membrane. The most thoroughly documented of these is pon- 
ticulin, a small glycoprotein found in the membrane of Dictyostelium discoidium. 
Ponticulin binds directly to the sides of actin filaments and has additional function 
of promoting actin polymerization by stabilization of actin oligomers that serve as 
nucleation for further actin polymerization [171, 172]. Another example of direct 
actin/membrane link is the MARCKS protein. Directly after translation MARCKS 
is ligated to myristic acid, which recruits it to the plasma membrane of macrophages 
and other cell types [173]. MARCKS also has at least one actin binding site and 
causes bundling of actin filaments [174]. A number of stimuli that either activate 
protein kinase C or raise intracellular calcium release MARCKS from the cell mem- 
brane and reverse its actin binding properties. A similar combination of actin binding 
and subcellular localization is seen in the abundant lymphocyte protein LSP1 [175]. 
This protein also associates significantly with the cell membrane and binds actin. 
When lymphocytes are activated, surface receptors aggregate into patches and caps 
in a process thought to involve the actin cytoskeleton. The finding that LSP1 co- 
caps with the B-cell mIgM receptor suggest that it might mediate association of actin 
with these receptors. Other candidate proteins linking F-actin to the cell membrane 
surface include a 58 kDa membrane protein in Ascites tumor cell microvilli [176] 
and a 50 kDa protein in hepatocyte membranes [ 177]. 

8. Tubulin and microtubules 

Tubulin is often a major component of cell membrane fractions prepared by mechan- 
ical disruption of cells and separation of membrane-bound from soluble components 
by centrifugation. Purified tubulin can also bind purified phospholipid bilayers. That 
such binding might have physiologic significance is supported by the finding that 
phosphorylation of tubulin by a calmodulin-dependent protein kinase enhances its 
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association with membranes. Dephosphorylation of tubulin reverses the interaction 
of tubulin with lipids [178]. The transient binding of tubulin to the membrane, reg- 
ulated by a kinase localized or activated at specific sites, may provide a means to 
alter the physical properties of the cell membrane in response to appropriate signals. 

Most examples of microtubule/membrane binding described involve the binding 
and translocation of membrane-bounded organelles along microtubule tracks [179]. 
The biochemistry of these interactions, which may have features in common with 
the binding of microtubules to the outer cell membrane have been reviewed else- 
where [180, 181 ]. Proteins linking microtubules to the plasma membrane also have 
been found, and in some cases biochemical binding studies confirm the observations 
based on immunocytochemistry and microscopy. A common example of micro- 
tubule/plasma membrane association is the peripheral band of microtubules found in 
platelets of many but not all species and in the red blood cells of birds and fish. The 
organization of the chicken red blood cell cytoskeleton is shown in fig. 8. In addition 
to the vimentin intermediate filament network linking the nucleus to the spectrine- 
actine lattice, these cells contain a marginal band of microtubules running along their 
periphery [ 182]. Several proteins have been identified as candidates for linking the 
microtubules to the membrane [ 183, 184]. One of these proteins may be identical or 
related to ezrin [ 184], a protein with sequence homology to band 4.1 of erythrocytes 
and associated with actin/membrane contacts in microvilli [185]. Another attach- 
ment of microtubules may be to ankyrin [49]. The function of the marginal band in 
platelets and red cells is unclear, since platelets lacking microtubules still undergo 
normal activation and in red cells the volume change in response to osmotic pressure 
changes is independent of the integrity of the microtubule marginal band [183]. 

CHICKEN RED BLO00 CELL CYTOSKELETON 

An,on TrOnSpor ter 
i i 

Fig. 8. Proposed arrangement of proteins forming the cytoskeleton of a chicken red blood cell. Note 
the marginal band of microtubules which is absent from mature mammalian red cells. From ref. [182]. 
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Another example of microtubule/membrane binding is found in the trypanosomatid 
crithidia fasciculata which contains a ring of parallel microtubules that enclose the 
cell body and attach to the membrane by crosslinks visible in the EM. Three dif- 
ferent proteins have been identified that may hold this structure together and to 
the membrane. Somewhat surprisingly, one of these has been identified as a gly- 
colytic enzyme, glyceraldehyde 3-phosphate dehydrogenase [186]. Another enzyme 
involved in intermediate metabolism, a flagellar creatine kinase, also can associate 
with both phospholipids and tubulin, and therefore may have properties suitable for 
a microtubule/membrane linker [ 187]. 

A transient interaction of tubulin with the membrane may be mediated by the 
binding of tubulin dimers to the alpha subunit of some trimeric GTPases [ 188, 189]. 
These G-proteins function in signal transduction by interacting with the cytoplasmic 
face of transmembrane receptors and facilitating the activation of intracellular en- 
zymes. The binding of G proteins to microtubules may be part of a mechanism to 
move or target them to specific sites in the membrane. 

9. Intermediate filaments 

9.1. Intermediate filament/lipid binding 

Just as IF structure differs from that of actin filaments or microtubules in many re- 
spects, the interaction of IF with lipids differs in being more thoroughly documented 
and apparently stronger and more specific in nature. The intermediate filament pro- 
teins keratin and vimentin, for example, are often heavily contaminated with non- 
covalently bound lipid during their purification [190]. Keratins from cultured mouse 
mammary epithelial cells retain a relatively high amount of radiolabeled lipid in a 
high ratio of polar to non-polar lipids that survive SDS-polyacrylamide gel elec- 
trophoresis. Under the same extraction conditions, actin filaments retain very little 
lipid, and most of that is in the form of neutral lipid [191]. Vimentin through 
its non-helical N-terminal portion binds strongly to acidic phospholipid vesicles 
in vitro, causing aggregation of PS liposomes and leakage of PI vesicles at pro- 
tein/phospholipid molar ratios as low as 1 : 500. The effects of monovalent and 
divalent cations on these interactions suggest that there is an electrostatic component 
to this binding [192]. A theory for the kinetics of these interactions has been devel- 
oped [193]. Purified delipidated vimentin also binds neutral lipids such as cholesterol 
and cholesterol esters in vitro, apparently through its helical rod portion, and binding 
to phospholipid vesicles is enhanced if they contain cholesterol or 1,2-dioleoyl glyc- 
erol [190], although in some experiments the presence of a negative phospholipid in 
the vesicle is also required for stable binding. 

In immunofluorescence studies of fixed cells, lipids have also been specifically 
colocalized with IFs. In human umbilical vein endothelial and other cell types, 
the glycosphingolipids globoside and ganglioside GM3 are associated with vimentin 
intermediate filaments, but not with F-actin or microtubules [194, 195]. Cholesterol 
ester liquid droplets have also been reported to bind intermediate filaments in adrenal 
cells, and this interaction may be important for transporting cholesterol from the cell 
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Fig. 9. Schematic view of the varied functions of plectin in the organization of the cytoskeleton. From 
ref. [32]. 

membrane to the mitochondria, also bound to IF's, [196] to supply substrate for 
steroid hormone synthesis [197]. 

9.2. Intermediate filament/membrane receptor binding 

As with the other classes of cytoskeletal filaments, tight and specific binding of IFs 
to protein complexes at the cell membrane are also inferred to be crucial for some 
aspects of cell signalling and control of morphology. Several different structures 
have been identified as sites for IF/membrane linkages, based largely on microscopic 
and immunologic studies. The best known of these IF/membrane links are the 
desmosomes and hemidesmosomes, discussed in section 4.4. Proteins identified in 
these structures are thought to form the specific links from the IF to the membrane 
adhesion site, but biochemical characterization and reconstitution of the complete 
complex has not been achieved. Some of the proteins in desmosomes, such as 
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the desmoplakins have some structural similarity to intermediate filament proteins 
themselves. Other proteins that may be involved in linking IFs to desmosomes are 
discussed in recent reviews [28, 198]. 

Other types of links between IFs and the cell membrane also have been reported. 
In non-epithelial cells, IFs may attach to the spectrin-actin membrane skeleton by 
binding either spectrin or ankyrin [32]. In addition to possible direct binding of IF 
subunits to the membrane skeleton, such binding may also be mediated by proteins 
such as plectin, a 300 kDa protein that binds not only IFs, but also MAPS and 
spectrin-related molecules [88]. Some MAPS, in turn also bind ankyrin [49]. This 
complex arrangement is shown schematically in fig. 9 and illustrates how all three 
cytoskeletal polymers can bind as an integrated unit to specific sites at the plasma 
membrane and also why a coherent biochemical elucidation of these interactions is 
so difficult. The continuous link between the plasma membrane and the nuclear 
membrane formed mainly by intermediate filaments is thought to be a significant 
aspect of some forms of cell response to mechanical or chemical signals received at 
the cell surface [199-202]. 

10. Membrane-bound motor molecules 

A particularly interesting class of proteins linking the cell membrane to the cytoskele- 
ton are mechanochemical enzymes. These proteins provide not only a reversible link 
between protein filaments and the lipid bilayer, but also the potential to move the 
membrane surface relative to the interior framework of the cell. One example of 
such an enzyme is myosin I [203-206]. Structural characterization of the microvilli 
forming the brush border of intestinal epithelial cells revealed structures protruding 
from a crosslinked actin filament core bundle to the overlaying plasma membrane 
[207]. Biochemical characterization and sequence analysis of these structures [208, 
209] revealed that they are complexes of calmodulin with an ATPase with primary 
structure homologous to that of myosin I, an enzyme related to the conventional 
myosin of muscles (termed myosin II), which lacks the ability to assemble into thick 
filaments, but can translocate actin filaments in the presence of ATP. Similar myosin 
I proteins have been found in many other cell types and appear to be preferen- 
tially located near the membrane at the front of moving cells [210-213]. Myosin I 
molecules contain 2 actin binding sites, one of which is ATP-sensitive, and a site 
which binds tightly to acidic phospholipids [210]. Myosin I isoforms are likely to 
have numerous functions in the cell, and some cell types possess multiple related 
myosin I gene products. One of the major roles proposed for myosin I is to move 
the cell membrane during locomotion. A schematic diagram showing how this is 
proposed to occur is shown in fig. 10. The possibility that such a displacement of 
membrane can occur in vivo is suggested by the finding that myosin I bound to an 
immobilized phospholipid bilayer can move actin filaments across the phospholipid 
surface in vitro [214]. However, how a motor molecule bound to a fluid lipid bilayer 
can apply force to protein networks is not obvious. 

A second class of motor molecules moves on microtubules. Most of the evidence 
on this system has been obtained from studies, reviewed elsewhere [179, 215], of 
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Fig. 10. Schemes for myosin-l-membrane interactions. From ref. [210]. 1, Membrane-bound myosin- 
I moves organelles along actin filaments within the cytoplasm; 2, myosin-I tethered in the membrane 
proteins or a second actin filament produces a contraction on actin filaments. This could cause contraction 
of actin filaments tethered to cell structures such as the plasma membrane [30, 31], or concentrate actin 
filaments into an area of activity; 3, myosin-I causes the movement of the plasma membrane relative to 
actin filaments in the cytoplasm. The direction of movement would be determined by the polarity of the 
actin filaments. At the cell periphery, in microvilli or filopodia the direction of this movement would be 
expected to be centrifugal, 4, Myosin-I and associated membrane molecules may be free to diffuse in 
the plane of the membrane. An interaction of myosin-I with tethered cortical actin filaments may serve 
to move myosin-I along the actin filaments, concentrating them in a region of activity. 5, Myosin-I has 
already been shown to cause contraction of actin filaments relative to each other, in vitro [14, 21, 22]. 

A network of actin filament in the cytoplasm could be contracted in this way. 

the movemen t  of small intracellular membrane-bounded  organelles on microtubule 
tracks. In addition, the same microtubule/motor  system can be used to draw large 
membrane  sheets along microtubules.  One example  of this is the formation of two- 
dimensional  polygonal  networks of membrane  by the movement  of membrane-bound 
kinesin on microtubules  [216]. If the kinesin is bound to a sufficiently large and fluid 
membrane ,  rather than a small sphere, the movemen t  of kinesin along the microtubule 
drags the membrane-bound  kinesin ligand along, distorting the membrane.  This sort 
of mechan ism may function in the formation of the endoplasmic reticulum. 

A third class of motion linked to membrane  cytoskeletal  interactions is represented 
by the movemen t  of glycoproteins or beads attached to the cell surface [217-221].  
One property of this type of  motion is that a bead needs to be attached to a particular 
point on the cell surface for sufficient t ime for some kind of contact to form, presum- 
ably with the cytoskeleton.  Only then does its motion on the cell surface become 
different f rom that of the bulk membrane  lipid. The molecular  details of this move-  



Cell membranes and the cytoskeleton 833 

ment, which is generally rearward, have not yet been fully elucidated. However, one 
important clue comes from studies with cells of the slime mold Dictyostelium dis- 
coidium which lack the large conventional myosin II motor. In these cells, rearward 
bead movement still occurs, but the spatial pattern of the motion is different [218]. 
Another striking form of motion involving the membrane/cytoskeletal interface oc- 
curs when beads beating a positive surface charge are placed on the surface of 
nerve growth cones. If the bead's charge density is sufficiently high, it begins to 
move along the surface of the cell at speeds and in a direction uncorrelated with 
the dominant rearward flow of the bulk cytoplasm [222]. As the bead moves on the 
surface, it leaves behind a trail of newly polymerized actin, similar to that associ- 
ated with propulsion of the infectious bacterium Listeria in the cytoplasm [223]. In 
this example, a physical perturbation of the outer leaflet of the cell membrane by 
electrostatic charge on the bead is apparently sufficient to trigger submembrane actin 
polymerization and a reordering of the cytoskeleton that allows surface motion to 
occur. 

11. Binding of transmembrane receptors to the cytoskeleton 

Often, the evidence that a free or activated receptor is bound to the cytoskeleton 
comes from studies showing that the receptor is insoluble in non-ionic detergent ex- 
tracts, or that it is immobilized based on fluorescence recovery measurements after 
photobleaching (FRAP). How specific or mechanically strong such interactions are 
cannot generally be judged from such measurements, and different receptors become 
immobilized by very different mechanisms. For example, the tetrameric high-affinity 
receptor for IgE in rat basophilic leukemia cells aggregates and associates with the 
cytoskeleton when it is activated [224-227]. The activation of such cells normally 
causes simultaneous actin polymerization, and clustering and insolubilization of the 
receptor. However, these two events are not causally related because drugs such as 
cytochalasin B which prevent the actin polymerization do not affect receptor sol- 
ubility [224]. The components of the cell membrane alone are sufficient to cause 
the insolubility of activated IgE receptors [225]. Moreover, disrupting the cytoplas- 
mic domains of any of the components of the receptor by site-directed mutagenesis 
failed to prevent the receptor's apparent association with the cytoskeleton. Even 
the extracellular domain bound to the outer leaflet of the membrane via a glycosyl- 
phosphatidylinositol link became detergent-insoluble as long as the receptor was 
aggregated [226]. These results suggest that this type of receptor becomes non- 
specifically enmeshed in the membrane skeleton when the membrane proteins are 
aggregated by ligands. 

In contrast, other types of transmembrane protein interactions with the cytoskeleton 
are easily disrupted by alteration of their cytoplasmic domains. Removal of as few 
as 6 amino acids from one of the two chains that form the heterodimeric class II 
major histocompatibility complex increased its lateral diffusion constant three fold, 
and complete removal of the cytoplasmic portion of the complex increased it by a 
factor of 10. The critical amino acid sequence is rich in basic residues which could 
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interact either directly with the negatively charged actin filaments or microtubules 
to account for the limited mobility of the wild-type protein [228]. In most cases 
neither the biochemical affinity of a receptor for the cytoskeleton nor the mechanical 
strength of the bond between the two have been measured. One exception is the 
point contact between red blood cells measured by pulling an agglutinin bound to 
a rigid surface away from its transmembrane ligand on a red blood cell held in 
a microcapillary. The force required to rupture this contact in a short time was 
1 -2  x 10 -6 dyne, for three different ligand pairs, as measured by the deformation 
of the cell surface [117]. Biochemical analysis showed that rupture resulted from 
removal of the transmembrane ligand from the lipid bilayer of the cell membrane 
and not from breakage of the protein-protein bond between the two ligands. 

12. Volume regulation 

The cell's volume is also maintained by structures at the membrane/cytoskeletal 
interface. Normally, in living cells the surface area of the lipid membrane is far in 
excess of the amount needed for the volume it encloses. Therefore, large volume 
increases can be accommodated before the elastic limit of the bilayer is reached. 
Cells maintain a relatively constant volume in the presence of a wide range of 
osmotic conditions by utilizing several mechanisms. The cytoskeletal network, like 
any viscoelastic material, can itself provide some resistance to osmotic swelling 
and deswelling. However, in vitro data suggest that such a direct contribution to 
preventing volume change is likely to be minimal under physiologic conditions. For 
example, resting neutrophils have the characteristics of viscoelastic liquids rather 
than solids [229-231 ], and although they might respond slowly to osmotic shocks, 
their material properties provide no mechanism to maintain a constant shape for 
prolonged times. The elastic moduli of living cells and of purified actin, vimentin, 
or microtubule networks at the concentrations present in vivo are on the order of 
several hundred Pa and are time-dependent, decreasing at longer times, on the order 
of minutes or hours [30, 33], whereas intact cells can maintain constant volume and 
cell integrity after transfer to solutions with osmolarity differences corresponding 
to several hundred thousand Pa and can maintain this volume for very long times. 
Rather than using a passive resistance to volume changes which would be governed 
by the viscoelasticity of the cytoskeleton, cells maintain their volume actively by 
regulating the influx and outflow of ions and water through a variety of channels, 
some of which pump ions against a gradient at the expense of ATP hydrolysis. 

Although the elasticity of the cytoskeleton seems unlikely to resist physiologically 
reasonable osmolarity gradients, the cytoskeletal network is nevertheless intimately 
involved in volume regulation [232-234]. Cells genetically devoid of specific actin- 
crosslinking proteins which normally increase the shear modulus of actin networks 
in vitro and which may link the network to cell membrane receptors in vivo show 
a marked increase in volume changes in response to osmotic gradients and a de- 
creased capacity to return to their resting volumes [235]. Secondly, agents which 
disrupt either microtubules or actin filaments also eliminate volume regulation by 
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neutrophils [236]. The mechanism for this link between the cytoskeleton and vol- 
ume regulation is unknown, but at least two hypotheses have been put forward. 
First, several classes of ion channels have been reported to be directly linked to the 
cytoskeleton [85, 86, 237], and the activity of the Na + channel depends on the gel 
state of actin networks in vitro [238]. Second, although the cytoskeleton is not strong 
enough to prevent osmotically driven volume changes, an intact crosslinked network 
nevertheless exerts a restoring stress as long as it is stretched or compressed in rela- 
tion to its resting shape. Such an elastic effect may serve as a memory for the cell 
to return to its resting volume at which the cytoskeletal strain reaches a minimum. 
In both cases the cytoskeleton must be tightly coupled to the cell membrane, either 
directly to transmembrane ion channels or to stable membrane-bound anchors. 

13. Regulation of the cytoskeleton by membrane lipids 

The boundary between the cell membrane and cytoplasm is not only a physical con- 
straint and a surface for contact and adhesion, but it is also an interface at which a 
great deal of chemistry occurs. Chemical reactions in this environment can either 
alter the membrane-cytoskeletal interface itself, or produce second messengers for 
reactions elsewhere in the cell. An example of how contact between the actin-based 
cytoskeleton and the acidic polyphosphoinositides PIP and PIP2 may lead to changes 
in the state of actin polymerization is outlined in fig. 11. The actin binding protein 

Fig. 11. Transmembrane signalling, gelsolin, and the actin cycle. Adapted from ref. [259]. 
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gelsolin, which severs filaments and binds to their fast-growing 'barbed' ends in 
the presence of elevated cytosolic Ca 2+, binds to PIP and PIP2 through two dis- 
tinct poly-basic domains of similar structure [239, 240]. This interaction releases 
bound actin filaments and exposes barbed ends onto which further sub-membrane 
actin polymerization occurs. Similarly, the positively charged actin monomer se- 
questering protein profilin also binds PPI's and releases actin monomers providing 
material to fuel the rapid polymerization of actin from ends liberated by PPI-bound 
gelsolin [241-243]. If these and other actin and PPI-binding proteins are coordi- 
nately inactivated by receptor-mediated PPI turnover, they could provide a mech- 
anism whereby actin polymerizes directly at the membrane/cytosol interface [244, 
245]. Such actin polymerization is an immediate consequence of many types of 
cell activation and is implicated in the generation of directed forces in cell motil- 
ity. 

The plausibility of such mechanisms is strengthened by the finding that increases 
in some PPI levels - notably PIP3 - sometimes correlate with increased actin poly- 
merization [246, 247], although bulk levels of PPI's do not show a simple correlation 
with the states of gelsolin or profilin [248], which is not surprising given the vast 
excess of these lipid species to the proteins in most cell types. Local changes in 
PPI concentration generated by specific receptor activation are required to produce 
the localized and transient actin polymerization observed when cells are signalled 
to move. Often this signalling involves two aspects: activation of phospholipase 
C which lowers PIP and PIP2 levels by hydrolysis to diacylglycerol and IP2 or 
IP3, and activation of PI and PIP kinases, which restore PPI levels by phosphoryla- 
tion at different sites on the inositol ring to produce isomers of PIP and PIP2. An 
initial activation of PLC would reduce PIP2 levels, elevate intracellular Ca 2+ (via 
IP3-activated storage release) and lead to actin filament severing by gelsolin and 
capping of barbed ends, thus solating the cortical actin network. Subsequent or con- 
sequent restoration of PPI's, often to levels greater than those of the pre-stimulated 
cell, would remove the gelsolin cap from actin, release actin sequestered by profilin 
and allow rapid actin polymerization. The evidence for these pathways is reviewed 
elsewhere [244]. 

Currently, at least 10 cytoskeletal proteins have been reported to bind PPI's, and 
many of these interactions are well described in a recent review [152]. A com- 
mon finding in PPI- and actin binding proteins is a polybasic domain adjacent to 
or interrupted by a hydrophobic region [239]. These sequences bear a superficial 
resemblance to the stretches of basic amino acids often found at the immediate cy- 
toplasmic domain of transmembrane proteins [228]. A synthetic peptide based on 
one of the PPI-binding sites of gelsolin undergoes a coil to helix transition in the 
presence of small amounts of PIP2 [249]. Such a peptide/lipid interaction is likely 
to alter the structure of both ligands. An important aspect of the binding of PPI's to 
actin binding proteins is that the PPI's must be associated within the lipid bilayer in 
clusters of approximately 5-10 molecules in order to exert their effect on the proteins 
(fig. 12). Since at least some of the enzymes that use PPI's as their substrates also 
require clustering, the competition for substrate and the changes in lipid structure 
caused by the binding of peripheral membrane proteins is an efficient mechanism to 
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Fig. 12. Binding of gelsolin to PIP2 requires clustering of PIP2 headgroups within mixed lipid bilayers. 

regulate enzymatic activity [243, 250]. Moreover, clustering of trace lipids with un- 
usually large headgroups and surface charges is likely to cause a change in the shape 
of the plasma membrane at the site where cytoskeletal proteins bind or where lipases 
and lipid kinases are activated. As an example, the initial phase of platelet activation 
by thrombin is associated with the hydrolysis of nearly 50% of the total PIP2 into 
diacylglycerol and IP3 [251,252]. In this reaction, membrane sites enriched in the 
phospholipid with the largest head group and surface charge would, within seconds, 
be enriched in a lipid with no headgroup. The imbalance in surface areas of the inner 
and outer leaflet resembles that caused when PS or PE are added to the outer leaflet 
of platelets in the experiment described in section 5.3, which leads to large scale 
shape transitions. A coordinated interaction between local and reversible structuring 
of the membrane lipid bilayer and changes in the extent of filament assembly and 
architecture is likely to be an integral part of many forms of cell shape change and 
motility. The coupling between cytoskeletal proteins and remodelling of membrane 
lipid structure is supported by the finding that numerous enzymes associated with 
reactions essential for signalling through the PPI-pathway are localized or regulated 
by the cytoskeleton [253-256]. 
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14. Conclusion 

The boundary between the cell membrane and its protein networks exhibits the 
properties expected for soft materials composed of multiple chemically distinct com- 
ponents. Both the mechanical and the biochemical properties of proteins and lipids at 
this interface determine its structure and dynamics. A key feature of the interactions 
among the membrane components is that few if any of them are of very high affinity 
and long lived. This ensures a rapid accommodation to environmental changes and 
makes detailed physical and chemical characterization difficult. The interface reacts 
to physical stresses used to measure it, and biologically important contacts dissoci- 
ate during attempts to purify their component parts. Nevertheless, a large number 
of molecules have been identified as important for determining the structure of the 
cytoskeleton-membrane surface. The integrity of these structures is necessary for 
proper adherence of cells to the substratum or to each other and for the generation 
of forces during motility. As more biochemical data accumulate, a pattern of appar- 
ent redundancy emerges. Proteins linking different filaments of the cytoskeleton to 
the membrane may do so by binding to both proteins and lipids in the membrane. 
Structurally homologous surface receptors may bind to any of the different filament 
types in the cytoskeleton depending on the accessory proteins localized or activated 
at sites of attachment. How the variety of biochemical interactions determine the 
physical properties of the cell surface and how they participate in such processes as 
cell adhesion or motility remains a major unanswered question in cell biology. 
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1. Introductory remarks 

1.1. Membrane fusion ensures specific, controlled transfer of molecules in life 
processes and is important for biotechnology and biomedical research 

Fusion of membranes is a physical process which was of critical importance for 
the rapid evolution of life on earth and is involved in a variety of life processes 
today. One could imagine that billions of years ago the mechanical and/or electrical 
interactions in the ancient ocean mediated close apposition and destabilization of 
membranes which resulted in their fusion. Fusion of parts of the same membrane 
led to cell division and fusion of different membranes resulted in cell fusion. Both 
phenomena led to transfer and exchange of molecules which contributed to the rapid 
acceleration of the evolution of life on earth. One could further speculate that the 
'first' fusion reactions were non-specific and any membranes could fuse provided 
appropriate conditions, including molecular contact, membrane destabilization and 
proper composition. Subsequently, specialized proteins appeared which led to the 
specific fusion of membranes and to controlled transfer of molecules. Today, the 
specific fusion of membranes seems to be the predominant mode of fusion in bio- 
logical systems; however, the ability of membranes to fuse non-specifically, e.g., by 
external electric fields, provides information about the fundamental mechanisms of 
fusion and is important for biotechnology, medicine and research in biology. 

1.2. Manifestations of cell fusion were observed nearly two centuries ago, while 
electrofusion was discovered in the late 1970's 

The first manifestations of a fusion phenomenon were observed almost two centuries 
ago by the German biologist Johannes Muller (see [ 1 ]). He discovered multinucleated 
giant cells in histological specimen while studying pathological conditions. By the 
turn of the nineteenth century, the medical literature contained several reports of 
'polykaryocytosis' as symptomatic of a variety of diseases, including tuberculosis, 
variola, varicella, and rubeola. This raised the question whether these giant cells 
originated from successive mitoses or from fusion of mononucleated cells [2]. Later 
fusion was clearly established [3] as a mode of their formation, but it was not until 
the 1960's, when the studies of fusion 'exploded'. During a relatively short period of 
time a number of interesting fusion phenomena were discovered and characterized by 
using light microscopy (for history see [ 1 ]): (i) viruses can induce formation of giant 
multinucleated cells (syncytia) [4-6], (ii) during fertilization the acrosomal membrane 
interdigitates and then coalesces with the egg membranes [7], (iii) mononucleated 
myoblasts fuse to form myotubes, at least in vitro [8, 9], and (iv) cell hybrids can be 
formed in vitro by spontaneous cell fusion [10, 11]. The interest in studying fusion 

854 
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grew in the next decades mainly because of its importance for production of hybrid 
cells. In the early 1970's polyethylene glycol was introduced as a fusion agent for 
plant protoplasts [12, 13] and animal cells [14] (see also the chapter of K. Arnold 
in this book). In the late 1970's groups from Japan and Germany reported that cell 
fusion can be also induced by external electric fields (electrofusion) [15-18]. 

1.3. Electric fields can induce fusion of a wide variety of membranes 

During the last decade numerous studies have shown that external electric fields 
can induce fusion of a wide variety of cell and artificial membranes (for review see 
[19-23]. This experimental observation is a demonstration of an inherent ability of 
membranes to fuse if appropriate conditions are provided and indicates the existence 
of properties of membrane systems, related to fusion, which are largely independent 
of the type of membranes. These properties include membrane stability and adhesion. 
Membranes are designed by nature to be stable and resist external constraints. They 
must be destabilized, i.e. they must be forced to change their structure to molecular 
conformations appropriate for fusion. The destabilized membranes must be at close 
apposition to allow merging of their lipid matrix. Therefore, understanding of fusion 
mechanisms requires understanding mechanisms of membrane destabilization and 
establishment of contact. External direct current (DC) fields can destabilize mem- 
branes and induce formation of pores (electroporation) (for recent review see [23]). 
External alternating current (AC) fields can induce membrane approach and contact 
predominantly by a process termed dielectrophoresis [24]. In the following chap- 
ter, I will focus on membrane fusion induced by electric fields (electrofusion) but I 
will also discuss electroporation and dielectrophoresis which are closely related to 
electrofusion. 

I first briefly discuss polarization as one of the basic mechanisms of interactions of 
membranes with electric fields, leading to electroporation, dielectrophoresis and elec- 
trofusion, and then summarize observations on electroporation and dielectrophoresis 
related to electrofusion. In the rest of the chapter, I focus on observations of elec- 
trofusion and on the current concepts of its mechanisms. Why electrofusion may be 
important for understanding biological fusion is also briefly discussed. 

2. Polarization of membranes underlies their destabilization, adhesion and 
fusion 

2.1. Polarization is due to restricted motion of charges 

External electric fields can induce formation of pores in membranes, move cells by 
dielectrophoresis and fuse membranes. All these phenomena are based on the same 
physical process: the polarization of material in electric fields. The polarization of 
membranes or any other material results from the fundamental interaction of electric 
fields with charges. Electric fields exert forces on charges which can either move 
if they are free to do so or accumulate if they are limited in their motion. The 
free motion of charges depends on the conductivity of the material while the charge 
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Fig. 1. Membranes restrict motion of charges and lead to cell polarization by external electric 
fields. The induced transmembrane voltage is maximal at the cell poles and minimal at the equator. 

Adapted from [37]. 

redistribution in a limited space is characterized by its polarizibility. Figure 1 illus- 
trates schematically how cells can be polarized due to the restricted motion of ions 
imposed by the plasma membranes. 

2.2. Interaction of electric fields with polarized membranes induces mechanical 
stresses 

The interaction of the external electric fields with the polarized material results in 
forces which can then induce motions inside particles or motion of the particles as 
whole. The motions inside the material can result in structural rearrangements or 
even mechanical fracture in the material, which for membranes can subsequently lead 
to their electroporation and electrofusion. The motion of the particles as a whole can 
occur even in the absence of a net charge, but only in non-uniform electric fields. It 
is a consequence of the interaction of the redistributed charges which have zero net 
charge but locally interact with electric fields of different strength, which leads to a 
net force exerted on the particle. This phenomenon, termed dielectrophoresis [24], 
can also occur in homogeneous external fields if there are other particles yielding 
local non-uniformities of the electric field. This leads to mutual attraction of the 
particles, to their approach and eventually to adhesion. 
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2.3. Forces exerted on polarized membranes can induce structural 
rearrangements, approach of membranes and their fusion 

The magnitude and the type of motion depends on the electric field, the nature 
and geometry of the material. Membranes have low polarizibility (relative dielec- 
tric constant about 2) and low conductivity (specific membrane conductance about 
1 mS/cm 2, which corresponds to a 'bulk' conductivity of about 1 nS/cm), surrounded 
by a medium of high dielectric constant (about 80) and high conductivity (about 
0.1 S/cm). Application of external fields to membrane systems leads to motion of 
ions in the medium surrounding the membranes, accumulation of charges at the mem- 
brane surfaces and membrane polarization. The charges at the membrane surfaces 
create electric field inside the membrane which is commonly of much higher strength 
than the field in the surrounding medium. The electric field inside the membrane 
interacts with the polarized membrane material which results in intramembrane mo- 
tions and structural rearrangements. At sufficiently high field strengths these events 
can lead to formation of pores and discharge of the membrane surfaces by ionic cur- 
rents through the pores. If another membrane is at close apposition, the molecular 
rearrangements can also result in fusion by mutual diffusion of the lipid molecules 
which leads to their intermixing and membrane merging. The molecular contact 
needed for fusion can be enhanced by the mutual attraction of the two polarized 
membranes. While this qualitative description of the interactions of membranes with 
electric fields leading to electroporation, mutual approach and fusion probably reflects 
basic features of those phenomena, the quantitative modeling and understanding of 
their molecular mechanisms are very complicated and far from clear. In the next 
two sections I describe basic experimental approaches and observations, as well as 
attempts for theoretical modeling of electroporation and dielectrophoresis. 

3. High voltage pulses electroporate membranes 

3.1. High voltage pulses can permeabilize membranes 

In the late 1960's and the early 1970's it was found that application of high volt- 
age direct current (DC) pulses to cell suspensions leads to killing of bacteria and 
yeasts [25], lysis of erythrocytes and protoplasts [26], release of catecholamines and 
ATP from chromaffin granules [27] and transcellular ion flow in bacteria [28] (for 
early electroporation data see [22]). This was originally attributed to electric break- 
down of the cell membrane, which implies irreversible rupture of the membrane 
[26]. Later it was shown that the membrane permeability changes can be transient in 
nature [27] and that they can be analyzed in terms of reversible dielectric breakdown 
[29]. The first electroporative gene transfer into living cells with the subsequent ac- 
tual expression of the foreign gene [30] led to explosive development of the studies 
on interactions of membranes with high voltage pulses. The term electroporation 
was introduced by Neumann [30] and presently generally accepted to refer not only 
to the phenomenon of formation of pores but also to all pore related events caused 
by exposure of membranes to high field strengths [31]. How actually electropores 
may look like is shown in fig. 2. 
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Fig. 2. Left panel' external (E) membrane face of an electropermeabilized human red blood cell frozen 
at 40 ms after the application of a high voltage pulse. Right panel: protoplasmic (P) membrane face of 

an electroporated erythrocyte frozen at 220 ms after the pulse. 60,000• Borrowed from [157]. 
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3.2. The devices for electroporation are conceptually simple 

One of the reasons for the success of the electroporation as a method of choice for 
gene transfer and studies of membrane behavior in electric fields is the conceptual 
simplicity of the experimental devices used to induce electroporation. They consist 
of two electrodes embedded in the cell suspension (see, e.g., fig. 1, where only one 
cell is shown). The electrodes are connected to a high voltage pulse generator which 
allows to control the voltage and duration of the electric pulse. The gene DNA or 
any other water soluble substance, which should be transferred into cells, is in the 
medium. The pulse application results in formation of pores in the cell membrane. 
This leads to exchange of molecules between the medium and the cytoplasm by 
diffusion, electroosmosis or other mechanisms. The membranes resealed after the 
pulse and the substance of interest is entrapped inside the cells. 

3.3. The transmembrane voltage induced by the external electric fields is 
accurately described by a simple formula 

Presently there are a wide variety of protocols, electrode configurations, media com- 
position and pulse generators which can be used to electroporate a number of cells 
(for recent review see [23]). Let us consider a membrane which forms a spherical 
shell as shown in fig. 1. The application of an external electric field leads to currents 
of ions, which accumulate at the membrane surfaces and give rise to induced surface 
potentials on both sides of the membrane. This results in creation of a voltage V 
across the membrane. The basic relationship which is mostly used to estimate this 
transmembrane voltage induced by a rectangular pulse of field strength E is 

V - Vm [(1 - exp(-~-/tp)], (1) 

where Vm is the maximal value of the transmembrane voltage, ~- is the duration of 
the pulse and tp is the characteristic polarization time. For spherical membranes of 
radius R, Vm and the charging time constant tp are given by [32, 33] 

Vm = 1.5ERcos~5, (2) 

tp  - -  RCm(ri + 0.5r0), (3) 

where ~5 is the angle between E and the radius vector, see fig. 1, Cm is the membrane 
capacitance, ri and r0 are resistivities inside and outside the cell, and the membrane 
conductance was neglected (see also [34]). Applicability of eq. (2) to membrane 
systems was confirmed by using voltage sensitive dyes [35-37], see fig. 3. For the 
system, used by Kinosita and his collaborators [37], the radius of the sea urchin eggs 
is 5 x 10 -3 cm, a typical electric field strength E is 100 V/cm, the membrane capac- 
itance Cm is 1 /zF/cm 2, the resistivity of the CaZ+-free sea water r0 is 20 ohm.cm, 
and the intracellular resistivity ri is 200 ohm.cm. The maximal induced transmem- 
brane voltage Vm as calculated by using eq. (2) is 0.75 V and the charging time /:p 
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Fig. 3. Induction of surface potential in a sea urchin egg as monitored by a potential sensitive dye. 
Snapshots were taken with an exposure time of 0.3/zs  under a pulsed laser fluorescence microscope at 
the indicated times after the onset of an external electric field of 100 V/cm. Intensity profiles are shown 

at the bottom. The positive electrode was on the right side of the cell. From [37]. 

calculated from eq. (3) is 1 /zs. The above values are typical for a wide variety of 
systems. 

3.4. Intramembrane field strength is much higher than the strength of the applied 
electric field 

The above relationships show that the cell radius is very important parameter in 
electroporation. Since the transmembrane voltage V is proportional to the cell radius, 
cells of larger radii can be electroporated at smaller strengths E than smaller cells. 
Another interesting prediction of eq. (2) is that the electric field strength inside the 
membrane Em is much stronger than the applied field E. An estimate of Em (Em -- 
Vm/d, d being membrane thickness) shows that the membrane amplifies the extemal 
field by a factor of Rid which can be of the order of 100 or more. 

It is also seen from eq. (2) that the induced transmembrane voltage depends on 
the position along the membrane. At the poles, at 6 = 0, the induced voltage is 
maximal, while at 6 -- 90 ~ it is equal to zero. This leads to a variation in the pore 
size and in the number of pores along the cell surface. Since Vm changes its sign 
when 6 equals 7r/2 and 37r/2, see fig. 1 and eq. (2), and the inherent preexisting 
transmembrane voltage V, does not, the actual potential which is the sum of both, 
will be larger on the one half of the spherical membrane than on the other one. 

The charging time tp is another important parameter in electroporation. It increases 
with an increase in the resistivities and the cell radius. The pulse duration should 
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be always longer than the charging time in order to get maximal transmembrane 
voltage. 

3.5. Membranes are electroporated when the transmembrane voltage exceeds a 
threshold value 

Electroporation is a threshold phenomenon. Substances can be exchanged through 
electroporated membranes only if the transmembrane voltage exceeds a certain crit- 
ical value which for cells is in the range from several hundreds mV to 1-2 V [22, 
37-40]. The threshold voltage depends on the pulse duration [39-41 ]. An increase in 
the pulse duration needed for electroporation leads to a decrease in the critical voltage 
(fig. 4a). The pulse duration needed for electroporation at constant transmembrane 
voltage decreases with an increase in temperature (fig. 4b). The activation energy for 
the data shown in fig. 4b is 15 kcal/mol. Once the transmembrane voltage reaches 
its critical value, the poration takes place within microseconds [37, 38, 42]. Longer 
electric pulses produce larger pores [43]. The fast recovery of cell membranes after 
poration occurs within milliseconds while the complete recovery may lasts for sec- 
onds, minutes [35, 37, 44] or even hours [45] (fig. 5a). The reseal of electropores in 
lipid domains also may take seconds [36, 46]. The rate of pore reseal increases with 
increasing temperature (fig. 5b). The activation energy for the reseal (28 kcal/mol 
[44]) is somewhat higher than that for the formation of pores. Pulses of very long 
duration or/and high voltage can lead to irreversible membrane destabilization with 
subsequent membrane fragmentation. Loading of cells with water soluble molecules 
vary widely within the cell population (fig. 6), which may indicate variations of 
membrane properties and/or size between individual cells. 

3.6. Transfer of molecules by electroporation is asymmetric 

Permeation of ions and fluorescence dyes through the porated membranes have often 
be found to be asymmetric [47-50]. In some cases, e.g., in sea urchin eggs the dye 
and Ca 2+ permeation was much higher on the negative-electrode side, whereas the 
dye burst was seen mainly on the positive side in liposomes [37]. It was suggested 
that the inherent physiological potential is added to the induced transmembrane po- 
tential and this is the cause of the asymmetric formation of pores [48]. This expla- 
nation, however, can not be applied to the sea urchin eggs where the higher potential 
is on the positive side. The electroosmotic flow can also cause asymmetric transfer 
of molecules due to the negative surface charge of the plasma membranes [49, 50]. 
This explains the motion of molecules from the negative toward the positive elec- 
trode but can not explain the observations that molecule transfer was observed long 
after the removal of the electric field. Further studies are needed for elucidation of 
the mechanisms of the asymmetric electroporation. 

3.7. The threshold voltage of electroporation decreases with an increase in 
intramembrane mechanical stresses (membrane tension) 

An interesting observation which can provide clues for the mechanism of electro- 
poration is that the critical voltage needed for poration of cell membranes decreases 
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transmembrane voltage applied across the pea protoplast membranes was 1.7 V. From [40]. 



Electrofusion and electroporation 863 

15 

4 -  
e ~  

12 
0 

.-~ 9 

. Q  

0 

~ 3 

' i '  ' I i ' ' i 

a 

, I . . . . .  I , , I  1 

0 I 2 3 q 

T ime of  reseal ing in h r  

in 

10-1 

1 0 - 2 .  

10 -3  

.2 

- i 
b 

35 30 15 20 '15 
1 0 - 4  . . . .  I ' , . -  ~ , 

.1.3 3.4 3.5 

~o o c 
_ | 

103/T [K "I ] 

Fig. 5. (a) Restoration of membrane permeability occurs within minutes to hours. (Lower curve) 
Erythrocytes became leaky to Rb +, but not to sucrose, after a treatment with a 4 kV/cm pulse for 
2/~s. Restoration of the membrane permeability took more than 30 min. (Upper curve) Red blood cells 
became transiently permeable to sucrose after treatment with high voltage pulses (3.7 kV/cm) for longer 
periods of time (20/~s). Restoration of the membrane permeability against Rb + took more than 20 hr. 
From [45]. (b) The rate of  pore resealing increases with an increase in temperature. Human erythrocytes 
were subjected to electrical pulse (E  = 6 kV/cm, t = 40/~s) and their permeabilities were measured at 
different times after the pulse. Then the rate constants of resealing, kR, were calculated and plotted as 
function of the temperature. From the slope of the Arrenius plot a mean value of 28.1 -4- 1.8 kcal/mole 

was calculated for the activation energy. From [44]. 
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with an increase in the membrane tension controlled by osmotic forces [51, 52]. 
Needham and Hochmuth [53] developed a new experimental approach based on mi- 
cropipette technique which allows to set precisely the membrane tension and measure 
the critical voltage of membrane permeabilization. They found that for lipid vesicles 
the square of the critical transmembrane voltage is linearly related to the membrane 
tension (fig. 7). At zero membrane tension, the critical membrane voltage increased 
from 1.1 to 1.8 V with an increase in cholesterol content. These results indicate that 
the electric fields induce stresses in the membranes, which are equivalent to stresses 
induced by external mechanical pressures as those in the micropipettes and that those 
stresses depend on the lipid composition, especially on the presence of cholesterol. 
How stresses lead to formation of pores in membranes, however, is a question which 
remains to be answered. 

3.8. The electromechanical models of electroporation describe membrane rupture 
as mediated by intramembrane stresses induced by the field 

Two main theoretical approaches were developed to describe electroporation - elec- 
tromechanical and energetic. They originated from theories in the physics of con- 
densed matter and physical chemistry of thin liquid films. The electromechanical 
approach considers membranes as elastic [51, 53-55] or viscoelastic bodies [56, 57] 
and applies the principles of elasticity and of physical chemistry of thin liquid films. 
The basic conclusion from this approach is the existence of a critical transmembrane 
voltage above which the membrane is unstable and eventually ruptures. The de- 
rived value for the critical voltage is in good agreement with the experimental data. 
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Fig. 7. Critical voltages for membrane permeabilization Vc as function of applied membrane tension Z. 
(a) vesicles composed of a mixture of stearoylphosphatidylcholine (SOPC) and cholesterol (1 : 1) 
containing small amounts (5%) of charged lipid, dioleoylphosphatidylglycerol (DOPG), in conducting 
solutions (10 mM NaC1 plus sucrose/glucose) (filled symbols); vesicles from SOPC:cholesterol (1 : 1) in 
solutions of low conductivity (1 mM NaC1 plus glucose) (open symbols), (b) vesicles from erythrocyte 
lipids in conducting solutions, (c) vesicles from SOPC containing small amounts of DOPG in conductive 
solutions (filled symbols); vesicles from SOPC in solutions of low conductivity (open symbols). The 
solid curves are plots of an equation based on the electromechanical model of membrane rupture. 

From [53]. 
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One problem with the initial development of this approach [51, 54] was that at the 
critical voltage the membrane thickness should be reduced by about 40%. For an in- 
compressible membrane this implies that the membrane surface area is capable of an 
extraordinary expansion which is not confirmed by data [53]. Two different solutions 
to this problem were suggested. In one of them the surface tension of the two sur- 
faces of the membrane was explicitly taken into account [56] and the rupture of the 
membrane was considered to be due to the instability of thermal fluctuations of the 
membrane surface shape represented as a superposition of surface waves. This led to 
the prediction that the average membrane thickness may not be changed significantly 
but the membrane can be ruptured locally by the growing surface shape instabilities. 
Another solution of the problem of large membrane thicknesses change was the fol- 
lowing. The membrane tension [53] or the mechanical stresses in the membrane [55] 
induced by the external electric field were calculated and it was postulated that the 
membrane ruptures at certain critical tension which corresponds to small membrane 
area changes. This approach does not predict theoretically the critical voltage but 
rather postulates its existence as an inherent property of the membrane which can 
be measured accurately. In principle this property could be calculated by using the 
theories of fracture mechanics or other theories of material failure. 

While ingenious and inherently correct the later approach does not allow to the- 
oretically predict the dependence of the critical voltage on the pulse duration. An 
approach based on the viscoelastic behavior of the membranes was suggested to 
explain this dependence [56]. According to the viscoelastic model of membrane 
electroporation, the external electric field leads to growth of unstable undulations 
of the membrane surface with a rate proportional to the membrane viscosity. The 
membrane ruptures when the amplitude of the fastest growing perturbation becomes 
equal to the membrane thickness. The predictions of the viscoelastic model and its 
generalizations [58] are in good agreement with data for cell membranes [39, 40] 
and bilayer lipid membranes [41 ]. The calculated concentration of pores is also close 
to that observed for erythrocyte membranes by Chang, which is 8/#m 2 [59]. It must 
be pointed out that models based on surface shape instabilities could describe only 
initial stages of pore formation. Whether those pores expand and rupture irreversibly 
the membranes cannot be predicted by these models, at least at this stage of their 
development. 

3.9. The energy-based approaches describe formation and expansion of pores as 
overcoming energy barriers 

A conceptually different approach for describing the formation and expansion of 
pores induced by electric fields is based on energy considerations [41, 60-66]. It 
was assumed that the free energy of the pores is a sum of two components - one 
is due to the surface energy and the other one is due to the pore edge energy (line 
tension). While the surface energy component tends to expand the pores, the edge 
energy component tends to close them. When the pore radius exceeds a critical 
value equal to the ratio of the surface energy density to the pore edge energy, the 
pore expands spontaneously until the membrane ruptures. Pores with radii smaller 
than the critical one have to overcome an energy barrier in order to increase their 
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radii above the critical one. This takes time which is inversely proportional to 
the Boltzmann's factor exp(-Ea/kT),  where Ea is the height of the energy barrier, 
k is Boltzmann's constant and T is the absolute temperature. The application of 
external electric fields leads to a decrease in the pore energy due to the polarization 
of water in the pore which is higher than that of the membrane material. This 
decreases the energy barrier with a factor which is proportional to the square of the 
transmembrane voltage. The decrease of the energy barrier leads to shorter periods 
of time needed to overcome that barrier and reach the critical pore radius. The 
stochastic mechanism of pore expansion by overcoming energy barriers can describe 
a number of experimental data for bilayer lipid membranes (for review see [64-66]). 
However, like the electromechanical model it is phenomenological and does not 
allow to distinguish between hydrophobic and hydrophilic pores or other structures. 
It is assumed that the pores allowing transfer of molecules are hydrophilic pores, 
which originate from hydrophobic pores. The details of the mechanism of conversion 
to hydrophilic pores is unknown. 

It seems reasonable to assume that the formation of hydrophilic pores results from 
the growth of unstable shape undulations of the membrane surfaces and partially 
by conversion of hydrophobic pores. The creation of pores by the electric field 
does not preclude the possibility that preexisting pores can serve as 'nucleation' 
sites for formation of larger pores [67]. The relative contribution of each of these 
two mechanisms of initial formation of pores depends on the phase state of the 
membranes and the pulse strength. 

Several other approaches for describing the formation of pores and the kinetics of 
electroporation were suggested [34, 62, 63, 68]. While some of these models suggest 
plausible molecular rearrangements during electroporation, rigorous experimental 
prove is lacking. 

The above considerations mainly apply to the formation and expansion of pores in 
lipid membranes. This does not exclude the possibility for pore formation through 
integral proteins or at the lipid-protein interface [44, 68] (fig. 8). How actually the 
pores are formed is not clear yet. 

4. Mutual attraction and adhesion of the cells in A C fields is due to 
dielectrophoresis 

4.1. Formation of 'pearl chains' of cells in A C fields & due to dielectrophoresis 

Nearly one century ago, Kerr observed electric field-mediated formation of 'pearl 
chains' linking many suspended particles (mentioned by O'Konski [69]). Liebensy 
observed the same phenomenon with erythrocytes [70]. Figure 9 shows an example 
of aligned cells in electric fields. Pearl chain formation can be considered as a special 
case of the movement of particles in non-homogeneous fields because one particle 
distorts the field acting on the other and vice versa. Movement of cells will take place 
if the gradient of the square of the electric field strength does not vanish (fig. 10) 
and if the force is strong enough to overcome the thermal motion. The motion 
of particles in non-homogeneous fields was termed dielectrophoresis [24]. Krasny- 
Ergen [71] applied the principal of minimal potential energy to study theoretically 
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Fig. 8. Schematic view of the various types of membrane alterations and defects following electropo- 
ration. The scheme illustrates the concept that the field pulse might perturb integral and/or peripheral 
(membrane skeletal) proteins and thereby affect the organization of the lipid domains. Leakes (~) and 
flip sites ( ) ) could be located in (A) hydrophobic pores, (B) hydrophilic pores, (C) nonlamellar phases, 
or (D) areas of a mismatch between lipid and integral proteins. Leaks could also be formed between 

aggregated proteins (E). From [44]. 

the pearl chain formation. Later this effect was investigated thoroughly by Schwan 
and coworkers [72, 73] and Pohl [24]. 

4.2. The dielectrophoretic force exerted on individual cells can be accurately 
measured 

The dielectrophoretic force F acting on a spherical particle of radius R in an inho- 
mogeneous field of strength E can be represented as 

.......+ 

F -- 27rR 3eOKeVE 2 (4) 

where eo is the permettivity of free space and Ke is an effective net polarizability 
of the cell. 

The cell polarizability Ke was measured for a wide variety of cells by using sev- 
eral different approaches [24, 74-77]. The dynamic method for measuring Ke is 
based on measuring the rate of motion of single cells in a cylindrically symmetri- 
cal system and calculating the force F by using the Stokes formula [74, 78]. The 
basic advantage of this method is that it allows accurate measurement of Ke for 
individual cells. It was found that Ke depends on the solution conductivity [24, 79], 
the frequency of the electric field [24, 77, 80], calcium ions [79], the type of cells 
[24, 76, 77] and surface charge [81]. A typical value for pea protoplasts (radius 
15 /zm) at solution conductivity 0.47 mS/m and frequency 1 MHz is Ke = 110. 
One of the basic conclusions is that in the radio frequency range most of the living 
cells behave as highly conductive spheres and the dielectrophoretic force can be 
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Fig. 9. Formation of pearl chains by dielectrophoresis of mouse leukemic lymphoblasts as observed by 
phase contrast. The applied AC field was of 0.8 kV/cm strength and 100 kHz frequency. From [117]. 
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Fig. 10. Charge separation and force on a cell in (a) a homogeneous and (b) an inhomogeneous electric 
field. From [159]. 

est imated by assuming that the cell polarizability Ke is of the order of the relative 

permett ivity of the surrounding med ium (for water  solutions of the order of 10 to 

100). 
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Fig. 11. (a) Dependence of the intermembrane separation h on time ti = t c -  t during mutual 
dielectrophoresis of cells, tc is the time required to make contact (t = tc at h = 0); (b) Force F of 
mutual attraction as a function of the dimensionless separation L/R = 1 + h/2R calculated from the 
experimental data in the range of 1 to 10 MHz (points) and theoretical prediction for highly conductive 

spheres (continuous line). F0 = ~0CrE 2 R 2, er is the relative permettivity. From [82]. 

4.3. The intercellular attraction force increases with decreasing the intermembrane 
separation and is proportional to the square of  the field intensity 

Similar  cons idera t ions  are val id  for the interaction o f  two cel ls  in A C  fields. The  

interaction force  in the radio f requency  range can be es t imated  by a s suming  that the 

cel ls  b e h a v e  as h igh ly  c o n d u c t i v e  spheres.  The  ca lculat ions  are, however ,  very c o m -  
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Fig. 12. (a) Dependence of separation h on time t for erythrocyte ghosts in 60 Hz AC fields for 
two different field strengths, 8 V/mm and 16 V/mm; (b) Calculated force of attraction F as function of 

separation. From [83]. 

plicated and can be evaluated only numerically [82]. Their evaluation showed very 
good agreement with the experimental data [82] (fig. 11). The data for the force of 
attraction in the low frequency (60 Hz) [83] and the radio-frequency (0.1-10 MHz) 
range [82] was obtained from the measured rates of approach of the cells. It was 
found that i) the force of mutual attraction increases strongly with decreasing the 
separation distance, ii) the membranes deform at close apposition to form almost 
plane-parallel surfaces, and iii) the force of attraction is proportional to the square 
of the electric field strength (fig. 12). 
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4.4. The attraction of cells induced by A C fields can affect fusion efficiency 

The equilibrium separation between the membranes is determined by the balance 
of the dielectrophoretic force and the repulsive intermembrane forces (hydration, 
electrostatic, steric). Therefore any increase in the AC field strength leads to a de- 
crease in the intermembrane separation. Another important parameter is the contact 
area between the membranes. Any increase in the contact area leads to a higher 
probability of fusion. The increase in the force of attraction induced by the exter- 
nal AC field results in an increase of the contact area and the membrane tension. 
Therefore, increasing the intensity of the AC fields can enhance fusion by increasing 
the probability for fusion. Very high AC field strengths, however, may result in 
heat generation and turbulent flows, which decrease the fusion efficiency. Hence, an 
optimal AC field strength exists at which the fusion efficiency is maximal. 

After removing the AC field, the cells commonly separate, driven by Brownian 
motion. This indicates that AC fields lead to reversible cell aggregation and are 
not sufficient to overcome the energy barriers preventing adhesion and fusion of 
membranes. In several instances, however, it was observed that AC fields can 
induce permanent adhesion of red blood cells [74, 78, 84]. This was originally 
attributed to fusion, but later was found to be tight adhesion or in the best case 
probably semi-fusion. Therefore, electric fields of higher intensity should be applied 
to induce real fusion. They should, however, be applied for short periods of time 
to avoid heat generation and turbulent flows, which can disrupt the cell aggregates. 
How membranes can be fused by such high voltage pulses is discussed next. 

5. Electroporative pulses induce fusion of adhered membranes 

5.1. Electrofusion is induced at the same threshold voltages as electroporation 

In 1979 Senda et al. published a paper describing an interesting observation [15]. 
When an electric field was applied by microelectrodes to two plant protoplasts, 
brought at close contact by using a micromanipulator, the cells underwent mor- 
phological changes until they formed a single fusion product as observed by light 
microscopy. At about the same time three other research groups fused cells by 
high voltage electric pulses but using different approaches to bring the cells at close 
contact. The Berg's group used polyethylene glycol (PEG) to aggregate cells and 
then stimulated yeast protoplast fusion by electric field [ 17]. The evidence for fu- 
sion was genetic because the pulses led to formation of viable hybrids which grew 
on minimal media to form prototrophic colonies. Neumann et al. [16] achieved 
cell agglutination by rolling the cell suspension in plastic tubes, while Zimmermann 
and Scheurich [18] used AC fields to bring plant protoplasts at close approach by 
dielectrophoresis. Figure 13 shows an example of electrofusion as observed by a 
fluorescent dye redistribution assay [85]. 

The common and striking feature of these observations of electrofusion was that 
the magnitude of the transmembrane voltage needed for fusion was about the same 
(of the order of 1 V) as that for electroporation, while electrofusion was insensitive 
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Fig. 13. Electrofusion of erythrocyte ghosts as demonstrated by a fluorescence dye redistribution assay 
[85]. One cell, originally labeled with DiI, is surrounded by two originally unlabeled cells which are 
not visible under fluorescence. The labeaed cell does not show any indication of dye transfer before the 
pulse (79 : 24 : 74). The high-voltage electric pulse (strength 0.3 kV/mm, duration 0.9 ms) is applied at 
79 : 25 : 44. The first appearance of fluorescence as small 'horns' on the originally unlabeled cells can 
be seen about 4 sec later (at 79 : 29 : 04). The horns increase in length (79 : 32 : 89) until reaching the 
end of the originally unlabeled membranes (79 : 40 : 56) and the state of uniform fluorescence brightness 

at 80 :05  : 15. The width of the alphanumerics is 50/~m. From [85]. 

to the way  the  cel ls  w e r e  b r o u g h t  in to  contac t .  L a t e r  it was  d e m o n s t r a t e d  tha t  no t  

on ly  the abso lu t e  v a l u e  o f  the t r a n s m e m b r a n e  v o l t a g e  co r re l a t e s  wi th  that  n e e d e d  

for  e l e c t r o p o r a t i o n ,  bu t  a lso the en t i re  func t iona l  d e p e n d e n c e  o f  the  p u l s e  v o l t a g e  

on its du ra t i on  is the  s a m e  (fig. 14) [40]. T h e s e  o b s e r v a t i o n s  led  to c o n c l u s i o n s  

i m p o r t a n t  bo th  for  the  de s ign  o f  p r o t o c o l s  for  ef f ic ient  fus ion  and  for  u n d e r s t a n d i n g  

its m e c h a n i s m s .  
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5.2. Devices for electrofusion are very similar to those for electroporation 

Since electrofusion is so similar to electroporation with respect to the characteristics 
of the electric pulses, the devices used for electrofusion are very similar to those 
used for electroporation. The main difference is in the way the cells are brought at 
close contact. A wide variety of approaches has been used to induce cell contact, 
including mechanical by utilizing micromanipulators and centrifugation; chemical, 
by utilizing PEG and other agglutinating substances, and electric, by using AC fields. 
The cells can also make contact spontaneously or the contact can be achieved by 
increasing the cell concentration. One of the most used and convenient way to induce 
cell adhesion is by dielectrophoresis [24, 86]. In the rest of this chapter I discuss 
predominantly electrofusion of cells brought at close approach by dielectrophoresis 
not only because it is widely used but also because it allows fine regulation of the 
separation between membranes. 

An electrofusion device consists of a generator and a chamber. The generator 
typically has three main components: 1) high voltage generator for DC pulses of 
short duration, 2) AC generator for inducing dielectrophoresis, and 3) electronic 
switch which switches the DC and AC fields. The DC pulses can be either exponen- 
tially decaying, squared or radio frequency modulated. The AC field is commonly 
in the MHz range, but low frequency electric fields (60 Hz) were also used. The 
generator output is connected to the working chamber which has two electrodes, 
commonly made from platinum. The size and configuration of the electrodes vary 
widely. The simplest configuration consists of two plane-parallel electrodes embed- 
ded in the cell suspension. In this case the cell concentration should be relatively 
high. The separation between the cells should be of the order of their diameters or 
less to allow for efficient mutual dielectrophoresis to occur. For diluted cell suspen- 
sions cylindrical or spherical electrodes may be more appropriate. Those electrodes 
create non-homogeneous fields which move the cells leading to an increase of the 
cell concentration near the electrodes (if the dielectrophoresis is positive which is 
the common case for biological cells). Excellent reviews for different electrode 
configurations and generators can be found in the book of Chang et al. [23]. 

5.3. Long-lived fusogenic states exist after membrane electroporation 

The classic protocol for inducing fusion is to bring the cells at close approach (e.g., by 
dielectrophoresis) first and then to apply the high voltage DC pulse. It was, however, 
occasionally observed that cells still can be fused if the pulse is applied first and then 
the cells are brought at contact [87, 88]. In 1986 Sowers' and Teissie's groups studied 
thoroughly this phenomenon and found that erythrocyte ghosts [89] and Chinese 
hamster ovary cells [90] can be fused by the pulse-first protocol. The efficiency 
of fusion is, however, somewhat lower than that for the contact-first protocol [91] 
and multiple pulses must be applied [92]. These observations led to the concept of 
existence of long-lived fusogenic states [89] or transient permeant structures [90]. 
The life-time of these states is in the range of seconds to minutes and therefore pores 
surrounded solely by lipid molecules in liquid-crystalline state are unlikely candidates 
for such states because their life-time is much shorter. In cell membranes, however, 
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Fig. 14. Correlation between the threshold transmembrane voltage V of electrofusion (triangles), of 
electroporation (circles) and of cell destruction (squares) as function of the pulse duration ~-. The square 
of the threshold voltage is inversely proportional to the pulse duration in agreement with the fluctuation 

wave mechanism of electroporation. From [40]. 

proteins could be involved or lipid domains in solid state or both. In support of 
this hypothesis are the observations that the long-lived fusogenic state is laterally 
immobile within the time scale of the experiments which is of the order of minutes 
[90, 92]. A 31NMR study of the membrane phospholipid organization in Chinese 
hamster ovary cells following electroporation suggests that the organization of the 
polar heads is altered [93]. This can lead to an increase in the surface hydrophobicity, 
which was observed experimentally for plant protoplasts [94]. The increase in the 
surface hydrophobicity can result in a decrease of the repulsive hydration forces, 
enhanced membrane contact and fusion [95, 96]. 

5.4. Fusion is localized and results in formation of intracellular vesicles 

While the nature of the long-lived fusogenic state remains unclear, morphological and 
kinetic studies revealed other important characteristics of the electrofusion process. 
It was frequently observed that fusion of large cells was accompanied by formation 
of intracellular vesicles [97]. Probably intracellular vesicles are also formed during 
fusion of smaller cells but the limit of resolution of the light microscopy does not 
allow to identify them when their diameters is smaller than 0.2-1 #m. Electron 
microscopy studies provided further evidence that fusion is initiated locally [98, 99] 
and involves small areas (probably nm or tens of nms). The initial fusion sites then 
can expand resulting in formation of intracellular vesicles or other structures with 
a characteristic periodic pattern [100] (fig. 15). This led to the proposition of an 
ultrastructural model of electrofusion by Stenger and Hui [98] (fig. 16). According 
to this model, the membranes are at close apposition (about 15 nm) before the pulse 
application. The DC pulse leads to their local destabilization. The destabilized 
areas make local contact and fuse. It is interesting to note that periodic structures 
leading to local contacts were observed when erythrocytes were adhered by polyionic 
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Fig. 15. Formation of intracellular vesicles after electrofusion of erythrocyte ghosts induced with a 
single pulse (E = 0.4 kV/cm, decay half-time -- 1.2 ms) as revealed by thin section electron microscopy. 
Left panel: two stable diaphragm fusion zones shared between three erythrocyte ghosts in a pearl 
chain (oriented left-right); Middle and right panels: two other representative examples of stable planar 
diaphragm fusion zones indicating periodicity and heterogeneity in fusion pore diameters. From [100]. 

macromolecules  [ 101, 102]. Therefore one might speculate that local contacts are due 

not only to the existence of local perturbation (destabilization) of the membranes  but 

they can arise during the subsequent  approach of the membranes .  A mechanism based 

on the instability and growth of membrane  undulations, represented as a superposition 
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Fig. 16. An ultrastructural model of electrofusion. (a) Within 100 ms of pulse application, the aqueous 
layer between the membranes is perturbed and localized membrane contacts are formed. The membranes 
are also perturbed. (b) By about 2 sec membrane continuity is established. (c) Within 10 sec following 

pulse application, permanent lumina are formed. From [98]. 

of waves, was suggested to explain these and other observations [57, 103]. This 
mechanism is discussed in more details later. 

It should also be noted that the observation of intracellular vesicles following fusion 
suggests an explanation how the excess membrane is removed after fusion if the 
total volume of the fused cells is kept constant. Probably fusion initiatesat different 
points in the intermembrane contact area including its perimeter. The expansion of 
the locally fused membranes then leads to formation of vesicles inside the cell which 
removes the constraint imposed by the incompressibility of the membranes. 

5.5. The cell cytoskeleton is reorganized during electrofusion 

One might think that not only the incompressibility of the membranes but also the 
intracellular filamentous proteins, known as cytoskeleton, can impose constraints 
impeding the morphological changes leading to rounding of the cells and formation 
of single fusion products consisting of two or more cells. By utilizing immunoflu- 
orescence microscopy it was shown that in Chinese hamster ovary cells the mi- 
crofilaments were not affected by the DC pulses, but the microtubules disappeared 
during the first minutes after the pulse and then reformed during the subsequent 
incubation [104]. In another type of cells (CV-1), however, all three components 
of the cytoskeleton, microtubules, microfilaments and intermediate filaments under- 
went significant reorganization during electrofusion [105]. The microtubules played 
an active role in the nuclear movement during cell fusion [105] (fig. 17). Another 
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Fig. 17. Distribution of microtubules in cells at various stages of electrofusion. (a) Before electric 
treatment, (b) after 5 min, (c) 15 min, (d,e) 30 min, (f) 2 h, (g,h) 3 h. Scale bar - 25 tzm. From 

[105]. 
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observation supports the notion for the role of the cytoskeleton in fusion and raises 
the question for the limits of light microscopy in detection of fusion. I found that 
while at room temperature fusion of erythrocyte ghosts, as indicated by a fluorescent 
dye redistribution assay, commonly does not lead to rounding of the fused cells and 
formation of giant cells, the exposure of the ghosts at 37~ and higher tempera- 
tures leads to formation of significant number of giant cells (unpublished). A more 
extensive study [100] indicated that the disrupture of the spectrin network, which 
can be considered as a rudimentary cytoskeleton, leads to formation of giant cells. 
The occurrence of fusion and lack of morphological changes observable under the 
light microscope for erythrocyte ghosts with intact spectrin network shows that in 
many cases fusion may not be detected by utilizing only light microscopy. Whether 
cytoskeleton affects the very act of membrane fusion remains to be elucidated. 

5.6. Assays based on fluorescence dyes allow accurate measurement of fusion 
kinetics 

The development of fusion assays based on fluorescence dyes provided more ac- 
curate monitoring of fusion than the light microscopy and led to the possibility to 
measure the kinetics of membrane electrofusion in real time. There are two different 
approaches utilizing fluorescent dyes. The first one is based on the redistribution 
of the dye from a labeled membrane to an originally unlabeled membrane observed 
by fluorescence microscopy. The second one relies on formation of fluorescence 
complexes upon mixing of the fusing membranes. The dye redistribution assay was 
used both with membrane soluble (commonly DiI) and water soluble (commonly 
FITC-dextran) dyes [85, 87], while the fluorescent complex formation assay was 
used utilizing the water soluble terbium (Tb) ions and dipicolinic acid (DPA) which 
upon mixing form the fluorescent Tb-DPA complex [99, 106]. The Tb/DPA assay 
allows continuous monitoring of fusion in cell suspensions by a spectrofluorometer, 
while the dye redistribution assay monitors fusion of single cells. By combining the 
dye redistribution assay with a videomicroscope the spatial and temporal develop- 
ment of the fluorescence in the originally unlabeled cells can be precisely monitored. 
This allowed to find and extensively characterized the lag times (delays) following 
the application of the fusogenic pulse. Because the delays are an important source of 
information about the life-time of intermediates in fusion leading to understanding 
its kinetic mechanisms I next discuss delays in fusion in more details. 

5.7. Fusion occurs after a lag time (delay)following the application of the 
fusogenic trigger 

The delay is the time period between the triggering of fusion and the membrane 
coalescence [107]. From an experimental point of view the delay is the lag time 
between the application of the trigger of fusion and the first indication of fusion. 
Measuring delays requires answering several questions. When is exactly the trigger 
applied? What is the response time of the measuring system? What is the minimal 
increase in the signal which should be assumed as an indication of fusion? In 
electrofusion the moment of trigger application can be precisely located in time. The 
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time resolution of videomicroscopy systems is of the order of tens of milliseconds. 
For assays based on fluorescent dyes redistribution the first indication of fusion is the 
increase in the fluorescence in the originally unlabeled membrane near the membrane 
contact due to the diffusion of the dye. This time is also of the order of tens of 
milliseconds. Therefore, delays in electrofusion can be measured by assays, based 
on fluorescent dyes redistribution monitored by videomicroscopy, with an accuracy 
of the order of tens of milliseconds. 

Delays in fusion vary widely for different systems. They can be less than 5 ms for 
the neurotransmitter release [108] or minutes and hours for cell fusion induced by 
the HIV-1 envelope proteins [109-112]. For planar-planar bilayer fusion [113] the 
lifetimes of the events leading to fusion ('waiting time' for fusion) are in the range 
of seconds to minutes. Even for the same system, but for different experimental 
conditions, the delays can vary by orders of magnitude. For instance, delays in viral 
fusion are in the range of milliseconds to minutes [ 114-116]. 

5.8. Delays in electrofusion decrease with an increase in the field strength and are 
proportional to the solution viscosity 

A systematic study of delays in electrofusion of erythrocyte ghosts [85] showed 
that they decreased from 4 to 0.3 s with an increase in (i) the pulse strength from 
0.25 to 1 kV/mm (fig. 18a), (ii) the pulse duration in the range 0.073-1.8 ms, 
and (iii) the dielectrophoretic force which brings the membranes at close apposition 
before triggering fusion. They increased proportionally to the increase in the solution 
viscosity (fig. 18b). The delays decreased 2-3 times with an increase in temperature 
from 21 to 37~ The Arrhenius plot yielded straight lines. The calculated activation 
energy, 17 kcal/mol, does not depend on the pulse strength [85] and is similar to that 
found for the fusion yield of mouse lymphoma cells [ 117] and electroporation [40]. 

The data for delays in electrofusion of erythrocyte ghosts [85] can be described 
by an empirical formula [107] 

Delay = Clz exp(Ea/RgT), (5) 

where C is a constant which does not depend on the activation energy Ea and the 
solution viscosity #,Rg is the gas constant and T the absolute temperature. The 
constant C is inversely proportional to the driving force of the fusion reaction and 
proportional to the system resistance to fusion. Therefore, it depends on all the 
factors which determine the driving force and the fusion resistance. The activation 
energy does not depend on the strength of the fusogen. Typical values of C are in 
the range 10-1000 Pa -1 and of the activation energy Ea is 10-30 kcal/mol. A more 
refined theoretical analysis of the delays in fusion is presented elsewhere [118]. 

5.9. Rates of fusion can provide information for the time coarse of 
merging and fusion pore expansion 

membrane 

While the delays reflect the life-time of the intermediates before the actual intermix- 
ing of the membrane components, the rates of fusion provide information for the 
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Fig. 18(b). The delay in electrofusion is proportional to the solution viscosity. From [85]. 

subsequent stages of the fusion process. Rates of fusion are commonly measured 
by taking the derivatives of the fluorescence changes with respect to time. For indi- 
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vidual cells they reflect the rate of diffusion of the dye through the intermembrane 
junction after membrane merging. There are two limiting cases: 1) the dye trans- 
fer through the intermembrane junction is fast compared to the lateral diffusion in 
the originally unlabeled membrane and 2) the transfer through the intermembrane 
junction is slower than the diffusion. 

In the first case the rate of dye transfer is entirely determined by the diffusion 
coefficient of the dye in the originally unlabeled membrane and the membrane ge- 
ometry. This is the case, e.g., shown in fig. 19, borrowed from the study of 
electrofusion of erythrocyte ghosts (see also fig. 13) [85]. The plot of the square 
of the distance between the diffusion front and the membrane contact zone versus 
time is linear. The slope gives 4D, D being the diffusion coefficient, which for 
this particular case is equal to 0.55 • 10 -8 cm2/s. This is one method of measuring 
the lateral diffusion of fluorescent dyes. Therefore in this case the increase in flu- 
orescence in the initial stage of the membrane transfer is not a measure of rate of 
fusion. It only shows that the rate of dye transfer through intermembrane junctions 
is faster than the rate of diffusion. After the diffusion front reaches the far end of 
the cell, the fluorescence intensity continues to increase until reaching the final equi- 
librium state. This stage also depends on the diffusion. The case of fast dye transfer 
through intermembrane junctions occurs when the total length of membrane contact 
by junctions is larger than the contact perimeter. For example, if the intermembrane 
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Fig. 19. An example of kinetics of dye redistribution to an originally unlabeled membrane following 
application of a high voltage pulse. The space locations of the points of measurement are shown in the 
inset. The distances from the contact with the labeled membrane are (in /zm) A, 0 (the contact); B, 
1.7; C, 3.3 (the center of the erythrocyte ghost); D, 5; and E, 6.6 (the far end of the membrane). The 
fluorescence intensity is normalized to that at the center of the labeled membrane (point O in the inset). 
The fluorescence intensity at the membrane contact (point A in the inset) is higher than zero even before 
the pulse because of the close proximity of the labeled membrane. The increase in fluorescence begins 
after a delay at a point in time that coincides with a characteristic appearance of the fluorescence as 
'horns' (see fig. 13). The dye diffuses until reaching the far ends of the membranes (after time re) and 

an almost uniform redistribution (after time tu). From [85]. 
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junctions are channels, fast dye transfer occurs when the product of the number of 
channels and their average perimeter is larger than the perimeter of the membrane 
contact. 

When the rate of dye transfer through the fusion junction is lower than the dif- 
fusion rate, the increase of fluorescence is uniform. It depends only on the time 
and the properties of the fusion junctions. The rate of increase reflects the number 
and size of the fusion junctions and their change with time. When the number and 
size of the fusion junctions are constant, the fluorescence increase should be linear 
with time in the beginning of the dye transfer. Any differences from the linear 
relationship could be attributed to changes of the size and number of the fusion 
junctions, including creation of new or closing of 'old' junctions. Therefore, fluo- 
rescence changes after delays may contain important information about intermediates 
in fusion and their evolution with time. Unfortunately, this important process has 
not been quantitated yet. 

For a population of cells, the rate of fusion can be defined in at least two ways. 
Either it is the number of cells fused per unit time or it is the total fluorescence 
change per unit time. In the first case fusion rates can be measured simply by 
counting the number of cells fused as a function of time. Evidently, in this case 
the rate of fusion is given by the individual differences in the lag times (delays). It 
will be equal to the number of fused cells which have delays within a time interval 
divided by that time interval. 

The spectrofluorimetric assays measure rates of fusion by monitoring the fluo- 
rescence increase over time [106]. In this case, in addition to the contribution of 
variations in delays, there will be also an effect of the rate of dye transfer to the 
unlabeled cells. For instance, the water soluble dye can be transferred through pores 
by electroosmosis within ms [50]. Therefore, when using contents mixing assays the 
measured rates of fluorescence increase can be higher than the actual rates of fusion. 
This can be the reason for the high rates and lack of delays in the kinetic curves 
obtained by using water soluble dyes [99, 106]. 

5.10. Fusion yields and delays are related but may reflect different properties of 
the fusing membranes 

Fusion yields are commonly defined as the maximal number of fused labeled cells 
normalized to the total number of labeled cells [87]. At that time the fusion rate is 
zero. Sometimes, for convenience fusion yield can be considered as a function of 
time. Then it reflects the number of cells so far fused until a given time. The rate of 
fusion at that time is the derivative of the fusion yield with respect to time. Further 
I discuss only the maximal fusion yield. 

For a population of cells, the change of the parameters of the system, which 
lead to decrease of the delay, cause commonly an increase in fusion yields. For 
example, in electrofusion of erythrocyte ghosts, the increase in pulse strength and 
duration, decreases the delay and increases the fusion yield [85]. This means that 
under stronger pulses more cells acquire the property to fuse. Those which would 
have fused anyway do it faster. Several experimental results, however, indicate 
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that while fusion yields and delays are related they may reflect different physical 
parameters [85]: 

1) Under strong pulses practically all cells fuse, i.e. the fusion yield is near 
100% and further increase in the pulse strength does not lead to an increase 
in the fusion yield. The delay can be increased, however, several fold with a 
further increase of the pulse strength. 

2) For weak pulses, the delay does not change significantly. The fusion yield, 
however, increases several fold with the increase of the pulse strength. 

3) The fusion yield changes significantly, while the delay does not, in buffers of 
different ionic strength. 

With respect to the effect of ionic strength on fusion yield, there are inconsistencies 
between several reports. Fibroblasts fused with higher yield in solutions of higher 
ionic strength [119], erythrocyte ghosts show a maximum at 20-30 mM phosphate 
buffer saline, while chinese chamster ovary cells showed lower fusion yields in high 
ionic strength solutions [120, 121]. Similar inconsistencies exist for the effect of 
calcium ions. Mouse leukemic lymphoblasts (L5178Y) required Ca 2+ for their fusion 
[117], while chinese hamster ovary cells electrofusion was reduced by increasing 
calcium ion concentration in the range from 0 to 1 mM [120]. The important role of 
calcium ions in biological systems, for fusion and the phase state of membranes has 
been known for years, but what is the molecular mechanism of its action on fusion 
is still unknown [122]. More refined studies of the effect of Ca 2+ on electrofusion 
may provide critical information needed for understanding its role in fusion. 

6. Kinetic pathways of membrane fusion resemble coalescence in colloid 
systems 

In what follows I present a current understanding of the kinetic mechanisms of 
electrofusion. I begin with a brief description of very simple systems - fusion of 
monolayers; then consider fusion of lipid bilayers, and finally I present a plausible 
qualitative description how cell membranes may fuse. 

6.1. 'Fusion' of lipid monolayers on liquid surfaces is by diffusion or intermixing 
driven by surface pressure gradients 

Bubbles (or drops) in foams (or emulsions) are inherently unstable and tend to 
coalesce ('fuse'). The driving force for the fusion reaction is the higher free energy 
of the individual bubbles than the fused bubbles. Assuming that the final volume of 
two fused bubbles of equal radii, R, and surface tensions, or, is equal to the sum of the 
volumes of the individual bubbles, the surface free energy is ( 2 -  22/3)47tar 2 times 
larger than that after fusion. The large excess in free energy leads to rapid fusion of 
the bubbles. The fusion rate, however, decreases with increasing the initial separation 
between the bubbles, the viscosity of the liquid and the density of the monolayers 
from surface active substances, particularly lipids, which cover the bubble surfaces. 
At high monolayer densities fusion may never occur in spite of the gain in free 
energy. Numerous experimental and theoretical studies have shown that there are 
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two major types of resistance to coagulation and coalescence (in particular, fusion) 
in colloid systems - hydrodynamic and energetic (for review see, e.g., the books of 
Scheludko [123], and Dukhin, Rulev and Dimitrov [124]). 

The hydrodynamic resistance is due predominantly to the viscosity of the liquid 
between the bubble surfaces and determines the rate of the so-called 'fast coales- 
cence'. In the case of 'pure' (without energy barriers) fast coalescence, e.g., bubbles 
in the absence of surfactants, the driving force of the fusion reaction F -- -dG/dh 
(G being the free energy and h being the reaction coordinate, e.g., separation between 
the bubbles) is always positive. The overall rate of fusion is solely determined by 
the balance of the driving force and the viscous resistance of the liquid layer between 
the bubbles. The fusion rate decreases with an increase in viscosity and a decrease 
in surface tension. 

The energy barriers are due to repulsive forces between the bubble surfaces and/or 
to structural reorganizations of the lipid molecules during the very act of fusion. They 
lead to the so-called 'slow coalescence'. The fusion rate in this case is proportional 
to the probability of overcoming the energy barriers by thermal fluctuations. An 
example are bubbles with surfaces covered by lipid monolayers of high density. 
External factors, e.g., electric fields, can be needed to decrease the energy barriers in 
order to induce fusion. After overcoming the energy barriers, the system can reach 
the final equilibrium state by a kinetic pathway determined by its hydrodynamic 
resistance. 

To understand kinetic mechanisms of fusion one needs to know how the interplay 
between the fusion driving force and the system resistance determines the kinetic 
pathways leading to fusion. It is reasonable to assume that the system utilizes the 
fastest pathway to reach equilibrium. Thirty years ago, Scheludko (see in [123]) 
suggested that the most rapid kinetic pathway leading to fast coalescence is the 
growth of thermal fluctuations of the shape of the interacting surfaces, represented 
as a superposition of surface fluctuation waves. The fluctuation wave mechanism of 
bubble and drop coalescence was further developed by Ivanov, Scheludko and their 
collaborators [ 125, 126] to include the viscous resistance of the liquid film as a whole 
and the physical properties of the surfactants. Ivanov and Dimitrov [126] found that 
the viscosity of the monolayer and the surface diffusion of its molecules [127] are 
critical for the rate of growth of the fluctuation waves and succeeded to explain why 
the critical separation at which the bubbles fuse is affected by the monolayer density, 
a phenomenon which was observed in a variety of foam and emulsion systems. 

Further studies of the dynamic properties of lipid monolayers have shown that 
in addition to the surface diffusion, there is another process by which the lipid 
molecules can move very rapidly under the action of differences in surface pressures 
arising from differences in the monolayer densities; this is the so-called Marangoni 
effect (see, e.g., [128]). The Marangoni effect leads to much faster lateral motion 
of the lipid molecules than the surface diffusion and is strongly affected by the type 
of lipid molecules, their escape into the bulk of the liquid, the liquid viscosity and 
the presence of protein molecules [128-130]. For example, for dipalmitoyllecithin 
monolayers the Marangoni 'diffusion' coefficient was measured to be in the range 
of 350 to 3400 cm2/s [128], which is about 9 orders of magnitude higher than the 
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respective surface diffusion coefficient. However, since the Marangoni effect depends 
on the thickness of the liquid support, for approaching bubbles at separations of about 
10 nm it can result in 'only' 103-fold faster rate of lipid molecules motion than the 
diffusion. Another interesting phenomenon is the monolayer collapse. It was shown 
that the kinetics of monolayer collapse can be described by a Maxwell type of 
viscoelastic body [131 ]. The escape of the lipid molecules in the third dimension 
under high pressures may lead to fusion with another monolayers if they are at close 
approach. 

For very high monolayer densities, the energy barriers determine the life-time of 
the film separating the bubbles. The process of rupture of this film, consisting of 
two adhered monolayers, was elegantly described by Derjaguin and his collaborators 
[132-134], who calculated the energy barriers by using the concept of linear tension 
(edge energy). It must be emphasized that Derjaguin [ 134] considered bilayer mem- 
branes which are metastable because they are under tension, and that the tension is 
the driving force for their rupture. Therefore, liposomes may not be described by 
this approach, because in most cases they are not under tension. For the current 
concepts of thin film dynamics and instability see [135, 136]. 

The lessons to be learned from the studies of these 'simple' systems are: 1) there 
are two major kinetic mechanisms for the fusion process to deve lop-  (i) growth of 
surface shape instabilities and (ii) overcoming energy barriers, 2) in both cases the 
properties of the thin liquid layer between the surfaces, and those of the monolayers 
are critical for the kinetics of fusion, and 3) the fusion per se is diffusion of the lipid 
molecules and Marangoni effect, and therefore is determined by the type of the lipid 
molecules and the interactions with their environment. 

6.2. Fusion of  bilayers requires overcoming the intramembrane attraction 

While fusion of lipid monolayers is 'simply' intermixing of their molecules driven by 
concentration and surface pressure gradients, i.e. by lateral diffusion and Marangoni 
effect, fusion of lipid bilayers could be more complicated because of their three- 
dimensional structure (for a current view on the structure, dynamics and conforma- 
tions of bilayers see the reviews of Sackmann [ 137] and Lipowsky [ 138]). The strong 
mutual attraction of the two leaflets in the bilayer leads to restrictions in the ability 
of the outer leaflets to intermix. Therefore formation of intermediate structures may 
be needed to overcome the energy barrier due to the internal bilayer interactions 
[139]. While this fundamental difference between monolayers and bilayers could 
lead to different molecular mechanisms, the major kinetic pathways of fusion of 
monolayers and bilayers may be similar. The liquid layer between the approaching 
surfaces and the surface properties of monolayers and bilayers are essentially the 
same. Even the Van der Waals forces and the bending rigidity, which depend on 
the thickness of the bilayer, may not differ significantly, provided that the physico- 
chemical environment is the same. These similarities indicate that the kinetics of the 
intermembrane interactions leading to fusion might be qualitatively the same as for 
monolayers covering bubble (or drop) surfaces. The fusion per se ultimately requires 
intermixing of the lipid molecules and therefore should involve 'monolayer type' of 
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lateral diffusion and Marangoni effect. Based on these arguments and the similarity 
of the phenomenological equations which describe the mechanics of monolayers and 
bilayers, I proposed that fusion of bilayer membranes may follow similar kinetic 
pathways as fusion of monolayers in colloid systems, and that the knowledge gained 
in colloid and surface chemistry should be used to describe some features of fusion 
of bilayer and cell membranes [57, 103, 140-142]. 

The overall fusion process could be divided into two major processes. The first 
one is the 'adhesion' step. It leads to establishment of close molecular contact. 
The second one is the 'destabilization' step. It results in overcoming the internal 
resistance of the bilayers to fuse due to their intramembrane interactions. While 
the adhesion step is commonly followed by the destabilization step, fusion could 
also occur if the membranes are first destabilized and then adhered, albeit at lower 
efficiency. 

There are two major kinetic pathways which can lead to ultimate molecular contact 
(fig. 20) [142]. The first one is by a continuous, gradual, approach of the two 
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Fig. 20. A sketch of kinetic pathways of electrofusion of membranes. (0) Two membranes approach 
each other under the action of a driving force due to intermembrane attraction or external fields, e.g., 
electric. (1) The membranes approach each other by gradually changing their shapes to almost flat 
membranes which surround a liquid layer of almost uniform thickness. (2) Fast localized membrane 
approach due to unstable shape undulations. (la) A single bilayer membrane formed by 'semi-fusion' of 
two membranes which can expand to reach an equilibrium state. (lb) Non-uniform 'non-wavy' liquid 
layer between approaching membranes. (1-2) A liquid layer between membranes which has an uniform 
thickness. (2a) Localized 'semi-fusion' of membranes and formation of 'lenses'. (2b) Destabilization 
of the membranes and formation of pores. (lc, 2c) Fusion of membranes and formation of intracellular 
vesicles or other structures. (3a,b) Post-membrane fusion phenomena leading to final fusion products. 

From [ 142]. 
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membranes (fig. 20; 1). It commonly occurs when the attractive intermembrane 
forces are not very strong and the system reaches equilibrium without development 
of instabilities of the liquid layer between the membranes. This pathway can lead to 
formation of a single bilayer by 'semi-fusion' of the outer leaflets of the interacting 
bilayers (fig. 20; la) [113, 143], formation of a flat liquid layer between the two 
bilayers (fig. 20; l b) or initiate an expansion of the liquid layer between the bilayers 
(fig. 20; 1, 2). The second major kinetic pathway is by a 'discontinuous' decrease of 
the separation between the two bilayers due to the growth of unstable fluctuations of 
the membrane shape (fig. 20; 2). It occurs when the driving force is large, e.g., after 
application of high voltage electric pulses. While the average thickness of the liquid 
layer between the membranes does not significantly change with time, the growth of 
the membrane shape instabilities results in the establishment of local contacts where 
the separation between the membranes is very small (fig. 20; 2a, 2b). These local 
contacts can either expand to reach a final equilibrium state (fig. 20; l a; 1, 2) or 
they can lead to destabilization of the membranes (fig. 20; 2b). 

The membrane destabilization can be induced by the molecular interactions at 
the local contact, especially when the two membranes are under tension, or by 
external forces arising, e.g., from electric fields. In the first case the merging of the 
membranes obviously follows their destabilization or occurs simultaneously. When 
external electric pulses are applied and the membranes are not at molecular contact, 
the membranes could be destabilized (fig. 20; 2b), but fuse only after making contact. 
Depending on the strength and duration of the electric pulse and the separation 
between the membranes, these membranes could fuse during the pulse or after the 
pulse. In any case fusion of the membranes could result in formation of small 
vesicles (fig. 20; 2c) or other membrane formations (fig. 20; l c). The final stage of 
the fusion process is the expansion of the fusion pore (fig. 20; l c; 2c), commonly 
driven by the membrane tension, until reaching the final equilibrium shape of the 
fused membranes. The fused membranes can surround a rounded cell (fig. 20; 3a) 
or the fusion product can preserve the overall morphology of the cells before fusion 
(fig. 20; 3b). 

Theoretical formulas were derived to describe the kinetics of each of these kinetic 
pathways [57, 141 ]. Without going into mathematical details, I will discuss several 
estimates which allow to predict the conditions under which each of the stages could 
occur and estimate its rate. The time to reach contact by a continuous approach 
of the membranes (fig. 20; 1) increases with increasing the liquid viscosity and 
the total area of contact, and with decreasing the driving force and the separation 
between the membranes. The same is valid for the discontinuous membrane approach 
(fig. 20; 2), except that the contact area in this case should be substituted by the area 
of the fastest growing undulation (wave), which is of the order of the square of its 
characteristic length (wave length). Because of the dependence of that area on the 
intermembrane forces and other physical parameters and the non-linear character of 
the functional relationships between those parameters, the characteristic time of the 
wave growth could be much shorter than the rate of approach of the membranes as 
a whole. An estimate of the ratio of the two characteristic times (of continuous and 
discontinuous membrane approach) leads to the formula FIBS, where F is the force 
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which drives the membrane approach, h the intermembrane separation and S the 
membrane tension. For F = 10 -6 dyn, h = 10 nm and S = 1 mdyn/cm, this ratio is 
of the order of 1000. This means that under those conditions it is 1000-fold faster to 
establish local contact by unstable fluctuational waves than to gradually approach the 
membranes. Therefore, in this case the kinetic pathway is by discontinuous approach 
(fig. 20; 2). For liquid viscosity equal to 0.01 P the time of this type of approach for 
the above example is 10 s. Similar considerations apply for tension free membranes 
where the time of localized approach is determined by the bending rigidity. In this 
case (S  = 0) another formula is valid where Z' should be replaced by a dimensional 
factor proportional to the bending rigidity K. 

The local membrane contact could expand by a rate which is determined by the 
liquid viscosity, membrane tension, contact angle and the thickness of the liquid 
layer between the membranes [140, 141, 144]. This rate can be very low which 
could lead to very long times of establishment of uniform liquid layer between 
the adhering membranes. Similar theoretical considerations and formulas apply for 
expansion of membranes consisting of one bilayer surrounded by two monolayers 
of bilayers (fig. 20; l a, 2a) [140]. The rate of expansion in all these cases, U, 
can be estimated by the formula: U -- hS/41zl, where h is the thickness of the 
mobile layer between the two monolayers (or bilayers), e.g., the solvent in the case 
of supported bilayer lipid membranes, # is its viscosity, S is the tension of the two 
interacting monolayers (or bilayers), which drives the expansion, and l is the length 
of the perimeter of contacting monolayers (or bilayers) along which the tension 
is applied. This formula predicts times of expansion of the order of seconds for 
supported bilayer lipid membranes. More sophisticated formulas are presented in 
[140, 144]. For solvent free membranes, where h is zero or very small, expansion 
may not occur or may be very slow. 

The destabilization of the membranes may occur either by the fluctuation wave 
mechanism or by overcoming energy barriers or by both mechanisms as discussed be- 
fore (sections 3.8 and 3.9). It leads to formation of pores, defects or other structures. 
The shape of the lipid molecules can affect the stability of those structures [113]. 

The interaction of two pores or a pore and a membrane may lead to intermixing of 
the lipid molecules and to their fusion. The interaction between the two membranes 
can contribute to their destabilization due to an increase in the intramembrane electric 
field strength. External electric fields can destabilize the membrane-membrane con- 
tact much faster than the liquid layer between the membranes because of the greater 
transmembrane voltage across the membranes [58]. Therefore one might expect that, 
depending on the electric field strength, the adhered membranes can be either first 
destabilized and then they interact to fuse, or they may form a close (molecular 
contact) and then fuse. Probably in most cases the membranes are first destabilized 
and then they fuse. This is supported by theoretical considerations indicating that 
after formation of pores the rate of local membrane approach may increase signif- 
icantly due to their permeabilization [145] and the increase in the force of local 
attraction due to electric currents [146]. Direct experimental evidence supporting 
this conclusion is, however, lacking. 
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The intermixing of the membranes, i.e. the very act of fusion, is very fast. An 
estimate, based on the lateral diffusion of lipids leads to times -re - 12/4D of the 
order of microseconds if the characteristic distance lo is about 5 nm and the diffusion 
coefficient D is of the order of 10 -8 cmZ/s. Surface pressure differences between 
the two bilayers (Marangoni effect) can lead to even shorter times of intermixing. 

The intermixing of lipids from the two interacting membranes leads to forma- 
tion of fusion junctions, which can transform into fusion pores. The fusion pores 
can either expand (fig. 20; 2c), stabilize (fig. 20; 3b) or in rare cases close. For 
liquid crystalline membranes under tension the expansion of the fusion pores can 
be relatively fast process with a rate proportional to the membrane tension Z' and 
inversely proportional to the liquid viscosity # and the radius of curvature of the 
membranes Re [ 142]. The rate of expansion could be also affected by the membrane 
viscosity. Numerical estimates of the characteristic time of expansion ~'e, based on 
the formula ~-e = / z R c / S  142], give a reasonable value of 10 ms when lz = 0.01 P, 
S = 0.01 dyn/cm and Rc = 0.1 mm. When the membranes are not under tension, 
the driving force for the fusion pore expansion is zero or very small. The time of ex- 
pansion therefore could be very long. High membrane viscosities may also increase 
the expansion times. Under conditions favoring very long times of expansion, the 
fusion pores may stabilize or even close thus returning the system back to the initial 
stage of two separate membranes. 

The duration of the fusion process as a whole is a sum of the durations of each 
stage. While the times for membrane destabilization and intermixing are very short, 
the initial (adhesion) and latest (expansion) stages can be very long and therefore 
rate determining. This indicates one of the fundamental problems for studying mech- 
anisms of fusion. Fusion itself is very rapid and localized while the 'background' 
processes (adhesion and expansion) are slow and involve large parts of the mem- 
branes. 

6.3. The molecular mechanism of bilayer fusion is unknown 

Because of the very small amount of membrane lipid involved in fusion pores and 
their very short life-times direct measurement of the intermediate structures in fu- 
sion of lipid bilayers is very difficult if not impossible. Some progress was made 
by using NMR for fusion of membranes in lipid suspensions [147-149]. Whether 
this is relevant to fusion of lipid bilayers remains to be seen. The lack of direct 
experimental measurements of lipid bilayer fusion hinders the understanding of the 
molecular mechanisms of fusion. In contrast, there are several theoretical models 
which try to calculate intermediate structures requiring minimal activation energy 
for their formation [139, 150, 151 ]. These models are helpful in the design of new 
experiments for better understanding of the molecular rearrangements during fusion. 

6.4. Fusion of cell membranes can be qualitatively described but the molecular 
rearrangements remain unclear 

Unlike lipid bilayers, cell membranes are highly heterogeneous, contain significant 
amounts of proteins, glycoproteins and glycolipids, are surrounded by surface layers 
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of adsorbed molecules, and are attached to the cytoskeleton (for a current view on 
the structure and dynamics of cell membranes and nice cartoons, see the review 
of Sackmann [137]). The high level of complexity of cell membranes leads to 
difficulties in modeling fusion. Nevertheless, phenomenological models could be 
still helpful for understanding certain aspects of electrofusion. 

The following picture for the kinetic pathways of cell electrofusion emerges from 
the comparison of the experimental data with the theoretical models. The cells, 
held at close apposition by dielectrophoresis or other interactions, are unable to fuse 
because of the inherent stability of the membranes and the repulsive forces between 
them. The application of high voltage pulses leads to at least two effects: 1) further 
approach of the membranes [152, 153] and 2) their destabilization. The membrane 
destabilization and formation of pores or other structures enhances the local approach 
of the membranes by (i) providing the driving force due to the high free energy state, 
which can reduce or eliminate the repulsive intermembrane forces and (ii) decreasing 
the local hydrodynamicresistance which increases the rate of local approach. The 
excess free energy of the pores (or defects, or unknown structures) can be either 
dissipated as thermal motion without formation of fusion junction or can be utilized 
in the rearrangements of the lipid molecules leading to fusion. Efficient fusion occurs 
when the membranes are at close approach or brought rapidly at close approach 
after the pulse before the free energy of the (activated) 'fusogenic state' has been 
dissipated. On the one hand, membrane proteins can enhance the fusion reaction 
if they stabilize the state of high free energy by not allowing rapid dissipation of 
energy, increase membrane binding and/or provide an appropriate environment for 
the structural rearrangements of the lipid molecules. On the other hand, they can 
decrease the efficiency of the fusion reaction by creating additional (mainly steric) 
resistance to local membrane approach. Which effect will dominate depends on the 
specific lipid and protein composition and on the phase state of the membranes. 

The high free energy of the activated membranes is probably localized in elec- 
tropores. Two pores apposing each other are the most efficient kinetic pathway of 
fusion because the driving force is high and the hydrodynamic resistance is small. 
Such pores are also predominantly formed when the membranes are at close ap- 
position. This does not exclude the possibility, however, that pores in one of the 
membranes can destabilize locally the opposing membrane albeit at low efficiency. 
This is probably the case when the two membranes are brought in contact after the 
pulse, because the geometric probability for two pores being apposing each other is 
very low due to the low pore concentration in the membranes. This may be one of 
the causes for the low efficiency of fusion in this case. 

Because of the high free energy of the membranes after the pulse the liquid film 
between them can be destabilized, which can lead to a rapid localized approach until 
reaching molecular contact. Thus the molecular contact may occur during the pulse 
if the duration of the pulse is longer than the time needed to make contact. If the 
approach is slow, the membrane contact may occur after the pulse. The occurrence 
of molecular contacts does not necessarily lead to merging of the two membranes. 
Energy barriers for the molecular rearrangements of the lipid molecules from a pore 
(or another) configuration to a fusion junction should be overcome to initiate fusion. 
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The height of these barriers is of the same magnitude as that for lateral mobility 
of lipid molecules and therefore one might speculate that the lipid rearrangements 
kinetically resemble the lateral lipid diffusion in membranes. Energy barriers may 
also exist before the occurrence of molecular contact if the free energy of the pores 
is not sufficient to overcome the repulsive intermembrane forces. 

Fusion of membranes occurs after overcoming those energy barriers and leads to 
local continuity of the membranes, i.e. to fusion junctions. The formation of fusion 
junctions may lead or may not lead to continuity of the cell cytoplasm, i.e. to the 
formation of a fusion pore. Depending on the structure of the fusion intermediates, 
fusion pores may form simultaneously with formation of fusion junctions, may form 
later or may never form. Since for cell membranes the molecular structure of the 
intermediates is not known and it is difficult, if not impossible, to describe this 
structure theoretically, one might only speculate how and when formation of fusion 
pores occurs. 

The fusion pores can stabilize, reverse to the initial prefusion state ('flickering') 
or expand. The expansion of fusion pores may lead to 'fusion' with other pores, 
rounding of the fused cells and eventually formation of giant cells (syncytia), when 
many cells fuse. Alternatively, the cells may retain their shape if the fusion pores 
do not expand, because of constraints arising, e.g., from the cytoskeleton or other 
factors which remain to be elucidated. 

7. Fusion in life processes involves specialized proteins but kinetically can be 
similar to electrofusion 

Electrofusion provides a convenient way to study fundamental mechanisms of mem- 
brane fusion, which may help to understand the fusion mechanisms in biological 
systems. While the major requirements for electrofusion and biological fusion (close 
contact, destabilization, overcoming energy barriers and appropriate structural rear- 
rangements) are the same, fusion in biological systems is tightly controlled by specific 
protein interactions and full understanding of its mechanisms requires understanding 
the structure and conformational changes of the fusion proteins. 

The biological fusion process which is best understood in terms of molecular struc- 
ture and conformational changes of fusion proteins is viral fusion [154, 155]. Viral 
fusion is caused by proteins which undergo conformational changes to expose hy- 
drophobic peptides after activation by low pH or interaction with receptor molecules. 
The exposure of the hydrophobic fusion peptide to the water environment results in 
an increase in the free energy of the peptide and its immediate environment possibly 
including the surfaces of the interacting membranes. This leads to a high free en- 
ergy state which could be similar to that of a fusogenic electropore in electrofusion. 
Therefore, the kinetic pathways of viral fusion after activation of the viral proteins 
could be similar to those of electrofusion. The existence of a high energy state 
of the viral fusion protein leads to local mutual approach of the lipid bilayers and 
destabilization of the membranes and of the liquid layer between them. The lipid 
matrix of the membrane then undergoes localized structural rearrangements resulting 
in lipid intermixing. An indication that this stage of viral fusion is also similar to 
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that in electrofusion is the magnitude of the activation energy which in both cases 
is of the order of the activation energy of the lateral mobility of the lipid molecules 
(15-25 kcal/mol) [85, 156]. After the formation of fusion junctions and pores, they 
can either expand and lead to formation of giant cells or stabilize and preserve the 
morphology of aggregated cells [85, 100]. 

The comparison between electrofusion and virus fusion may lead to the discovery 
of new important parameters affecting the kinetics of viral fusion. For example, 
by analogy with electrofusion one might predict that delays in viral fusion should 
increase with increasing the viscosity of the liquid between the membranes. This was 
confirmed experimentally for fusion of Sendai virus [118]. A detailed comparison 
between electrofusion and viral fusion is made elsewhere [107]. 

The above considerations could be applied to a wide variety of biological pro- 
cesses involving fusion, including exo- and endocytosis, fertilization, cell division, 
intracellular transport and myoblast formation. 

8. New approaches are needed to understand molecular mechanisms of fusion 

Electrofusion is a multistep process, which requires close apposition of the mem- 
branes, their destabilization and appropriate structural rearrangements of the lipid 
matrix. While the kinetic mechanisms of fusion could be understood in terms of phe- 
nomenological models, the molecular mechanisms are unknown and new approaches 
are needed for their elucidation. Understanding mechanisms of electrofusion is not 
only of practical importance for its optimization but also may help in understanding 
fundamental mechanisms of fusion in biological systems. 
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List of symbols 
AC alternating current 

C' proportionality constant in eq. (5) 
C'm membrane capacitance 

d membrane thickness 
D diffusion coefficient 

DC direct current 
DiI 1,1Cdihexadecyl-3,3,3',3'-tetramethylindocarbocyanine perchlorate 
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fluorescein isothiocyanate 
free energy of intermembrane interaction 
separation between surfaces including membrane surfaces 
Boltzmann's constant 
rate constant of pore resealing 
membrane rigidity 
effective net cell polarizability 
length of perimeter of contacting monolayers or bilayers 
characteristic diffusion length in fusion 

L = h i 2  + n 

intracellular electric resistivity 
extracellular electric resistivity 
radius of cells or other spherical particles 
curvature radius of membranes 
gas constant 
time 
time required to make membrane contact 
time needed for a fluorescence dye to diffuse to the far ends of originally 
unlabeled membranes after fusion 
charging time 
time needed to reach an uniform redistribution of fluorescence dyes after 
membrane fusion 
absolute temperature 
rate of expansion of membrane contact 
transmembrane voltage 
critical transmembrane voltage needed for electroporation 
inherent transmembrane voltage (at E --0)  
maximal transmembrane voltage 
angle between radius vector and electric field vector 
permettivity of free space 
relative permettivity 
liquid viscosity 
membrane tension 
surface tension 
pulse duration 
characteristic time of fusion pore expansion 
characteristic fusion time 
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1. Introduction 

Membrane fusion is an important cell-physiological event that occurs in various intra- 
and intercellular processes, such as exocytosis, endocytosis, membrane genesis, viral 
infection, and fertilization. Hundreds of fusion events can occur every minute in a 
living cell. The diversity of cellular fusion processes could indicate that very different 
mechanisms are used by the cell to realize the fusion of membranes. This view is 
also supported by the large number of different cellular components involved in the 
triggering and temporal and spatial control of fusion. For instance, Ca 2+ is required 
for exocytosis processes but it is not necessary for virus-cell fusion where the fusion 
of some viruses is triggered by low pH. However, the biophysical investigations 
of membrane fusion processes suggested that some general molecular mechanisms 
appear in all fusion processes. It will be shown in this chapter that a hydrophobic 
contact between the fusing membranes has to be created in order to initiate fusion 
of membranes. Another general requirement for fusion is the occurrence of packing 
defects among lipid molecules at the point of fusion. 

The physical theories of membrane stability are relatively well established. How- 
ever, a full understanding of membrane fusion processes requires not only a descrip- 
tion of membrane stability but particularly of its transient instability. During the 
fusion event, drastic reorganizations in membrane structure must occur in order to 
allow the close approach and merging of membranes followed by the reconstitution 
of a new membrane. Because membranes serve as a relatively impermeable barrier, 
this function has to be maintained during the fusion process despite the transient 
destabilization. Therefore, research on membrane fusion is especially challenged to 
give an explanation of the interplay of membrane integrity and membrane destabi- 
lization. It's not surprising that investigations of fusion mechanisms have fertilized 
the development of theories of membrane stability, e.g., in respect to the role of the 
hydrophilicity and hydrophobicity of the membrane surface. 

Studies of molecular mechanisms of membrane fusion processes have concen- 
trated on areas that are relatively accessible to experimentation. At present virus-cell 
fusion represents the only example of a biological fusion where the molecular com- 
ponents involved in the fusion event are relatively well known. In an attempt to 
gain an understanding of the complex processes of cellular and subcellular fusion 
processes, much biophysical work has been devoted to studies of relatively sim- 
ple model membranes such as lipid vesicles. As recognized in almost all fields of 
membrane research, both approaches are necessary for an understanding of the very 
complex processes of membrane fusion, the study of the fusion of real biological 
systems as well as of model systems. The last of these efforts is well covered by 
recent reviews [1-6]. 
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This chapter has its focus on applications of phospholipid vesicles for the elu- 
cidation of molecular mechanisms of membrane fusion. Rather than presenting a 
complete review of work on vesicle fusion, basic biophysical concepts are demon- 
strated for fusion processes induced by cations, polymers and cation-binding proteins. 
Biological fusion processes are briefly reviewed to define the components involved 
in fusion processes. Fluorescence techniques that are frequently used to monitor the 
fusion are described. Before the fusion of vesicles is discussed, the aggregation of 
vesicles is considered with emphasis on the realization of a close approach of the 
membranes, recognized as a requirement for fusion. Some current models of vesicle 
fusion are discussed in the last sections of this chapter. 

2. Cellular and artificial fusion p r o c e s s e s -  an introduction 

The different types of fusion processes have been extensively reviewed [7, 8] and 
have found entry in textbooks on cell biology. Here the basic phenomena and 
components involved in these processes will be discussed briefly to emphasize the 
role of Ca 2+ and proteins for fusion processes. 

2.1. Artificial and natural cell-cell fusion 

The early experimental work about fusion was mainly stimulated by the prospects 
that the development of techniques for the artificial fusion of cells can provide for 
the study of fundamental cell-biological processes and biotechnology (for a historical 
review see [9]). It is only about 30 years ago that Barski et al. [10] produced the 
first hybrid cells, after the occurrence of multinucleated cells have been observed by 
histologists and pathologists for many years. The next advance was the development 
of methods for the selection of hybrid cells from the culture medium and the increase 
of the yield of hybrid cells. Harris and Watkins [11 ] had found that UV-inactivated 
hemagglutinating virus of Japan, now called Sendai virus, is able to induce the 
fusion of cells. The hybrid cells had the property to divide and grow. The technique 
was considerably refined and improved and contributions to studies in virology and 
immunology became possible. Kohler and Milstein [12] applied this technique for 
the production of hybridoma cells. After the fusogenic properties of poly(ethylene 
glycol) (PEG) had been discovered [13], the Sendai virus was replaced by this 
more easily prepared fusogen in the hybridoma technique. In recent years, chemical 
(poly(ethylene glycol)) and physical (electrofusion) induction of cell-cell fusion have 
been used extensively in modern biotechnology. 

Important natural intercellular fusion events include sperm-egg fusion and the 
formation of multinucleated muscle cells by fusion of myoblasts. 

2.2. Intracellular fusion 

Intracellular transport processes involve specific fusion processes between intracellu- 
lar membrane vesicles and with the plasma membrane. Exocytosis is the process in 
which a stored secretory product (e.g., neurotransmitters, hormones such as insulin, 
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digestive enzymes) is released from the cell into the extracellular space by fusion of 
the membrane of the secretory vesicle with the cell membrane. The following stages 
can be distinguished in an exocytosis reaction [14, 15]: transport of vesicles to the 
plasma membrane, adhesion of vesicles, semifusion of plasma and vesicle membrane 
and fusion of membranes accompanied by the mixing of vesicle content with the ex- 
tracellular medium (fig. 1). Much evidence was accumulated that the increase in 
intracellular concentration of Ca 2+ is the intracellular signal for exocytosis in a wide 
variety of secretory cells. Calcium may enter the cell through voltage-dependent 
Ca 2+ channels (e.g., neurotransmitter release in the synaptic terminal) or through 
receptor-operated Ca 2+ channels activated by hormones [16-19]. 

Although the requirement for Ca 2+ in regulated exocytosis has been well recog- 
nized, the molecular mechanisms by which Ca 2+ acts, remain largely unknown. An 
involvement of specific proteins in the process can be expected because the single 
stages of exocytosis have to be correlated in time and location. Several proteins 
were identified which could take an active part in exocytosis, but their exact func- 
tion is still unclear (for recent reviews see [20-23]). The cytosolic Ca 2+ activity is 
increased from a resting value of 0.1 #M to an activated value of 1-10 #M. A deter- 
mination of the actual intracellular concentration is not a trivial matter because of the 
high buffering capacity in cells and the possibility that highly localized increases of 
Ca 2+ can induce fusion. A study on depolarized chromaffin cells estimated, that the 
Ca 2+ entry into the cytosolic space can reach up to 340 #M in one second during 
a short depolarization [24]. The micromolar Ca 2+ sensitivity indicates that high- 
affinity Ca2+-binding proteins might mediate the trigger effect of Ca 2+. The finding 
that intracellular calcium concentration microdomains of the order of 200 to 300/zM 
occur against the cytoplasmic surface of the plasmalemma during neurotransmitter 
secretion supported the view that low affinity calcium-binding sites are activated at 
the active zone [25]. 

Endocytosis is the process of internalization of soluble (pinocytosis) or particulate 
(phagocytosis) substances from the extracellular environment. This process starts 
with the invagination of the plasma membrane and is finished with the formation of 
an endocytotic vesicle. The last stage of the process is the fusion of the invaginated 
plasma membrane with itself (fig. 1). The receptor-mediated endocytosis is a special 
endocytotic pathway. Various viruses (e.g., influenza virus) and serum lipoproteins 
enter the cell on this way. Relatively little is known about the molecular mechanisms 
of the fusion processes in endocytosis [20]. It has to be assumed that this process 
requires metabolic energy. 

Within a cell numerous fusion events occur mediating the flow of cellular com- 
ponents between different cell organelles. These include fusion of early endocytotic 
vesicles and fusion of vesicles transporting materials from endoplasmic reticulum 
to Golgi apparatus, between Golgi stacks, and from endosomes to Golgi apparatus. 
It appears that many distinct proteins either membrane-associated or solved in the 
cytoplasma are involved in each intracellular fusion event [20, 26-28]. 

2.3. Virus-cell fusion 

An example of biological membrane fusion in which the role of proteins is well 
established is given by the interaction of enveloped viruses with their host cells [29]. 
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Fig. 1. Schematic drawing of the morphology and sequence of reactions of exocytosis, endocytosis and 
viral fusion. Different reactions are shown as follows: Exocytosis: (a, b) approach of an exocytosis 
vesicle, (c) triggering of adhesion, (d) fusion of vesicle and plasma membrane and discharge of vesicle 
content. Endocytosis: (a) Invagination of the plasma membrane, (b) fusion of the invaginated plasma 
membrane with itself and (c) motion of the endocytotic vacuole. Another fusion reaction can follow 
such as the fusion of endocytotic vacuole (E) with a lysosome (L) (d, e). Virus fusion: The direct fusion 
of an enveloped virus with the plasma membrane is given in the left part. The binding of the virus on 
the cell surface (a) is followed by the fusion of the virus envelope with the membrane (b) delivering the 
genome into the cytosol of host cells. In the receptor-mediated endocytosis (a-c) of virus (fight part) 

the virus envelope fuses with the limiting membrane of the endocytotic vacuole (endosome) (d). 

Animal viruses consist of a membrane or envelope which surrounds the nucleocapsid. 
The lipids of the envelope bilayer are derived from the plasma membrane of the host 
cell. Glycoproteins are incorporated in the envelope. For most viruses the protein 
composition of the envelope is very simple as it contains only a few proteins which 
are well characterized. Thus virus fusion provides a good model system to study the 
molecular mechanisms of protein function in membrane fusion (recent reviews" [2, 
20, 28, 30]). 
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Fusion of the viral membrane with a cellular target membrane represents the key 
event in the infectious entry of the genetic material of the given virus in the cell. 
There are two classes of viruses in respect to the entry mechanism. Viruses with low 
pH-dependent activity (e.g., influenza virus, vesicular stomatitis virus) fuse with the 
membrane of acidic endosomes after their uptake by receptor-mediated endocytosis 
(fig. 1). Viruses with pH-independent activity fuse with the plasma membrane, e.g., 
Sendai virus, HIV (fig. 1). The pH dependence of virus fusion is a property of the 
viral fusion protein. The hemagglutinin of influenza virus is the best characterized 
fusion protein and models of the pH-dependent conformational change and penetra- 
tion of a hydrophobic segment of hemagglutinin in the target membrane were given 
[20, 29, 30]. Synthetic peptides have been synthesized that mimic fusion regions 
of the viral protein and their interaction with liposomes and cells was studied [30, 
31-34]. 

2.4. Vesicle fusion 

The discussion of the natural fusion processes has shown, that the elucidation of the 
molecular mechanisms of membrane fusion cannot be restricted to the action of a 
few membrane components. Moreover, only some specific molecular components 
were identified to be involved in fusion processes. This specificity can result from 
phospholipids, glycolipids, cholesterol, membrane proteins, cytosolic proteins, metal 
ions such as Ca 2+, metabolic processes and components of the cytoskeleton. Another 
source of specificity is the trigger mechanism. Except the already mentioned increase 
of intracellular Ca 2+ and H + other triggers such as changes of osmotic pressure, 
synthesis of unsaturated fatty acids, alterations of specific phospholipids such as 
phosphatidylinositol and specific proteins were discussed. The complexity of this 
problem requires the use of model systems which allow the separate investigation of 
single parts of the 'fusion machinery'. 

Phospholipid vesicles and planar bilayer membranes (BLM) are the most simple 
model systems. Much of our current knowledge on molecular mechanisms has been 
obtained from studies on phospholipid vesicles. These systems have the advantage 
that the properties can be manipulated in a wide range (phospholipid composition, 
electrolyte composition, pH, incorporation of fusion effectors, size of vesicles, fluid- 
ity, nonbilayer structures). The recent success in efficiently reconstituting fusogenic 
proteins such as hemagglutinin of influenza virus in vesicle systems (called viro- 
somes) shows that vesicles may serve as a valuable fundamental model for charac- 
terizing protein-membrane interactions that may lead to fusion. The potential role 
of calcium ions and changes in pH as triggers of membrane fusion and the modu- 
latory role of phospholipid head groups and soluble proteins have been investigated 
in vesicle systems. 

However, fusion requirements for vesicles are often far from those observed for 
biological fusion. For example, Ca2+-induced fusion of vesicles occurs at much 
higher calcium concentrations compared with the fusion behaviour of secretory vesi- 
cles. Other limitations are (i) the lack of recognition molecules, if phospholipid 
vesicles are used in the simplest form and (ii) lack of postfusion stability [27]. Bi- 
ological fusion processes underlay a control which removes the stimulus to fusion 
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Fig. 2. Fusion reaction of two phospholipid vesicles. The first step is the aggregation and adhesion of 
the vesicles and the second the fusion of bilayers. In some systems, the aggregation/adhesion is followed 
by the semifusion (formation of one bilayer) before complete fusion with intermixing of vesicle contents 
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after the membrane fusion is completed. In vesicle systems the stimulus continues to 
act on the vesicles after their fusion until the system reaches the final state which can 
considerably deviate from the state of fused vesicles. For example stacked bilayers 
and cochleate structures are formed in the Ca2+-induced fusion of acidic vesicles, 
or the vesicles are transformed to the hexagonal phase [35]. 

It was found that the following stages occur in a fusion reaction of vesicles (fig. 2): 
aggregation of vesicles, molecular contact of bilayers, local destabilization of bilayers 
at the site of contact and intermixing of vesicle contents. Mixing of lipids of the 
outer monolayers can occur in the region of bilayer contact before the complete 
fusion, accompanied by the mixing of vesicle contents, appears. A process where 
the destabilization results in the formation of one bilayer between the two vesicles, 
causing intermixing of membrane lipids without intermixing of vesicle contents, was 
considered as semifusion [1 ]. 

3. Monitoring of vesicle fusion 

As can be seen from figs 1 and 2 membrane fusion reactions are very complex 
processes. It is necessary to introduce criteria which must be met to assure that a 
real membrane fusion has occurred. For example, mixing of membrane components 
or increase in vesicle size may be the result of membrane fusion, but can also 
result from the exchange of membrane components between apposing membranes. 
It was found that the following three criteria are sufficient to define a vesicle fusion: 
(i) merging of membranes, (ii) intermixing of vesicle contents, and (iii) maintaining 
of the barrier function of membranes [27, 36]. In most vesicle fusion processes 
an increase in the vesicle permeability is observed due to postfusion instability as 
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discussed before. In respect to the requirements of the fusion criteria it is important 
that the leakage occurs after the merging of lipids and intermixing of the aqueous 
contents of vesicles, even when the time delay between these processes is very short. 

In principle, many biophysical methods developed for studies of physical and 
morphological properties of membranes can be used to detect fusion processes. Light 
scattering, electron microscopy, DSC, NMR and ESR spectroscopy and fluorescence 
techniques have been applied. Fluorescence methods provide the advantage of high 
sensitivity and time resolution. A certain disadvantage results from the use of probe 
molecules. The application of fluorescence methods in respect to the requirements 
of the fusion criteria was critically reviewed [36-38]. 

3.1. Mixing of membrane lipids 

Lipid mixing has been measured by monitoring the concentration-dependent prop- 
erties of membrane-associated probes, usually a fluorescence probe [39, 40]. Such 
probes should meet the following requirements: (i) slow or almost no interchange 
between membranes in the absence of fusion, (ii) low perturbation of membrane 
packing and structure and the probes should be present at sufficiently low surface 
density, (iii) the fusogenic agent should not directly change the fluorescence prop- 
erties and (iv) high quantum yield of fluorescence. The head-group-labeled N-(7- 
nitro-2,1,3-benzoxadiazol-4-yl) phosphatidylethanolamine (NBD-PE) and N-(lissa- 
mine rhodamine B sulfonyl) phosphatidylethanolamine (Rh-PE) meet many of these 
requirements. The use of these probes for the monitoring of the mixing of lipids is 
based on resonance energy transfer between NBD as energy donor group and Rh as 
energy acceptor group. Since resonance energy transfer depends on the proximity 
of the donor and acceptor group, the change in surface concentration of the probes 
during membrane fusion can be detected as a change of fluorescence intensities [41 ]. 

The lipid mixing assay based on resonance energy transfer can be used in two 
versions. In the probe dilution assay both probes are incorporated in one popula- 
tion of vesicles and their dilution into a population of unlabeled vesicles is mon- 
itored as a change in resonance energy transfer resulting in an increase of NBD 
fluorescence and decrease of Rh fluorescence (fig. 3). In a similar manner other 
concentration-dependent fluorescence properties can be used. The fluorescence of 
Octadecyl-rhodamine-B-chlorid (R18) incorporated in one vesicle population at a 
self-quenching surface concentration increases as the probe is diluted in unlabeled 
vesicles [40]. The ratio of the excimer/monomer fluorescence of pyrene-labeled 
phospholipids is decreased after dilution [42]. The sensitivity of fluorescence life- 
times of fluorescence probes was also used [43]. 

In the other version of the lipid mixing assay based on resonance energy transfer 
each probe is incorporated in a separate population of vesicles (Probe mixing assay). 
The decrease of the donor fluorescence or the increase of the acceptor fluorescence 
is monitored [44]. Both fluorescence assays can provide the extent and the kinetics 
of fusion quantitatively, provided that the changes of the resonance energy transfer 
occur only due to fusion. In the probe dilution assay, the fluorescence-labeled vesicles 
are usually prepared with 0.6 mol% each of NBD-PE and Rh-PE in the bilayer and 
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Fig. 3. Schematic representation of fluorescence fusion assays described in the text. (a) Resonance 
energy transfer assay for mixing of bilayer lipids and (b) assay for mixing of internal contents. D and 
A denote donor and acceptor fluorescence molecules. The time courses of the acceptor fluorescence in 
the probe dilution assay and of the Tb fluorescence in the internal content mixing assay are given in c) 

and d), respectively. 

labeled and unlabeled vesicles are mixed at a ratio of 1:1. Complete fusion would be 
expected to result in a bilayer containing 0.3 mol% each of the fluorescent probes. 
The fluorescence intensity of such vesicles is related to a fusion extent of 100%. 
The fluorescence intensity of the initial state of vesicles is taken as the zero level of 
fusion. 

3.2. Intermixing of vesicle content 

The most adequate assays of membrane fusion are those monitoring the intermixing 
of aqueous contents. A fluorescence assay based on complex formation between 
dipicolinic acid (DPA) and Tb 3+ has been used extensively [45]. Each one of the 
pair of reactants is encapsulated in different populations of vesicles (fig. 3). To 
prevent the binding of Tb 3+ to negatively charged phospholipids, a weak chelator is 
additionally entrapped, usually citrate. The fluorescence intensity of Tb 3+ complexed 
with DPA is increased by four orders of magnitude. 

In order to detect the intermixing of vesicle contents only, the reactions resulting 
from vesicle leakage are quenched by EDTA and Ca 2+ which are added to the 
medium outside the vesicles. 100% maximal fluorescence in the fusion experiment 
indicates the fluorescence that would be obtained if all the encapsulated Tb were to 
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react with DPA. Under certain circumstances this value can be determined from the 
fluorescence obtained upon lysis of the vesicles with detergent. With a modification 
of the Tb/DPA assay the kinetics of the release of vesicle contents can be measured 
[46]. 

In a similar manner as described for the reactions of fluorophores, enzymatic 
reactions were used to monitor the intermixing of vesicle contents. Enzymes and 
substrate molecules are entrapped in different populations of vesicles and an inhibitor 
is solved in the external medium. Enzymatic activities were also used to measure the 
fusion of intracellular organelles, exocytosis processes and the fusion of phospholipid 
vesicles with cells. 

4. Aggregation mechanisms 

4.1. Cation-induced aggregation 

4.1.1. DLVO-theory 
The aggregation behaviour of colloidal particles can be adequately described by the 
DLVO (Derjaguin-Landau-Verwey-Overbeek) theory [47, 48]. In this theory the 
total free energy is considered to consist of the sum of the repulsive electric double 
layer energy and the attractive Van der Waals energy. 

Considering the free energy of interaction between two planar parallel surfaces, 
the rate of decay with distance d of the Van der Waals interaction energy per unit 
area may be expressed as 

H 
F _ (1) 

127rd 2 

where H is the Hamaker constant of the membrane for intermediate separations d 
which are of the order of the membrane thickness. Usually the Hamaker constants 
of biological membranes are higher compared to those of bilayer membranes due to 
the presence of proteins. 

The electrostatic interaction energy is difficult to evaluate. However, the following 
approximation formula for low surface potentials and larger separations can be used 
(linear approximation) 

F = Fo exp(-~d)  (2) 

where the Debye length 1/n is a measure of the effective thickness of the diffuse 
double layer. F0 and n are functions of the surface charge density and the elec- 
trolyte composition. At higher surface potentials and smaller separations, numerical 
calculations of the Poisson-Boltzmann equation are necessary to obtain the exact 
interaction energy. More extended considerations were given [47, 77]. 

The total free energy is then used to predict the aggregation behaviour. Due to 
the combination of an attractive and repulsive force, that energy can usually have 
a local minimum as a function of surface separation (fig. 4). The energy minimum 
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at contact is known as the primary minimum. In more concentrated electrolyte 
solutions a secondary minimum with free energy U,  separated by an energy barrier 
F* from the primary minimum, can occur. As the surface potential or surface charge 
approaches zero the particles experience only the Van der Waals interaction and 
attract each other at all positions. However, at short distances of bilayer separation 
this attraction is prevented by additional repulsive interactions of short range (e.g., 
hydration repulsion), not involved in the DLVO theory (see below). 

The depth of the secondary energy minimum F ~ determines the stability of the 
membrane suspension. Stable aggregates will be only formed if F~/kT >> 1. It 
was shown by direct measurements of forces between charged bilayers that beyond 
3 nm separation the forces are in good agreement with the predictions of the DLVO 
theory, especially in relation to the influence of electrolyte composition, pH and 
surface charge. 

F DLVO F i DLVO 

in-2 u 
MinA 

HR 

F 

! 
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Fig. 4. Free energy F of two lipid bilayers as a function of membrane separation d (F on a logarithmic 
scale) for a vesicle suspension, involving electrostatic (EL), Lifshitz-Van der Waals (VdW) and hydration 
repulsion (HR) interaction. The classical DLVO plot with the primary minimum (Min-1) of attraction, 
the maximum of repulsion (F*) and the secondary minimum (Min-2) of attraction F ~ is given on the 
right side (above). The combination of the hydration repulsion, the EL repulsion and VdW attraction is 

given below (adapted from Van Oss [210]). 
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4.1.2. Kinetics of aggregation 
Studies on cation-induced fusion of acidic vesicles have shown that the kinetics of 
the process can be modeled as a two-step process involving aggregation followed by 
the fusion step [49, 50] 

C11 fl 1 
v ~ + y ~ ,  :: ,y2 , F .  (3) 

Dll 

It is assumed that the aggregation products �89 are dimers which are formed from 
vesicles I11 with a rate constant Cll. The dimers can dissociate (rate constant Dll)  
or fuse (rate constant f11). The slower of the two steps becomes rate-limiting. The 
kinetic analysis of fusion has proved to be extremely important in defining the role 
of specific components. It is essential to determine whether a component is effective 
in the step promoting aggregation or fusion. Some systems can be manipulated by 
changing external conditions that either aggregation or fusion controls the overall 
rate of the reaction. In accordance with the DLVO theory the rate constant Cll is a 
function of the energy barrier F* [48]: 

C l l  --  8kTNAIO -3 e x p [ -  F*/kT]/3~I. (4) 

C l l  is the rate constant introduced by Verwey and Overbeek (the expressions are 
different by a factor 2) and rl is the dynamic viscosity. NA is Avogadro's number. 
The description of the time course of CaZ+-induced fusion of small unilamellar PS 
vesicles by a mass action model has indicated that aggregation is the rate-limiting 
step [49, 50]. Calculations of the energy barrier from eq. 4 using experimental rate 
constants of aggregation give values of F* in the order of 1-10 kT [50]. These 
values are much lower than those expected from DLVO theory in the presence 
of fusogenic cation concentrations. The inclusion of repulsive hydration forces in 
the calculations would further increase the energy barrier. One has to assume that 
in addition to the effect of charge neutralization structural changes of approaching 
bilayers (e.g., deformations, instabilities and formation of spikes) and cation bridges 
lower the energy barrier [50, 51]. This point will be discussed later. 

4.1.3. Properties of cation-induced vesicle aggregation 
In contrast to fusion, the aggregation can be a reversible process after the triggers are 
removed. In addition to the forces between vesicles, the aggregation is influenced 
by the vesicle concentration. 

The electrostatic repulsion is very sensitive to the electrolyte composition and di- 
minishes at higher monovalent concentrations. Aggregation of negatively charged 
vesicles was observed at high concentrations of monovalent cations [52, 53]. The 
binding of monovalent cations to the phospholipid head group, resulting in a partial 
compensation of the head group charge, contributes to the reduction of the elec- 
trostatic repulsion besides the screening effect. The ability of monovalent cations 
to fuse vesicles is very low compared to divalent cations. Only very recently lipid 
mixing was reported to occur for small unilamellar vesicles consisting of acidic phos- 
pholipids with fully saturated fatty acids [54]. Divalent cations are very effective 
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in reducing the repulsion, mainly by direct binding to the phospholipid headgroup. 
Slow aggregation processes are observed at submillimolar concentrations of divalent 
cations due to the formation of intervesicular salt linkages [55]. Fast aggregation 
of negatively charged vesicles on a time scale of seconds occurs at millimolar con- 
centrations of divalent cations, e.g., 1-2 mM Ca z+ and 4-5 mM Mg 2+ for small 
unilamellar PS vesicles in 100 mM NaC1 and pH 7.4. Larger cation concentrations 
are required for aggregation of large unilamellar PS vesicles because the electro- 
static repulsion energy is approximately proportional to the vesicle diameter. The 
rate constants were about the same when the medium contained 2 mM and 5 mM 
Ca 2+ with small and large unilamellar PS vesicles, respectively. 

Figure 5 shows the PS vesicle aggregation induced by trivalent (La3+), divalent 
(Ca e+) and monovalent (Na +, H +) cations and polyamines (spermine 4+, spermidi- 
ne 3+, putrescine2+). It was found that the threshold concentrations of cations for 
aggregation are well correlated with the surface potentials determined from measure- 
ments of electrophoretic mobilities. At the points of aggregation the surface poten- 
tials are reduced from about -83  mV in the absence of cations to about - 4 0  mV 
[52, 56]. Because of the differences in binding affinities of divalent cations the thresh- 
old concentrations for aggregation increase in the sequence Mn 2+ < Ba 2+ < Ca 2+ < 
Sr 2+ < Mg 2+ [52]. At high monovalent salt concentrations Ca 2+ is more effective 
than Ba 2+. The reductions of surface potentials as a function of mono- and divalent 
cations are rather well described by the Gouy-Chapman-Stern theory by explicitly 
considering the different binding affinities of cations. 

From the above results, it is likely that the membrane surface potential has a 
good correlation with the extent of vesicle aggregation. However, one would not 
expect that close aggregation necessary for fusion can occur at surface potentials 
in the order of - 4 0  mV, because of the relatively high electrostatic repulsion. For 
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Fig. 5. Turbidity of small unilamellar PS vesicles suspended in 0.1 M NaC1 buffer solution, pH 7.4 
(0.1 /zmoles lipid/ml except for La 3+ 0.01/~moles lipid/ml) as a function of concentration of La 3+ (ll), 
spermine4+ (I-q), Ca2+ (o), spermidine 3+ (A), H + ( i ) ,  putrescine 2+ ( . )and  Na + (+). (Data taken 

from refs [56, 73].) 
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fusogenic cations, such as Tb 3+, La 3+, Mn 2+, Ca 2+ and H + vesicle fusion occurs 
when the surface potential is reduced to approximately -40  mV. For non-fusogenic 
cations (e.g., Na +, K + and partly Mg 2+) and polyamines the vesicle fusion is not 
observed even when the concentrations of ions are increased far beyond the threshold 
concentration for aggregation and the surface potentials become lower in magnitude 
than -40  mV. The discrepancy results from the fact that the surface potentials were 
measured under conditions of isolated surfaces instead of aggregated surfaces. It 
was shown that PS bilayers undergoing aggregation and fusion exhibit an enhanced 
binding affinity for fusogenic cations such as Ca 2+ [57-59]. An intermembrane 
Ca(PS)2 complex is formed between interacting bilayers. This complex reduces 
the surface potentials, and, in addition changes the hydration properties of the PS 
surfaces resulting in a dehydrated space between the bilayers (see below). This effect 
contributes to the decrease of the energy barrier F* which increases the rate constant 
of aggregation, see eq. (4) above. It seems that vesicle fusion is determined by the 
mode of binding of cations in the aggregated state. 

Unlike Ca 2+, PS large unilamellar vesicles cannot be fused by Mg 2+, although the 
vesicles aggregate [60]. This specificity of Ca 2+ over Mg 2+ probably arises during 
the approach of the bilayers. It was found that Mg 2+ is not able to form unhydrous 
interbilayer complexes. 

4.2. Hydration repulsion 

The close approach of membranes below 3 nm is ruled by a complex interplay of 
repulsive and attractive forces of short range. As discussed by Parsegian and Rand 
(this volume and references given there) a repulsive hydration force presumably 
results from the strong binding of water to hydrophilic groups of membrane surfaces. 
The range of the hydration forces determined from measurements of lipid bilayers is 
about 1-3 nm. With decreasing separation the interaction energy grows exponentially 
with a characteristic decay length of 0.08-0.64 nm [61]. 

F = +F0 exp(-d/A) (5) 

where A is the decay length of the interaction energy. Higher decay lengths may 
occur at high ionic strength. The hydration repulsion dominates the interaction 
of bilayer membranes at separations less than about 3 nm. As bilayers approach 
contact, repulsive pressures can increase to the order of 1000 atm. That shows that 
the hydration repulsion is an enormous barrier to approaching bilayers and prevents 
the coalescence in the primary minimum. For example, the work E required to bring 
two small unilamellar vesicles (diameter 300 A) to within a separation of 13 A has 
been estimated to be of the order of 10 kT, corresponding to a statistical weight, 
exp( -E /kT)  ~ 10 .4 [62]. 

Figure 4 is a plot of bilayer interaction energies with the consideration of electric 
double layer repulsion, Van der Waals attraction and hydration repulsion. The ex- 
ponentially decaying hydration repulsion is followed by a more gradual electrostatic 
repulsion, followed by the Van der Waals attraction. A secondary minimum may ap- 
pear at a separation of about 5 nm depending on the electrostatic repulsion. A region 
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of weak attraction was found at 5 nm and 6 nm for DOPE and DOPC, respectively, 
deposited on mica using a surface forces apparatus [63]. As already discussed above 
a stable contact between bilayers will be achieved if the energy of the secondary 
minimum is deep enough (F' >> kT). For the estimation of this energy one has to 
take into consideration that the energy of this minimum, i.e. the energy of attraction 
is less than the Van der Waals attraction at this separation. 

Because of the relatively low Van der Waals attraction of membranes, aggregation 
can only occur if a large contact area can be provided. The stacks of bilayers in a 
multilayer vesicle represent such a system. Experiments have confirmed that these 
vesicles take up a definite volume of water forming a water layer of definite thickness 
between bilayers. With decreasing surface charge, the bilayer separation is shifted to 
shorter values [64]. For uncharged multilayer vesicles prepared from PC a distance 
of about 2.5 nm was measured [62]. Because of the smaller area of contact stable 
aggregates are not formed for small vesicles. 

The magnitude of the hydration repulsion at a given distance varies among lipid 
species over more than one order of magnitude. It is influenced by head group, chain 
composition and temperature [65]. The hydration repulsion of PE is much smaller 
than the repulsion of PC, and the gel phase has a reduced repulsion compared to 
the liquid crystalline state. As discussed below, the vesicle-vesicle fusion is strongly 
related to the hydration repulsion. In the presence of PE in phospholipid vesicles, 
fusion is promoted. 

The origins of hydration repulsion between bilayer membranes are yet unclear 
[66]. There are indications for both directions of interpretation, the correlation to the 
orientation of water as well as to the thermal fluctuations of the liquid-like surface 
(steric force). The term polar repulsion is used by Van Oss to characterize the short 
range repulsion between surfaces in water [67]. He has developed a semiquantitative 
description of these forces involving data of the polar properties of the surface, such 
as surface and interfacial tensions. Because in fusion processes repulsive forces have 
to be overcome, probably by changes of the surface properties, this description could 
adequately take into consideration the primary surface changes. 

It was found that surfaces of many water-soluble polymers (poly(ethylene glycol), 
polysaccharides), proteins, nucleic acids, phospholipid bilayers and cells are very 
strong proton acceptors (strong electron donors in the Lewis acid-base interaction) 
and weak proton donors due to the existence of proton acceptor groups on these 
surfaces ( e . g . , - C O O - - , - O P O 2 0 - - , - O - , - S O  3, -SO4). Such surfaces were 
termed as negatively monopolar by Van Oss [67-71]. Positively monopolar are 
surfaces with strong proton donor properties resulting from groups such as-NH~-. 
By means of contact angle measurements with different polar and apolar liquids the 
monopolarity can be determined for any given system [67]. 

The water molecules of hydration are bound to negatively monopolar surfaces with 
hydrogen atoms pointing to the proton acceptor group. This property is mediated to 
the next layers of water and it decreases in layers which are more distant from the 
surface. The water molecules are bound to a positively monopolar surface with lone 
pairs of electrons directed to the surface. As shown by Van Oss the interaction of 
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Fig. 6. (a) Hydration repulsion and (b) hydration attraction between polar surfaces, each of which is 
characterized by proton acceptor or proton donor properties or a combination of both. (c) Hydrophobic 
attraction between apolar surfaces. The polarization of water molecules immediately at the surface 

is schematically indicated. 

monopolar surfaces of identical monopolarity results in a strong hydration repulsion. 
This is schematically illustrated in fig. 6a. 

Most interestingly, hydration attraction can appear for surfaces of opposite monopo- 
larity (fig. 6b). These surfaces bind water in opposite directions. Rand et al. [65] 
have used an idea, similar to this model of hydration attraction, to explain the re- 
duced repulsion of PE bilayers compared to PC bilayers. Different to PC the PE head 
group bears polar groups of opposite monopolarity (phosphate, amine). If the amine 
and phosphate groups are sitting on opposite surfaces in complementary positions, 
an attraction could result (fig. 6b). Because the groups are in thermal motion, con- 
figurations of opposite groups of repulsive as well as attractive nature could occur. 
However, the resulting interaction could be less repulsive. 

Very recently it was shown that Ca 2+ very strongly reduces the proton acceptor 
capacity or monopolarity of the phospholipid bilayer surface [68]. The reduction 
of the monopolarity simultaneously changes the mode of hydration of the surface. 
In other words, Ca 2+ increases the hydrophobicity of the surface. It is one of the 
most important properties of polar interactions that the magnitude and sign of the 
forces can be strongly influenced by small changes of surface properties, such as the 
binding of Ca 2+. Beside the effect of Ca 2+ binding on the electrostatic repulsion 
discussed before, the reduction of the hydrophilicity of the surface is very important 
for the close approach of membranes and results in the formation of the interbilayer 
complexes. 
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4.3. Hydrophobic attraction 

It had long been suspected that other attractive forces in addition to Van der Waals 
attraction could play a role in surface interaction. Recent studies have increasingly 
implicated the hydrophobic interaction in the fusion of membranes [72-76]. The 
hydrophobic interaction is the attractive counterpart to the hydration repulsion. A 
hydrophobic surface is different from a polar surface in the sense that it cannot bind 
water via ionic or hydrogen bonds (fig. 6c). Van der Waals attraction still exists 
between water and a hydrophobic surface. 

Similar to the hydrophobic attraction of molecules in water, the hydrophobic at- 
traction of surfaces results from the entropically unfavourable orientation of water at 
hydrophobic surfaces [77]. The hydrophobic attraction of surfaces tends to be much 
stronger than the Van der Waals attraction. This was concluded from measurements 
of the interaction of mica surfaces coated with surfactant monolayers exposing the 
hydrocarbon groups to the water phase [78]. These studies have found that the force 
is of long range, decaying exponentially with a characteristic length of 1-2 nm in 
the range 0-10 nm followed by a more gradual decay beyond 10 nm [77]. Thus the 
hydrophobic interaction energy can be described by the empirical law 

F = -2,),exp(-d/.X') (6) 

for surface separations d in the range 0-10 nm, where A' is the corresponding decay 
length. The attractive energy is proportional to the interfacial tension ~, of the 
surface with water. As expected the interaction energy increases with increasing 
hydrophobicity. Typical values for saturated hydrocarbons are about 50 mJm -2. 
Other expressions, including polar components of the interfacial tension, were given 
by Van Oss et al. [69]. 

For unstressed phospholipid bilayers the attraction seems to be well described by 
the Van der Waals interaction. However, the attraction becomes stronger and longer 
ranged compared to the Van der Waals attraction, as the bilayers are stressed or the 
temperature is increased. Stress of the bilayers can expose parts of the hydrophobic 
chains to the water. Osmotic stress or high curvature of membranes were recognized 
to promote fusion processes. The interaction of a hydrophobic region of a membrane 
(e.g., hydrophobic segment of a fusion protein) with a target membrane bilayer is 
thought to destabilize the target membrane and increase the hydrophobicity of the 
membrane surface [33]. These regions of membranes coalesce to form a single 
membrane. 

The hydration repulsion and hydrophobic attraction are interdependent and there- 
fore not additive, because both arise from the structure of water (provided that the 
hydration repulsion of phospholipid bilayers does not exclusively arise from thermal 
fluctuations). When both, polar and hydrophobic groups are present on a surface, the 
resulting interaction is not necessarily the sum of the separate components [77]. That 
could explain why a very small increase of the bilayer area can enhance attraction 
remarkably [79]. 
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4.4. Steric forces 

Steric stabilization is a term that was used to explain the phenomenon of stabilization 
of hydrophobic particles in water by means of adsorption or covalent attachment 
of polar polymers. Napper [80] has provided a very extensive discussion of the 
theoretical concepts of this field. Macromolecular structures at cell surfaces have 
a great impact on cell-cell interactions, e.g., the erythrocytes are stabilized by the 
glycocalyx surface layer in suspension. During the approach of another surface, 
complex rearrangements and interactions of the surface layer take place resulting 
in repulsion as well as attraction dependent on the properties of the layer and the 
solution. 

It has been reported that several water-soluble polymers are able to induce the 
aggregation and fusion of cells and phospholipid vesicles (for a recent review [81 ]). 
These effects of solved polymers are strongly dependent on the mode of interaction 
of the polymer with the surface. Therefore, mainly the molecular mechanisms of the 
adsorption or exclusion processes of polymers are to be discussed. After this, mech- 
anisms of the aggregation process can be derived from the knowledge of polymer 
adsorption. In fusion processes induced by both charged and uncharged polymers, 
membranes are brought into close contact by quite different interactions of polymers 
with surfaces [81]. Such studies could also contribute to the understanding of the 
mechanisms of protein-induced fusion. 

Different possibilities of polymer-surface interaction are shown in fig. 7. Steric 
repulsion and attraction (fig. 7b), bridging attraction (fig. 7b) and depletion attraction 
(fig. 7c) will be discussed in the following. 

4.4.1. Steric repulsion 
The adsorption or covalent attachment of polar polymers in such a manner that the 
polymer chains extend into the aqueous phase leads to a repulsion of surfaces due 

a) b) 

c) attached polymers 

Exctusion of poly 

Fig. 7. (a) Polymer-induced steric repulsion, (b) bridging attraction and (c) depletion attraction of lipid 
vesicles (see text for explanations). 
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to steric hindrance, changes in the conformational entropy and excluded volume 
effects [80]. For charged polymers an additional contribution results from the elec- 
trostatic repulsion. The interaction energy of layers of polymer molecules may be 
approximated as [77]. 

F(d) = 36FkT exp( -d /Rg)  (7) 

where Rg denotes the unperturbed radius of gyration of the polymer molecule and 
F is the number of chains per unit area. As an example, if the segment length is 
1.0 nm, the segment molecular weight is 200 and the polymer molecular weight 
is 106, then Rg ~_ 29 nm is obtained. Equation (7) was derived for low surface 
coverage. At high coverage the adsorbed polymer chains are so close to each other 
that they must extend away from the surface much farther than Rg. The range of the 
repulsive force is then many times Rg. In the case of grafted polymers, the shape of 
the surface layer becomes brushlike. 

More recently the importance of polar (hydration) repulsion between the polymer 
layers was realized as a mechanism of steric repulsion [71, 82, 83]. A strong re- 
pulsion was reported between solid surfaces coated with polyoxyethylene-containing 
surfactants or poly(ethylene glycol) using the surfaces force apparatus [84, 85] and 
X-ray diffraction studies of multilayer vesicles [86]. It was shown that poly(ethylene 
glycol) molecules experience a very strong repulsion in water due to the action of 
the hydration force [81, 82]. 

However, it should be emphasized that the repulsive effect of attached polymers 
can only occur if the polymers have a high solubility in the medium in which 
the cells or vesicles are suspended. In poor solvents segments of polymer can 
attract each other due to Van der Waals interaction. If two polymer-coated surfaces 
approach under these conditions the attraction between the outermost segments of 
layers results in a surface attraction. On further approach repulsion occurs due to 
the steric overlapping of polymer segments. Aggregates which were formed by the 
segment-segment attraction cannot lead to the close surface contact necessary for 
fusion. 

4.4.2. Bridging attraction 
If the interaction between polymer segments and the surfaces is attractive, cross- 
binding of surfaces occurs readily under appropriate circumstances (fig. 7b). As a 
rule this bridging mechanism can only occur at low polymer concentrations when 
the surfaces are covered to a lesser extent. At high polymer concentrations strong 
electrostatic, steric or polar repulsive forces due to the coverage of the surface 
prevent the mutual approach of the surfaces. Charged polymers are very potent 
candidates for the aggregation of phospholipid vesicles by formation of polymer 
bridges. Electrostatic attraction between the charged groups of the polymer and the 
membrane surfaces can overcome repulsive components. 

That is the way in which positively charged polypeptides (e.g., polylysine) aggre- 
gate negatively charged vesicles. Another type of electrostatic interaction between 
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Fig. 8. Turbidity of small unilamellar DMPC/egg-PE vesicles (10 mol% egg-PE) as a function of 
dextran sulfate (MW 500,000) concentration for 0 (+), 50 (11), 100 (A), 150 (e) and 200 mM (o) 
NaC1 in the presence of 2.0 mM CaC12 and 10 mM HEPES at pH 7.4 and above TC (30~ The 
system exhibits aggregation properties typical for a bridging attraction. A maximum of aggregation 
appears. Furthermore, the adsorption of the negatively charged polymer to the vesicle surface is mediated 
by the formation of phosphate-Ca2+-sulfate bridges between polymers and PC/PE head groups [203]. 
Because of the involvement of electrostatic interactions, the aggregation diminishes with increasing NaC1 

concentration. 

sites of equal sign, especially negatively charged surfaces and polymers, is the for- 
mation of cation bridges between the polymer and the surface (fig. 8). 

The important point in the bridging mechanism is that even for a relatively small 
adsorption energy per each binding site of the polymer, the cumulative action of the 
binding sites along a polymer chain will result in a substantial energy of surface 
interaction, especially for polymers of high molecular weight. This effect, in fact, 
explains why the adsorption of polymers tends to be irreversible. If a previously 
adsorbed segment of polymer desorbs, the mass of segments that remains attached 
will tend to draw back this segment. It should be recognized that such principles are 
directly applicable to adsorption processes of proteins. 

4.4.3. Depletion attraction 
If mutual repulsion between the free polymer and the membrane surface occurs, 
polymer molecules are excluded from the surface. A depletion layer, characterized 
by a depletion profile is formed in the vicinity of the surface (fig. 7c). As demon- 
strated experimentally polar polymers such as poly(ethylene glycol), dextran and 
other polysaccharides are repelled by phospholipid bilayers [87-90] and biological 
membranes [83, 91-93]. 

Once two depleted surfaces are closer from each other than the thickness of the 
depletion layer, surfaces are pushed together due to the higher osmotic pressure of 
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polymers dissolved in the bulk relative to the osmotic pressure in the center of the 
gap (depletion flocculation). This is opposite to the behaviour predicted in the case 
of polymer adsorption, as discussed before. The depletion attraction is effective if the 
repulsion between the polymer molecules as well as between the polymer molecules 
and the particle surface is higher than the particle-particle repulsion. Therefore, a 
critical polymer concentration is necessary to bring particles together close enough 
for aggregation, close contact and fusion. 

The influence of poly(ethylene glycol) on the Ca2+-induced aggregation of small 
PS vesicles is given in fig. 9. The aggregation occurs for Ca 2+ concentration larger 
than or equal 1 mM Ca 2+ in the absence of poly(ethylene glycol). Addition of 
poly(ethylene glycol) reduces the threshold concentration of Ca 2+ for aggregation. 
Without Ca 2+, vesicle aggregation starts at about 15 wt% poly(ethylene glycol) 6000. 
Compared to the PC vesicles, the poly(ethylene glycol) concentrations for the ag- 
gregation of PS vesicles are higher due to the electrostatic repulsion of PS vesicles. 
The combined effect of Ca 2+ and poly(ethylene glycol) results from the reduction 
of the electrostatic repulsion by Ca 2+ and the increase of the attractive component 
from poly(ethylene glycol)-induced depletion attraction. Similar influences of sur- 
face charges and ions were found for many other vesicles [94-98]. A theoretical 
treatment of the depletion effect on the adsorption of cations on the vesicle surface 
has demonstrated that the actions of Ca 2+ and poly(ethylene glycol) are not simply 
additive [99]. Poly(ethylene glycol) enhances the interaction of the lipid surface with 
cations favouring vesicle aggregation. 

Evans and Needham [100] have directly measured the depletion energy of two 
interacting bilayer surfaces in concentrated dextran solutions. They successfully 
verified the following equation, originally derived by Asakura and Oosawa [101], 
for the depletion free energy per unit area at bilayer separations smaller than Rg 

F = - c R g k T ,  (8) 
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Fig. 9. Turbidity of small unilamellar PS vesicles as a function of Ca 2+ concentration in the presence 
of 0 (o), 5 (11), 10 (&), 15 (e) and 20 (I-!) wt% poly(ethylene glycol) 6000 at pH 7.0. The vesicle 

suspension contains 0.1 M NaC1, 4 mM TES and 0.02 mM EDTA. 
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c is the bulk polymer concentration. It is assumed that the attractive force acts 
uniformly over a distance of Rg, i.e. that the polymers are pushed out from the gap 
for separations smaller than Rg. 

Depletion attraction can also occur if part of the polymer molecules attach them- 
selves to the particle surface (fig. 7c). A depletion layer resulting from the repulsion 
between free and attached polymers occurs between the polymer surface layer and 
the bulk polymer. Such phenomena were observed for the effect of dextran on 
the aggregation of erythrocytes [83, 91]. In some cases depletion attraction was 
followed by depletion repulsion at higher concentrations. It is assumed that this 
mechanism appears when the surface concentration of the polymer is higher than its 
bulk concentration [83]. 

An inhibition of Ca2+-induced aggregation of didodecylphosphate vesicles in the 
presence of high molecular weight poly(ethylene glycol) 20000 was described [102]. 
An explanation for this effect is a bad solubility of poly(ethylene glycol) under the 
conditions of the experiment. The clouding temperature of poly(ethylene glycol) 
20000 is 103 ~ in water. Above this temperature a phase separation occurs with 
formation of a concentrated polymer phase and a dilute polymer phase. In the 
presence of phosphate ions this temperature can decrease below 40 ~ for phosphate 
concentrations higher 1 M. These conditions are comparable to those near the vesicle 
surface bearing the phosphate ions. Since the experiments were carried out at 40 ~ 
the depletion effect of poly(ethylene glycol) at the vesicle surface did not occur. For 
poly(ethylene glycol) 8000 the same effect was observed at 52 ~ providing further 
support for a role of clouding in poly(ethylene glycol)-mediated aggregation [103]. 

Polysaccharide chains are usually considered to be highly polar, since they have 
no obvious nonpolar moieties in them. However, conformations can be realized in 
the chains wherein all the hydroxyl groups are disposed in one side of the chain and 
the hydrogens disposed in the other [104]. Such an amphiphilic surface is present in 
linear oligomeric dextrins but not dextrans, cellulose and xylans. This finding is of 
relevance to cell surface polysaccharides, glycoproteins and lectin-sugar interactions, 
since it suggests contributions from hydrophobic components in such interactions. 

Therefore, the interaction of polar polymers with membrane surfaces can be much 
more complex than discussed here. 

4.5. Effect of cations and polymers on water layers between membranes 

Among the structural events thought to contribute to fusion, bilayer dehydration has 
been proposed [88, 95, 105, 106]. If we try to understand the mechanisms of fusion 
at a molecular scale, all the components of the intermediate state of membrane fusion 
must be considered, including the water layer. 

There are different experimental approaches to the study of hydration. Very re- 
cently reviews about these methods were given [61, 107]. Water adsorption isotherms 
specify the work necessary to transfer water from the bulk to the regions between 
membranes. Calorimetry detects the changed thermodynamical properties of the in- 
terbilayer water. From the dielectric relaxation measurements the dipole relaxation 
times of water molecules are derived. Small-angle X-ray and neutron diffraction 
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allow the determination of the thickness of the water layer and the location of water 
molecules. Spectroscopic methods as nuclear magnetic resonance (NMR), infrared 
and Raman spectroscopy are sensitive to the orientational and dynamical properties 
of the water motion. 

The 2H-NMR spectroscopy of deuterated water (2H20) in phospholipid/water dis- 
persions has some significant advantages, because this method can provide infor- 
mation about both the ordering of water molecules, i.e. the structure of hydration 
layers and the dynamics of the water molecules [105, 108-111]. The total number 
of water molecules is determined from the quadrupolar splitting of the 2H20 NMR 
signal. This information is comparable to the measurement of the thickness of the 
water layer by use of X-ray diffraction studies. 

Figure 10 shows the number of water molecules, incorporated between bilayers, 
per phospholipid molecule, as a function of the poly(ethylene glycol) concentration. 
PC multilamellar vesicles suspended in 2H20 were used for the 2H NMR spec- 
troscopy. The water content is effectively reduced by poly(ethylene glycol) due to 
depletion attraction of bilayers as discussed in 4.4.3. At 50 wt% poly(ethylene gly- 
col), a concentration used in artificial cell fusion, the number of water molecules is 
reduced from 23 to approximately 8 water molecules per phospholipid. That means 
that the trapped and partly the bound water molecules are extracted. The critical 
concentration of poly(ethylene glycol) for the vesicle fusion is about 30 wt%. Less 
than 11 water molecules/lipid are incorporated between bilayers under these condi- 
tions. This value of hydration is in close agreement with measurements based on 
X-ray diffraction studies [ 112, 113]. 

Summarizing the results of NMR studies of different lipids it can be concluded 
that definite numbers of water molecules/lipid are influenced in their behaviour by 
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Fig. 10. Number of water molecules per lipid molecule incorporated between bilayers of multilamellar 
egg lecithin vesicles prepared in deuterated water as a function of the concentration of poly(ethylene 
glycol) 20,000. The quadrupole splittings measured by 2H-NMR spectroscopy of 2H20 were used for 
the calculation of the content of water. Poly(ethylene glycol) was directly added (o) or separated from 

the dispersion by a dialysis membrane (.). (Data taken from [110].) 
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the bilayer surface. These water molecules show restricted motion, are partially 
oriented and were classified as 'bound' water [110]. About 12 water molecules/lipid 
were found to be 'bound' in multilamellar PC vesicles. Presumably, these molecules 
of water are important to membrane structural integrity, and their perturbation is 
expected to have consequences in respect to the bilayer properties [105, 113]. A 
rapid transfer of lipids between bilayers was observed at low water content. The 
thickness of the water layer determined from X-ray diffraction studies is about 5 ,~ 
at the critical concentration of poly(ethylene glycol) for fusion [113]. These authors 
have concluded that bilayers at this 5 A separation are essentially in molecular contact 
due to the thermal motion of phospholipid headgroups which can extend 2-3 A in 
the aqueous space between bilayers. 

In contrast to poly(ethylene glycol), addition of millimolar concentrations of Ca 2+ 
to multilamellar PS vesicles or small unilamellar PS vesicles changes the 2H20 NMR 
spectrum completely. The quadrupole splitting vanishes and the singlet observed is 
a strong indication that Ca 2+ displaces water of hydration forming a dehydrated 
or probably anhydrous Ca-PS complex [114]. A comparable effect was found for 
some tri-valent cations but not for Mg 2+ where a residual hydration is still observed. 
Studies of a DMPA/Ca 2+ system have also demonstrated that the DMPA molecules 
are highly dehydrated [115]. It was possible to show in this study that some water 
molecules are strongly immobilized in the complex. 

The combined addition of poly(ethylene glycol) and Ca 2+ to small unilamellar PS 
vesicles at concentrations higher than the critical concentration for aggregation and 
fusion (figs 9 and 14) results also in the formation of unhydrous Ca2+/ps complexes 
(Ohki and Arnold, unpublished). Other situations leading to partial or complete 
dehydration at the point of contact between membranes are PE bilayers which are 
not well hydrated [116], PC bilayers at close contact as a result of localized out-of- 
plane thermal fluctuations [117] and freezing and thawing [118] and dielectrophore- 
sis [119]. 

5. F u s i o n  o f  ves ic les  - facts  and  m o d e l s  

5.1. Cation-induced fusion 

Table 1 provides a summary of fusion experiments done with different phospho- 
lipids, mixtures of phospholipids, and types of vesicles and cations. The fusogenic 
behaviour of Ca 2+, Mg 2+, Na + and H + is only indicated. The list is most probably 
incomplete and only some representative examples of references and systems are 
given. Since the first identification of vesicle fusion [120] the cation-induced fusion 
of PS vesicles was most extensively studied. There is a specific concentration for 
each fusogenic cation at which the rate of vesicle fusion starts to increase. Such a 
concentration is defined as the 'fusion threshold' concentration of the cation. 

Not all cations are able to induce fusion. For monovalent cations, except for H +, 
fusion seems to appear for very special conditions only despite the high capabil- 
ity for vesicle aggregation (see above). Lipid mixing of small unilamellar vesicles 
composed of PS or PG of specific fatty acid composition (DPPS, DMPG) induced 



928 K. Arnold 

Table 1 
Ion-induced fusion of various lipid vesicles and their threshold concentrations (adapted 
from Ohki and Arnold, 1989). The vesicle types are small unilamellar (SUV), large 

unilamellar (LUV), and multilamellar (MLV) vesicles. 

Lipids Types Threshold Conc.* References 

OPS SUV H +, pH < 3.5 [193, 52] 
PS LUV H +, pH 2.0 [122, 194] 
PC, gel state SUV H +, pH < 4.0 [195] 
DPPS, DPMG SUV 300 mM Na + [54] 

Li + >Na + >K + >Cs + 
PS SUV > 1 mM Ca 2+ [120] 
PS LUV 2.4 mM Ca 2+ [60, 188] 

no fusion for Mg 2+ 
PA SUV 0.2 mM Ca 2+, Mg 2+ [196] 
PA LUV 0.03-0.1 mM Ca 2+ [197] 

Mg 2+ > Ca 2+ 
PG SUV 5 mM Ca 2+, 20 mM Mg 2+ [198] 
PG MLV 10 mM Ca 2+ [196] 
PI LUV no fusion up to [ 197] 

50 mM Ca z+ 
CL SUV Ca 2+, Mg 2+ [199] 
CL LUV 10 mM Ca 2+ 
PE SUV, LUV 2 mM Ca 2+, 3 mM Mg 2+ [148, 116] 
PS/PC (1 : 1) SUV Ca 2+ < Mg 2+ [200, 188] 

3-5 mM Ca 2+ 
PS/PC, PS/PE SUV Ca(PS/PC) > Ca(PS/PE) > Ca(PS) 
PS/PC, PS/PE LUV Ca(PS/PC) > Mg(OPS/PE) [ 188] 
PS/PC, PS/PC/PE SUV Ca(PS/PC) > Ca(PS/PC/PE) [152] 
CL/PC (1 : 1) LUV 9 mM Ca 2+ [208, 51,209] 
CL/PE SUV Ca 2+ [192] 
PE/oleic acid SUV H +, pH < 6.5 [ 189] 
PS, PE/PA LUV inhibition of [ 190, 191 ] 
+ glycolipids Ca2+-ind. fusion [202] 

* In most cases, the vesicles were suspended in 0.1 M NaCI 

by monovalent cations was very recently described [54]. These systems were not 
studied with respect to the intermixing of internal contents which would assure that 
real fusion occurs. The cation efficiency of lipid mixing decreases in the order 
Li + > Na + > K + > Cs +. H + is the only monovalent cation that causes fusion of 
a broad range of phospholipids. PS vesicles are fused below pH 4.0 [52, 121, 122]. 
Results for small unilamellar PS vesicles are given in fig. 11. The studies of the 
pH-induced vesicle fusion have strong relations to intracellular fusion processes. 
Polyamines which are also involved in intracellular fusion processes, induce aggre- 
gation but not fusion of large unilamellar vesicles composed of PS, PA and mixtures 
of PA with PC at physiological concentrations. The presence of a high mole fraction 
of PE in acidic vesicles enables fusion. However, polyamines are very effective 
modulators of Ca2+-induced vesicle fusion [123]. 

Tri- and divalent cations fuse small unilamellar PS vesicles at very specific con- 
centrations (fig. 11). The sequence of threshold concentrations of fusion is the same 
found for the aggregation of vesicles. Increasing the monovalent salt concentration 
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Fig. 11. Fusion of small unilamellar PS vesicles in 0.1 M NaC1, pH 7.4, with various cation concentra- 
tions. Fusion was monitored by the fluorescence content mixing assay (TbC13/DPA). The concentration 
of PS was 50/zM for all divalent cations and 5 /zM for the trivalent cations. (La 3+ (A), Tb 3+ (ll) ,  

Mn 2+ (o), Ba 2+ (0), Ca 2+ (o), Sr 2+ (~), Mg 2+ (&), H + (I-1)). (Data taken from [73].) 

results in a very rapid aggregation compared to fusion. For the PA vesicle-cation 
systems, vesicle fusion similar to those given in fig. 11 is observed and the fusion 
threshold concentrations of fusogenic ions are about one order of magnitude smaller 
than those obtained for the PS systems. The large unilamellar vesicles composed 
of different acidic phospholipids fuse at higher cation concentrations compared to 
small unilamellar vesicles, in agreement with the higher concentrations for aggre- 
gation. There is an absolute specificity for Ca 2+ over Mg 2+ in inducing the fusion 
of large unilamellar vesicles. The ability of Mg 2+ to cause aggregation of large 
unilamellar vesicles without fusion provides an interesting case of the fusion re- 
action (compare eq. (3)). For example, fusion of large unilamellar PS vesicles is 
aggregation-limited, when induced by Ca 2+ alone, but when induced by Ca 2+ plus 
Mg 2+, limited by fusion. 

In respect to the threshold concentration of Ca 2+, the efficiency to fuse large 
unilamellar vesicles composed of different acidic phospholipids decreases in the 
sequence PA > PS > cardiolipin > PG and the Ca 2+ concentrations vary from 
approximately 0.2 mM for PA through 2 mM for PS to 15 mM for PG. Large 
unilamellar PI vesicles are resistant to Ca2+-induced fusion although aggregation 
occurs. Because of the difficulty to prepare stable PE vesicles, the fusion was only 
studied at high pH or at lower pH in the presence of low ionic strength saline. Fusion 
induced by Ca 2+ and Mg 2+ occurs at low ionic strength, and upon acidification 
[116, 124]. 
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There is an obvious difference of the fusion reaction observed with PE if compared 
to other lipids. Two distinct sequential processes, i.e. aggregation and destabilization 
leading to the merging of bilayer lipids and intermixing of contents, can be usually 
shown to be independent. In the case of large unilamellar PS vesicles, with Mg 2+ 
the vesicles can be made to aggregate reversibly, but they will not fuse unless Ca 2+ 
is present to initiate membrane destabilization. However, in the case of PE the two 
processes seem not to be separable [116]. Conditions which lead to aggregation are 
accompanied by merging of lipids and contents. PE can be considered as forming 
a metastable bilayer which, under conditions of close interbilayer contact lead to 
fusion events. 

Large unilamellar PS/PC (1 : 1) vesicles do not fuse in the presence of Ca 2+. When 
PE is substituted for PC the vesicles fuse. The inhibitory role of PC is particularly 
apparent in the Mg2+-induced fusion of large unilamellar vesicles composed of PS 
and PE. Unlike pure large unilamellar PS vesicles, Mg 2+ becomes fusogenic when PE 
is also present. This is presumably due to the instability and low hydration of pure PE 
bilayers. The ability of PE to form non-bilayer structures may be an important factor 
making such membranes fusogenic [116]. However, when PE is partly replaced by 
PC in the mixture, Mg 2+ becomes again ineffective. Addition of glycolipids to acidic 
phospholipids results in a certain inhibition of Ca2+-induced fusion. The inhibitory 
effect is enhanced for higher concentrations and larger headgroups indicating the 
occurrence of steric repulsions (compare 4.4). 

5.2. Polarity decrease of bilayer surfaces 

In studies of ion-induced vesicle fusion it was found that the extent of membrane 
fusion correlates well with the degree of the increase of interfacial tension of phos- 
pholipid monolayers [52, 56]. A theory was proposed from these findings that in 
order for two membranes to fuse, a certain degree of hydrophobicity of the mem- 
brane surfaces has to be attained [53, 75, 125]. Another physico-chemical property, 
which correlates well with the extent of cation-induced fusion, is the surface dielec- 
tric constant [74]. A review about the micropolarity effects at water/lipid interfaces 
was recently given [126]. 

According to Kimura and Ikegami [127] the wavelength at the maximum of the 
fluorescence spectrum of dansylphosphatidylethanolamine (DPE) is closely related to 
the dielectric constant of the medium. Since the fluorophore (dansyl group) of DPE, 
incorporated in phospholipid vesicles is localized in the glycerol backbone region 
of the bilayer, the observed changes in the fluorescent signal indicate the properties 
of the surface polar region. From the relationship between the wavelength at the 
fluorescence maximum in known dielectric media and the measured values of the 
emission spectra maxima of DPE in vesicles, the dielectric constant of the lipid polar 
region can be deduced [74]. 

The results of studies of the influence of cations on the surface dielectric con- 
stant of small unilamellar PS vesicles are given in fig. 12. The surface dielectric 
constants of small PC and PS unilamellar vesicle membranes are about e = 35 and 
30, respectively. As the fusogenic ion concentration in the PS vesicle suspension 
solution increases the dielectric constant of the DPE environment decreases. There 
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Fig. 12. Surface dielectric constant of small unilamellar PS vesicles suspended in 0.1 M NaC1 buffer 
containing various fusogenic concentrations of La 3+ (A), Tb 3+ (I);  Mn2+ (e); Ba 2+ (0); Ca 2+ (o), 
Sr 2+ (~); Mg 2+ (A)" H + (17) and various Ca 2+ concentrations in the presence of 10 wt% poly(ethylene 

glycol) 6000 (• and 15 wt% poly(ethylene glycol) 6000 (+) (adapted from [74]). 

is a good correlation between the extent of vesicle fusion and the degree of decrease 
in dielectric constant. At the concentration corresponding to the fusion threshold 
concentration the dielectric constant has about the same value (,-~ 12) for all fuso- 
genic ions examined. The surface dielectric constants are reduced to as low as 4 as 
these fusogenic ions exceed their fusion threshold concentrations. On the other hand, 
in the Mg 2+ case the dielectric constant did not change further. For nonfusogenic 
ions (Na +, K +, polyamines) no shift in the spectra maxima was observed, although 
a great deal of aggregation of small unilamellar PS vesicles was observed. Con- 
trary to other monovalent cations, as the concentration of hydrogen ion is increased 
(pH is decreased) a gradual decrease of the dielectric constant with respect to H + 
concentration occurs compared to the strong fusogenic cations. 

The lowering of the surface dielectric constant indicates the increase in hydropho- 
bicity of the bilayer surface. The very low values of the dielectric constant for 
strong fusogenic ions suggest that these ions may form nearly unhydrous complexes 
of cation and lipid polar groups. On the other hand, although Mg 2+ can induce 
fusion of small unilamellar PS vesicles, the surface dielectric constant was not re- 
duced below 11. This result supports other findings discussed before that Mg 2+ may 
not remove membrane-bound water thoroughly enough to produce such unhydrous 
Mg-PS complexes. 
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As a membrane surface attains a certain hydrophobicity, two interacting mem- 
branes can become closely bound due to the reduction of hydration repulsion and 
the increase of hydrophobic attraction. However, such a close apposition of mem- 
branes may not be sufficient to induce membrane fusion. The most susceptible site 
for an instability of these membranes may be the boundary between the close con- 
tact and non-contact regions due to greater physical stresses and perturbation of lipid 
packing [73, 75]. As shown in fig. 13 the membrane curvature has a maximum in 
this region. Also this region is exerted by an additional asymmetrical force (line 
tension) which becomes larger as the size of vesicles becomes smaller. 

Below, the good correlation between the poly(ethylene glycol)-induced vesicle 
fusion and the decrease of the surface dielectric constant in these systems will be 
discussed. However, it cannot be expected that close correlation of fusion extent 
with the decrease of surface dielectric constant is a property of all fusion systems. 
Especially in systems where the fusion event is strongly localized in small areas, the 
delocalized fluorescence probe is unable to detect these changes of surface proper- 
ties. Moreover, when molecules contributing a high surface energy or defects to a 
membrane, are mixed with the lipid composing vesicle membranes, the fusion can 
start at an overall lower surface hydrophobicity if these molecules are located at the 
fusion site [75, 128, 129]. The application of the method is restricted to the occur- 
rence of large areas of contacting membranes. Very recently a fluorescence method 
was developed for the detection of the polarity decrease at the adhesive junction 
between two model membranes [130]. 

I 
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Fig. 13. Schematical diagrams of the adhesion of acidic vesicles by fusogenic concentrations of cations. 
The deformation of vesicles is shown in (a). A destabilization results from the increase in bilayer 
curvature due to strong adhesion. The formation of Ca 2+ cis and Ca 2+ trans complexes is indicated in 
(b). FS stands for the fusion site where the bilayer molecules are energetically unstable (adapted from 

[73] and [75]). 
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5.3. Modulation of cation-induced fusion by poly(ethylene glycol) 

Unlike other uncharged polymers, poly(ethylene glycol) itself is able to induce fusion 
of small unilamellar vesicles prepared from charged as well as uncharged phospho- 
lipids. The threshold concentrations of poly(ethylene glycol) needed for fusion are 
dependent on the molecular weight and vesicle composition and amounts about 20- 
30 wt% for poly(ethylene glycol) 6000 [73-75, 94, 96, 113, 128, 129, 131-134]. 
Poly(ethylene glycol) is even capable of inducing fusion between PC vesicles in spite 
of the fact that this lipid is strongly hydrated and usually inhibits fusion of acidic 
vesicles that are mixed with PC. Dextran can induce fusion of larger vesicles, but 
at a much lower rate than poly(ethylene glycol) [96, 135]. Poly(ethylene glycol) is 
considered to force vesicles together due to the depletion attraction as discussed in 
4.4.3 and 4.5. 

At the threshold concentrations of poly(ethylene glycol) 6000 for fusion of small 
unilamellar PC and PS vesicles, the surface dielectric constant is reduced to about 16 
and 12, respectively [73, 75, 76]. This dielectric constant of 12 for small unilamellar 
PS vesicles is approximately the same value as those for cation-induced fusion. 
However, for small unilamellar PC vesicles, it decreased to only 16 indicating that 
the membrane surfaces are still more hydrophilic when fusion occurs. Vesicles are 
flattened due to the withdrawal of free water from the vesicles by poly(ethylene 
glycol) and fusion could occur at the highly curved boundaries as proposed by 
MacDonald [133] and Ohki and Arnold, [73, 74]. Thus, two lipid vesicles might 
fuse due to the disruption of lipid packing exposing hydrophobic regions. The 
detergent-like properties of poly(ethylene glycol) are another possibility of the bilayer 
destabilization [136]. Lentz et al. [128] have found that high bilayer curvature 
encourages fusion of closely apposed membrane bilayers. However, the most highly 
curved vesicles did not mix their contents but ruptured and resealed, leading to the 
formation of larger vesicles in a manner different from vesicle fusion. 

Burgess et al. [ 113, 137] have observed that poly(ethylene glycol) does not induce 
fusion of large unilamellar vesicles composed of a single synthetic PC (DPPC) but 
that it does cause close contact and rapid lipid transfer between these vesicles. PE- 
containing large unilamellar vesicles (DLPE/DOPC) did fuse and the concentration 
of poly(ethylene glycol) required to induce fusion decreased as the percentage of PE 
increased [ 113]. Large unilamellar DPPC vesicles can be induced to fuse when they 
contain small amounts of certain amphipathic compounds such as lyso-PC, platelet 
activating factor and palmitic acid [128, 129]. The common property of these ad- 
ditives is the positive intrinsic curvature. These fusogenic amphipaths disrupt the 
normal lamellar lipid packing within their immediate environment, especially the in- 
terfacial region of the membrane. This imperfect packing could expose hydrophobic 
regions of the membrane to water and thereby raise the surface energy of the bi- 
layer [128]. In contrast to the usual assumption that fusion is promoted by additives 
favouring nonbilayer structures, the ability of these amphipaths to enhance fusion is 
better correlated with the tendency to change lipid packing. Lentz et al. [128] have 
found that for these promoters of fusion the changes in dielectric constant do not 
correlate with the ability of a bilayer to be fused by poly(ethylene glycol). 
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Figure 14 presents the results of the application of the NBD-Rh probe dilution assay 
(see 3.1 for the application of this method) on fusion of small unilamellar PS vesicles 
induced by Ca 2+ in the presence of various poly(ethylene glycol) concentrations 
in the vesicle suspension. The application of the terbium/dipicolinic acid assay 
has given similar results [74]. When the poly(ethylene glycol) concentration was 
increased, the concentration of Ca 2+ required to induce the same extent of PS vesicle 
fusion was decreased. These results are in agreement with measurements of the 
fusion of PS and PS/PE vesicles under the influence of Ca 2+, Mg 2+ and poly(ethylene 
glycol) [44]. An enhancement of the Ca2+-induced fusion by poly(ethylene glycol) 
was also found for didodecylphosphate vesicles [102]. 

As found for the cation- and poly(ethylene glycol)-induced fusion, the surface 
dielectric constant is reduced to about 12 at the threshold concentrations of Ca 2+ in 
the presence of various poly(ethylene glycol) concentrations. An example is given 
in fig. 10. An increase of the concentration of Ca 2+ or poly(ethylene glycol) beyond 
the threshold concentration decreases the surface dielectric constant to 4 indicating 
that again unhydrous complexes are formed, even at Ca 2+ concentrations much 
lower than in the poly(ethylene glycol)-free vesicle suspension. The important point 
of these experiments is that relatively low Ca 2+ concentrations are able to induce 
vesicle fusion, once the bilayers were brought in close contact. In this respect the 
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Fig. 14. Ca2+-induced fusion of small unilamellar PS vesicles suspended in 0.1 M NaC1/pH 7.4 and 
various poly(ethylene glycol) 6000 concentrations. Fusion was monitored by use of the probe dilu- 
tion assay (NBD-PE/Rh-PE)in the presence of 0 wt% (o), 5 wt% (11), 10 wt.% (A) and 15 wt% (o) 
poly(ethylene glycol). The degree of fusion was calculated from F = (I525 - I~25)/I~25 where 1525 and 
I~25 were the fluorescence intensities of NBD-PE at 525 nm with and without fusogen, respectively. 

The fluorescence was excited at 460 nm (from [74].) 
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Table 2 
Polyanion-induced fusion of vesicles (adapted from [81]). 

935 

Polyanion Lipid and vesicle type References 

Dextran PC, PC/PE (+ calcium) SUV [203] 
sulfate 

Heparin 
DNA 
PASP 

PC (+ calcium) SUV/LUV [204] 
PC/Stearylamine SUV [205] 
PC/chol/DEBDA[OH] REV [206] 
PC (+ calcium) SUV/LUV [204] 
PC/chol/DEBDA[OH] REV [206] 
PC/chol/DEBDA[OH] REV [207] 

Abbreviations: REV, reverse-phase evaporated vesicles; PASP, poly(aspartic acid); 
DEBDA[OH], a quaternary ammonium detergent (see [206]). 

action of poly(ethylene glycol) on Ca2+-induced fusion exhibits a similarity to the 
effects of Ca2+-binding proteins on natural fusion processes. 

These findings may give reasons for the high Ca 2+ requirements for vesicle fusion 
compared to intracellular fusion. Part of the reason is probably the necessity to re- 
duce the surface charge of acidic vesicles and the low concentration of vesicles that 
is used in fusion experiments. All factors that contribute to the decrease of electro- 
static repulsion and enhance the rate of vesicle aggregation potentially decrease the 
Ca 2+ requirement. The high ability of poly(ethylene glycol) to promote aggregation 
and close approach of vesicles due to depletion attraction allows the high affinity 
trans complex of Ca 2+ and acidic phospholipids to form more easily because of the 
increase of the thermal collision rate between vesicle surfaces. 

5.4. Polyanion-induced fusion 

First reports about fusion of phospholipid vesicles in the presence of anionic polymers 
listed in table 2 were given very recently. Glycosaminoglycans comprise negatively 
charged polymers such as heparin and chondroitin sulfate which are important com- 
ponents of the extracellular matrix. Dextran sulfate has a structure very similar to 
glycosaminoglycans and this polymer was used instead of glycosaminoglycans in 
many investigations. The interest in this polymer increased because it was used as a 
potent drug against HIV infection [138]. Studies of the fusion of virions with lipid 
vesicles and erythrocyte membranes have given some insights into the mechanism 
of the action of dextran sulfate and glycosaminoglycans [139-141]. 

The binding of glycosaminoglycans to phospholipid vesicles was investigated by 
microelectrophoretic experiments [139, 142]. These polyanions bind to neutral phos- 
pholipid vesicles (PC, PC/PE) only in the presence of Ca 2+. If positively charged 
stearylamine or other detergents (table 2) are incorporated in the vesicles, binding 
occurs without Ca 2+. Negatively charged phospholipids such as PS do not bind the 
polyanions, even in the presence of millimolar concentrations of Ca 2+. The use 
of this divalent cation is biologically relevant because it occurs in relatively high 
concentrations (about 3 mM) in the extracellular space. 

As discussed by Kim and Nishida [143] divalent cations can form bridges between 
the phosphate group of the lipids and the negatively charged sites of the polyanion. 
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If positively charged amphiphiles are incorporated in the bilayer the surface potential 
of the vesicles becomes positive and a binding also occurs in the absence of Ca 2+. 
It can be concluded that a positive surface potential, resulting from Ca 2+ adsorption 
or incorporation of positively charged amphiphiles, is a prerequisite for the binding 
of the polyanions. 

The aggregation induced by polyanions is assumed to be mediated by a bridg- 
ing mechanism of the polyanion between adjacent vesicles as discussed above (sec- 
tion 4.4.2 and fig. 8). At high concentrations of the polymer a disaggregation occurs. 
The polyanion concentration necessary for maximum aggregation is slightly lower 
than the polyanion concentration for saturation of polymer adsorption. As expected 
the bridging mechanism can only occur at low polymer concentrations where the 
surface of vesicles is covered to a lesser extent. 

So far fusion of vesicles induced by polyanions was only measured by use of 
lipid mixing assays. More precisely, the mixing of lipids could be established. It 
cannot be concluded that a real fusion in terms of the fusion criteria occurs before 
the mixing of vesicle contents can be demonstrated in these systems (see section 3). 
The application of the internal content mixing assay failed to show the intermixing of 
internal contents due to a strong leakage of internal contents indicating the occurrence 
of defects in the bilayer. Therefore, a more probable interpretation of the lipid mixing 
is that lipid vesicles ruptured and resealed, leading to the formation of larger vesicles. 

Several experiments with PC vesicles and Ca2+/dextran sulfate demonstrated that 
an almost dehydrated complex is formed in the aggregated state at temperatures below 
the phase transition temperature. As revealed by differential scanning calorimetry 
measurements the phase transition temperature of DMPC vesicles is increased by 
about 10 ~ [81, 144, 145]. Possibly, the dehydrating effect of the cation combined 
with a lateral fixation of the lipid molecules by the polymer causes the increase of 
the phase transition temperature. The measurement of the surface dielectric con- 
stants gives dielectric constants as low as observed for PS vesicles in the presence 

o o + C a  2" =- A " 

Fig. 15. Model of the combined action of Ca 2+ and polyanions on aggregation and lipid mixing of PC 
vesicles. The aggregation of vesicles is mediated by a bridging mechanism of polyanions and Ca 2+. The 
intermediate stages, occurring after the aggregation process, could not be identified. The most probable 
interpretation of lipid mixing is that lipid vesicles rupture and reseal, resulting in the formation of larger 
vesicles and stacked bilayer arrangements. A complete conversion into almost unhydrous complexes of 

stacked bilayers occurs at optimum concentrations of Ca 2+ and polyanions for aggregation. 
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of Ca 2+ (O. Zschi3rnig, unpublished results). The reduced influence of Mg 2+ on 
the phase transition and the dielectric constant is also shared by the PS/cation and 
PC/cation/polyanion system. The formation of stacked bilayer arrangements at high 
Ca 2+ concentrations observed by freeze fracture electron microscopy indicates an- 
other common behaviour of both systems (W. Richter, unpublished results). 

A conceptual model of the combined action of Ca 2+ and polyanions on PC vesi- 
cle aggregation and lipid mixing is given in fig. 15. The mixing of lipids of the 
outer monolayers can already occur in the aggregated state resulting from the close 
approach of the surfaces due to the formation of an unhydrated complex. These 
properties are worth to be mentioned because PC was exclusively considered to 
prevent aggregation and close approach of vesicle surfaces in other fusion systems. 

5.5. Cation-induced fusion modulated by proteins 

Although little is known about natural fusion processes, it is generally accepted that 
proteins are involved in the different stages of membrane fusion. They have to 
bring together the correct membranes for fusion, thus providing for fusion specifity. 
The recognition has to be followed by an approach of the membranes into close 
contact where the proteins have to generate the perturbations required for fusion. 
When the intermembrane fusion takes place, the target for the initial contact is 
the ectoplasmic site (egg-sperm fusion, myoblast fusion). In exocytosis, proteins 
localized on the endoplasmic site are the first target. Exoplasmic and endoplasmic 
fusion are different since the two surfaces have different lipid and protein composition 
and the intra- and extracellular compartments have different ionic compositions, e.g., 
Ca 2+ concentrations. The complexity of intracellular processes may be increased as 
soon as metabolic energy is involved at several stages of fusion. 

Besides fusion-inducing viral proteins, no other intrinsic membrane proteins of 
fusion activity have been identified so far (recent reviews: [20-22, 28, 146, 147]). 
A present challenge is to identify endogenous proteins that mediate fusion processes. 
Indirect evidence suggests that cytosolic Ca2+-binding proteins called annexins are 
involved in fusion. The first protein of this family originally isolated from chro- 
maffine cells was synexin (annexin VII). However, it became evident that the an- 
nexins are not fusion factors but they may have a modulating role. These proteins 
have Ca2+-specific aggregation activity. Studies of the effect of these Ca2+-binding 
proteins on the fusion of vesicles have given some insights in the specific role of 
proteins and Ca 2+ in fusion mechanisms. In the following the aggregation and fusion 
abilities of Ca2+-binding proteins, and charged polypeptides are discussed. 

5.5.1. Charged polypeptides 
Protein-induced aggregation and fusion can involve both electrostatic and hydropho- 
bic interactions between the protein and the participating membranes. Charged 
polypeptides aggregate membranes mainly by electrostatic interaction. 

Polylysine-induced fusion has been reported [ 148-151 ]. The extents of aggregation 
and fusion depend on the fraction of negatively charged lipids in the vesicles and the 
relative amount of polylysine. It was found that this polycation crosslinks negatively 
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charged vesicles. Similar to the effect of charged polymers on vesicles (figs 7 and 15) 
the aggregating activity of polylysine shows a maximum effect which then declines at 
higher concentrations. Once the vesicles are aggregated, excess polylysine inhibits 
close approach and fusion due to steric and electrostatic effects [150]. Optimal 
aggregation and fusion occur when charge neutralization is possible without complete 
coverage of the vesicles with polypeptides. 

The fusion activity of charged polypeptides is usually pH-dependent. Fusion of 
PC/PS vesicles induced by polylysine increases strongly below pH 4.0 suggesting 
that it correlates with the protonation of the PS-carboxyl group. In other cases such 
as the fusion of vesicles induced by polyhistidine, changes of the protein properties 
are responsible for the pH dependence [152]. It can be concluded that for fusion 
to occur each component of the lipid-polypeptide-lipid complex has to be optimized 
for close aggregation. Therefore, the major function of the charged polypeptides in 
vesicle fusion is the promotion of aggregation through charge neutralization of the 
aggregated system. 

Bondeson and Sundler have extended these measurements by identifying both the 
amino acid and phospholipid specifities in the interactions [151]. At neutral pH a 
strong aggregation of acidic vesicles detected by lipid intermixing was found after 
addition of poly(L-lysine) and poly(L-histidine). However, when the incubation with 
the peptides at neutral pH was followed by acidification, complete membrane fusion, 
i.e. intermixing of vesicle contents, occurred. The appearance of a maximum of lipid 
mixing which decreases at higher concentration confirms the formation of polymer 
bridges as the aggregation mechanism. The authors favour the idea that acidification 
triggers fusion mainly by acting on the phospholipid head groups. 

The basic peptides may lead to partial headgroup dehydration due to a tight in- 
teraction between the charges of the polymer and phospholipid head group increas- 
ing the sensitivity toward a proton-induced fusion. The ratio of lysine residues to 
DPPA headgroups in the aggregated complex was determined to be greater than unity 
[153, 154]. 

5.5.2. Ca2+-dependent protein-induced fusion 
The aggregation and fusion of acidic vesicles occurs at millimolar Ca 2+ concentra- 
tions. However, CaZ+-dependent natural fusion processes require micromolar Ca 2+ 
concentrations only. 

A simple explanation for this discrepancy in the Ca 2+ threshold is that other factors 
increasing the fusion activity of Ca 2+, are involved. Some water-soluble proteins 
were identified which are able to associate with vesicles in the presence of Ca 2+, 
thereby lowering the threshold of Ca 2+ concentration for aggregation and fusion. 

Synexin was the first cytosolic protein whose activity on CaZ+-induced vesicle 
fusion was studied. Without Ca 2+, synexin is not able to induce aggregation and 
fusion. This system was established as a membrane model which has a sensitivity to 
Ca 2+ comparable to biological membranes [45, 155, 156]. The activities of synexin 
are triggered by Ca 2+, but not by Mg 2+. Negatively charged phospholipid vesicles 
of different compositions can be aggregated by synexin/Ca 2+, but fusion is inhibited 
by addition of PC. In general, synexin enhances the initial rate of fusion and lowers 
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the Ca 2+ threshold. The largest effect by synexin is observed in the case of PMPE 
vesicles. In this system the initial rate is increased by two orders of magnitude, and 
the Ca 2+ threshold is lowered from about 1 mM to 10 #M. Synexin-mediated fusion 
always required a phospholipid composition itself susceptible to fusion at some Ca 2+ 
concentration. Thus fusion is still controlled by the phospholipid composition [147, 
157]. In respect to the threshold concentration of Ca 2+, the efficiency to fuse large 
unilamellar vesicles composed of different acidic phospholipids changes in the same 
sequence as observed in the absence of synexin. 

From the analysis of the two-step kinetics (compare eq. (3)) of synexin-facilitated 
fusion was concluded, that synexin increases the aggregation rate constant, while 
the fusion rate constant is unchanged [158]. At relatively low Ca 2+ concentrations, 
negatively charged liposomes aggregate in the presence of synexin. Ca 2+ appears 
to bind to synexin at two different sites with different affinities [159]. The site of 
highest affinity regulates the binding of the protein to the surface. Ca 2+ concentra- 
tions of about 1 #M are necessary. Aggregation of vesicles is not promoted until 
Ca 2+ is increased above 10 #M. A second Ca2+-binding site comes into play at this 
concentration which was recognized to provide binding sites for a Ca2+-mediated 
self-aggregation of synexin. Vesicles can be crosslinked by the formation of a com- 
plex bridge consisting of (acidic lipid)-Ca2+-(synexin)n-Ca2+-(acidic lipid). The 
actual number of synexin molecules that self-aggregate to form this structure is un- 
known. In contrast to synexin, some other annexins can crosslink vesicles in their 
monomeric form. 

Contrary to the Ca2+-dependent polymers and cationic polypeptides which directly 
link vesicle surfaces (fig. 7), synexin shows a stable maximum aggregating effect, 
even at high concentrations. This indicates different mechanisms of bridging. The 
common property of these systems is the existence of multiple binding sites of the 
polymers and proteins. Annexins with multiple binding sites aggregate vesicles either 
in their monomeric or polymeric form involving annexin-annexin interactions. After 
the first contact of the vesicles, a closer approach of these vesicles can result from 
subsequent binding of annexin monomers or polymers. However, in order to enable 
intervesicle phospholipid-phospholipid contact, annexins must be displaced from the 
region of closest contact. 

This model made some assumptions about the mode of binding of annexins to 
membrane surfaces. It was assumed that a high flexibility of the attachment of 
annexins to surfaces occurs, and interbilayer distances relevant to the formation of 
the Ca 2+ trans complex can be realized. The finding that the polycation spermine 
displaces bound annexins suggests that annexin binding is largely ionic in nature 
[157]. It has been suggested that synexin can undergo a conformational change 
which makes it possible to insert completely into the lipid bilayer [160]. How- 
ever, under conditions where aggregation and fusion of vesicles do not occur such 
membrane-embedded domains could not be identified [147]. It cannot be excluded 
that other modes of binding could exist under conditions where annexins mediate 
vesicle aggregation and fusion. 

The recent crystallization and X-ray diffraction analysis of annexin V in the ab- 
sence of phospholipids [161, 162] have led to a plausible model of the interaction 
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of this annexin with phospholipid bilayers [147]. Further structural characterization 
is necessary for a thorough understanding of the mechanism of annexin binding and 
its effect on fusion (see section 6.4). 

Amphiphilic proteins, consisting of a polar and hydrophobic part, can facilitate 
aggregation and fusion of vesicles by the penetration of the hydrophobic part in one 
vesicle and binding of a polycationic or Ca2+-binding site to the adjacent vesicle. 

A cluster of arginine and lysine residues with interspersed electrically neutral 
amino acids can bind a significant fraction of cytoplasmic protein to the acidic vesicle 
membrane if the cluster contains more than five basic residues [163]. Many proteins 
were found acting in this way on vesicle aggregation and fusion (insulin, colicin, 
cardiotoxin). However, the structure of the protein may preclude several of the basic 
residues in the cluster from interacting with acidic lipids. The relatively rigid helix 
structure of melittin may constrain the basic residues to point away from the surface. 
Such proteins will adsorb strongly to bilayer membranes by means of hydrophobic 
interaction. The fusogenic abilities of basic amphipathic a-helical peptides depend 
on the content of a-helical structures of the peptides in the presence of vesicles [ 164]. 
Some of them require special conditions to become amphiphilic. Low pH and Ca 2+ 
are triggers known to induce the required conformational changes. Proteins of a 
high solubility in water at physiological pH can change their conformation through 
exposure of the hydrophobic regions at acidic pH. The conformational change is 
followed by a penetration of the hydrophobic part in the hydrophobic core of the 
bilayer. The insertion of protein segments may provide the perturbation of bilayer 
stability necessary for the formation of transient intermediates for bilayer merging 
and fusion. The pH-induced fusion of acidic vesicles by lysozyme exhibits properties 
of such a mechanism [165]. 

6. Molecular mechanisms of vesicle fusion processes 

6.1. Correlation of intramembrane and intermembrane interactions 

As already mentioned above, a close contact between membranes is a prerequisite to 
fusion to occur. Therefore, the evaluation of forces leading to the approach of mem- 
branes is a central problem of the investigation of fusion mechanisms. However, a 
close contact of membranes does not necessarily result in a membrane fusion, even 
if the attractive forces are further increased. Membrane fusion can only occur, when 
the close approach of membranes is accompanied by such changes of the intramem- 
braneous interactions inducing perturbations of the membrane structure relevant for 
the fusion process. Thus, the interactions have to be discussed from both points of 
view, the approach of membranes and the perturbation of membranes. 

The electrostatic, steric and solvation interactions are candidates for such inter- 
actions because they act between membranes as well as within the membrane. For 
instance, addition of Ca 2+ to negatively charged bilayer membranes reduces the elec- 
trostatic repulsion. At the same time the repulsion between headgroups is reduced 
and the phospholipids are more closely packed. The strong hydration of PC head- 
groups leads to a higher distance of separation of PC molecules in the bilayer and 
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an increase of the bilayer-bilayer repulsion. Furthermore, in addition to promoting 
aggregation by lowering the hydration repulsion, this could also have the effect of 
destabilizing the bilayer. 

It was also found that the lateral distribution of lipids and proteins is changed in 
reconstituted and natural membranes when membranes are approaching. 

The structural changes that can occur on approach of bilayers within the hydration 
regions have been summarized by Rand [166] as follows: (i) the hydrocarbon chains 
can crystallize due to dehydration, for instance by the formation of the Ca 2+ trans 
complex, (ii) the intrabilayer lateral pressure increases, (iii) lateral segregation of 
bilayer components can occur in mixed bilayers and (iv) disruption of the bilayer 
and a complete rearrangement of its molecules is possible. 

Considerable interest has been directed to the possible relationship between calcium- 
induced lateral segregation and calcium-mediated interaction of bilayers prepared 
from a mixture of anionic lipids with PC or PE [59, 95, 167]. Limited, and possibly 
reversible, rapid lateral redistributions of anionic lipids accompany the calcium- 
mediated interaction, lipid mixing and fusion of PC/PS as well as PC/PA vesicles 
[167]. The accumulation of fusion-competent lipids in the area of closest approach 
can result in a closer apposition and a sequence of other structural alterations can 
follow. This mechanism was discussed to occur for the more weekly hydrated PE in 
the fusion region. In addition to promoting aggregation by lowering the hydration 
repulsion, this could also have the effect of destabilizing the bilayer, since these 
lipids promote the formation of non-lamellar phases [166]. The interaction between 
vesicles itself has changed the phospholipid composition of the contact region. 

It was discussed above that the affinity for Ca 2+ of apposed PS bilayers far exceeds 
that of the isolated surface and that a strong adhesion of vesicles results. Spherical 
vesicles will necessarily flatten against each other and the attractive energy of adhe- 
sion is transformed into the stresses that develop as the bilayers deform by changing 
their curvatures and by increasing their surface area and bilayer tension [106, 168]. 
The intravesicular pressure is also increased. If no volume loss occurs, high ad- 
hesion energies can produce tensions that exceed critical levels of bilayer stability 
(fig. 13). The contact area could break and the vesicles fuse in such a way that the 
area/volume ratio becomes high enough to remove the stress [169]. If volume loss 
occurs the tension in the bilayer is reduced which can lead to stable adhesion of 
vesicles. Observations of PS vesicle rupture showed that critical tension was always 
reached before volume loss could reduce it. PS/PC vesicles can respond with a stable 
adhesion without rupture and fusion, probably due to a lower adhesion energy. 

The stresses discussed here are identical to those that would result from osmotic 
stress. Ca2+-induced fusion of vesicles with planar membranes can occur only if 
accompanied by the disruptive force of osmotic swelling [170]. These findings have 
emphasized a possible role of osmotic forces in cellular fusion processes. Osmotic 
pressure is viewed as the crucial step driving the bilayer destabilization, possibly in 
conjunction with non-lamellar structures [ 171 ]. 

Fusion can also be driven by internal packing forces. This is observed when 
the temperature of small unilamellar PC vesicles is lowered much below the chain 
melting temperature. The curved bilayers of small unilamellar vesicles become 
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highly stressed as the chains now attempt to line up and pack into less curved 
bilayers. Since these changes favour larger vesicles they may lead to rupture. 

6.2. Role of non-bilayer structures 

The essential step in fusion is the rearrangement of the lipid molecules of the two 
apposed membranes to form a single, continuous membrane. 

The reduction of the hydration repulsion allows critically close apposition of in- 
teracting vesicles. The observation that most biological membranes contain large 
amounts of lipids which prefer the formation of nonlamellar phases has led to the 
suggestion that nonbilayer structures are of relevance for membrane fusion. Confor- 
mational rearrangement of the acyl chains from bilayer packing to some other phases 
such as hexagonal phase [172-174] or cubic phases [175] may be important in the 
membrane fusion process. This is quite plausible, considering the mechanism of the 
lamellar/hexagonal phase transition. Similar to bilayer fusion, close apposition of 
L~-phase bilayers is required for phase transition to occur. However, the structural 
transitions of phospholipid bilayers during membrane fusion are expected to occur 
locally at the area of intermembrane contact. Therefore, these phases are not gener- 
ated in bulk during membrane fusion. Fusion may involve a small defect possessing 
some characteristics of these non-bilayer phases. Thus, the formation of long-range 
order that can be detected by microscopic or spectroscopic techniques is precluded. 

Transitions between lamellar (L~), inverted cubic (Iii), and inverted hexagonal (HII) 
phases appear to occur by formation of discrete intermediate structures (Seddon and 
Templer, this volume). Siegel has developed a theory describing the formation of 
the intermediate structures [176, 177]. Briefly, the theory predicts that short-lived 
'inverted micellar intermediates' and long-lived metastable structures called 'inter- 
lamellar attachment' are formed. Formation of inverted micellar intermediates is 
analogous to a subcritical fluctuation and should begin at temperatures well below 
the transition temperature from L~ to HII. The interlamellar attachments can be 
visualized directly by time-resolved cryotransmission electron microscopy with res- 
olutions in the time regime of seconds [178]. 

Using vesicles made of N-monomethylated dioleoyl-phosphatidylethanolamine 
(DOPE-Me), Ellens et al. [175] found increased fusion to occur in the tempera- 
ture range in which the N-monomethylated dioleoylphosphatidylethanolamine would 
form an isotropic or inverted cubic phase in a lipid dispersion. When the tempera- 
ture was above the transition temperature TI-I for formation of the HII phase, lysis of 
vesicles developed. In the temperature range where fusion was observed, formation 
of interlamellar attachments appeared. These structures did not occur at temperatures 
above TH. 

In accordance with the theory of the L~/HII phase transition proposed by Siegel 
the initial step is the formation of the inverted micellar intermediates. These inverted 
micellar intermediates are also formed at temperatures below TH. In this state, lipids 
can exchange in the outer monolayers. This sort of lipid exchange should be observed 
whenever an inverted micellar intermediate can form and the system is in the vicinity 
of the L~/HII transition. The inverted micellar intermediate can easily go back to 
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the apposed bilayers. A mixing of outer monolayer lipids was frequently observed 
in studies using lipid mixing assays. 

These micelles may then aggregate in the plane of the two apposed membranes 
and transform either to an HII phase or to the interlamellar attachment, i.e. channels 
between the bilayers. These channels then expand allowing membrane fusion with 
non-leaky mixing of the aqueous contents. Theory shows that it is difficult for the 
interlamellar attachment to revert to the inverted micellar intermediate structure. If 
the lipid has a strong tendency for HII phase formation then the vesicles will rupture 
and release their contents. Mixing of vesicle contents without leakage can occur for 
conditions if interlamellar attachment formation is favoured. Interlamellar attachment 
formation has a chance to occur when the ratio of the areas of the lipid head groups 
at the lipid-water interfaces of the L~ and HII phases at equilibrium is in the right 
range (_~ 1.2). 

The studies of PE systems are remarkably compatible with the prediction of this 
model [175, 178, 179]. The importance of this mechanism is that it is a contact- 
mediated transition focusing the structural destabilization where it is needed [106]. 
This is less clear in the case of lipid systems with ion-induced L~/HII transitions 
like the cardiolipin/PC system. It was shown above that fusion can be induced 
by cations in anionic lipid systems by mechanisms that have nothing to do with 
Hii-phase formation, e.g., the Ca2+/ps system. In anionic vesicle systems that form 
a HII phase upon addition of cations, it is unclear whether fusion occurs via inter- 
lamellar attachments or via a mechanism related to that in PS vesicle fusion. This 
indicates that intermembrane intermediates different from inverted micellar interme- 
diates and interlamellar attachments should be formed in the Ca2+-induced vesicle 
fusion. However, it can be suspected from these findings that the difficulty in the 
structural analysis of the fusion mechanism is not that intermembrane intermediates 
do not exist but rather that it is difficult to detect these structures since their lifetime 
is rather short. 

Because of the uncertainties of the existence of intermediates based on equilibrium 
structures such as 'inverted micells' and 'hexagonal phase', Papahadjopoulos et al. 
[180] proposed to introduce intermediates of much simpler configurations that share 
some features with the above structures. This proposal emphasizes the transient 
and unstable, perhaps even stochastic character of the intermediate. Such possible 
intermediates are shown in fig. 16. 

6.3. Hydrophobic point defects 

The formation of a fully dehydrated contact between the bilayers, induced by Ca 2+, 
CaZ+/poly(ethylene glycol) and CaZ+/dextran sulfate was described above. However, 
a number of other systems, where fusion was observed, do not exhibit complete 
dehydration. This was shown for poly(ethylene glycol)-induced fusion and fusion of 
bilayers supported on mica surfaces [76, 79, 181]. 

Ohki proposed that the increased hydrophobicity of the bilayer surface is respon- 
sible for membrane fusion [72]. As was shown by measurements of the interfa- 
cial tension and the surface dielectric constant, fusogenic concentrations of divalent 
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Fig. 16. Hypothetical stages in the molecular rearrangement of phospholipids during fusion of vesicles, 
BLM's and bilayers deposited on mica surfaces. (a) local approach of apposed bilayers; (b) formation of 
hydrophobic point defects located at the boundary between regions of contacting and non-contacting bi- 
layers. Parts of acyl chains are exposed to water; (c) fusion of outer monolayers to minimize hydrocarbon- 
water contact; (d) fluctuations in molecular packing of lipids and formation of a hydrophobic contact; 
(e) collapse of the outer monolayers; (f) local out-of-plane fluctuations of lipids and formation of hy- 
drophobic contacts; (g) stalk formation and contact outer monolayers; (h) monolayer fusion; (i) fused 

bilayers. (Adapted from [2, 73, 76, 77, 117, 180, 182]). 

cations make the surface more hydrophobic. Other factors such as the degree of 
vesicle curvature, temperature and membrane expansion due to osmotic swelling or 
vesicle deformation in the process of adhesion (fig. 13), all have a similar correlation 
between the surface hydrophobicity and the tendency of bilayers to fuse. It is rea- 
sonable to assume that these influences increase the probability that nonpolar fatty 
acyl chains are transiently exposed to water (fig. 16). Hydrophobic point defects 
formed in this way can then provide the source for localized hydrophobic attraction 
between two membranes which have such defects. The effect of divalent cations 
on fusion of acidic vesicles is consistent with the concept of point defects since the 
fusion site is located at the boundary between regions of contacting (e.g., Ca 2+ trans 
complex) and non-contacting bilayers (e.g., Ca 2+ cis complex) (figs 13 and 16b). 

The hydration barrier preventing close contact between bilayers is replaced by an 
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attractive force, one order of magnitude larger than the Van der Waals attraction as 
discussed above. 

Hui et al. [ 182] have observed that point defects occur in membranes (mixtures of 
egg-PC and soybean PE) induced to fuse by freezing and thawing. In the resulting 
multilayers, numerous lipidic particles were observed. From these findings a model 
of bilayer fusion has been suggested as given in figs 16d and 16e. 

A model of fusion based on the assumption that out-of-plane thermal fluctuations of 
apposed bilayers lead to local overcoming of hydration repulsion was proposed from 
observations on BLM interactions [117, 183]. The energy of hydration repulsion 
is proportional to the area of contact and could be sufficiently small in case of a 
localized approach of small areas of bilayers. Local fluctuations of bilayers can 
cause bending and close approach of bilayers (fig. 16f). A repulsion of the apposed 
polar heads of lipid molecules in the region of close contact may induce the rupture 
of interacting outer monolayers resulting in the formation of the monolayer stalk 
(fig. 16g) which can develop into monolayer fusion (fig. 16h). At this stage the 
monolayer fusion may be completely reversible. 

If the stalk formation is favoured the stalk will expand leading to an irreversible 
formation of a bilayer separating inner volumes of vesicles. This process is facilitated 
by negative spontaneous curvature of the interacting outer monolayers. In the model 
of the stalk formation it is assumed that fusion is completed by destabilization and 
rupture of the bilayer [183]. 

The monolayer fusion of planar bilayer lipid membranes discussed before occurs 
spontaneously after close approach of the bilayers [184, 185]. A fusion of the outer 
monolayers was also observed when lipid bilayers deposited on mica surfaces are 
brought into contact by an external pressure of about 10-100 atm [63, 76, 79, 181]. 
The adhesion of the bilayers can be progressively increased if they are stressed to 
expose more hydrophobic groups. Only a small increase in the exposed hydrocarbon 
area is required to increase the adhesion energy, indicating a complex behaviour 
of the polarity of a surface composed of hydrophilic and hydrophobic groups as 
discussed in section 4.3. 

Fusion of the outer monolayers starts locally at the weakest or most highly stressed 
point of the two apposing bilayers when they are still at a finite distance. Intermediate 
arrangements of lipids similar to the formation of a stalk were observed for bilayers 
deposited on mica surfaces [76]. The final state of the process is the formation of a 
bilayer after the fusion of outer monolayers occurred (fig. 16h). 

This fusion exhibits a single basic mechanism in which the bilayers do not over- 
come the hydration repulsion. Localized bilayer deformations allow these repulsive 
forces to be 'bypassed' via strong hydrophobic attraction. 

6.4. Role of proteins 

Proteins have been recognized to play a crucial role in bringing about membrane fu- 
sion. To clarify molecular details of the mechanisms involved, phospholipid vesicles 
can serve as a valuable model for characterizing early protein-membrane interac- 
tions, that may lead eventually to fusion. In section 5.5.1 vesicle aggregation and 
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fusion processes induced by charged polypeptides were discussed. These studies 
have revealed that a combination of electrostatic interactions and penetration of hy- 
drophobic segments of the protein into the acyl chain region appear to be of major 
importance in inducing the fusion process. A deep penetration of peptide moieties 
into the external bilayer leaflets may result in the perturbation of the lipid packing 
necessary for fusion. Therefore, studies of correlations between fusion and protein 
penetration have attracted much attention [165]. 

By analogy with the hemagglutinin of influenza virus, fusion probably involves 
the hydrophobic attachment to both bilayers. The fusion of influenza virus with cells 
does not require Ca 2+, but rather is mediated directly by hemagglutinin. Since the 
hemagglutinin is already an integral protein of the virus envelope, it only needs to 
expose a hydrophobic moiety to bridge the two membranes. An acidic-induced con- 
formational change resulting in exposure of the conserved hydrophobic N-terminus 
of the hemagglutinin-2 subunit appears to be the essential feature of this fusion re- 
action. Hydrophobic photolabelling of the segment indicates that the peptide inserts 
into phospholipid bilayers as an amphiphilic helix [186]. It was speculated that the 
penetration of a hydrophobic or amphiphilic peptide into a lipid bilayer at the site 
of contact induces the formation of structures similar to the inverted micellar inter- 
mediates. The fusion may also occur in a local protrusion of the bilayer formed at 
the area of hydrophobic contact mediated by the protein. Molecular modeling of the 
fusion peptide assemblies has shown that a cone-shaped structure may be formed 
that could stabilize a highly curved bilayer [187]. This state shares some properties 
with the stalk mechanism given in fig. 16. However, the models are being actively 
discussed [211 ]. 

The studies of the effects of Ca2+-binding proteins on vesicle fusion published so 
far have revealed that the rate of vesicle aggregation is only increased resulting in an 
increase of the fusion rate (section 5.5.2). It can be assumed that the fusion of bilayers 
is realized by the action of the cations without any involvement of proteins. This 
model is supported by the finding that the effect of different cations on fusion agrees 
with the sequence of fusion activity observed in the protein-free vesicle system. If 
the cation is unable to fuse the vesicles the addition of the protein may result in an 
aggregation of the vesicles, but vesicle fusion does not occur. As already discussed 
in section 5.5, the proteins have to be excluded from the fusion site in order to 
allow the close approach of bilayers necessary for the cation-induced fusion. In 
this respect the poly(ethylene glycol)- and protein-induced fusion have a common 
property. In both cases the aggregator is excluded from the region of contact where 
fusion of bilayers occurs. Their function in the fusion reaction is mainly based on 
the formation of a state of apposed membranes. 

Tentative models of arrangements of Ca2+-binding proteins in regions close to 
the fusion site are given in fig. 17. From the experiments it is likely that protein 
monomers as well as dimers mediate initial aggregation of vesicles [147]. If the 
proteins do not penetrate into the bilayers the distance of bilayer separation is of the 
order of the diameter of the proteins which can be estimated to be about 4 nm for 
annexins. The contact between bilayer phospholipids would be minimal. In the case 
of PS vesicles the formation of the trans complex for Ca 2+ in the region of contact 
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Fig. 17. Model of Ca2+-dependent aggregation and fusion of vesicles mediated by Ca2+-binding 
proteins, e.g., annexin VII. Ca 2+ forms cis-complexes with the lipid surface at large distances of bilayer 
separation (left part). Ca2+-trans complexes can be formed in the aggregated state (right part). Ca 2+- 
binding sites of the protein are involved in the lipid-protein interaction and protein-protein interaction 
(not indicated in the scheme). Protein monomers and protein associates are able to make a contact with 
two bilayers resulting in vesicle aggregation. Fusion occurs in protein-free regions of contacting bilayers. 
The fusion step is characterized by properties very similar to the Ca2+-induced fusion of vesicles in the 

absence of proteins (adapted from Meers et al. [147].) 

may initiate the fusion process in the same manner as described for the Ca2+-induced 
fusion of PS vesicles. Because it should be expected that the CaZ+-trans complex is 
only effective at lower distances of bilayer separation other additional processes have 
to come into the play. Either conformational changes of the proteins or deformations 
of the protein-free regions enable a closer approach of bilayers or both mechanisms 
occur simultaneously. Molecular models of the fusion reaction per se should follow 
the routes discussed for the CaZ+-induced fusion (e.g., fig. 16). Further studies are 
needed for a thorough understanding of the mechanism of bilayer fusion induced by 
CaZ+-binding proteins [212]. 

7. Concluding remarks 

Studies on cation-induced fusion of lipid bilayer membranes and the role of polymers 
and Ca2+-binding proteins in membrane fusion were reviewed. The basic finding 
of these studies was that membrane surface hydrophobicity is one of the important 
factors contributing to membrane fusion. A hydrophobic interaction of membranes 
results when hydrophobic groups of the membrane are exposed to water. As dis- 
cussed above such hydrophobic areas are formed by binding of cations to bilayer 
surfaces, local packing strains induced by osmotic stresses, inhomogeneous binding 
of cations and penetration of proteins into the bilayer. Thus, the physical mechanism 
of fusion is based on a balance of attractive interactions, such as hydrophobic attrac- 
tion and short-range repulsive interactions, such as hydration repulsion. All factors 
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which either increase the hydrophobicity of the surface or decrease the hydration 
repulsion would tend to increase the probability of fusion. 

The hypothesis on the role of hydrophobic interactions in the fusion process has 
stimulated the development of methods for the direct measurement of the hydrophilic- 
ity/hydrophobicity of vesicle surfaces. The measurement of the surface dielectric 
constant discussed in this chapter is able to provide data about the changes of sur- 
face properties relevant to the fusion process. Because the fusion event can occur 
in a very small area of the surface, experimental methods have to be developed by 
which one can detect such local changes of these properties of the surface. 

The surface hydrophobicity may not be sufficient to induce membrane fusion. 
Two closely apposed membranes are usually stable. In addition a destabilization of 
the contact region is necessary resulting in structural transitions. Simple molecular 
models for the mechanism of lipid membrane fusion were presented incorporating 
various elements, such as point defects, stalk formation, non-bilayer intermediates, 
and the boundary between contact and non-contact regions. However, further studies 
would be necessary in order to elucidate the importance of each mechanism in any 
given system. Future experimental work should reveal the fundamental similarities 
and differences in the ways in which fusion occurs in vesicle systems. 

Ca 2+ ions and proteins are essential components of natural fusion processes. Stud- 
ies of the interaction of these components with bilayer membranes and of the influ- 
ence on the bilayer fusion have allowed us to identify several essential features that 
probably relate to their actions in the membrane fusion process. For instance it was 
shown above, that the lipid composition has a great influence on the fusion extent. 
The fusion of vesicles composed of PS and PE is efficiently triggered by Ca 2+. 
Therefore, it is not surprising that this phospholipid composition was found in the 
cytoplasmic monolayers of plasma membranes and vesicles involved in intracellular 
fusion processes [213]. On the other hand, the outer monolayer of cells contains PC 
and SM. Thus normally the outer monolayer of cells is not fusion-competent. How- 
ever, much more components are involved in biological fusion processes. Fusion 
pores have been detected with electrophysiological techniques in two important nat- 
ural fusion processes, regulated exocytosis of mast cell granules and fusion mediated 
by the influenza hemagglutinin. This finding supports the idea that natural fusion 
processes are highly localized events. Thus, protein-mediated pore formation seems 
to be a common property for viral and cellular fusion events [211 ]. Further detailed 
studies of the role of cytoplasmic and membrane components are needed for a better 
understanding of the physical mechanisms of membrane fusion processes. 
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correlation length for percolation 324 

cortical actin network 836 

corticosteroids 503 

cosmetics 513 

cotransporters 26 

counterions 541,543, 606, 614 

cream of liposomes 503 

critical behaviour of lipid mixtures 294 

critical behaviour of interacting membranes 557, 
565, 575 

critical exponents for percolation 323 

critical exponents for unbinding 557, 565, 575 

critical micelle concentration, see  critical monomer 
concentration 

critical monomer concentration 219, 525 

critical Hamaker constant 559 

crosslined lipids 269 

critical free area for diffusion 314 

critical points for monolayers 188 

critical transmembrane voltage, see  threshold 
voltage 

crystalline phases of phospholipids 110, 225, 
see  a l s o  gel phases 

crystalline vesicles 224-228 

cubic phases 87, 104, 119-122, 147, 942 

CURL (compartment of uncoupling of receptor 
and ligand) 45-48 

CURL-vesicle 45, 46, 48 

curvature elastic energy 129, 411,412 

curvature elasticity 377, 407-416 

curvature models 409-413 

curvature of membranes 102, 281, 409, 469, ' 
494, 920 

curvature-induced lateral phase segregation 444- 
446 

curved charged membrane 625 

cyclic adenosine monophosphate, see  c-AMP 

cystic fibrosis 513 

cytochrome oxidase 56, 647 

cytoskeletal contraction 740, 741 " 

cytoskeletal-membrane interactions 812-831 

cytoskeletal-membrane interactions in erythro- 
cytes 813-816, see  a l so  spectrin/actin net- 
work 
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cytoskeletal-membrane interactions in lympho- 
cytes 818 

cytoskeletal-membrane interactions in epithelial 
cells 818, 819 

cytoskeleton 7, 10, 74, 245, 807-838, 909 

cytoskeleton and diffusion 781-783 

cytoskeleton and electrofusion 877-879 

cytoskeleton and membrane asymmetry 819, 
820 

cytosol of erythrocytes 31 

cytotoxic T lymphocytes (CTL) 758-761 

D-surface 104 

damping of bending undulations 429, 588 

DAG, see  diacyl glycerol 

DAPE (diarachidic phosphatidyl ethanolamine) 
658 

DDPE (didodecylphosphatidyl ethanolamine) 125, 
658 

Debye-Htickel regime for bending rigidity 626 

Debye-Htickel regime for electrostatic forces 621 

Debye-Hiackel screening length 251,542, 610, 
616, 618, 913 

Debye-Htickel theory 542, 610, 613, 680 

defects as attractive centers 258-261 

defects and enzymatic control 261,262 

defects in bilayer membranes 254-264 

defects in bilayer phases 134 
deformability of cells, see  cell deformability 

degree of dissociation 252 

dehydration 646, 647, 925-927 

dehydration of bilayers via cations 927 

dehydration of bilayers via polymers 926 

delay time of fusion 879 

densitometry 273 

density fluctuations, see  fluctuations 

depletio~a attraction 545, 734, 737-740, 790, 
921-925 

depletion flocculation 924 

depletion forces, see  depletion attraction 
depth of liposome penetration 483 

Derjaguin approximation 527, 631,653 

Derjaguin-Landau-Verwey-Overbeek (DLVO) the- 
ory 913 

dermis 89 

desmoplakins 831 

desmosomes 818, 819, 830, see  a l s o  tight junc- 
tions 

destabilization by electric fields 855, 876, 887, 
889, 890 

destabilization of bilayers 887, 888, 910, 930 
deuteration 236 
deuterium (2H) NMR (unclear magnetic reso- 

nance) 80, 82, 84, 926 
dextran 923 
dextran sulfate 923 
dextrins 925 
DGDG (digalactosyl diglyceride) 573,659, 660, 

665, 694 
DHDAA (dihexadecyl dimethylammonium ace- 

tate) 659, 660 
DHPE (dihexadecyl phosphatidyl ethanolamine) 

125 
di-ether lipid 77 
diabetes 55 
diacetylenic lipids 188, 269 
diacyl glycerols (DAG) 16, 139 
diacyl phospholipids 223 
didodecylphosphate vesicles 934 
dielectric relaxation measurements 925 
dielectrophoresis 855, 856, 867-869, 927 
differential scanning calorimetry 936 
differentiation of cells 30 
diffraction from monolayers 179 
diffuse double layer 540, 606, 913 
diffusion and cytoskeleton, see  cytoskeleton 
diffusion coefficient 176, 309, 328, 329, 781, 

882 
diffusion coefficient in two dimensions 309-312 
diffusion coefficient in the two-phase region 316 
diffusion coefficients of integral membrane pro- 

teins 328 
diffusion coefficients of lipids 329 
diffusion controlled process 55, 312, 346 
diffusion in a lattice 318 
diffusion in an archipelago 332 
diffusion in heterogeneous systems, theory 315- 

318 
diffusion in homogeneous bilayers, experiment 

326 
diffusion in homogeneous systems, theory 309 
diffusion in mitochondrial membranes 345, 346 
diffusion in photosynthesis membranes 346- 

348 
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diffusion in two-fluid bilayers 331 
diffusion in two-fluid systems, theory 316 
diffusion of a tracer 332 
diffusion of membrane-spanning molecules 336, 

337 
digaloctosyl diclyceride, s e e D G D G  

dihexadecyl dimenthylammonium acetate, s e e  

DHDAA 
dimensionality 55, 325, 548 
dioctadecenoyl-PE (phosphatidyl ethanolamine) 

222 
dipole moment in monolayers 168 
dipole potential in bilayers 682 
direct current pulses 857 
direct interaction of membranes 529, 537-546 
disclinations 257 
discocytes 418 
discontinuous shape transformations 419 
discontinuous unbinding transitions 560-563 
disjoining pressure 529, 533, 553, 582, 630 
disjoining transition, s e e  unbinding transition 
dislocations 257 
dispersion forces 539, 652 
dispersive phase 713 
dissociation constant 252 
distribution of chain conformations 392 
disulfide bonds 37 
divalent cations 915 
divalent ions 251,609 
DLPC (dilauroyl phosphatidyl choline) 177, 415, 

658 
DLPE (dilauroyl phosphatidyl ethanolamine) 112, 

113, 171, 183, 184, 658 
DMPC (dimyristoyl phosphatidyl choline) 112, 

415, 658 
DMPC/cholesterol mixtures 199, 275-277, 283, 

341,343 
DMPC/DSPC mixtures 274, 295, 341,343 
DNA 512, 645 
DOG (dioleoyl glycerol) 667 
domain shapes in membranes 172, 173, 263, 

342 
domain structure 191, 195, 280, 281 
domain-induced budding 437-443 
domains in photosynthetic membranes 347, 348 
donor fluorescence 911 
DOPC (dioleyol phosphatidyl choline) 658 

Subjec t  index  

DOPS (dioleyol phosphatidyl serine) 659 
double bonds, s e e  unsaturated lipids 
down regulation of signal transduction 60, 61 
doxorubicin 507, 511, 512 
doxorubicin HC1 502 

DPPC (dipalmitoyl phosphatidyl choline) 165, 
226, 229, 658 

DPPG (dipalmitoyl phosphatidyl glycerol) 659 
drug delivery, s e e  liposomes in medicine 

DSPC (distearoyl phosphatidyl choline) 658 
dynamic surface roughness, s e e  roughness 
dynamic coarsening of bending undulations 589 
dynamics of adhesive failure 745 

E-cadherin 817 
ecology 515 
edge-active molecules 220, 471,472, 474 
edge energy 219, 437, 866, 886 
edge tension, s e e  line tension 
effect of bounding fluid on diffusion 330 
effect of integral proteins on lipid diffusion 335 

effective contact angle 451,452, 536, 729, 750 
egg-sperm fusion 937 
eggPC (phosphatidyl choline) 655, 658, 663 
eggPE ( phosphatidyl ethanolamine) 658 
eggPEt 658, 663 
eggPEt-Me 663 
egg yolk PC (phosphatidyl choline) 694, 696, 

697, 699, 714 
Einstein model 568 
elastic bilayer properties 240-245, 373-388, 

407-413, 469, 526 
elastic moduli 243, 380, 414-416, 623 
elasticity of mixed bilayers 472, 474 

electric breakdown 857 
electric charges induced by curvature 250 
electric double layer 540, 606 
electric double layer repulsion 540-544, 685, 

736, 917 
electrochemical potential 609 
electrochemical equilibrium 30 

electrofusion 855, 872-893, 906 
electrofusion and cytoskeleton, s e e  cytoskeleton 
electrofusion device 859, 874 
electrofusion of cell membranes 890-892 

electrofusion of erythrocyte ghosts 873, 976 
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electrolyte composition 914 

electrolyte solutions 542, 606-608, 611 
electron density across monolayers 194 
electron density maps for multilayers 651 
electron donors 918 

electron microscopic binding area 775 

electron optical studies 187 

electron-spin resonance (ESR) spectroscopy 230, 
290 

electron transport chain 347 

electroosmotic flow 861 

electroporation 855-866 

electroporation, models of 855-866 
electroporation threshold, s e e  threshold voltage 

for electroporation 
electrostatic boundary conditions 541,624, 625 

electrostatic contribution to bending rigidities 625- 
629, 635-639 

electrostatic correlation length 631 

electrostatic effects and phase transitions 249 

electrostatic forces 540-544, 614-622, 647, 734, 
736, 785-787, 913, 915 

electrostatic forces and ion-ion correlations 544, 
611,685 

electrostatic forces, large screening length 543, 
613, 617-622 

electrostatic forces, small screening length 542, 
612, 615-617 

electrostatic forces, small surface separations 544 

electrostatic forces versus undulation forces, s e e  

superposition of intermembrane forces 

electrostatic free energy 610 
electrostatic interactions, s e e  electrostatic forces 
electrostatic lateral pressure 251 
electrostatic pressure 610, 611, 615 

ellipsometry 177 

emulsions 514, 884 
endocytosis 41, 45-47, 89, 497, 498, 907, 908 
endoplasmic reticulum (ER) 6, 34 

endosomes 41, 46 
energy barriers for fusion 885, 891 

entropic tension 248, 428 

entropies of coexisting phases 166 

entropy of ions 611 

entropy-driven repulsion, s e e  fluctuation-induced 
interactions 

enzymatic control 261 

enzymatic processes 258 
enzyme activity 264, 265 

epidermis 89-91 
epirubicin 507 

epithelial sheets 87 

equilibrium spreading pressure for monolayers 
191 

ER, s e e  endoplasmic reticulum 

ergosterol 82 
erythroblast 9 

erythrocyte birth 8 

erythrocyte plasma membrane 7-14, 24, 453- 
455, 935 

erythrocytes 19, 25, 53, 248, 813, 819 

erythrocytes, adhesion of 739, 742, 748 

erythrocytes, life data of 10 

erythropoietin 57 

ESR, s e e  electron spin resonance 

essential fatty acids 92 

ether-linked lipids 76, 77 

eubacteria 72, 74 

eucaryotes 72, 74 

eucaryotic cells 6, 67, 72, 81, 84, 497 

eutectic system 273, 339, 340 

evolution of cells 67, 72-76 

evolution of membranes 67-77 
excess free energies in lipid/protein mixtures 286 

exclusion processes of polymers 921 

exocytosis 41, 89, 497, 906, 908 

extracellular matrix 7, 823 

extravasation 500 

EYPC, s e e  egg yolk PC 

F-actin 12, 809 
failure of molecular attachments 745, 746 

F-surface 104 

fat digestion 143 
fatty acids 19, 92, 139 

fermentation via liposomes 514 

filamin, s e e  ABP 

finite size effects in percolation 324 

first order transitions in monolayers 188 

fission 41,283, 497 

fixed point of renormalization 553, 556 

flat charged membranes, no added electrolyte, 
s e e  electrostatic forces, large screening length 
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fiat charged membranes, added electrolyte, s e e  

electrostatic forces, small screening length 

flexible membranes 521,622 

flickering, s e e  shape fluctuations 

flip-flop 24, 381,408, 426 

flippase 24 

fluctuations and coalescence 885 

fluctuations and hydration, s e e  protrusions 

fluctuation-induced interactions 546-550, 579- 
586, 593, 623, 678, 683, 684, 706-708, 
736 

fluctuations in lateral membrane density 267 

fluctuations in the membrane thickness 266, 
550, 866 

fluctuations of membrane shape, s e e  shape fluc- 
tuations 

fluidity of biomembranes 78, 145, 526 

fluid lamellar phase 111 

fluid membranes 78, 436, 526, 622 

fluid phases 115 

fluid-phase domains 339, 343, 436 

fluid-fluid coexistence 82-85, 276, 436 

fluid-fluid miscibility gap, s e e  fluid-fluid coex- 
istence 

fluid-mosaic model 86 

fluorescence dyes, s e e  fluorescence probes 

fluorescence fusion assays 873, 912, 929 

fluorescence microscopy 172, 261,879 

fluorescence probes 879, 911 

fluorescence recovery after photobleaching (FRAP) 
175, 334, 338, 339, 781 

fluorescence spectroscopy 175, 176 

fluorescence-labeled vesicles 911 

foams 884 

focal adhesions 816, 823, 824 

focal bonds between membranes 727, 742-746, 
750, 792, 793 

fodrin 14 

force measurements 527-536, 647-655, 686 

forces between membranes, s e e  interactions be- 
tween membranes 

forces mediated by macromolecules, s e e  polymer- 
induced steric forces 

formamide 670, 671 

fossil record 73 

Fourier-Transform infrared (FTIR) spectroscopy 
186, 290, 293 

fractional recovery fluorescence 338, 339 

fracture energies, s e e  peeling tension 

fracture of adhesive contacts, s e e  adhesive fail- 
ure 

FRAP, s e e  fluorescence recovery after photo- 
bleaching 

free energy of chains, s e e  chain free energy 

free energy of curved bilayer 377-379, s e e  a l s o  

bending energy 

free energy of electropores 866, 884, 891 

free energy of planar bilayers 364-367 

free energy of mixtures 268 

free exchange model for bending 381,385, 386 

free volume model for diffusion 239, 314, 327 

freeze fracture electron microscopy 226, 227, 
277, 937 

freezing point depression 286 

frustration in lipid structures 126-128 

FTIR, s e e  Fourier transform infrared spectroscopy 

functional renormalization of membrane interac- 
tions 551,556 

fungal infections 501 

fusion and non-lamellar structures 145 

fusion channel between bilayers 134 

fusion intermediates, s e e  inverted micellar inter- 
mediates or stalk formation 

fusion, molecular mechanisms of 884-892, 940- 
947 

fusion of intracellular vesicles 53, 144, 145, 
906, 907, 913 

fusion of membranes 497, 498, 589, 854, 872- 
893, 906-909, 927-947 

fusion of vesicles, s e e  vesicle fusion 

fusion peptide 892 

fusion pore 880 

fusion rate constant 939 

fusion threshold, s e e  threshold concentration for 
cation-induced fusion 

fusion yields 883 

fusogenic state 891 

G-proteins 23, 57 

G-surface 104 

gangliosides 15, 35 

Gauss-Bonnet theorem 109, 411 

Gaussian bending rigidity 382, 409 

Gaussian curvature 101,409 

gel adjacent to membranes 812 



Subject index 

gel phases 112, 221, 224, 237, see  a l so  crys- 
talline phases 

gelsolin 835-837 

gene therapy 513 
gene transfer 857 
generalized neck condition 443 
generic interactions of membranes 537-565, 

614-622, 655-670, 677-686, 705-709, 734- 
740, 785-790 

genetic defects 44 
genetic disease 55 

genus of surfaces 108 
genus of vesicles 411 
giant cells 854, 879 
Gibbs dividing surface 650 

glues 701 

glycerol 670 
glycocalix 5-8, 778-780 
glycolipids 17, 37, 930, see  a l s o  DGDG or gan- 

gliosides 

glycophorin A 14 

glycophorins 22, 814 
glycoproteins 5, 908 
glycosaminoglycans 935 

glycosilation 37 
Golgi aparatus 34 
Gouy-Chapman length 612, 616, 618 
Gouy-Chapman-Stern theory 169, 249, 616, 

620, 631,916 

grainy membranes 714 
granulocytes, 761-764 

gtg-kink 237 
GTP (guanosine triphosphate) 41,811 

gyroid 104 

Hamaker constant 539, 913 
haptens 502 
hard wall interaction 537, 553-555, 570-572 

head group 15, 77, 137, 185 

head group area 365 
heat of transition 224, 272 

heat shock proteins 38 
Helfrich interactions, see  undulation forces 

Helmhotz layers, see  Stern layers 

hemagglutinin 909 
hemidesmosomes 818, 830 
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hemoglobin 647 
heparin 935 
hexagonal phases 87, 100, 108, 669-676, 942 
hexatic phases 189, 257 
hexokinase 647 
histamines 42 
HIV infection 501,935 
Hook's law 241 
Hookean stretching 710 
hopanoids 82 
hormone signal transduction 57-61 
hormones 57, 906 
hybrid cells 906 
hydration 249, 582, 645-647, 872, 917, 926 
hydration attraction 919 
hydration dependence of vesicle penetration 478 
hydration-dominated regime of intermembrane 

forces 583 
hydration forces 14, 240, 537, 538, 578-585, 

652, 656, 677-682, 735, 915-918 
hydration water 181,925-927 
hydrocarbon chains 15, 77, 237 
hydrodynamic resistance 885 
hydrogen-bonds 111 
hydrophilic pores 867 
hydrophobic attraction 667, 919, 920 
hydrophobic core 365 
hydrophobic effect 218, 361,525 
hydrophobic index, see  hydrophobicity plot 
hydrophobic mismatch for membrane proteins 

79-81,389-395 
hydrophobic point defects 943 
hydrophobic pores 867 
hydrophobic thickness of protein 388 
hydrophobicity 20, 875, 930 
hydrophobicity plot for membrane protein 20 
hydrophobicity of the membrane surface 920 
hypernetted chain approximation 611 
hysteresis effects in mixed bilayers 253, 254 

ideal adhesion 726, 740 
ideal neck 419 
ideal-gas regime for electrostatic forces 616, 

618 
Ig superfamily 726 
immune system 499 
immunisation 502 
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immunoglobulins 505 

immunoliposomes 500 

impingement pressure during peeling 751 

incoherent QENS (quasielastic neutron scatter- 
ing) 237 

incomplete bud 439 

'independent membrane piece' approximation 706 

infections 512 

infectious entry 909 

infinite cluster in percolation 323 

infinite periodic minimal surfaces 104 

inflammations 503, 512 

influenza virus 907 

infrared spectroscopy 186, 290, 293, 926 

inhalation of liposomes 503, 504 

msertion of protein segments 940 

insulin 906 

mtegral membrane proteins 19-23, 78, 328 

mtegrins 725, 823, 824 

interactions of membranes, s e e  generic or spe- 
cific interactions 

mterdigitated bilayer 114, 408 

interfacial area per molecule 110 

interfacial curvature 101 

interfacial polarity 168-170, 918, 930 

mterfacial tension 101, 918, 930 

mterlamellar attachment during fusion 942 

intermediate filaments 809, 811,825 

intermediate filament/membrane interactions 829- 
831 

intermediates in fusion 879, 944 

mtermembrane Ca(PS)2 complex 917 
intermixing of vesicle contents 910, 912 

mtermonolayer friction 429 

mtramembrane interactions 887, 940 

mvagination length 438 

Subject index 

ion transport, s e e  ion pumps 

isobar measurements for monolayers 165 

isothermal compressibility of monolayers 164 
isotropic solution phases 122 

jaundice 503 

Kaposi sarcoma 511, 512 
keratinocytes 91 
keratins 829 
ketocholestanol 667 
kinetic restrictions for cell adhesion 727 

kinetics of aggregation 915 
kinetics of electrofusion, experiments 879-883 

kinetics of electrofusion, theory 884-890 
kinetics of lyotropic transitions 141-143 

kinetics of vesicle transport 484 
kissing condition for vesicles, s e e  neck condi- 

tion 
Krafft point 219 

L~-phase 225, 228-230, 237, 314 
L~ --+ P~, transition 224, 294 
L~-phases 114, 225-227 

L~ ---+ La transition 239 

L~,-phases 114, 225-227 

Lc-phases, s e e  L~-phases 

lag time for fusion 879 

lamellar phases 87, 594-596, 629, 669, 673, 
942, s e e  a l s o  stacks of membranes 

laminar shear flow 763 

Landau theory for L~ ---+ L~ transition 231 
Landau-Peierls singularities 596 
Langmuir equation 617 
lanosterol 81 

large unilamellar vesicle (LUV) 217, 218, 406, 
530, 532, 928 

lnter~! r.omnre~ihili)al rnndl)ll)~ 9q5 ')41 96~9__ 
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lateral tension 131, 531, 536, 549, 861, 864, 
886 

Lawson surface 432 
leishmaniasis and liposomes 501 

leucocytes 758-764, 769 
Lewis acid-base interaction 918 

light driven ion pumps 27 
ligand receptor bonds between membranes, s e e  

focal bonds 
limiting hydration of lipids 479 
line tension 173, 220, 437, 866, 932 

linolenic acid 513 
lipid anchors 23 
lipid bilayer 14-24, 267, 468, 525 
lipid composition and diseases 55 
lipid composition of biomembranes 16-19 
lipid/cholesterol mixtures, s e e  cholesterol/lipid 

mixtures 
lipid diffusion 314, 326-340 

lipid diversity 86 
lipid fluorescent probes, s e e  fluorescence of la- 

belled lipids 
lipid mediated protein-protein interaction 266 
lipid mixtures 138, 267-298, 340-343, 436- 

446, 470, 472, 911,927 

lipid molecules 15, 77, 112-114, 165, 229 

lipid order parameter 230 

lipid packing 933 
lipid phase transitions 221-235, 686 

lipid polymorphism 87-89, 99-142, 221 

lipid/protein bilayer 8, 14-24 
lipid-protein interactions 78-81,200, 286-293, 

359, 388-396 
lipid/protein mixtures 146, 198, 271,286-293 

lipid-protein selectivity 286 
lipid segregation 272, 443-446 

lipid synthesis 16, 34 
lipid vesicles, s e e  vesicles 
liposome interaction with cells 498 
liposomes 467-487, 493-516, 821 
liposomes in agro-food industry 514 
liposomes in anticancer therapy 502 
liposomes in bioenginering 512 
liposomes in cosmetics 513 
liposomes in medicine 480--487, 498-512 
liposomes in pharmaceutical industry 494 
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liquid disordered phase 84, 85, 316, 327, 329 
liquid expanded phase 192 
liquid ordered phase 84, 85, 316, 327, 329 
liquid-crystalline phase, s e e  Lc, phase 
local analgetics 484 
local anesthetic 486 
long range depletion attraction, s e e  depletion 

attraction 
long range forces between membranes, s e e  in- 

teractions between embranes 
long range interactions between proteins, s e e  

protein-protein interactions 
long-lived fusogenic states 874 
long-time tails in hydrodynamics 311 
lymphocytes 8, 758-761,818 
lymphoma 507 
lyotropic liquid crystals 87, 105-123, 594-596, 

s e e  a l s o  lamellar or hexagonal or cubic phases 
lyotropic structures 100, 105-123 
lyotropic transitions, s e e  phase transitions 
lysis of bilayers, s e e  rupture of bilayers 
lysosomal enzymes 44, 45 
lysosomal vesicles 46 
lysosomes 41, 44 
lysozyme 514, 940 

macrolipids, s e e  crosslinked lipids 
macromolecular networks, s e e  cytoskeleton or 

spectrin/actin network or extracellular ma- 
trix 

macrophages and liposomes 499, 502 

magnetite (Fe304) 69 
magnetosomes 70 
magnetotaxis 68, 69 
main transition, s e e  chain melting transition 
mannose-6-phosphate 44 
Marangoni effect 885 
material flow across the intact skin 480 
material flow during metabolism and secretion 

39-48 
mattress model, s e e  hydrophobic mismatch for 

membrane proteins 
mean curvature 101,409 
mean square amplitudes of bending undulations 

427 
mechanical energy threshold for adhesion, s e e  

threshold energy 
mechanical limits for peeling tension 752 
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mechanical strength of cell membranes 773 

mechanics of adhesion 728 

mechanochemical enzymes 831 
medium-Golgi 41 

membrane area 525 

membrane-bound motor molecules, 831-833 

membrane curvature, s e e  curvature 

membrane-cytoskeletal interactions, s e e  cytoskeletal- 
membrane interactions 

membrane as 2D-solvent 267-269 
membrane destabilization, s e e  destabilization 

membrane electrostatics, s e e  electrostatic 

membrane fluidity, s e e  fluidity 

membrane fusion, s e e  fusion 

membrane permeability 857 

membrane potential 30, 32, 250, 541,612 

membrane proteins 19-23, 35-39, 77-81,267- 
298,645, 725, 760, 820-827, 831-834, 945- 
947 

membrane rigidity, s e e  bending rigidity 

membrane rupture, s e e  rupture 
membrane spanning proteins 21,336 

membrane superstructure 114, 225, 691, 713- 
717 

membrane synthesis, s e e  synthesis of biomem- 
branes 

membrane tension, s e e  lateral tension 

merging of membranes, s e e  fusion 

mesoscale fracture, s e e  adhesive failure 

mica surfaces 527, 920 

micellar cubic phase 121 

microfilaments, s e e  actin filaments 

micropipette aspiration 530, 531,648, 654, 666, 
864 

microroughness of bilayers, s e e  anomalous rough- 
ness 

microtubules 809-811,828, 834 

mlcrotubule-membrane interactions 827-829 

mlcrovilli 775 

mIcroviscosity 82 

minimal surfaces 104, 409 

mltochondria 6, 34, 38 

mltochondrial membranes 38, 345 

modular design of cells 5, 6, 24 

molecular architecture of biomembranes 5, 7- 
14 

molecular phylogeny, s e e  phylogenetic tree 

molecular dynamics of bilayers 236-239 

molecular filters 47 

molecular fossils 82 

molecular mechanisms of fusion, s e e  fusion 

monoacylglycerols 139 

monocaprylin 659 

monoelaidin 659 

monoglycerides 664, 682 

monolayers 109, 163-202, 278, 884, 930 

monolayers, experimental methods 163-188 

monolayers, theories 188-191 

'monopolarity' of interfaces 918 

monotectic system 340, 343 

mono-unsaturated lipids 84 

morphology of vesicles 405-452 

motor molecules bound to membranes 831-833 

multi drug transporters 27 

multilamellar liposomes, s e e  multilamellar vesi- 
cles 

multilamellar vesicles (MLV) 225, 926, 928 

multilayer systems, s e e  stacks of membranes 

muramyl tripeptide 502 

myoblast fusion 937 

myosin I 831 

N-state model for unbinding 576 

Na+/K+-ATPase 25, 26, 29 

Na+/K+-pump, s e e  Na+/K+-ATPase 

nascent proteins 35 

natural permeability barriers for vesicles 480 

NBD-PE (N-(7-nitro-2,1,3-benzoxadiazol-4-yl) phos- 
phatidyl ethanolamine) 911 

NBD-Rh probe dilution assay 934 

neck condition for vesicles 419, 443 

neurotransmitters 497, 906 

neutral surface 101,380, 456 

neutron diffraction 228, 925 

neutron scattering 185 

neutron surface scattering 228, 534 

neutrophils, s e e  granulocytes 

niosomes 513 

NMR, s e e  nuclear magnetic resonance 

non-axisymmetric shapes of vesicles 432, 449 

non-bilayer structures 100, 105-111, 117-124, 
645, 930, 942 

non-fusogenic cations 917 
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non-lamellar phases 99, 100, 105-111,941 
non-lamellar phases in biology 143 

non-local bending rigidity 412 
non-occlusive application of liposomes 483,485 
non-saturated bonds, s e e  unsaturated lipids 

nuclear magnetic resonance (NMR) spectroscopy 
78, 80, 84, 230, 273, 926 

nucleation in monolayers 173 
nucleus 6 

obstacles for tracer diffusion 318 
occlusive application of liposomes 483, 488 

oligosaccharides 37, 44, 45 
optical microscopy of membrane bunches 536, 

699, 701-703 
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