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Preface

Asapat of itsmisson to apply modern technology to military problems, the Army
Research Ingtitute (ARI) asked the National Academy of Sciences/National Research
Council, inits primary role as science advisers to the federal government, to evauate
recent technica developmentsin the monitoring of brain activity for their rdevance to
basic and gpplied issues relating to the acquisition and maintenance of cognitive skills.
Accordingly, the Commisson on Behaviorad and Socid Sciences and Education within
the Nationa Research Council considered the proposal. The areato be reviewed is a part
of its continuing surveillance of the exploding field of psychobiology, particularly the
aress of learning and memory; the proposa provided an incentive to explore in detall a
part of this vast interdisciplinary venture. It was felt that a preliminary review could
result in an informed opinion, one based on actua experience with the technologies,
concerning the desirability, feaghility, and utility of alarger continuing Sudy of the
relations between neuroscience and cognitive science.

The commission appointed asmal Committee on New Technologiesin Cognitive
Psychophysiology, specifying thet its work was to be completed within the period of one
year. The committee was asked not only to conduct the requested review, but aso, if it
seemed appropriate, to develop plansfor alarger, broader, and continuing study. The
committee was requested a o to suggest ways for ARI to monitor developmentsin the
field of cognitive psychophysiology.

vi PREFACE
The committee members were selected both for their acknowledged expertise in one of

the specific technologies covered in this report and for their breadth of contribution to
interdisciplinary theory and research. These contributors and their areas of primary
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responghility were: Emanue Donchin, event-related potentids, Michad S. Gazzaniga,
dudies of brain damage; LIoyd Kaufman, the magnetoencepha ogram; Stephen M.
Kaosdyn, cognitive psychology and cognitive science (with emphasis on one form of
interface with computer science); and Marcus E. Raichle, brain imaging (positron
emission tomography and magnetic resonance imaging). Overd| editoria respongbility
for the report was taken by Danid Druckman, an experimenta socia psychologist who
was study director for the project, and mysdf, a psychophysiologist.

The committee met together twice. Thefirst sesson was devoted to a briefing from the
ARI and then to detailed consideration of the structure and content of the report. Each
member outlined the essence of the date of his assigned field and the interrdaionships
with the other areas of study. Through extensive discussions, a preliminary common
format was agreed upon, and writing tasks were assigned. Thiswas followed by an
extensve period of writing, submission and circulation of drafts, and preliminary
revigons. The telephone and computer were the main vehicles of communication among
the committee members, study director Daniel Druckman, and mysdif.

A second meeting was held toward the end of the year, for purposes of melding the
Sseparate materials into amore coherent whole, of arriving at a consensus concerning
controversa points, and for ng the future of this preiminary venture and making
gppropriate recommendations. It was followed by afind period of rewriting and editoria
work, again aided by extensve use of telephone and modem.

The report draws on a variety of techniques and concepts from diverse fields of research.
We ask for the reader's patience in making his or her way through this technical materid
concerning an emerging interdisciplinary field. Dr. Druckman and | bear the
responshbility for any editorid deficiencies that remain, and we are grateful for the

careful reviews of the report by the Commission Behaviord and Socid Sciences and
Education and the Report Review Committee.

On apersond note, | express profound thanks to Dr. Druckman for his skilled and
professona support of this venture. Specia thanks and acknowledgments are made to
the adminigtrative secretaries

PREFACE vii

Alison Foley and Donna Reifsnider and to Chrigtine L. McShane, who carefully edited
the entire report.

John|. Lacey

Chair, Committee on New Technologiesin

Cognitive Psychophysiology
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ANS Autonomic nervous system

ATP Adenisone triphosphate

3¢ A nonradioactive form of carbon whose atomic weight is 13

CNS Centra nervous sysem

CT X-ray computed tomography

EEG Electroencepha ogram

ERF Event-rdaed fidds

ERP Event-related brain potentias

EF Evoked fields

18 A radioactive form of flourine whose atomic weight is 18
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N300 A negative component of the ERP occurring with amodal latency of 300
msec

Na A nonradioactive form of sodium whose atomic weight is 23

150 A radioactive form of oxygen whose atomic weight in 15

X

xii ABBREVIATIONS

P300 A positive component of the ERP occurring with amodal latency of 300

msec
PET Poditron emission tomography
3lp A nonradioactive form of phosphorous whose atomic weight is 31
pH A measure of hydrogen ion concentration in the tissue
PCr Phosphocreatin
SQUID Superconducting quantum interference device

Summary of Conclusions and
Recommendations

In response to arequest from the U.S. Army Research Ingtitute (ARI), the National
Research Council (NRC) formed a committee to undertake a preliminary study of the
development of the mgor new technologiesin cognitive psychophysiology. The task of
the committee, to be accomplished within one year, was to examine four technologies:
(1) event-related brain potentids (ERPS), (2) the magnetoencephdogram (MEG), (3) the
brain-imaging techniques of postron emission tomography (PET) and magnetic
resonance image (MRI), and (4) the approach based on studying patients with brain
lesions or damage. For each technology, the committee identified critical problems that
must be resolved if further progressisto be made; estimated the likelihood that such
progress will be made; and discussed opportunities for basic and applied research. The
committee also discussed the implementation of an enlarged discipline caled cognitive
neuroscience that combines psychophysiology, cognitive psychology, and computer
modding.

The technologies examined by the committee hold consderable promise for furthering
our understanding of the brain and cognition. Electricd, metabalic, and structura
definition of specific cognitive saesisincreasng a arapid rate. Clearly, the

technol ogies discussed in this report will play amgor role in the further development of
theories of the neurd mechanisms of human cognition. Any mgor agency involved in
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personnel training would be well advised to participate in research programs that either
contribute to or keep them abreast of advances in thisfidd.

1

2 BRAIN AND COGNITION: SOME NEW TECHNOLOGIES

Available evidence suggests that it may be possible to develop measures of brain activity
during cognition, aready studied under laboratory conditions, to be used asindicesin
personnd selection and training in the military context. However, to extend the use of
these measures (both those dready studied in detail and those in the pipeline) to practical
gpplications, well-designed normative and vadidation sudiesin the field will be required.
The cost of such implementations will have to be weighed againg the anticipated benefits
in specific Stuations. Rather than being used for sdlection and training, in the near future
itismore likely that the brain technologies will serve asimportant toolsin the
development of cognitive theory and in discovering the specific skills to be assessed.

The committeg's recommendations highlight several areasfor attention:

The committee recommends that a research program be devel oped to examine
goplications of event-related potentials to problemsin fidd environments. This
technology is the one most ready for practicd use. Particularly promising
possihilities exist in the monitoring of the direction of atention, in the
measurement of mental workload, and in monitoring performance in missons of
long duration.

The committee recommends Smultaneous and complementary use of the
technologies. This would permit investigators to benefit from the different
advantages of, for example, PET and MRI or ERP and MEG. Such
complementarity may lead to stronger conclusions about relationships between
physiologica and cognitive processes than are currently available.

The committee recommends that data be obtained on the range of variahility in
functiona and structural maps across and within individuas. A functiond and
gructura map refersto the distribution of brain activity in the three spatia
dimensions as a function of time. Such a map would best be based on the
complementary data provided by PET, MRI, and dectrical and magnetic
recordings and should be used for testing computationa models of human
cognition, as defined in this report. In addition, further research is needed to
increase understanding of the dynamic patterns of activity in cortica neurond
processing as they relate to human behavior.

The committee recommends consideration of postdoctora training programs to
encourage interdisciplinary research in cognitive neuroscience.

CONCLUSIONS AND RECOMMENDATIONS 3
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In view of the high cost and complex operations of some of the imaging technologies, the
committee recommends that consderation be given to the development, in these aress, of
nationd facilities that will support the research of both local and remote investigators.

The committee concludes that the time is ripe for a hybrid psychophysiologica- cognitive
science gpproach to the study of brain functions and behavior and recommends an
enlarged study of the interrel ationship between cognitive science and neuroscience.

1
Introduction

In response to arequest from the U.S. Army Research Ingtitute (ARI), a National
Research Council (NRC) committee was formed to undertake, over a one-year period, a
sudy of new technologies in cognitive psychophysiology, particularly with respect to
potentia applications to military problems. The committee was asked to carry out the
following tasks: review and assess current research relevant to issues concerning the
relationship between the new technologies and cognitive skills, on the bags of this

review, asess the likelihood that progress will be made in the foreseegble future; identify
opportunities for basic and gpplied research with proper recognition of ethica issues; and
assess the feasibility and desirability of amagjor study on the relation between cognitive
science and neuroscience.

Because of the study's time limitations, this report covers only the four technol ogies that
were examined by the committee: (1) event-related brain potentids (ERPs), (2) the
magnetoencephao gram (MEG), (3) brain-imaging techniques (PET and MRI), and (4)
the gpproach based on studying patients with brain lesions or disconnections, usualy
caused by accidents or traumas. The committee consdered the critical conceptua and
empirical problems facing the field as well as potentid opportunities provided by the
technologies for better understanding of cognitive processes. The discussion in this report
of these basic and gpplied issuesis the basis for the committeg's recommendations.

Following this introduction, the report is organized into five chapters. Chapter 2 isan
atempt to define the field of cognitive

6 BRAIN AND COGNITION: SOME NEW TECHNOLOGIES

psychophysiology, distinguishing first between cognitive psychology on one hand and
psychophysiology on the other, and then discussing the advantages of combining the two
into an enlarged discipline. Chapter 3 conssts of a detailed discussion of each of the
technologies, including areview of current research, gppraisals of the likelihood of
progress, and a discussion of opportunities for future research. Chapter 4 discusses

Get any book for freeon:  www.Abika.com



BRAIN AND COGNITION 10

problems that must be resolved if progressis to be made. Chapter 5 dedls with
goplications and ethica issues. Chapter 6 consders the feasibility of an enlarged study of
the relation between cognitive science and neuroscience.

This gructure is intended to facilitate the task of reading the report. Discussions of the
four technologies are found in two chapters. Chapter 3 presents a description of each
technology, a discusson of methodological issues, and areview of relevant empirica
research. Chapter 4 discusses problems and issues concerning the use of each technology
for research and application. The reader with more background in the areas under study
will find this part to be of specid interest.

2
The Field of Cognitive Psychophysiology

In this chapter we define cognitive psychophysiology in terms of its two parts, cognitive
science and psychophysiology.

WHAT ISCOGNITIVE SCIENCE?

The Oxford Dictionary of the English Language defines cognition as "the action or
faculty of knowing taken in its widest sense, including sensation, perception, conception,
as diginguished from feding and valition; aso, more specificdly, the action of cognizing
an object in perception proper.” Thus, cognitive science is the body of scientific
knowledge pertaining to cognition, defined to include dl forms of knowing.

Cognitive science focuses on questions about how information must be stored internaly
and processed in order for an organism to recognize objects, learn, use language, reason,
or navigate. Theories are tested in part by attempting to build computer programs that
mimic human performance (the so-called computationa gpproach) and in part by using
the experimental methods of cognitive psychology.

The computationa approach characterizes the nature of information processing at two
levels of andysis. At one level, theorists decompose the processing system into sets of
"processing modules," each of which performs some part of the processing used to
accomplish atask. Modules are "black boxes," specifying how specific types of input are
transformed to produce appropriate output. Sternberg

7

8 BRAIN AND COGNITION: SOME NEW TECHNOLOGIES

(1969), for example, postulated one module that compares an input stimulus in short-term
memory to aset of itemson alis.
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At another levd, theorigts attempt to discover the way in which processing is actudly
accomplished within the modules. In some cases processing is characterized by step-by-
step sequentia manipulation of stored symbols, asis done in conventiona computers,
whereas in other cases, processing corresponds to the formation of patterns of activation
in anetwork of interconnected nodes, asis done in pardld distributed processing systems
(Rumehart and McCleland, 1986). For example, the list-comparison module posited by
Sternberg could operate ether by storing the items in memory as symbolsin alist and
then comparing an input symbol againgt each stored symbol, or by establishing a pattern
of weights distributed through a neural network. In thislatter case, comparison of input to
dored itemsis accomplished smply by discovering whether the network settlesinto a
specific gate when agiven input is presented. In either case, the computationa approach
leads one to posit a set of modules and to characterize how they serve to transform
information.

Cognitive psychology has contributed to cognitive science sophisticated methodologies, a
rich data base on characterigtics of human performance, and techniques for modeling
such data. The methodol ogies of cognitive psychology are based on observing rdative
response times, error rates, or types of judgments. For example, cognitive psychologists
have devel oped techniques for inferring properties of processing by analyzing trade- offs
between speed and accuracy (i.e., the inverse relationship between times and errors,
which reflects how careful a subject is when responding); they have used signal detection
theory in the analyss of errorsto determine whét is stored. They have also developed
numerous methods for obtaining judgments of percelved Smilarity among stimuli. These
judgments in turn can be submitted to multidimensiond scaing and cluster analyses,
alowing oneto draw inferences about the processing underlying the judgments.
Hypotheses derived from theories that embody different modular structures or types of
processing are tested againgt data. For example, if there is a discrete module that
comparesinput to lists sored in short-term memory, then it should be possible to find
brain-damaged patients with foca lesons who have lost this specific ability. In short,
then, the result of the dliance between computationa theorizing and cognitive
psychology is the development of detailed theories of information processing that are not
only consstent with the available data about human performance, but

COGNITIVE PSYCHOPHY SIOLOGY 9

that aso make empiricdly testable predictions (see Anderson, 1983; Kosdyn, 1980;
Rumehart and McCleland, 1986).

WHAT ISPSYCHOPHYSOLOGY?
Cognitive psychophysiology refers to the study and use of measures of physiologica
functions for the purpose of ducidating processes and mechanisms that underlie

cognition. The physiological processes studied include both central nervous system
(CNS) and autonomic nervous system (ANS) activities. Traditiondly,
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psychophysiologists interested in the ANS measure such variables as changes in heart

rate or sweset gland activity (Coles, Donchin, and Porges, 1986). Studies of the CNS have
been dominant in cognitive psychophysology and are based on more widely developed
technologies than are sudies of ANS activity related to cognition. For that reason, the
report concentrates on those activities designed to darify CNS mechanismsinvolved in
human cognition.

The human brain islargely inaccessible to the sort of fine-grained andyss other
organisms can be subjected to in the pursuit of knowledge about how neurona activity
relates to psychologica processes and states. We aready know enough about brain and
behaviora processesto seethat afull understanding of another organism isinsufficient to
alow a complete gppreciation of how the human brain carries out its appointed tasks.
Whileit isimperative for the student of human behavior to keep an eye on the
developments in understanding brain and behaviora processes in nonhuman species, it is
aso becoming clear that an understanding of human psychologica processes will require
sudying human brains at work. Thisis an ambitious goal and one not easy to achieve.

THE INTERPACE BETWEEN COGNITIVE SCIENCE
AND PSYCHOPHYSIOLOGY

Threefidds are currently engaged in the empiricd study of mentd activity:

computational theorists attempt to understand seeing, remembering, reasoning, and so on
by building virtua machines that mimic such processes. Cognitive psychol ogists conduct
experiments to measure differences in behavior under different circumstances and

attempt to fit models to account for response times, error rates, or various types of
decisions. Psychophysiologists try to gain ingght into the mind by observing the activity

of its neurd subdtrate.

10 BRAIN AND COGNITION: SOME NEW TECHNOLOGIES

In addition, it should be noted that scholarsin anthropology, linguistics, and philosophy
as0 address issues about the mind, and some aspects of cognitive science draw heavily
on these fields. However, thiswork currently is difficult to connect to psychophysiology;
hence we do not consider these facets of cognitive science further here or in the sections
to follow.

Each of the three fields listed above has virtues as wdl as limitations. Cognitive science
has to alarge extent grown out of an aliance between the computational approach and
cognitive psychology. The weaknesses of each field taken in isolation areto alarge
degree corrected for by the strengths of the others. 1t seems likely that psychophysiology
has much to gain from interactions with this new amagam, and vice versa

In this section we fird treat the virtues and limitations of each of the mgjor fields, taken
sngly, to the study of cognition. We then propose an dliance among them, which would
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take advantage of each one's unique strengths-empirical, technological, and theoretical-
while compensating for the limitations inherent in each single field. The section
concludes with a discussion of the advantages of combining them, leading to the
suggestion, made in Chapter 6, for an enlarged study of the interface between the
disciplines.

Limitationsand Virtues of a Psychophysiological Approach

Psychophysiologica datamay be especidly useful for identifying the structure of
information processing in the brain. But to be maximaly useful, they must be used in
conjunction with sophisticated theories and methodol ogies that are capable of
discrimingting among such theories.

Attempts to program computers to behave with the intelligence of even afidld mouse
have been of limited success. One thing we have learned from such effortsis just how
complicated cognitive processing is. Even the smplest task, such as deciding whether a
dot isinside or outside a closed boundary, requires sophisticated processing (Ullman,
1984). If we are to understand the neural basis of cognition, we must be prepared to
formulate rather complex theories. Until very recently, however, this has not been donein
psychophysiology. For example, "locdizing onesdf in space’ istypicaly consdered a
gngle function in the psychophysologicd literature, whereas a computatiorelly- oriented
theorist would be inclined to decompose this process into many disparate encoding,
representational,

COGNITIVE PSYCHOPHY SIOLOGY 11

and retrieva operaions. Similarly, visud agnosa ("mindblindness’) is described and the
underlying causes of the deficit are explained by reference to damage of anatomica areas
and their connections-but exactly what is done by these areasis never clearly specified.

Thus, to expand the contribution of a psychophysiologica gpproach it is of interest to
consider what the two mgor strands of cognitive science, computationd theorizing and
cognitive psychology, can offer.

Limitationsand Virtues of the Computational Approach

Although the brain clearly is not a standard digital computer, brain activity can be
conceptualized as the carrying out of computations.

Computationa modeling of brain activity occurs a multiple levels of anadysis. The most
appropriate leve for present purposes focuses on the decomposition of processing into
modules, each of which may correspond to adistinct neurd network. Any given task
presumably recruits many such modules to work together, and the ways in which
modules interact determines task performance. Although specifying the precise operation
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of theindividua modulesis of course critical for atheory of information processing, at
the current leve of technology we are unlikely to be able to use methods of assessing
brain activity to directly test theories at thislevel of andyss. The main contribution of
the computationa approach to cognitive psychophysiology will therefore probably be to
offer guideines for how one formulates theories of processing modules.

An exampleisthe work of Marr (1982): according to Marr, the most important task isto
formulate the "theory of the computation,” atheory of what is computed by a processng
module. Marr argues that the information available and the purpose of a computation
often virtually dictate what the computation must be. This sort of theory can be likened to
a solution to a mathemetics problem, arising through logica andlysis of the nature of the
problem to be solved and of the input availableto solveit. That is, if the task isvery well
defined and the input is highly redtricted, a specific computation may amost be logicaly
necessary. Furthermore, Marr claims that once a computation is defined, the task of
characterizing the representations and processes used in carrying out the step-by-step
processing itsalf is now highly constrained: the representation of the input and the output
must make explicit the information

12 BRAIN AND COGNITION: SOME NEW TECHNOLOGY

necessary for the computation to serve its purpose (e.g., picking out likely locations of
edges), and the representations must be sengtive to the necessary digtinctions, be stable
over irrdlevant distinctions, and have a number of other properties (see Marr, 1982,
Chapter 5).

Marr's strong claims about the importance of the theory of the computation do seem
appropriate for some of the problems of low-leve vison, but only because there are such
severe condraints on the input posed by the nature of the world and the geometry of
surfaces and because the purpose of a computation is so well defined (e.g., to detect
places where intensity changes rapidly, to derive depth from disparitiesin the images
griking each eye, to recover structure from information about changes on a surface asan
object moves).

In broader areas of cognition, the Situation is different. First, the basic abilitiesin need of
explanation, analogous to our ability to see edges or to see depth, must be discovered. For
example, with the advent of new methodologies, our picture of what can be accomplished
in mental imagery has changed dragtically (e.g., see Shepard and Cooper, 1982). Second,
theinput to a"menta” computation is often not obvious, not necessarily being

congtrained by some easily observed property of the stimulus. One must have atheory of
what is represented before one can even begin to specify the input to the computations.
Third, the optima computation will depend in part on the kinds of processing operations
that are available and the type of representation used. For example, if aparale-
distributed processing network is used, computing the degree to which an input is Smilar
to stored information should be relatively easy, whereas serid search through alist will
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be more difficult-and vice versaif symbols are stored as discrete dementsin ligsthat are
operated on by distinct processes.

The consequences of these difficulties are illustrated by problems with some of Marr's
own work on "higher-level” vison. Marr podits that shapes must be stored using "object-
centered" descriptions, as opposed to "viewer-centered” descriptions. In an object-
centered description, an object is described relaive to itsdlf, not from a particular point of
view. Thus, terms such as dorsal and ventral would be used in an object-centered
description, rather than top and bottom, which would be used in a viewer-centered
description. Marr argues that because objects are seen from so many different points of
view, it would be difficult to recognize an object by matching viewer-centered
descriptions to stored representations. However, this argument rests on assumptions about
the kinds of processing operations that are

COGNITIVE PSYCHOPHY SIOLOGY 13

avallable. If thereisan "orientation normalization” preprocessor, for example, the
argument is obviated: in this case, a viewer-centered description could be normalized
(e.g., so thelongest axisis dways vertica) before matching to stored representations.
And in fact, we do mentally rotate objects to a standard orientation when subtle
judgments must be made (see Shepard and Cooper, 1982). The fact that we do seem to
normaize the represented orientation, &t least in some cases, casts doubt on the power or
generdity of object-centered representations. In fact, when the matter was put to
empirical test, Jolicoeur and Kosdyn (1983) found that people can use both viewer-
centered and object-centered coordinate systems in storing information, and they seem to
encode a viewer-centered one even when they aso encode an object-centered one, but not
viceversa

The point isthat alogicd andyss of the computation is not enough. At leest for high-
level cognitive functions, the specifics of a computation will depend to some extent on
what types of processing operations are available in the system. One can only discover
the actud State of affairs empiricaly, by studying the way the brain works.

Although the computationa gpproach is not sufficient in itsef to leed one to formulate a
correct theory of information processing, it does have alot to contribute to the enterprise.
Andyzing how one could build a computer program to emulate a human functionisa
very useful way of enumerating dternative processing modules and agorithms. Not only
does this approach raise dternatives that may not have otherwise been considered, but it
aso diminates others by forcing one to work them out concretely enough to reved their
flaws (the Guzman approach to vison isagood example; see Winston, 1978).

Limitations and Virtues of the Cognitive Psychology Approach
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The predominant gpproach in cognitive psychology is solidly empirica: researchers have
developed methodologies that meke use of response times, error rates, and various
judgments and have at-tempted to develop models that account for these data. The
methodol ogies used have become very sophisticated and powerful, allowing researchers
to observe quite subtle regularities in processing. Aswe saw in the previous section, such
data place strong congtraints on theories of processng: Since processing takes placein
red time,

14 BRAIN AND COGNITION: SOME NEW TECHNOLOGIES
there will always be measurable consequences of any given sequence of activity.

Although cognitive psychologists occasionaly focus on the nature of the step-by-step
process a subject isusing to carry out an entire task (e.g., see Simon and Simon, 1978),
more typicaly they are interested in studying how information is represented and
processed within asingle stage of processing. However, it has proven difficult to draw
firm conclusions about the representations or processes used in even one stage of
processing because of two generd problems. structure/process trade-offs and task
demand artifacts.

Anderson (1978) demonstrated that structure/process trade-offs are in principle dways
possible, so that, given any set of data, more than one theory can be formulated to
account for the data. That is, what are, in one theory, properties of a given representation
operated on by a specific process are, in another theory, properties of a different
representation operated on by a different process. For example, consider the memory
scanning results described by Sternberg (1969). He asked subjectsto hold lists of digitsin
mind, with ligs varying from 1 to 6 in length. Shortly thereafter, a probe digit was
presented, and subjects were to decide as quickly as possible whether the probe was a
member of the ligt. The time to make this decison increased linearly with increesing set
sze (by aout 39 ms per additiond item). One theory of this result positsthat the list of
digits (the structure) is held in mind and then scanned seridly (the process) when the
probe arrives. Alternatively, one could posit an unordered collection (the structure) with
each item being compared smultaneoudy with the probe (the process). In this casg, dl
one needsto do is assume that the comparison process dows down as more things need.
to be compared, and the two theories will mimic each other. Moretime is required when
more items are on the memorized list to be compared with the probe.

In this example, the two theories seem to account for the data equaly well--but they were
created entirely ad hoc smply to account for the data. Congtraints on the theories are
required, asource of motivation for selection of the specific representations and
processes. Why should information be represented as an ordered list or as an unordered
collection? Why is more time required if one compares more items smultaneoudy?
Computationa considerations are one possible source of congtraint. However, we saw in
the previous section that computationa congraints in themselves are not sufficient, and
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in fact the observation of how the system functions puts congtraints on computationa
theories themsdlves.

Anderson (1978) drew some very pessmistic conclusions from the possibility of
structure/process trade- offs, but others such as Hayes-Roth (1979) and Pylyshyn (1979)
were less gloomy. The upshot of the debate seemsto be that whileiit is possble to derive
inferences about processing mechanisms from behaviora data, it is very difficult to do

s0. One argument to be devel oped hereisthat psychophysiologica data are powerful
supplements to the usua behaviora data, and would greatly congtrain the use of
structure/process trade- offs to develop aternative theories.

Another problem in interpreting behaviora datais the posshility of distorting behavior
because of perceived task demands. That is, subjects may respond in amanner congruent
with their beliefs concerning acceptable behavior to the task and the Stuation. If they do
0, then data from many studies of, for example, mental imagery may say nothing about
the nature of the underlying mechanisms, but may only reflect the subjects understanding
of tasks, knowledge of physics and perception, and ability to regulate their reponse
times

Although the problem of task demands has been brought to the atention of cognitive
psychophysiologists primarily in the literature of mental imagery, it is goplicable to many
domains in cognitive psychology and, indeed, in other areas of psychology. Thereisno
way to ensure that subjects are not unconscioudy producing data in accordance with their
tacit knowledge about perception and cognition and their understanding of what the task
requires them to do. In contrast, not only do neurologica maladies produce behaviora
deficits of various types, but often the patients are not aware of the nature of the deficits.
Thus, psychophysiologicd data might profitably supplement the usud cognitive data, if

for no reason other than to rule out task demand as a source of explanation. And such
data are useful for other purposes, as discussed in the following section.

The Strength of a Combined Approach

Psychophysiologica gpproaches can be used to circumvent some of the difficulties
inherent in the traditiona measures used by cognitive psychologists, which are based
grictly on the observation of overt reponses. First, structure/process trade-offs are
greatly minimized if neurophysiologica data are used. By relaing processing to
anatomica areas, many of the degrees of freedom are removed

16 BRAIN AND COGNITION: SOME NEW TECHNOLOGIES

Get any book for freeon:  www.Abika.com



BRAIN AND COGNITION 18

from cognitive science theories: in dl casesin which agiven arealis active or damaged,
the consequences must be the same. When one has fixed the properties of some areg,
those properties cannot be changed at whim by atheorist in order to account for new
data. Second, difficulties due to task demands are virtualy diminated if brain activation
measures are used, becalise subjects cannot respond to explicit task demands by directly
dtering the activity of specific regions of the brain. Whereas a person can regulate the
time taken to press a button, it is not so easy to regulate intentiondly the activity of the
right parietal lobe, for example. In addition, psychophysiologica measures can be used to
monitor on-line and in red time the activity of processing entities that are not directly
manifested by overt behavior.

The computational gpproach, by contrast, especidly as constrained by data from
cognitive psychology, is useful for generating hypotheses about processing mechanisms.
Analyzing the requirements of the task at hand and how one would need to program a
computer to perform it is agood way to generate dternative possbilities. In addition, this
approach provides away of testing complex theories by actudly building a computer
program that emulates cognitive processing (see Newd | and Simon, 1972). Precise
theories of on-line brain functioning may be so complex that many of atheory's
implications will be derived only by usng Smulation models.

Furthermore, once there are prior reasons for positing a specific modular compostion of
the system, the standard techniques of cognitive psychology become more powerful.
When amodule is defined, the number of degrees of freedom is reduced for possible
Sructure/process tradeoffs. That is, without modularity congraints, any part of the system
can be invoked in combination with any other part to explain a specific result; but if a
result can be shown to rest on the operation of a specific module, the explanation of the
result is limited to fewer dternatives. When wdll-specified classes of dternative theo-

ries are defined, cognitive psychologists will be better able to goecify which phenomena
will distinguish among competing accounts (for an example see the mentd rotation case
noted above in Kossyn, 1980: Ch.8).

One example of progress following from such a combined gpproach began with
computationa anayses suggesting that spatia localization should be decomposed into at
least two types of processes. On one hand, if one were to build a machine to recognize
semirigid objects (e.g., ahuman form) it would be desirable to include

COGNITIVE PSYCHOPHY SIOLOGY 17

amodule to encode representations of rather broad categories of spatial relations among
parts. Such representations would be constant over different contortions of the object. For
example, the forearm and upper arm remain connected (a categorica relation) no matter
how they are configured. On the other hand, if the machine is dso intended to navigate

and reach for objects, it is desirable to include a modul e to encode representations of the
specific metric coordinates between parts or objects. For these purposes, a broad category
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of reaions (e.g., one object is "left of" another) is not useful; one needs to know precise
positions. The possible distinction between these types of representation has been
investigated by noting that categorica representations are language-like (dl can be easily
named by aword or two) and hence might be processed more effectively in the eft
cerebra hemisphere. In contrast, coordinate representations are critical for navigation,
which appearsto draw in large part on right hemisphere processes. And in fact, it has
been found that categorica spatid relations are gpprehended more effectively in the left
hemisphere, whereas coordinate relations are apprehended more effectively in the right
hemisphere (Kosdyn, 1987, 1988); this inference is based in part on work using some of
the technologies discussed in this report. This dissociation provides evidence for the
existence of digtinct processes underlying the two types of spatia representation, which
was not obvious until computationa analyses led to the distinction between the two and
specific brain-based hypotheses were tested.

In summary, psychophysiologicad data offer congtraints both on theories of processing
modules and theories of the dgorithms used. The logic of dissociations and associations
in deficits or patterns of brain activation is a powerful way of developing and testing
computationd theories, particularly so if it is supplemented by the methodologies and
andytic techniques of cognitive psychology. The methodol ogies developed by the
cognitive psychologists for the most part can be adapted for use in psychophysologicd
sudies.

3
Four New Technologies:
Research Findings

This chapter provides technical discussions of each of the four technologies examined by
the committee. Each discussion covers four areas: a brief description, the background of
relevant research findings, an assessment of the likelihood that progress will be made,
and an outline of opportunities for basic and gpplied research. Our assessments of the
likelihood of progress are based on the most recent developments in empirical research,
which are reviewed in varying amounts of detail depending on the fidld. Implications are
drawn from the best experimenta work reported to date. Research opportunities are
discussed in terms of the conceptua foundations established by the current research and
the technologica breakthroughs that make possible finer definition of brain functions
involved in cognitive processes. One important and genera conclusion emerges from
these discussons, namdy the importance of exploiting the complementary advantages of
the different technologies as, for example, employing both PET and MRI methodologies
for solving problems of anatomica locaization of physiologica processes. Progress will
depend, however, on solving the problems considered in detail in Chapter 4.

EVENT-RELATED BRAIN POTENTIALS
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Event related brain potentials (ERPs) are obtained by placing electrodes on a person's
head and recording € ectroencephal ographic (EEG) activity while the subject is engaged
in atask. By means of signd averaging it is possible to extract from the EEC (a voltage x

18
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time function) estimates of the portion of the voltage (the ERP) that istime-locked to
events associated with the task. These ERPs rep-resent the synchronized activity of
neurona ensembles whose fidlds are so aligned that they summate to produce potentias
that are large enough to be recorded over the scalp. The ERP consists of a sequence of
named components whose amplitude, latency, and scap didtribution vary sysematicaly
with the conditions of stimulation, with the subject, and with the processing required by
the diciting events. Variationsin the behavior of the components of the ERP can be used
in the study of sensory and cognitive function (Callaway, Tueting and Kodow, 1978;
Hillyard and Kutas, 1983).

Background of Research Findings

The ERPs provide arich class of responses that may, within the appropriate research
paradigm, alow the study of processes that are not readily accessible to experimentdl
psychologists by other means. The key assumption of cognitive psychophysiology is that
ERP components are manifestations a the scalp of the activity of specific intracrania
processors. The reference is not to specific neuroanatomica entities, but rather to specific
functiona processors. While networks of nuclei may be involved in adynamic fashionin
the activity represented by each ERP component, our current understanding of the
underlying neuroanatomy is, for most components, insufficient to generate meaningful
neuroanatomical hypotheses. But the available data regarding the consistency with which
certain components measured at the scal p behave permit us to hypothesize that these
components do sgnd the activation of internd subroutines.

These remarks do not imply that the dectrica activity recorded at the scap isitsef of
functiona sgnificance. For our purposes, the ERPs may be due solely to the fortuitous
summation of dectricd fields that surround active neurons. Although some have argued
that EEC fidds do have functiond significance (Freeman, 1975), we remain agnostic on
thisissue. We are not asserting that the ERPs are epiphenomena. Rather, we are saying
that from the perspective of the cognitive scientis, it is sufficient to eucidate the
functiond role, in information-processing terms, of the subroutines manifested by the
ERP components.

Once the existence of a component iswdll established, the essentid tools of the cognitive
psychophysiologica paradigm are used
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to identify the subroutine it manifests and to articulate its parameters. This search and
andysis require that: (1) we ducidate the antecedent conditions under which the
component is eicited, from which (2) we derive amodd of its subroutine that (3) we test
by predicting the consequences of "caling the subroutine” (i.e.,, of engaging the processes
whose activation is manifested at the scalp). With the information thus gained,
psychophysiology provides a repertoire of tools, a collection of comporents, each of
which can be used in the appropriate circumstances to augment the armamentarium of the
cognitive scientist (Donchin, 1981).

Likelihood That Progress Will be Made

The ensemble of information: processing activities manifested by the ERPsis dready
quite rich. Additiona components are being discovered and deeper understanding is
being reached of components that have been known since the 1960s. In principle, al
these components can be used in cognitive psychophysiology. A good start has been
made and, asis made clear in subsequent pages, the areaisrich in promise and
substantive progress.

The following paragraphs list some of the components that have attracted the most
subgtantia investigative efforts. Components are labeled as <N>egative or <P>ositive to
indicate the direction of the voltage change from the base line. The number following the
character refers to the modal latency, in milliseconds (msec), of the component, measured
from the onset of the precipitating event.

N100--Direction of Attention

Hillyard and his associates have shown that the N100 component is affected by the
directions of the subject's attention. Events in the focus of atention tend to dicit a
somewhat larger N100. The effect isreliable and can be used to monitor changesin the
direction of atention or changesin the attentiona level. Thus, the N100 can play arole
ether in ascertaining whether the subject is actudly following ingructions with regard to
the dlocation of atention or in determining whether events in the environment have
caused the subject to shift attention. Research on the behaviora correlates of N100, and
other negative components, isavery active field of investigation. There is considerable
interest in resolving the many different negative components that appear in the first 200
msec following the diditing
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event and in ucidating their functiona sgnificance (for reviews see Naatanen and
Picton, 1987, and Hillyard and Hansen, 1986). Thereis an active examination of the
differences and smilaritiesin the nature of sdlective attention in different sensory
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modalities. Further-more, extensve work that illuminates centrd issuesin the theory of
attention is being done (Hillyard and Hansen, 1986).

N200--Detection of Mismatch

Congderable evidence exists that the N200 is elicited by events that violate a subject's
expectations, even if they occur outside the focus of attention. Thus, the N200 seemsto
be a manifestation of the activation of a mismatch detector. This component seemsto be
the least susceptible to control by the subject's voluntary actions. The occurrence of any
deviation from regularity, indeed any mismatch between an event and itsimmediate
predecessor, eicits an N200. Examination of these components continues and is being
extended to fairly abstract information-processing activities. Thus, for example, thereis
consderable interest in the role that these negative components play in sudies of lexica
decision (Naatanen, 1982).

P300--A Manifestation of Strategic Processng

When subjects are presented with events that are both task relevant and rare, a prominent
positive component with alatency of at least 300 msec is dicited. The literature
concerned with the P300 is quite extensive (see Donchin et ., 1986; Pritchard, 1981,
and Rosder, 1983, for reviews). Johnson (1988, in press) has summarized much of the
evidence concerning its antecedent conditions and has concluded that the dicitation and
amplitude of the P300 depends on a multiplicative relaionship between the subjective
probability of events (the rarer the event, the larger the P300) and the amount of
information and the utility of the information to the subject (the more information, the
larger the icited P300). Donchin and his colleagues have interpreted these data within
the context of amodd that assumes that the P300 is a manifestation of the revision of
mental modds (see Donchin and Coles, in press, Donchin, 1981). Much empirica
evidence supports awide variety of applications of the P300, including the measurement
of mental workload (Gopher and Donchin, 1986; Donchin et a., 1986), anayses of
memory mechanisms (Neville et d., 1986; Karis, Fabiani, and Donchin, 1984), and
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concession making in bargaining stuations (Druckman, Karis, and Donchin, 1983; Karis,
Druckman, Lissak, and Donchin, 1984). The latency of the P300 has also proven to be of
use. It can be shown to be relatively independent of response execution processes and can
thus serve as a pure measure of menta timing (Kutas, McCarthy, and Donchin, 1977,
McCarthy and Donchin, 1983).

N400--Semantic Mismatch

Kutas and Hillyard (1980, 1984) have shown that words that are in some way
incongruous or unexpected in a semantic sense within a discourse dicit an ERP
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component that is negative and has alatency of about 400 msec (see Kutasand Van
Petten, 1987, for areview). Kutas and her coworkers have subsequently shown that the
amplitude of the N400 is inversaly proportiond to the degree to which the context
congrains the word diciting the N400. The measurement of N400 makes it possible to
address unresolved issues in psycholinguistics. Thus, for example, Van Petten and Kutas
(1987) show rather persuasively that they can measure the degree to which sentences
impose condraints on their congtituent words by examining the N400 elicited by these
words. This gpplication of N400 in psychalinguistics is increasingly active (Fischler et
al., 1983, 1985, 1987).

The Readiness Potential and the
Contingent Negative Variation--Prepar ation to Respond

Kornhuber and Deecke (1965) have shown that voluntary responses are preceded by a
dow negative wave, which they labeled the readiness potentia (RP). Walter and his
colleagues (1964) have demondtrated that a dow negative wave devel ops between afirgt
dimulus, which herddsthe later arriva of a second simulus, to which the subject must
respond. They cdled this wave the contingent negative variation (CNV). (Note the
different labeling systems.) As on amap of lower Manhattan, the orderly system of |letters
and numbers used to label the faster components gives way to a system in which each
component carries aname given it by its discoverer. The RP and the CNV are among
severa ERP components that are called event- preceding negetivities. They are quite
clearly related to the activation of preparatory, often unconscious, processes by the
subject. Their usefulnessin the sudy of cognitive processesis extensve. For example,
Coles and his colleagues (1985) have shown that it is
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possible to determine, from the extent to which these potentids are larger over one
hemisphere than the other, which response the subject was contemplating regardless of
the response that has actualy been made.

Opportunitiesfor Basic and Applied Research

It isnot possible in this brief review to do justice to so active aresearch enterprise. The
work reviewed above refers to some of the well-established research activities. It may be
useful, however, to note a number of developing research areas that are likely to play a
centrd role in the coming decade.

One of the more sgnificant efforts is the increasing practicdity of ducideating the
intracrania origin of the components. We referred dsawhere to thiswork, but it is
important to underline the fact that much of the technologica and conceptua
development required has become readily available only very recently. Severad

Get any book for freeon:  www.Abika.com



BRAIN AND COGNITION

laboratories had access to patients with indwelling eectrodes from the earliest days of
ERP research. However, only within the last decade has it become possible to deal with
the massive data base generated in such studies. Furthermore, there are significant
developments in the theoretical understanding of the nature of the models needed to
relate intracranid activity to scalp recorded activity (see, for example, Scherg and Von
Carmon, 1985; Nunez, 1981). There dso is an increasing number of investigations of
analogous processes in nonhuman species (Deadwyler et d., 1985; Arthur and Starr,
1984). The work in humans using indwelling e ectrodes, neuromagnetic recording, and
clinical observations on the effects of lesons (Johnson and Fedio, 1986) islikdy to
combine in the near future with the work in animas to yield much deeper understanding
of the neurophysiologica basis of the ERPs.

The development of display methodology islikely to affect progressin the field, as noted
below. It islargdy the case that investigators are forced to select avery smdl portion of
ther datafor display and analyss. The number of waveforms andyzed is generdly much
smaller than can be easily acquired, and the number of measurements made on these
waveformsis dso rather smal. The ability to summarize and combine much larger

masses of data provided by mapping approachesis likely to transform the fidld. However,
thiswill be true only if the summaries and the displays are guided by
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proper satistical and substantive theories. It isto this area of research that much attention
needs to be paid in the near term (see, for example, Skrandies and Lehman, 1982).

Much work in cognitive psychophysiology is motivated by applied interests. The use of
ERPs recorded from the brainstem is routine in neurology and audiology, as are various
diagnostic procedures that measure the speed of neurona conduction in the response of
various systems to changes in steady-date stimuli. More controversd a thistime are
gpplications of some of the componentsin the diagnosis of neurologica and psychiatric
disorders. Thereis extensve interest in areport (Goodin, Squires, and Starr, 1978) that
interpretation of the latency of the P300 may alow adiagnosis of either dementia or
depresson. Begleiter and his associates (1984) have been applying ERP messuresin
gudies of the familid risk for acoholism.

In addition to the clinical work, there is active interest in the feasbility of usng ERPs
and other psychophysiologica measuresin the fild known as engineering psychology.
Human Factors, the officid journd of the Human Factors Society, devoted a specid

issue (Kramer, 1987) to examine psychophysiological measures. The usefulness of the
P300 as a measure of mental workload has been examined in some detail by Donchin and
his colleagues (see Gopher and Donchin, 1986, for areview). The work is continuing and

diversfying.

M ethodological | ssues
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Data acquisition is not a source of serious problems in ERP research, depending asit does
on established technologies. However, experimental design, measurement, and data
andysis present serious chalenges that require attention. We briefly discuss three parts of
the methodology: recording techniques, data analysis, and display methodologies.

The technology required for recording ERPs is largely mature. It isidentical to thet
required for recording the EEC. The EEC is digitized, either on-line or off-line, and the
ERP, whose amplitude ranges between 5 and 10 microvalts, is extracted by sgna
averaging. Thiswell-established procedure capitalizes on the fact that the part of the
sgnd that istime-locked to events has a congtant time course following the event while
al other activity follows arandomly varying time course.

The data base acquired in ERP experiments does present formi-
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dable problems of andysis. Typicdly, 5 to 10 subjects are run, each in severd sessons.
In each session, datamay be acquired for 5 to 10 separate conditions, where each
condition requires the presentation of 30 to 200 repetitions of the same simulus. For each
presentation, the EEC from 5 to 32 recording channdls is digitized over an epoch lasting
aslong as 2 to 3 seconds at the digitizing rate of 100 to 500 samples per second.

MI these data are typicaly stored on magnetic tape. Pull storage of sngletrid datais
preferable, especidly in studies of cognitive function, because it has proven ussful to
consider the subject's actuad performance on each trid in extracting the ERPs. Thus, for
example, it may be of interest to examine separatdly trids on which the subject's response
was fast and those on which the response was dow. Such selective averaging is one of
the most powerful tools available to the cognitive psychophysiologist. Note that saving of
the single trids dlows the use of off-linefiltering of artifacts. This srategy preventsthe
loss of trials. Currently available procedures render obsolete any study in which a
substantial percentage of the datais rejected. In any event, even when just the average
ERPs are retained, the andytical tasks are formidable. An extensve literature beyond the
scope of thisreport is concerned with these issues (see Coles et d., 1986, for areview).

Even though considerable sophidtication isinvested in the analysis of data obtained in
ERP experiments, the visud ingpection of the dataremains criticaly important. 1t would
be rare for astudy of ERPs to be published without avisud display of the waveforms.
The mere tabulation of measures and the associated Satistical tests would be considered
inadequate, as they do not dlow an evaduation of the qudity of recordings. In the pagt,
data were presented largdly in the form of plots of voltage changes as a function of time,
one plot for each eectrode site; this remains the moddity of choice. However, the
reduced cost of computing power and the increased sophitication of graphic display
devices triggered the emergence of displays that map the variations of the voltage over
the head at successve ingantsin time. These "brain maps' represent the changing pattern
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of activity a varying pointsin time in atwo-dimensiond and eesly visudizable display.
However, dl the mapping techniques discussed in this report, including brain mapping,
would greetly benefit from an effort to develop Statistical methods that can cope with this
complex data base.

26 BRAIN AND COGNITION: SOME NEW TECHNOLOGIES
NEUROMAGNETISM: THE MAGNETOENCEPHALOGRAM

Theterm neuromagnetism refers to the study of the magnetic fields that accompany the
flow of ionic currents ingde neurons, as opposed to the flow of current within the overal
volume of the crania contents. Neuromagnetic methods are employed in the study of
extracranid magnetic fidds. By anaogy with eectroencepha ography, which involves
the study of eectrica potential differences between el ectrodes attached to the scalp,
magnetoencephal ography (MEG) is now the standard term used to refer to the study of
the brain's varying magnetic fied. In addition, by analogy with ERPs, extracranid
magnetic fidds thet are time-locked to physical stimuli (eg., changesin visua patterns,
noise bursts) are referred to as event-relaed fields (ERFS). Asin the study of evoked
potentids, it is customary to distinguish between steady states and transient responses,
except that the measures used are time-varying amplitudes of neuromagnetic fields rather
than of voltages.

Background of Resear ch Findings

The firgt systematic studies of neuromagnetism gppeared in 1975. At fird, they took the
form of demongtrating that it was possible to detect visualy evoked fields. These were
rapidly followed by the demondiration that fields also could be evoked by auditory and
somatosensory stimuli, and that fields systematically preceded the occurrence of smple
motor acts. In 1975, asingularly interesting finding was reported: it was found thet the
amplitude of the field associated with stimulation of the little finger hed a different
distribution on the scalp than that associated with simulation of the thumb (Brenner,
Williamson, and Kaufman, 1975). Thisled dmost immediately to the notion that the
mapped field could be compared with that which would be produced by an equivalent
current dipole source, and the source could be located within the three-dimensonal
volume of the brain.

The magnetic fidd is associated with the intracellular currents of a limited population of
neurons in the brain. The field produced by these neurons is essentialy indistinguishable
from that which would be produced by an arbitrarily smal segment of current. Thissmall
segment is commonly referred to as a current dipole.

Various groups began to use this gpproach, which entailed taking sequentid
measurements from many places on the head. Since the
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only available instrument at that time incorporated a Sngle superconducting quantum
interference device (SQUID) and sensing coil, the task proved to be very laborious and
subject to errors in positioning the sensing coil over the head. It quickly became apparent
that multiple sensors would be necessary to redize the full potentia of the technique. The
main advantage of magnetic recording is that, usng aminimum number of assumptions,

it is possible to determine the three-dimensiond location, geometric orientation, and
strength of equivalent current dipole sources. This advantage makes it possible to
distinguish between changesin fidld intendity due to a change in amount of neura

activity resulting from an experimental manipulation and changes in source location and
orientation. Multiple sensors are needed for this purpose.

The group at the Helsinki Technological University was the first to congtruct a
multichannd system. Thisincluded four SQUIDs and four sensing coils. Owing to a
specific feature of the Finnish design, one of the four channds was never used in the
many useful experiments conducted by that group (Hari et d., 1982, 1984); their system
was functiondly athree-channel system.

At about the same time, the group a New Y ork University collaborated with the SH.E.
Corp. of San Diego (now Biomagnetic Technologies, Inc.) in designing and developing a
five-channd system that incorporated the newer and more sensitive dc SQUIDs.
Actudly, nine SQUIDs were used: five were used for sensing the brain's field; three were
used for monitoring the field in the , y, and z axes; and one was used for monitoring the
spatid gradient of the field along the z axis of the dewar. In effect, these channels were
used to monitor the ambient fidd. Their gains were empiricdly adjusted and their outputs
subtracted from those of the Sgna channels to reduce the effect of this ambient noise.
Thiswas the first system to employ eectronic noise cancellation techniques. It was
introduced into the laboratory in 1983 and proved extremdly effective, evenin the
absence of shidding, in making measurements more quickly and accurately than was
possible previoudy.

Based on their experience in condructing afive-channe system, Biomagnetic
Technologies, Inc., went on to develop asmilar seven-channd system. Such sysems are
now ingdled a New York University, the Nationd Ingtitutes of Hedlth, Vanderbilt
Univergty, the Scripps Clinic in La Jolla, the Los Alamos Nationa Laboratory, the Free
Universty in West Berlin, the University of Texas School of Medicinein Galveston, and
a Henry Ford Hospita in Detroit and
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in other [aboratories in Europe. In some cases two such insruments are present in the
same laboratory, thus providing atota of 14 sensng channels for concurrent use. CTF, a
Vancouver based company, manufactured a single-channd system that isin use a Simon
Frazer University and a the University of Wiscondn. It should be noted that only three
laboratories are devoting a substantial effort to the study of cognitive processes, the rest
focusing on dinicd problems.

Likelihood That Progress Will Be Made

All thisferment in the development of the technology of neuromagnetiam is undoubtedly
related to the very strong claims made on its behdf. The strongest of these clamsis
related to the presumption that the extracellular volume currents that underlie the EEC
and the ERP do not contribute subgtantialy to the magnetic field. Furthermore, the
neuromagnetic and eectrica methods yidd different and complementary results. Since
the digribution of intracranid volume currents is strongly influenced by features of the
skull such asthe orbits of the eyes, the sutures in the skull, and other anisotropies of
conductivity, source localization using simple concentric sphere models should be subject
to consderable error. If it istrue that these same conditions have little effect on the
extracranid magnetic fidd, then reaively smple models of the head should permit
excellent source locdization. One strong clam isthat it is possble to locate intracrania
sources of neuromagnetic fidds with a precison that is not possible when usng Ssmilar
electrica measurements. To the extent that investigators find it important that activity of
particular portions of the brain be identified with processes underlying cognition, this
attribute of neuromagnetism may be of great vaue. There are empirica basesfor this
grong clam that we review below.

One of the more impressve experiments, demongrating the ability of neuromagnetic
methods to resolve sources, described the tonotopic organization of a portion of the
human auditory cortex (Romani, Williamson, and Kaufman, 1982). Tone stimuli of
different frequencies were modulated by a 32 Hz sinusoid. The steady-state evoked field
a the frequency of the modulating snusoid was measured a many places on the Sde of
the head. All the carrier frequencies were presented at each position of the single-channd
sensor; the sensor was then moved and the responses measured again at another position.
After the experiment was completed, al the averaged responses associated with each
carrier frequency were collected and
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used to generate isofield contour plots. These plots reveded avery precise linear
relationship between distance dong the cortex and the logarithm of the frequency of the
carier. Thislog-linear reation-ship proved that an equal number of neurons was
dedicated to each octave of the acoustic spectrum that was studied. Furthermore, the
"sources' responding to each of the carrier frequencies were as close as 2 mm to each
other. In addition, the current dipole moment that would produce the measured fields was
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consstent with that which would be produced if as few as 10,000 neurons contributed to
it.

Using the methods described previoudy, other studies describe results that are dmogt as
spectacular. For example, Hari et d. (1982) showed that the magnetic counterpart to ERP
component N100, icited by auditory stimuli, has at least one mgor source in the
auditory cortex itsdf. Pellizone et al. (1985) demongtrated that the sources of N100 and
P200 have spatialy separated sources in auditory cortex. Hoke et d. (1988) demonstrated
that there are multiple sources for N100, and these are tonotopicaly organized just asis
the different region of auditory cortex studied by Romani et d. (1982). Okada, Kaufman,
and Williamson (1982) resolved separate sources along the somatosensory cortex
representing the little finger, index finger, thumb, and ankle. Hari et d. (1984)
demonstrated the existence of a secondary somatosensory cortex in humans. Such
findings lend credence to the strong claim that the skull and other tissues are essentialy
trangparent to magnetic fields a the frequencies of interest, and measuring these fidds
avoids some of the problems associated with effects of conductivity differences on the
flow of volume currents.

Although empirica data such as these are impressive, they do not provide a direct
vaidation of the strong claim regarding source locdization. Thisissue has been

addressed in afew cases. Barth et d. (1986) placed a physica current dipole inside the
skull of acadaver filled with a conducting gdl. Using various modes of the skull, he
predicted the field pattern that would be observed at the surface of the skull. The error of
computed source position, as determined from X-rays of the skull, was on the order of 2
or 3 mm for sources 2-3 cm deep, but grew to as much as 8 mm for sources as deep as 5
cm. The error was grestest in the tempord region, and least in the more spherical
occipita region. (These errors could easily be reduced by using a more appropriate
modd, e.g., one using asphere that best fitsthe locd interior curvature of the skull, or
perhaps amode using the actua skull shape.) Impressive results concerning the field
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distribution were obtained when the skull was dtered. In one case, alarge aperture was
cut into the skull. Thiswould dragticdly dter the distribution of volume currents.
However, the observed field pattern was essentidly undtered. The same was true when
the aperture was filled with a balloon having a very different conductivity compared with
the conducting gd. Such insengtivity to radica changesin the distribution of volume
currents is rather strong evidence that the clams are vaid.

Thisevidenceis adso consstent with excellent results reported by Chapman (1983), Ricci
et d. (1985), and Barth et d. (1984, 1986) in locating epileptic foci. In some cases these
were |located at positions that corresponded rather precisaly to the centers of gravity of
tumors that could be visudized by means of CT (X-ray computed tomography) scans. In
other cases, surgical verification of location was provided by the finding of millimeter-
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sized tumors at about the positions at which field mapping indicated they should be. It
may aso be worth noting that MRI (magnetic resonance imaging) scans of one of the
subjects used in the experiment by Romani et a. (1982) reveded that the source of
activity evoked by acoustic stimuli was degp within and on the floor of the lateral sulcus.
Findly, Okada and Nicholson (1988; see dso Okada, Lauritzen, and Nicholson, 1987),
using theturtle brain in vitro, located 1 cubic mm of active tissue with an accuracy of 1
mm, from field measurements made at a distance of 2 cm, despite the presence of
widespread volume currents in the conducting solution in which the turtle brain was
immersed.

By contrast with the extensve ERP and EEC literatures, investigation of the ERF and of
the MEG asit relates to cognitive processes has a short history. One contribution of some
importance is the study of the effect of selective attention on the amplitude of the
magnetic N100 (Curtis, Kaufman, and Williamson, 1988).

It iswell established that the amplitude of the auditory ERP ranging from about 40 msec
to more than 200 msec after simulation is enhanced by attending to the imulus. This
time interva includes the classc N100 and P200 components of the ERP. The extensve
literature in this areais reviewed by Naatanen and Picton (1987), who consider the work
of Hillyard and his colleagues in some detall. It is generdly agreed by these authors that a
low-frequency negative component that overlgps the N100 in time, sometimes referred to
asthe negativity difference wave, is aso affected by attending. In fact, it has been
suggested that the change in amplitude of the N100 with attention may be largely dueto a
shift in amplitude of other
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components, including but not limited to the negativity difference wave, that overlgp the
N2100 in time. Naatanen and Picton present evidence suggesting thet there are as many as
sx different components, each with a source in a different portion of the brain, that
contribute to the attention effect, and that the source of the N100 apparently lying in or
near auditory cortex may actudly contribute little to it. Even o, the fact that the effect of
selective atending may be displayed as early as 40 msec after stimulus presentation is
taken by Hillyard as being consstent with the early filter mode of attention proposed by
Treisman (1969).

The experiment by Curtis et a. (1988) employed a dichatic ligening paradigm smilar in
many respects to that of Hillyard and colleagues. The outputs of the neuromagnetometer
were bandpassed between 1 and 40 Hz so that the low frequencies that contribute to the
negativity difference wave could not contribute to any effect of attention on the magnetic
counterparts of the N100 and the P200. Despite this, the amplitudes of these components
when the stimuli were attended to were amost twice that of the same components when
the stimuli were ignored. Futhermore, there was no sgn of activity from any other
sources such asthe fronta [obes. The equivaent current dipole sources of the magnetic
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N2100 and P200 were located in or near the auditory cortex. Since the region of the brain
from which the magnetic N100 appears to emanate is tonotopicaly organized (Hoke et
a., 1988), it appears that attention serves to modulate the activity of small populations of
neurons early in the processing chain. However, since the effects of attention were
observed in averaged responsss, it is conceivable that efferents from later stages of
processing provide feedback after the first few stimulus presentations, and these efferents
affect the response magnitude of neurons at the sources of the N100. Therefore, we
cannot rule out either afilter a alater tage of processng (asin the theory of Deutsch
and Deutsch, 1963) or some other process similar to that described by Neisser (1967) or
by Hochberg (1968). Clearly, experiments should be conducted to determine whether
other later stages of processing are part of afeedback loop. The conduct of such
experiments will depend on the use of large arrays of sensors, as they will be required for
monitoring brain activity from many different places & the sametime,

It has been shown experimentaly that it is possible to detect a magnetic counterpart to a
negativity difference wave in auditory

31
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responses to novel stimuli. Thiswave is probably related to the negetivity that was
described by Hillyard et d. (1973), and its magnetic counterpart appears also to have its
source hear auditory cortex.

Still another contribution of ERF studies is the first report that the equivaent current
dipole source of the P300 isin or near the hippocampa formation (Okada, Kaufman, and
Williamson, 1982). Thisfinding is condstent with data obtained using indwelling
electrodes in epileptics. But dectrica sudiesin which patients having unilaterd tempord
|obectomies show no shift in the digtribution of the P300, and studiesinvolving animd
modds show results that in some cases are incongstent with this interpretation and
consgtent with those of other studies (e.g., Buchwald, 1987). These inconsistencies
remain to be resolved.

The literature concerning the relaionship between neuromagnetism and cognition is quite
dender. As gated earlier, until now the main focus of basic research has been on sensory
processes. There are currently severd mgjor efforts getting under way that are designed
to test the usefulness of neuromagnetism in medica practice, and three laboratories are
currently investigating neural processes involved in cognitive processes. Publications
should be imminent.

While little has been accomplished in directly contributing to cognitive neuroscience, it is
clear that the necessary foundations for future progress have been laid. The emergence of
multiple sensor neuromagnetometers and of theory and dgorithmsthat dlow the
processing of data from many such channelsis particularly important. It hasled to a
growing awareness that source locdization and resolution are possible only when an
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adequate number of sensorsis used, whether these be magnetic field sensors or
electrodes. At the present time it is possible to study the activity of limited regions of the
brain and how this activity is affected by factors such as cognitive load or changesin
perception. It seems likely that many studies will employ the paradigms aready used
with so much success in ERP research in an effort to determine which parts of the brain
are actudly involved. This modest gpproach promisesto be useful in that it will enable
ERP researchers to determine if a given component they observe is atributable to asingle
source or to severa widdly separated sources whose activity overlgpsin time. Such
effortswill undoubtedly sharpen the skills of workers in neuromagnetism, and they will
ultimately result in branching out to develop paradigms that are uniquely suited to their
own methodology.

RESEARCH FINDINGS 33
Opportunitiesfor Basic and Applied Research

Severd problems associated with the interpretation of ERP results can now be addressed.
These include deciding whether the N100 and P200 are attributable to multiple sources
and the degree to which the variance in the electrica P300 can be accounted for by
changesin the magnetic P300. Such studies will require thejoint use of ERP and ERF
techniques. The urgent need for concurrent recording of dectrical and magnetic data
cannot be overdtated. Unless precise and quantitative procedures are employed, it will not
be possible to determine the degree to which one of these measurement modalities
reveds information that cannot be obtained by means of the other moddlity.

Among the most promising future devel opmentsis the advent of truly large arrays of
neuromagnetic sensors. The study of correlated activity among dl of these sensors will
make it possible to examine the waxing and waning of activity of multiple sourcesin the
spontaneous MEG and aso when specific event-related tasks are performed. The
complex chains of events occurring & many places within the brain during high-leve
tasks, e.g., retrieving memories, engaging in speech production, perceiving stereoscopic
depth, etc., are very difficult to study with exigting instruments. Current topographica
EEC gtudies are essentidly two dimensiond, and the locations of the sources of the
potentials cannot be estimated accurately, even with the use of 30 to 60 electrodes. The
promise of this approach can best be redlized using large arrays of sensors and andytica
tools that will reved the changes that occur over time in brain activity within athree
dimensiond volume. In principle, thereis no technica reason why this cannot be
achieved, especidly if complementary technologies are brought to bear on the problem of
how to congtrain solutions to the inverse problem, discussed in Chapter 4.

Aswe have dready stressed, there are some inherent ambiguitiesin interpreting
neuromagnetic measures. It is not known whether thereis aflow of current in opposed
directions a the same time in many portions of the cortex. If thisis a Sgnificant
occurrence, then it leaves us with an gpparently weak response athough the underlying
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activity isin fact very strong. Anima models and methods of current source density
andydis applied to their exposed brains should help to darify thisissue. So too would
correlated brain imaging studies (see the next section). These, however, should not be
mere replications of experiments across different populations of subjects; they should
involve the same subjects and the experimenters should have the
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broad biophysica skills needed to interpret such data. In this same connection, it may be
indructive to conduct sudiesinvolving dlinical populations, including petients with split
brains, so that it becomes rdatively easy to isolate anatomicaly symmetrical regions
from each other. Thus, the use of both eectrical and magnetic measuresin split brain
patients (and of the many techniques developed to study such patients) can lead to very
suggedtive results.

IMAGING TECHNIQUESI:
POSITRON EMISSION TOMOGRAPHY

Pogitron emission tomography (PET) is a nuclear medicine technique that produces an
image of the didribution of a previoudy administered radioactively labeled compound in
any desired section of the body (Raichle, 1983). Radioactive labeling is the chemica
synthesis of a compound in which one of the aomsis radioactive. PET images ae highly
faithful representations of the spatia distribution of these radioactively labeed
compounds at selected planes through the tissue. These images reflect the behavior of the
particular compound that has been labeled. A wide variety of compounds have been
labeled permitting measurements of loca blood flow, metabolism, and chemidry.

Background of Resear ch Findings

Using 18F-labded fluoro-deoxyglucose, PET investigators (Phelps et d., 1979; Relvich
et a., 1979) quickly adapted the successful deoxyglucose autoradiographic technique
(Sokoloff et d., 1977) for measuring loca brain glucose metabolism. PET tended to
become synonymous with deoxyglucose measurements of loca brain glucose metabolism
in humans. Many attractive, color-coded images of norma aswell as diseased human
brains at work soon gppeared in the scientific literature, at scientific meetings, and even
in the media What escaped the notice of many was that PET employs avariety of
quantitative tracer techniques. Each of these techniques uses a different mathematica
model and a different radio-labeled compound. These techniques can now be used to
make measurements of many different variables, such aslocal blood flow (Raichleet d.,
1983), blood volume (Martin, Powers, and Raichle, 1987), oxygen consumption (Mintun
et a., 1984), pH (Brooks et d., 1984), permeability (Herscovitch et a., 1987), receptor
binding (Perlmutter et d.,
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1986) and transmitter metabolism (Garnett, Firnau, and Nahmias, 1983). It can be
anticipated that additiona PET techniques will be developed in response to new and
important biologicd questions thet judtify the time (often 2 to 5 years) and expense
required to develop the relevant radio-pharmaceuticals and tracer Strategy.

Likelihood That Progress Will Be Made

The capacity of PET to contribute to a better understanding of brain function has been
demongtrated. Abundant evidence indicates that functiond activity, such as somaesthess,
audition, movements of al types, vision, and language, cause siriking changesin locd
brain blood flow and glucose uptake, which can be quite dramaticaly demondtrated with
PET (Raichle, 1987). Analysis of such images has progressed from smple quditative,
uncontrolled demongirations of anticipated changes to more sophigticated studies using
rigoroudy controlled experimenta paradigms and precise anaytica techniques (Petersen
et al., 1988).

In the studies by Petersen et . the objective was to use PET measurements of blood flow
to locate the regions of the human cerebral cortex concerned with the e ementary menta
operations of visud and auditory word processing. Four behaviord conditions formed a
three-level subtractive hierarchy: passvely viewing a cross hairs on atelevison monitor;
passively viewing or hearing single words at one per second; repesating the words; and
generating a use for the words. Each task state was assumed to add a single process to
those of its subordinate control state. Direct evidence to support this assumption isin
press (Petersen et a., 1988). Because of the short measurement time and the repestability
of the measurement, al tasks were performed by each subject in the study. The first-leve
comparison, the presentation of single words without a lexical task, was compared with
visud fixation without word presentation. No motor output nor volitional lexica

processing was required in this task; rather smple sensory input and involuntary word-
form processing were targeted by this subtraction. In the second-leve comparison,
gpeaking each presented word was compared with word presentation without speech.
Areasinvolved in output coding and motor control were targeted by this comparison. In
the third-level comparison, saying a use for each presented word (e.g., if "cake" was
presented, to say "eat"), was compared with spesking presented
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words. This comparison targeted areas involved in the task of semantic processing (verb-
noun association) as distinguished from speech, sensory input, and involuntary word-
form processing.

Images were analyzed by paired intrasubject subtraction. Task-state minus control-state
subtractions created images of the regiona blood flow changes associated with the
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operations of each cognitive level. Intersubject averaging was used to increase the signal-
to-noiseratio of these subtracted images.

The results of this complex study provide evidence for multiple, pardld routes between
localized sensory- pecific, phonologicd, articulatory, and semantic coding areas. More
important, this study may be a prime example of what is required to make effective use of
PET in cognitive psychophysology. The study combined sate-of-the-art PET techniques
with sophidticated stimulation paradigms; it arose from close collaboration anong
investigators with expertise in PET, human neurobiology, and cognitive

neuropsychology. The study seemsto provide unique new indghts into the functiona
anatomy of perception, motor control, and language.

It should be clear from the above materid that PET will play asgnificant rolein
understanding the function of the human brain.

Opportunitiesfor Basic and Applied Research

It may be argued by some that despite the developments described in thisreport, it is
virtudly impossible for PET to reved the underlying neuronal events participating in
such changes (e.g., blood flow and volume or transmitter metabolism), and hence it can
contribute little to our understanding of how the brain works. However, it seemsfair to
assume that once PET has safdy identified a specific area of norma human or primate
cortex involved in awedll-defined type of information processing (atask it is uniquely
equipped to do), other neurobiologica techniques can be brought to bear on the exact
nature of the process. Complementary interaction of this type between cognitive
psychophysiology and neurobiology can serve to further our understanding of the human
brain.

IMAGING TECHNIQUESII:
MAGNETIC RESONANCE IMAGING

Magnetic resonance imaging (MRI) is basaed on the fact that some atomic nucle act like
tiny bar magnets when placed in amagnetic
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field. When they are digned in amagnetic fid they can be excited in controlled ways by
irradiation with radio frequency energy. During recovery from such manipulations, these
tiny bar magnets or dipoles emit radio frequency sgnds that contain agreat ded of
information about their chemica environment. Depending on the strength of such sgndls,
images of sections of the body can be obtained with this technique. From such images
one can obtain quantitiative information about tissue biochemigtry, acidity, and
metabolism as well as anatomy.
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Background of Resear ch Findings

Abundant evidence now supports the use of proton MRI in clinica medicineasan

excdlent way to obtain anatomica information of the human brain in vivo. In many

respects, the images are superior to those produced by X-ray computed tomography (CT).
The primary contribution of proton MRI to neurobiology will be smilar to that of CT,
providing accurate information for correlations between specific lesions and the Sgns and
symptoms of illness.

Many nucle other than hydrogen can be studied with MRI. Of the biologically important
ones, 3*P, 2Na, and 3C have received the most atention. In arecent review of in vivo
gpectroscopy techniques (now often referred to as MRS or magnetic resonance
spectroscopy) using these nuclel, Prichard and Schulman (1986) have provided exciting
new data from an increasing number of studies showing that it isfeasible to measure
bran ATP, PCr, A, and intracellular pH in vivo with phosphorous MRI. Using refined
techniques for the hydrogen nuclei, it is possible to measure brain lactate concentrations
in humans and avariety of amino acidsin animals. Techniques Hill under development
with *C MRI suggest that it may be possible to monitor a number of specific
biochemical reactionsin vivo with MRI spectroscopy.

Likelihood That Progress Will Be Made and
Opportunitiesfor Research

MRI has played arole dmost identicd to that of X-ray computed tomography in
providing ever more refined anatomica images of the living human brain. This permits
detailed clinica-anatomica correlations. Because of itslack of temporal resolution,
however, MRI will not replace PET in the area of functiond brain mapping.
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Because of the exquisite anatomical detail provided by MRI proton images, this
technique will probably become the technique of choice for detalled clinica-anatomica
corrations. In addition, one can anticipate that MRI proton images will aso be used to
anatomically congrain PET images with their somewhat poorer anatomica resolution.
Thus, brain edges and ventricles can be identified and radioactive counting data blurred
into these regions on PET moved back into the brain. Such interaction will require PET
and MRI scansin each subject with proper dignment of the planes of section. Thiswill
be both expensive and time-consuming; however, at least in selected cases (e.g., cases of
aging and dementia with brain atrophy), such an interaction will be essentid. More
speculative will be the use of MRI to further congtrain PET data by defining gray-white
matter differences.

COGNITIVE CONSEQUENCES OF BRAIN DAMAGE
OR ALTERATIONS
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This gpproach dlows for indghts into the functioning of the norma human brain.
Disociations, disabilities, and other phenomenainstruct the student of cognition at two
levels. Firdt, sudies on brain-damaged patients are suggestive of the functiond
architecture of cognition. Second, with the advent of new brain imaging techniques, these
same studies can a0 be suggestive of the brain areas involved with particular functions.
Thisistrue not only for cases of hemispheric discomnection but aso for the correct
characterization of patients with focal brain damage (Jouandet et d., 1987, 1988).

Background of Resear ch Findings

There are two main views on how brain-damaged patients can be used to sudy cognitive
processes. The first assumes that psychological processes are locdlized in discrete brain
aress and that damage to these areas will provoke discrete psychological disturbances. In
terms of the doctrine of modularity in cognitive science, the gpproach hopes to identify
brain areas that subserve particular functions as specified in perceptuad and cognitive
modds. With the proliferation of models that become more complex in terms of the
processes and subprocesses that are active in perceptua and cognitive processes, the hope
has been that new and better brain imaging techniques will asss in afiner-grained
identification of the brain areasinvolved in
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cognitive and perceptud activities. This pogition has traditionaly not entertained the
view that foca brain damage may reved deficitsthat are part of alarger process. It has
maintained that discrete deficits following prescribed lesions are managed by the brain
gtein question. This limitation has given rise to an dternative view of how to gain
knowledge about cognition from "broken brains.”

The second view holds that, since psychologica or cognitive processes are widdly
digtributed throughout neural networks, both focal and diffuse brain damage can reved
clues only to the functiond structure of cognitive processes; direct cluesto brain
correlates of cognitive processes are not revealed. Theidea hereisthat cognitive
processes are generated by interactions of neural systems that are widely distributed in
the brain, and that damage to one area affects other areas. This makesit difficult to
ascertain which brain area actualy controls a particular function. Y et whet is learned, by
deduction, is how the cognitive system is structured given how it worksin physicd

disrepair.

The brain lesion gpproach has yielded some of the most semina and basic observationsto
date about brain function. In anima research, many of the mgor functiona areas of the
brain have been described (Mishkin, 1982). In humans, the clinica cases have offered
mgor indghts into the mechanisms of memory (Milner, 1970; Squire, 1987), perception
(Weiskrantz et d., 1974; Holtzman, 1984), attention (Hillyard and Picton, 1987),
language (Zurif and Caramazza, 1976), and cerebrd lateral specidization (Gazzaniga and
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Sperry, 1967), to mention afew aress. It was the work on humans, for example, that first
implicated the hippocampus in memory mechanisms and gave the first physicd evidence
that the distinctions between short- and long-term memory were useful for both the brain
and psychologica sciences. Recent work by Posner has underlined how attentiona
processes, viewed through cases of brain damage, can be thought of as working
independently of other mental structures and yet contributing to most of them. Work on
gphasia has made important distinctions about the structure of language, suggesting that
different brain areas contribute to syntax as opposed to semantics. The split-brain work
that emphasizes the separate capacities of each haf brain has now shown how dominant
the left brain is for most computationd skills, including thinking (Gazzaniga, 1985),
imagery (Kossdyn et d., 1985), and belief generation (Gazzaniga, 1985). Findly, work on
perceptua processes has continued to identify discrete
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brain areas associated with particular properties of the visual system such as color and
motion detection.

Likelihood That Progress Will Be Made

In the continuing effort to bring greater and greeter specificity to structure-function
corrdates, sudying the partidly disconnected human brain has been illuminating. Now,
using MRI in cases of inadvertent sparing, during brain surgery, of the mgor fiber
pathway in the brain (the corpus callosum), it has been possible to make an exact
identification of what the smdl and discrete fiber systems tranamit thet is of

psychologica interest (Gazzaniga et ., 1985). Using this gpproach, the high degree of
specificity of thisfiber syslem for perceptud and cognitive functionsis now being
demonstrated. The use of MRI for categorizing cortical brain lesonsis just beginning (as
noted in the previous section).

The locdization of function in the human brain has been one of the greet classcd themes
in neurology snce a leest the time of Paul Broca (1861). Since then, many authors have
attempted to correlate various sensory, motor, language, and other higher associationa
functions to various cortical structures. These results have helped to ddineate the
functiond territories of the human cerebrd cortex (Jackson, 1864; Gudden, 1870; Fritsch
and Hitzig, 1870; Wernicke, 1864; Dusser de Barrenne, 1916; Cushing, 1932; Gazzaniga
and Sperry, 1967).

Today, many workersin this fiedd seem uncomfortable with the functiond maps of the
human cortex as they now stand: these maps gppear insufficiently differentiated, whereas
more accurate maps would reved highly speciaized functiond processes correlated to
highly circumscribed zonesin the corticd mantle,
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Over the lagt century, there have been three major obstacles to the development of more
highly differentiated functionad maps of the human cortex. Firg, the field of experimenta
cognitive psychology has had to grow in sophistication; it has and no longer poses an
obstacle. But cognitive dysfunction gtill had to be correlated with some locaized cortica
damage. Thiswas difficult to do in the days before CT and MRI; then it was necessary
ether to do a craniotomy or to wait for the final pathology report in order to locdlize a
cortica lesion independently of signs and symptoms. The development of CT and MRI,
which precisely and immediately identify the anatomical locations and extents of
intracerebra lesions, has removed this mgor
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obstacle. MRI, for example, has dready alowed for the identification of discrete calosal
fiber sysems with their functiond role specified (Gazzaniga et d., 1985; Gazzaniga,
19883, 1988b). There remains, however, the problem of obtaining accurate maps of the
human cortex, especidly when one consders the incredible variation that exigtsin the
patterning of the gyri and sulci, a pattern apparently as diverse as are fingerprintsin the
population.

It remains unclear to what extent aleson in agiven gyrusin one individud is

functionaly comparable to asmilarly placed lesion in the same gyrusin another
individua. The degree to which the functiond fields are Smilarly distributed across
individuass, the randomness with which secondary and tertiary sulca folds postion
themselves during the growth of the cortex in late prenatal development, and the
randomness with which various subzones of the functiona fields are either entrapped
within the sulca walls or exposed on the gyrd crests fill remain to be determined. These
questions might be gpproachable given techniques dlowing us to look beyond the sulci to
examine the full expanse of the cortica mantle.

Opportunitiesfor Basic and Applied Research

The next generation of cortical maps should dlow identification of landmarks both on the
surface of the gyri and within the depths of the sulci, permitting messurement of the
dimensions of cortical areas and lesons and clarifying the relations of damaged zonesto
surrounding cortical regions. Two kinds of cortica flat map techniques, sraight line (SL)
maps and contour (Ct) maps have emerged in the literature in the last severd years. Until
recently, these techniques have been applied only to studies of redtricted cortica regions
in nonhuman primates and cats. Each technique has asits god the unfolding of the
rounded, three-dimensiona cerebra cortex into amap having the geometry of atable top,
and each hasiits respective advantages and disadvantages.

The mgjor god of some new studies has been to demondirate that straight-line two-

dimensiond (SL2D) flat maps can be constructed to represent extensive aress of the
human cortex (Jouandet et a., 1987, in press). These studies chose not merely to open a
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restricted area of cortex, but undertook the most chalenging test possible: the full
unfolding of the entire human cerebrd cortex. While MRI renders the human cortex
immediately accessble, it remains very difficult
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to appreciate the dimension and relation of a cortical lesion vis-a-vis other cortica
landmarks, when portions of the lesion and the landmarks are distributed over severd
individud brain dice images. SL.2D maps take the next step in organizing the data. They
open and unfold the cortex, smplify neocortica geometry, preserve the richness of its
complexity, and fully represent the corticd territoriesin a manner providing the only
adequate sructura foundation on which functiond information may, in the future, be
interfaced in the congtruction of highly differentiated correlative maps. The promise of
this new technique isthat once users familiarize themsalves with it, they will be ableto
see beyond the sulci and behold alandscape rich in previoudy obscured informeation and

posshilities.

Bringing grester Specificity to brain areas involved in cognition is the task of many
enterprises, including the imaging techniques reviewed in the previous section. It isat
this junction that the separate technologies begin to converge on common problems.
Within the context of traditiona neuropsychology, MRI combined with flat mapping of
the cortica mantle will begin to provide the kind of greater specificity caled for by
modern cognitive theories.

The discusson in this section is not intended to convey theimpresson that dl that is
needed to understand human brain function are more detailed road maps of the human
brain, particularly of the neocortex. The mapping techniques are discussed only as
another technologica accomplishment with implications for research on human brain
processes and functions. It may well be the case that even the most up-todate mapping
will not provide a complete understanding of the dynamic patterns of activity in cortica
neura processing. These ongoing patterns are the neurochemica bases for the observed
pladticity of human behavior as manifested in development and change thoughout the
lifespan. Of particular interest is the transmission of nerve impulses and those processes
associated with the ability of neurons to produce and rel ease neurotranamitters (Iverson,
1979). Further research may address such questions as "Which neurotransmitters
moderate or enhance which cognitive functions?' (See Lerner, 1984, for a theoretica
discussion of these issues)

4
Four New Technologies:
Critical Problems
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In this chapter we discuss some critica problems that must be resolved if the
technologies are to contribute to the further development of cognitive science and its
gpplications. Following some additiona background on each technology, key problems
with each technology are discussed. Among the six problems highlighted with respect to
event-related brain potentids are definition and measurement issues, alack of integration
with the broader field of neuroscience, and undevel oped methodologies for field or
clinica research. With regard to neuromagnetism, such problems as secondary sources,
magneticaly slent sources, and the inverse problem are discussed. Pogitron emission
tomography presents such problems as the precise location of physiologica processes,
gpatial and tempord discriminations, appropriate statistica analys's of the data, and risks
to participants produced by the imaging technique. And tudies of the effects of brain
damage have been limited by problems of extrgpolating from anima to human work.
Moreover, in human studies, there has been alack of understanding of the implications of
effects of lesons for information processing.

EVENT-RELATED BRAIN POTENTIALS

Psychophysiology isadiscipline that capitalizes on the fact that it is possble to measure
the activity of bodily sysems while people engage in avariety of cognitive and affect-
producing tasks. The psychophysiologist's god may be the understanding of the ways of
the mind or the understanding of the ways of the brain. However,
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in both cases the psychophysiologist is building on the variation of the bodily sysems
measured and the circumstances of the measurement. The latter isthe crucia point.
Whether recording heart rate, evoked potentias, or metabalic activity in the brain, oneis
subject to the same basic condraint: the measurements are interpretable only within the
context of the control that has been exercised over the subject’s information-processing
activities. One must guard againgt seduction by technologica marvels, a seduction that
often leads one to violate some of the basic tenets of psychophysiologica research.

The precison and resolution with which the bodily systems are measured do not
guarantee the quality of the study. One must devote an equal degree of care to the control
of the experimenta Stuation. Thus, if an investigator reports arelaionship of

"preparatory processes' to the amplitude of ERPS, or to the uptake of radioactive materia
by brain tissue, it isimperative that the preparatory processes be defined and measured
with the same precision and care that is invested in the physiological measurements. The
vaiation in the psychophysiologica measurements (dependent variables) is of interest
only if it can be related to the variations in task demands controlled by the experimenter
(the independent variables). Often, naither type of varidble iswell defined in studies that
search for relationships between them. Even if the dependent psychophysiological
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variables are measured with great precison, a careless definition of the independent task
variables renders the experiment inadequate.

An investigator may, for example, employ a PET scan and publish results of examining
the metabolism in different parts of the brain when people are asked to "think" compared
with the metabolism when they are asked not to "think." The results gppear exciting,
especidly asthey are presented in color pictures that have anatomical reference.
However, theresults are largely uninterpretable because the putative independent
variable, thinking versus nonthinking, is so poorly defined. Thereis so much that can
differ between the two experimenta conditionsthat it is quite inappropriate to clam that
the study pertains to the relationship between thinking and metabalic rate. This error is
not unique, of course, to PET studies. It has been committed by the practitioners of

virtudly al types of psychophysiology.

Problems arise, of course, in the definition and measurement of the dependent
psychophysiologica varigbles aswell. We ligt here five of these difficulties, illustrated
within the context of the sudy of event-related activities.

42

CRITICAL PROBLEMS 45
Definition of Components

The definition of the dependent variables presents a chalenge to dl psychophysiologists.
Invirtualy every case the data are multidimensiona and the measurement requires some
method of selecting the features of the data to which the measurement will be applied.
Thisis true whether the data take the form of two-dimensgona maps or as multiple time
series. Thereis, for example, a continuing controversy in the literature regarding the
proper methods for defining an ERP component. Theissueis clearly centrd. If two
investigators purport to study the N200, it isimpertive that they both, in fact, sudy the
same component. That is, they must both use the same set of operations for extracting the
amplitude of the N200 from their data. If one investigation uses the statistical technique
known as principa component analysis and the other records the area under the curvein
the interval between 150 and 250 msec after the simulus, they may find themsalvesin
conflict that is not judtified by the data they were recording. Thereis at thistime no
consensud terminology and no systematic attempt to standardize measurement
procedures to ensure that components are equivaently defined in dl paradigms by al
subjects (Fabiani et al., in press).

Overlapping Components
The problem of specified componentsis aggravated by the fact that the measures taken a
any point in time reflect the activity of more than one process. For event response

potentials and evoked response fidlds it is common to expect that the measures taken at
any point in time represent the activity of more than one putative component. How to
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distinguish these components has been one of the more vexing problemsin
psychophysiology. Naatanen and Picton (1987), for example, suggested thet at least five
distinct components coexist in some form with the N100 in the same segment of the
epoch. However, a the same time, their review demondtrates that despite the complexity
it is possible, with the gppropriate techniques, to study some of these componentsin
isolation. The presence of multiple components conmplicates the interpretation of results.
The chdlenge presented by this problem has motivated a number of investigators to focus
attention on the refinement of both observationd and Statistical techniques.

46 BRAIN AND COGNITION: SOME NEW TECHNOLOGIES
Gapsin Neuroscience

We lack afull understanding of the generating sources of the various components of the
ERP. It is dso the case that we have insufficient understanding of the neurophysiologica
mechanisms underlying the phenomena observed in ERP research. It is generaly agreed
that we are observing the summed activity of synchronoudy activated neuronsin
ensembles whose fields are "open.” But whét is the actud role that these ensembles play
(Allison, Wood, and McCarthy, 1986).

The most serious difficulty associated with this gap in our knowledge is that we are never
quite sure how changes in the amplitude of the ERP should be interpreted. Donchin and
Coles (in press) comment on thisissue, in the context of a discussion of the P300. Their
remarks, as quoted below, apply to other components as well:

Thefirst assumption is the weakest link in our entire structure. It is that the amplitude of the P300isa
measure of the extent to which the processor manifested by the P300 is activated, or "utilized.” .. It must be
admitted, however, that we have no direct physiological evidence for this, or any other, interpretation of
changesin the amplitude of the P300. It is plausible to assume that the larger the potential the larger the
voltages generating the field which is being recorded and that this size is a measure of the activation of the
tissue from which we record. This, unfortunately, is not necessarily the case as Allison et al. (1986) point
out.

..For the time being, however, we must admit that the assumption is entertained primarily for its heuristic
value and its merit must be eval uated according to its utility as a guide for future research. It should be
noted, though, that the assumption does gain credence from the convergence of the very large number of
studies conducted under its umbrella.

Difficulties With Clinical Studies

Making sense of the psychophysiologicd literature is aformidable task. The number of
papers published annudly is very large. Unfortunately, the literature contains many poor
clinical papers, which are dl too often case reports. While they serve an important
function in the communication among clinicians, they are a poor source of data for
developing theoretica structures. The methodological rigor of these sudiesis poor and
the degree to which they are tied to the
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rest of the literature isinadequate. In part, this literature has been generated by the
successful development of diagnostic tools based on psychophysiological methods.
Instruments designed to serve well the needs of aclinician proliferate. These machines
are often used in research projects even though they are not aways designed with the
needs of the researcher in mind. Thus, for example, many sgnal averagers, well designed
for the diagnodtic clinic, do not provide any means for saving the data associated with
each trid in the test. They yidd data only in the form of averages obtained over
presentation of stimulus blocks. Thisis entirdly adequate, even desirable, when
conducting a diagnostic test, yet for many research projectsit is critica to sort the data
prior to averaging (e.g. to compare the ERP dicited when subjects erred or responded
correctly, or to compare ERPs dicited when subjects were fast with those dicited when
they were dow).

The Lack of a Normative Data Base

Asthis report shows, there is strong evidence supporting the assertion that
psychophysiologica measures can be used as tools in the study of cognitive function.
However, this assartion is correct largely within the context of the laboratory. That is, the
data serve well the needs of the theoretician who is trying to choose among models. It is
the case that the variance among individuas observed in psychophysiologicd sudiesis
auffidently smdl to dlow investigators to use smal groups of subjects. Asthe research
very often uses within-subject designs and is costly, investigators tend to use only 5-15
subjectsin any study. One consequence is that there are very few normative data bases
that indicate the expected pattern of recording in different nosologica, age, and gender
groups. This gap in knowledge is a serious impediment to the devel opment of
gpplications based on psychophysiologica techniques. There is a serious need to conduct
sudies that would develop, for a carefully chosen set of experimenta designs, a
comprehensive normative data base that would alow the determination of the extent of
variance in the measures that can be expected from various groups of individuas.

The technology of evert-related brain potentidsis quite Smilar to that of
neuromagnetism. Similarity dso exists with regard to fundamenta problems that underly
both methods. For example, the inverse problem discussed in the next section isaso
applicableto ERPs.

48 BRAIN AND COGNITION: SOME NEW TECHNOLOGIES

NEUROMAGNETISM: THE MAGNETOENCEPHALOGRAM
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Magnetic fidlds accompany dl moving dectrica charges, induding the ions that flow
ingde neurons. It iswidely accepted that the neuromagnetic fidd normd to
(perpendicular to) the scalp is due to intracdlular current flow and is not affected
sgnificantly by extracdlular volume currents. Although it is possible to detect the
magnetic field associated with action potentiads in isolated axons and nerve bundles
(Swinney and Wikswo, 1980), the field observed outside the head is due largely to the
flow of current in dendrites. Furthermore, the orientation of the path of the flowing
current must be tangentiad to the surface of the skull if an externd fidd radid to the scap
(emerging from or reentering the scalp) isto be detected. It isfor this reason that the
stronger sources of observed fidds are believed to lie within sulci of the cortex. Neurons
a gyri are predominantly norma in orientation relative to the scalp and would therefore
contribute less to the observed externd field.

The field associated with the flow of current in a single neuron would be too wesk to be
detected outside the scalp. In fact, it has been estimated that the Smultaneous activity of
about 10,000 neurons may result in a detectable fild externd to the scalp (Williamson
and Kaufman, in press). Some field strengths are consistent with sources composed of
10,000 to 30,000 neurons. Thisis commensurate with the population of a cortica
meacrocolumn.

One motivation for sudying neuromagnetic fields is that bone, cerebrospind fluids, and
other media are essentialy transparent to low-frequency magnetic fields. These
intervening tissues have radicdly different conductivities and therefore strongly affect the
intracranid digtribution of volume currents that underlie the EEG and the ERP. In
andyzing neuromagnetic data it is therefore possble to ignore radia variationsin
conductivity within the head in computing the location, orientation, and strength of the
underlying "source" of an observed fidd.

Six problems are discussed in this section.

Secondary Sour ces
Despite the dlam of an intracellular origin for observed extracranid fields, it is
theoreticdly possible for fields to arise from volume currents flowing at boundaries

between two regions of different conductivity, thus giving rise to "'secondary sources.”
These are likely to be associated with very weak fields and, if present, would be more
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likely to contaminate tangentia fields rather than fields that are normal to the scalp. The
effects on the radid field would be quite smal. Nevertheless, it isimportant to precisdy
determine the magnitudes of contributions of secondary sources since, if they are
sgnificant but unaccounted for, they may bias computations of source locations and
srengths.
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Magnetically Silent Sour ces

As mentioned earlier, sources tangentia to the surface of the skull are associated with
observable fidds, while so-cdlled radia sources do not contribute to the externd field.
Assuming that these radiad sources do not contribute significantly to the fidld externd to
the head, then many neuronsin cortical gyri may be undetectable by magnetic sensors. In
fact, Hari et d. (1982) found that the amplitude of the electrical N100 of the auditory
evoked potentia increases monotonicaly with interstimulus intervas (1S1s) up to 16 sec,
while the amplitude of the magnetic N100 does not increase with IS when it goes
beyond 8 sec. This was taken as evidence that radia (magneticaly slent) sources
contribute to the eectricad N100 and are responsible for the further increase in amplitude
with IS beyond 8 sec (see Naatanen and Picton, 1987). However, it should be noted that
the magnetic responses were al recorded from over only one hemisphere, while the
electrica responses were affected by sources in both hemispheres. Until it is
demondtrated experimentaly that the responses of the hemispheres are symmetricd at
different 1SS, it is not proven that sources that are essentidly slent magneticaly can be
detected dectricaly and that the behavior of these "dlent” sourcesis sgnificantly

different from that of nonglent magnetic sources. Thisis partly an empiricd problem,

and experiments are needed to cadt further light onto it.

The problem we have just described may aso be addressed in theoreticd terms by
amulating effects of different head shapes and source configurations on externd fields
predicted by physica law. Some efforts ong these lines suggest that this problem may
be of minor significance, but more work is needed.

Open Field and Closed Field Neurons

The classcal distinction between open field and closed field neurons, made orgindly by
Lorente de No, gppliesto magnetic fields
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just asit doesto eectrica potentias measured a a distance. Theoreticaly, closed fied
neurons are slent both magneticaly and dectricaly. Thisfollows from the observation
that their dendritic trees are symmetricd in three dimensions, and because of symmetry
there is no net field to be observed at a distance. Open field neurons have a preferred
average orientation, and this makes it possible for them to serve as sources for both
magnetic fields and dectrica potentids. It is desirable that we obtain some estimate of
the proportions of neurons that may be characterized as closed field and the places in the
brain where they are most numerous. It should be borne in mind, however, that
approximate three-dimensona morphologica symmetry does not suffice as a criterion
for classifying a neuron as dosed field. The pattern of current flowing in such neuronsis
the determining property, and we are not aware of data on how this pattern develops
within dendritic trees of neurons of different types. However, it is worth noting that
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gdlate cdls predominate in visua cortex and, despite the high degree of three-
dimensionad symmetry exhibited by their dendritic trees, they probably make a mgor
contribution to visua evoked responses. Therefore, the current paths within the dendrites
of these cells must have preferred orientations. This observation leaves open the
possibility that such cellslocated within gyri of the cortex may well contribute to externa
fidds. This conjecture requires empirical evauation.

Effects of Anatomical Symmetry

While the neurons of the visud cortex have a preferred orientation normal to its surface,
gimulation of the entire centrd fovea will affect neurons on the media surfaces of both
hemispheres and in the roof and floor of the calcarine fissure as well. The roof and floor
of the calcarine fissure have opposed orientations, as do the neurons of the two sides of
the longitudina fissure. These will exhibit opposed patterns of current flow, and their
eectricd and magnetic fields will tend to cance each other, as do current flowsin the
dendrites of closed fidld neurons. Hence, both EP and EF experiments in which visua
gimuli are presented to both hemi-retinas produce responses that represent the residua
effect of the anatomica asymmetry of the hemispheres. It is possble to avoid this
problem in vison by presenting critical stimuli to an octant or quadrant of visud field,
but it is not obvious how to accomplish the same end when working in other moddiities.
Furthermore, this salf-cancdlation of fields and
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potentials due to populations of neurons having opposed orientations would affect both
the spontaneous EEG and the MEG and needs to be carefully considered in their
interpretation.

A Role far Complementary Technologies

The foregoing problems of concurrently active and opposed sources of populations of
neurons cannot be resolved smply by improving the ways in which dectrica and
magnetic data are andyzed. While we mugt first discover how pervasive such problems
are and where they are most likely to arise, there is a compelling need for the use of
complementary technologies. Since the use of complementary methods is not widespread,
the failure to employ them congtitutes an important problem for advancing the study of
cognitive psychophysiology. For example, high resolution and accurately sced MRI
scans together with reviews of histologica data on dl areas of the human brain may
furnish computationd theorists with information useful in estimating the proportion of
closed fidd neuronsin the brain and of areas in which there is Sgnificant mirror
symmetry. Furthermore, PET technology applied in experiments in which human subjects
are exposed to precisaly the same conditions as are subjects used in sudies of
spontaneous, evoked, and event-related eectrical and magnetic activity could provide a
great dedl of evidence asto whether significant areas of the brain are "invishble' to these
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methods. By the same token, evidence of dectrica or magnetic activity from aregion
showing little metabolic activity would undoubtedly be of consderable interest.

The Inverse Problem

Many of the foregoing problems are related to the generd statement that there isno
unique solution to what is caled the inverse problem. Given aknown source or array of
sources within a conducting volume whose properties are known, it is possible to
determine the field or potentia that would be detected outside the volume. This forward
problem does have a unique solution; however, the contverseis not true. Given complete
knowledge of the externd fidd or the digtribution of potentids, it is still not possble to
arrive a aunique solution in which a particular source is known to account for the
observed phenomena. A large number of sources could produce the same externd field.
Therefore, there is aneed to congrain inverse solutions by use of knowledge from other
domains of science

48
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and, as stated above, aso by use of complementary technologies. For example,
consderable knowledge dready exigts of the organization of the primary projection aress
in humans, and it is known that the somatosensory homuncul us represents the order of
representation of different portions of the body aong the posterior bank of the centra
sulcus. Straightforward measurements of the somatosensory evoked field produce datain
excdlent agreement with this physologically established ordering, thus providing face
vdidity for the inverse solutions that have been presented.

Smilarly, MRI scans of human subjects who had served in evoked fields experiments can
show that the computed source locations lie a positionsin various sulci known to contain
neurons that respond to the particular sensory stimuli. Moving avisud simulusinto the
peripherd retinaresults in a corresponding migration of the computed current dipole
source into the depth of the longitudind sulcus, and the magnitude of this variation with
eccentricity isin gpproximate agreement with the known cortica magnification factor. To
be sure, ambiguity increases when studying less well-known portions of the brain, and it
isdifficult to decide among dternative inverse solutions. This problem can aso be
amdliorated by conjoint use of PET technology.

It should be noted that many portions of the brain react in serid rather than pardld
fashion to a particular sensory input. Thus, for example, N1OO and P200 of the auditory
evoked fields occur at different times, and their sources have been shown to be separated
by adistance of about 1 cm. If both of these portions were to be active at the sametime,
then it might prove difficult, dthough not impossible, to resolve them. However, thetime
differences dso serve to ameliorate the problem of source resolution.

A Final Note on Neuromagnetism
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Thetechnica problems discussed in this section are critical. Until further progressis
made toward resolving them, it is unlikely that sgnificant progress will be madein
applications of the technology to the study of cognitive processes, except perhapsin very
fundamenta programs as discussed in Chapter 3 in the section on research findings. The
use of complementary technologies appears promising: certain problems characterigtic of
particular technologies can indeed be offset by using severd gpproaches in a particular
study or research program. However, it is aso necessary to address the technical and
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physiologicad problemsin the context of conceptual questions posed by cognitive science.
Those questions serve to reinforce the connection between cognitive and physiologica
processes. They should influence decisons about the way in which neuromagnetism and
other technologies are developed and used in experimental work.

IMAGING TECHNIQUESI:
POSITRON EMISSION TOMOGRAPHY

Positron emisson tomography is a complex technology requiring adequate human and
physical resources in the areas of instrumentation, radiochemidiry, tracer kinetics,
computer programming, and neurobiology as well as easy access to patients and norma
control subjects. Truly successful programs have managed to gather together into one
group individuas with expertisein dl of these areas, usudly in the setting of alarge
university teaching hospita. The mgor physica resources necessary to complement such
ateam of investigators include amedica cyclotron, a PET scanner, alarge minicomputer,
and radiochemidiry laboratories. At the present time there are gpproximately 20 PET
centersin academic medica inditutions in the United States. Less than haf of these
centers have yet to assemble the necessary staffing required to do good neurobiologica
research with PET. The reason for thisistwofold: (1) lack of trained personnel and (2) a
failure to redlize the importance of this need.

In addition to the more generd needs of PET in terms of saffing, equipment, and
patients, there are dso severd areas of concern with regard to the actua performance of
PET studies. These include the anatomica localization of regions of interest within a PET
scan, the spatia resolution of PET, the tempord resolution of PET, and the Satistical
andydsof PET data. We ded briefly with each of these issues.

Anatomical Localization

Determining the relationship between physiology and anatomy is one of the objectives of
mogt functiona studies with PET, indluding dl of those designed to understand cognitive
processes. Although physiologica images of the brain often contain some anatomica
information, correspondence between physiology and anatomy cannot be assumed.
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Despite this fact, some investigators have based their judgments about anatomical
locdization on the gppearance of the

54 BRAIN AND COGNITION: SOME NEW TECHNOLOGIES

physologicd PET image of blood flow or glucose upteke. This practiceis not
satisfactory.

An anatomica localization procedure for physiologica imaging has been developed and
vaidated (Fox, Perlmutter, and Raichle, 1985). This approach determines the anatomical
location of aPET region of interest with the coordinate system of atlases for stereotaxic
neurologica surgery. Measurements made from a lateral skull radiograph and from a
tomographic transmission scan form the bads of this method. The method is accurate and
objective and does not depend on visud ingpection of the image. Regions defined by this
procedure can be easlly compared among subjects in a study and among different subject
populations within a laboratory. Comparisons of data from different |aboratories are also
possible when this procedure is employed. Acceptance of such a method by people using
PET isessantid.

Spatial Resolution

Spatia resolution has away's been a concern to investigators contempl ating the use of
PET for physologica studies. Operationally, the spatial resolution of PET is based on the
gpatid digtribution of measured radioactivity produced by a single point source of
radioactivity. This spatid digtribution of radioactivity is ablurred representation of the
origind point source with the highest counting rate at its center. The resolution of a PET
system is defined as the width of this digtribution of radioactivity at one hdf of the
maximum counting rate, the so-caled full width a haf maximum, usudly abbreviated
FWHM. One very important consegquence of this definition of resolution is that when two
point sources of radioactivity occur smultaneoudy in the field of view of a PET device,
they cannot be distinguished as two separate sources if they are closer than a distance of
one FWHM. Furthermore, accurate quantification of radioactivity in aparticular region

of the brain requires that the region be gpproximately twice the FWHM in dl dimensions.
PET devices currently operationa have spatid resolutions, defined asthe FWVHM, in the
range of 10-15 mm. The ultimate resolution of PET defined in thisway has not been
clearly established but will be limited by factors such as the distance traveled in tissue by
the positron before annihilation, usudly about 2-3 mm; dight deviation of the paths of

the two annihilation photons from colinearity; and the satistical qudlity of the data. It is
redigtic to anticipate that
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recongruction for some PET images to a resolution of 5-6 mm will be possible, athough
thisis il less than optima for some work.

Functiona studies with PET, including those of importance to cognitive
psychophysiology, dlow an additiond, very important perspective on the issue of spatid
resolution. By functiond studies is meant sudiesin which some type of activation
paradigm is employed to produce achange in loca blood flow or metabolism from a
resting or control state. Under such circumstances PET data, obtained from the
subtractions of a control state image from animage obtained during some type of
functiond activity, can be used to determine whether areas separated by sgnificantly less
than one FWHM are differentidly activated by specific dterations in simulus conditions
(Fox et al., 1985). This expectation is based on signal detection theory, which has dso
been used to explain an equivdent phenomenon in visua processng known as
hyperacuity. The occurrence of a source of radioactivity against a background or control
gate can be localized using specid computer-based dgorithms as a shift in the point of
maximum change in radioactivity from the control state (Fox et d., 1985). Current PET
devices permit response locdlization with an accuracy of 1-2 mm using ingruments with
an inherent resolution of 18 mm (Fox et d., 1985). Experimental strategy defines the
operationd resolution of such astudy. The ability of PET to spatidly discriminate
sequentid changesin loca radioactivity in this manner has important implications for the
study of very discrete functiond activity in the human brain, provided that experimenta
protocols are designed to take advantage of it. Anticipated improvementsin the inherent
gpatia resolution of future PET scanners, possibly as good as 3-5 mm FWHM, arelikdy
to make future spatia discriminations of this type quite refined (e.g., 300-400 microns).

Temporal Resolution

The tempord resolution of udieswith PET vary greetly depending on the choice of
tracer Strategy. For example, measurements of metabolism require 45 minutes, whereas
measurements of blood flow can be made in less than 1 minute. Tempord resolution aso
varies with the choice of radioisotope (i.e, for *8F the half-life is 110 minutes, whereas
for °0 the half-lifeis 2 minutes). The measurement of local brain glucose consumption
using *8F-fluorodeoxyglucose (Phelps et dl., 1979; Reivich et d., 1979) requires 45
minutes to accomplish once the tracer has been prepared and

56 BRAIN AND COGNITION: SOME NEW TECHNOLOGIES

adminigtered. The resulting measurement of loca glucose utilization is a summary of
events during this entire period of time welghted according to the shape of the arterid
concentration of the tracer. A feature of any study of functiona activetion is the need for
second measurements on the same individud (e.g., Peterson et d., 1988). Thusif a
control state PET image is subtracted from a stimulated Sate image to localize areas of
activation, then the time necessary to make the measurement as well as for radioactivity
to clear from the body becomes very important. The time necessary for radioactivity to
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clear is governed by the physica, aswell asthe biologicd, haf-life of the tracer. In the
case of 15F thistime is about nine hours. Times of this magnitude obvioudy make
difficult a second study in the same individuad on the same day. As aresult, most
functiona studies of the human brain with PET and fluorodeoxyglucose involve asingle
measurement in each subject studied with control measurements from a separate group of
subjects. When a single subject has been studied more than once with
fluorodeoxyglucose and PET, the measurements have usudly not been made on the same

day.

Because of the exquidite sengitivity of blood flow to loca changesin neurond activity
plus the speed (40 seconds-Raichle et d., 1983) and ease with which it can be measured
and repegted in asingle subject (up to 10 measurements in asingle Sitting), it would
appear to be the ided method for functiona mapping with PET.

Statistical Analysis

The datigicd andysis of PET datais an especidly chdlenging problem. The average

PET measurement provides 7 or more dices of the human brain. Within such adata st it
is possble to identify avery large number of regions of interest. However, in so doing,

one runs into the very difficult problem of multiple comparisons leading to the fase
identification of regions sgnificantly different from the contral. In much of the early PET
work this problem was often ignored. Smple paired and unpaired t-tests were used to
evauate large data sats. In retrogpect, it is very difficult to know the true significance of
much of these data, suggesting that caution be taken in making interpretations. Recently,
more sophisticated gpproaches to the Satistical analysis of such data have been developed
(see Petersen et d., 1988), which now provide an opportunity to use dl the available data.
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Risksto Participants

Therisk to participantsin PET imaging sudiesis small but present due to exposure to the
effectsof ionizing radiation. The U.S. Food and Drug Adminigtration (FDA) has
edtablished dtrict guiddines for the exposure of norma subjectsto ionizing radiation in

the course of research. These guiddines reflect limits established as safe for workers over
age 18 exposed to radiation during the course of their employment. Subjects under age 18
are alowed to receive only 10 percent of this dose. These limits are strictly enforced by
the FDA through loca radioactive drug research committees or investigational new drug
goplications. It isadways viewed as a necessary god of dl sudiesinvolving PET not only
to keep radiation exposure below the FDA limits but also to keep exposure to the lowest
possible amount cons stent with obtaining adequate data. Gains can be anticipated in
reducing radiation by improving the efficiency of PET imaging devices dedicated to
functional brain imaging in norma human subjects. This task dready is under way:
because of the importance of PET to functiona imaging of the human brain, thereisa
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great dedl of support for research on ways to reduce radiation exposure to norma subjects
undergoing PET scanning. This includes instrumentation developments aswell as
improved software for image recongtruction.

IMAGING TECHNIQUESII:
MAGNETIC RESONANCE IMAGING

Whilein vivo MRI provides highly specific information, it suffers from alack of
sengtivity. The strength of the Sgnd produced by a particular nucleusis the product of
its magnetic moment, its abundance in nature, and its concentration in the tissue. McGeer
(1983) cdculated this product or imaging index" for anumber of nuclel and compared
them with hydrogen. The results indicate that the detectable signdl from 3P or 2Na, the
next most promising nude in terms of Sgna srength, is reduced by afactor of more
than 10,000, while the potentia signa from 13C is more than five orders of magnitude
less than hydrogen. Reductionsin sgnd intensity of these magnitudes prohibit the
recongruction of images with the spatia resolution exhibited for protons. Thus, MRI
must be limited to very low resolution studies for nuclel other than protons.
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COGNITIVE STUDIESIN BRAIN ALTERATIONS
OR DAMAGE

Research on both anima's and humans with brain lesons has made important
contributions to the understanding of the kinds of information processed by large zones
of brain tissue. Thisis particularly true when congdering sensory systems such asvison,
audition, touch, and olfaction. Recent work on primates has dso illuminated more
complex processes such as how the brain manages attention (Wurtz et ., 1980). In
humans, the brain-damaged patient has o reveded which hemisphereisinvolved in
language and speech and which lobes are involved in memory, thought, sequencing
behaviors, emotions, and other mental phenomena (Nass and Gazzaniga, 1987).

The chdlenge to this gpproach comes from the greater sophistication of current theories
about the composition of a particular mentd activity. As cognitive theories become more
precise, there is a greater interest in identifying more specific brain correlates. A lesion
that produces a disorder in language processing must now be categorized in precise
cognitive terms. More pointedly, smaller and more defined brain lesions are sought that
may disrupt language in alimited and discrete manner in an effort to confirm current
theories about the modular organization of language function (Swinney et d., 1989). It is
dill the belief of many students of linguidics that discrete brain lesons may disrupt
particular grammatica rules or at least disrupt lexica modules versus phrasd modules.
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Furthermore, seeing how other processes such as attention or spatial mechanisms
contribute to language processing is currently of interest. Here, too, the large lesion
gpproach serioudy limits progressin this area (Posner et d., 1988).

Another very important problem is how work on animals and work on humans relate to
one another. Does alesion in the hippocampus create the same problems for the rat or the
monkey as it does for the human? Some investigators fed there are andogous findings
with smilar lesons to such structures (Squire, 1987), dthough others disagree (Lynch

and Baudry, 1988). We now know that structures like the superior colliculus contribute
different functionsin the monkey (Wurtz and Albano, 1980) than in humans (see
Holtzman, 1984). The sameis true for lesons to the anterior commissure (Gazzaniga,
1987). Such differences argue for caution in attempts to extrapol ate results obtained from
animasto humans It is even more difficult to develop implications from the animd

work for linguigtic and other higher-order processes.
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Finally, there are serious problems concerning how to interpret the behaviora changes
subsequent to a brain leson with regard to the role of the brain areas affected in cognitive
processing modules. At the cdlular levd, it is now known that altering inputsto acell

can radically change the postsynaptic receptors of a cell and thereby dter its response
characterigtics. At the level of systems, how can alesion that produces damagein ste A
tell you about sSte A anymore than it tells you about the network that Site A isa part of?
Site A can be connected to dozens of other centers aswell as receiving inputs from
dozens of other sites. Loss of tonic or inhibitory influencesin a neura network can have
possible profound effects on the kinds of information a system can process. Although this
problem is generdly recognized, it is aso generaly repressed. Y et, as Francis Crick has
sad, the lesion approach, whether one likesit or not, is one of the few approaches
available to the brain scientist.

5
Applications and Ethical Considerations

Attempts to use the technologies described in this report as well as others for applied
purposes raise a number of ethica issues. Most prominent in the public mediaare
concerns about another technology, the use of lie detectors, which is aso based on the
assessment of physiologica processes. Questions include how accurate these devices are
and whether they should be used for making adminigtrative decisons. Although the
technologies discussed in this report have not received a comparable amount of public
atention, their use raises the same issues of accuracy and ethics. With regard to accuracy,
in this chapter we discuss the nature of the data, the "language of the brain,” and
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psychologica meaning. With regard to ethics, we discuss the issues of invasion of
privacy and the dangers of commercidization.

Of primary interest to the Army are potentia gpplications of the technologies for
purposes of selection and training. We know of no attempts to date to use any of the
techniques discussed in this report for these purposes. Although it is true that
considerable progress has been made in [aboratory and field research, there are ill a
number of problems to be resolved, as discussed earlier. Moreover, the necessary
development and implementation work has not been done. Until the problems are
resolved and progress is made in development, it would be premature to use these
technologies for operational purposes. Nevertheless, the fact that the technologies arein
the public domain and have been used in clinical contexts makes it tempting to consider
adopting them for use in other applied settings. And the temptation
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increases as rapid advances in engineering place new, more advanced toolsin the
marketplace, further facilitating their use as quick fixesto difficult problems. We address
these issues below.

ISSUESPRESENTED BY THE DATA

Congder the issues raised by the data on such ERP components as the P300. There are
any number of gpplications for such a procedure. However, if oneis offered abox in
which apointer is driven to theright or to the left by the magnitude of the P300, which
varies, in turn, as afunction of some menta process, two classes of questions arise.

Fird, thereis the question of utility. Does the technique redlly work? To date there has
not been an ecologicaly vaid test of the P300-based procedures, with the exception of
some of the more clinical applications. We know the procedures work well in complex
|aboratory arrangements, yet there has never been support for thorough experimentation
in normative Stuations. Thisissue s, to alarge extent, open.

Second, thereisthe issue of privacy. What is the degree to which monitoring impinges on
individud rights? Doesit go beyond currently accepted interpretetion of the rules? There
isapopular notion thet it will be possible to achieve the technical feat of making audible
by mechanica means those thoughts that condtitute our internal speech. The metaphor
driving the worry isthat of eavesdropping.

Eavesdropping on the mind is unlikely. It would only be possbleif the sgnds we can
record externdly carry within them the richness and the variety avalable in mentd life.
One can fantasize, of course, that new technologies will increase the range of the
monitoring. indeed, given the trends in increased computing power and reduced size and
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cog, super minicomputers implemented on biologica principles might have the power
and the savvy to interpret the Sgnals to a depth that matches the profundity of the task.
However, even in that case psychophysiologica eavesdropping would not be possible.

To some extent, the congraints that could not be eiminated stem from the fact that there
istoo much noise to develop a useful eavesdropping technique. There are far too many
processes dl working in parald and furioudy interacting with each other for there to be
aposshility that an externd manifetation of any of these processes will "tak" to a
computer in the same language it "talks' to its counterparts in the sysem.

62 BRAIN AND COGNITION: SOME NEW TECHNOLOGIES

The maiter of the language of the brain is crucid here. The implementation of thought
processesis ultimately a matter of neurons communicating with other neurons. indeed, it
ismogt likely amatter of millions of neurons talking to millions of other neurons for any
thought to occur. These neurons converse with each other, of course, by whatever
language is used for such communication. Thereis no consensus as to the nature of the
language. It is clear that neurons affect other neurons by secreting tiny doses of chemicals
(the neurotranamitters). These secretions are the consequence of the conduction of
neuronal impulses across synapses and the integretive activities of the dendritic
membranes.

Cognitive psychophysiologists benefit from the fact that, when occurring in the mass and
in ahighly synchronous manner, these interneurond transactions manifest themsalves on
the scalp in the form of large integrated fields of potentias recorded as the EEG. if
labeled radioactively, they may manifest themsdves to an imaging device. However, this
activity, while valuable as an index for the time course and level of neurond action, is
unlikely to serve as a source of information on the specific nature of the vast exchanges
in the neuron's own language that have given rise to these psychophysiological sgnds.

MONITORING PARADIGMSAND CONSTRAINTS

One can assume that psychophysiological sgnaswill be useful only if whet isbeing
monitored is defined scientificaly. We do not, and will not, eavesdrop on the mind.
Rather, we are observing the consequences of neura action and, by judicious
congtruction of the Situation, we may be able to pose questions that the
psychophysiologica signas may answer. Describing psychophysiological monitoring as
aprocess of seeking answersto specific questions is very important because it underlines
the principa condition for the success of such monitoring. The vaue of the answer will
depend on the sagacity with which the question has been put. in other words, the key to
the usefulness of these gpproachesis the ability to pose useful questions rather than the
procurement of yet another measuring insrument.
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Proper gpplication of psychophysiologica monitoring requires that one redlize that what
is being monitored is the activity of bodily sysems These sysems are driven for
physiologica reasons by the demands on the system. These bodily organs serve more
than
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one function and therefore their activity cannot be presumed to be uniquely related to any
psychologica construct.

The signad's we record make sense, therefore, only in terms of the Situation. Thereisno
deception wave-a wave that no matter when and under what circumstancesiit has been
recorded indicates that a person has lied. There is not even awave that indicates
unegquivocaly that any emotion has occurred. Rather, the change in the physical sgndl
indicates the activation of a certain processor or processors. if, and only if, thisis
uniquely interpretable within the context of the recording is it possible to make
psychologicd inferences from the data

Thus, the degree to which psychophysiologica sgnds can have psychologicd meaning
depends on the degree to which the sysem is set to be driven in aunique fashion by the
psychologica variables. For example, the workload assessment techniques employing the
P300 depend on the establishment of a very sengtive relationship between the conditions
of measurement and the subject's understanding of the Situational demands. in other
words, active participation of the subject is a condition for the success of
psychophysiological monitoring. It is unlikely thet it would be possible to gpply a probe
that will intrude on the subject without, a some leve, the subject's accepting the
structuring of the Stuation that congtitutes the question addressed to the system.

The above remarks should not be construed as casting doubt on the usefulness of
psychophysiologica monitoring. The increasing depth to which these Sgnas are
understood and the increasing sophigtication of cognitive modds when coupled with the
gpectacular developments in miniaturization, sensor technology, and data andysis open a
very broad scope for such monitoring. However, thiswill be accomplished only within
the congtraints of good methodology. Furthermore, whatever monitoring can be done will
be congtrained by the nature of the biologica and psychologica systemsinvolved. One
must steer clear of extravagant claims and avoid the unnecessary fears that these might
invoke.

DANGERS OP COMMERCIALIZATION
It must be emphasized that the remarks made in the previous section pertain to the
scientificaly vaid use of the techniques. We must aso point out that the limits that

science and nature impose on feasibility do not dways serve as congraints on the sdlling
of
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technological marvels. Reason and proper scientific andys's suggest that eavesdropping
on the mind is unlikely. Unfortunately, this does not imply that someone with a gadget
and a good marketing technology cannot attempt to persuade the public, asindividuas
and through their government, that some technical marvel has been achieved.

From snake ail to water divining to more contemporary panacess, those who peddie
worthless solutions to serious problems have often been able to induce belief in the
efficacy of some technique despite the cavesats of science.

CONCLUSION

This chapter has addressed the issue of the scientific feagihility and validity of monitoring
individuas by certain psychophysiologica techniques. The conclusions reached should
contribute to a more cautious gpproach taken by policy makersin government and
indusiry. Thereis of course no guarantee that these cautions will in fact be heeded. Policy
makers are often under pressure to adopt techniques that address specific problems that
are not eadly resolved. They may be tempted by the avallability of avariety of easy-to-
use techniques that purport to deal with those problems. Under such circumstances, it is
concelvable that vast systems for monitoring individuas could be implemented. The fact
that they are without scientific vaue will not reduce their potentia socia impact.

6
Expanding the Domain

The necessary conceptud foundations are in place for a hybrid psychophysiological-
cognitive science gpproach to the study of brain functions and behavior. The progpect
exigts of ggnificant progressif researchers can be motivated to adopt this approach. We
have argued in this report that a combination of these fidldsislikely to yidd sgnificant
benefits. Three broad areas, in particular, would be enhanced:

Psychologicd tegting. To the extent that we can discover the functiond units
underlying cognitive processing, it will become possible to measure their
effectiveness. Having done so, we should be able to better understand the way
people perform specific types of tasks.

Computer systems. The best argument for the possibility that acomputer system
can behave intdligently is the existence of another such mechaniam. It isthus not
surprising that many resserchersin artificiad intelligence modd their computer
systems on what is known about cognitive function in humans. An enhanced
undergtanding of the functiond organization of the brain into distinct processing
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components may have a direct impact on ways in which computer systems are
congtructed, making these systems more sophisticated.

Medica diagnoses. Better characterization of brain function will alow oneto
specify more accurately the nature of a deficit following brain damage.
Conversdly, one will dso be able to specify more accurately the nature of the
intact functions, after brain damage, information that will be vauable for
rehabilitation.
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It isaso the case, however, that severa issues must be addressed if the new approach is
to be adequatdly implemented. These issues fall into three categories: domains, resources,
and education. Each of these issues would be on the agenda of an expanded study to
consider the state of the art in terms of possible research breakthroughs and feasible
goplications.

DOMAINS

As areas most likely to benefit quickly from cognitive psychophysiology, vison,
attention, and memory are good candidates because much is known about them,
cognitively, computationdly, and psychophysiologicaly. In order to explore the extent to
which the approach can be extended at the present time to other domains, expertsin
various specidized aress of psychophysiology, in computationa theorizing, in computer
software and hardware, and in cognitive psychology should be involved. It is particulary
important to involve expertsin such fidds as artificd inteligence, fuzzy logic and sets,
computer smulation of neurd networks, biologica integrated circuits, and biophysics.

Quedtions include whether psychophysiologica techniques can be readily applied,
whether appropriate cognitive methodol ogies are available, and whether computational
theorizing and computer science more generaly have progressed to the point a which
useful hypotheses can be formulated.

RESOURCE LIMITATIONS

Given the problems with drawing inferences from brain-damaged patients noted in
Chapter 4, the preferred psychophysiologica data are measures of brain activation in
normd subjects while they perform atask. However, there Smply are not enough
available facilities to enable cognitive scientists to exploit these techniques. The main
problem is that scientists need time to explore and improvise, to learn while doing; good
experiments evolved from preiminary explorations of pilot work. At present, the
available neuroimaging facilities are oversubscribed, and such opportunities are not
avalable. An enlarged committee could be charged with devisng ways to use available
resources most effectively and to expand such resources.
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EXPANDING THE DOMAIN 67
EDUCATION

Even if sufficent facilities were available, most cognitive scientists would not know how
to use them, nor would many necessarily be interested in doing so. Smilarly,
psychophysiologists typicaly are not mativated to learn the necessary technical
information and skills to engage in computationd theorizing. In dl likelihood, the
different segments of the community will be mativated to expand their gpproaches only
when three conditions are met: (1) There must be few demongtrations of the usefulness of
such hybrid approaches. Initia examples are just now being provided, and this condition
will probably be satisfied in the near future. (2) There must be arelatively easy way for
researchers to acquire aworking knowledge of the necessary information and skills.
Something aong the lines of the McDonndl Summer Indtitute in Cognitive Neuroscience
may be appropriate. (3) There must be adequate funding for such work. An expanded
study should include consderation of each of these concerns.

CONCLUSION

The issues discussed in this chapter could form the basis for an enlarged study of the
relationship between neuroscience and cognitive science. The study would be broadly
interdisciplinary and should be conducted by expertsin the various specidized aress. It
would focus on both the conceptua issues that must be resolved for further progress and
on the kinds of scientific breskthroughs needed for application of the technologies. The
study would aso address the indtitutiond changes that may be required for facilitating
interdisciplinary research. Two proposed innovations discussed in this chapter are
increased access to appropriate facilities for research and the establishment of programs
to prepare and encourage investigators to engage in the kind of collaborative work
needed for development of thefidd.
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