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BURGER MEMORIAL EDITION 

The Sixth Edition of Burger's Medicinal 
Chemistry and Drug Discovery is being desig- 
nated as a Memorial Edition. Professor Alfred 
Burger was born in Vienna, Austria on Sep- 
tember 6, 1905 and died on December 30, 
2000. Dr. Burger received his Ph.D. from the 
University of Vienna in 1928 and joined the 
Drug Addiction Laboratory in the Department 
of Chemistry at the University of Virginia in 
1929. During his early years at W A ,  he syn- 
thesized fragments of the morphine molecule 
in an attempt to find the analgesic pharma- 
cophore. He joined the W A  chemistry faculty 
in 1938 and served the department until his 
retirement in 1970. The chemistry depart- 
ment at W A  became the major academic 
training ground for medicinal chemists be- 
cause of Professor Burger. 

Dr. Burger's research focused on analge- 
sics, antidepressants, and chemotherapeutic 
agents. He is one of the few academicians to 
have a drug, designed and synthesized in his 

laboratories, brought to market [Parnate, 
which is the brand name for tranylcypromine, 
a monoamine oxidase (MAO) inhibitor]. Dr. 
Burger was a visiting Professor at the Univer- 
sity of Hawaii and lectured throughout the 
world. He founded the Journal of Medicinal 
Chemistry, Medicinal Chemistry Research, 
and published the first major reference work 
"Medicinal Chemistry" in two volumes in 
1951. His last published work, a book, was 
written at age 90 (Understanding Medica- 
tions: What the Label Doesn't Tell You, June 
1995). Dr. Burger received the Louis Pasteur 
Medal of the Pasteur Institute and the Amer- 
ican Chemical Society Smissman Award. Dr.' 
Burger played the violin and loved classical 
music. He was married for 65 years to Frances 
Page Burger, a genteel Virginia lady who al- 
ways had a smile and an open house for the 
Professor's graduate students and postdoc- 
toral fellows. 
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PREFACE 

The Editors, Editorial Board Members, and 
John Wiley and Sons have worked for three 
and a half years to update the fifth edition of 
Burger's Medicinal Chemistry and Drug Dis- 
covery. The sixth edition has several new and 
unique features. For the first time, there will 
be an online version of this major reference 
work. The online version will permit updating 
and easy access. For the first time, all volumes 
are structured entirely according to content 
and published simultaneously. Our intention 
was to provide a spectrum of fields that would 
provide new or experienced medicinal chem- 
ists, biologists, pharmacologists and molecu- 
lar biologists entry to their subjects of interest 
as well as provide a current and global per- 
spective of drug design, and drug develop- 
ment. 

Our hope was to make this edition of 
Burger the most comprehensive and useful 
published to date. To accomplish this goal, we 
expanded the content from 69 chapters (5 vol- 
umes) by approximately 50% (to over 100 
chapters in 6 volumes). We are greatly in debt 
to the authors and editorial board members 
participating in this revision of the major ref- 
erence work in our field. Several new subject 
areas have emerged since the fifth edition ap- 
peared. Proteomics, genomics, bioinformatics, 
combinatorial chemistry, high-throughput 
screening, blood substitutes, allosteric effec- 
tors as potential drugs, COX inhibitors, the 
statins, and high-throughput pharmacology 
are only a few. In addition to the new areas, we 
have filled in gaps in the fifth edition by in- 
cluding topics that were not covered. In the 

sixth edition, we devote an entire subsection 
of Volume 4 to cancer research; we have also 
reviewed the major published Medicinal 
Chemistry and Pharmacology texts to ensure 
that we did not omit any major therapeutic 
classes of drugs. An editorial board was consti- 
tuted for the first time to also review and sug- 
gest topics for inclusion. Their help was 
greatly appreciated. The newest innovation in 
this series will be the publication of an aca- 
demic, "textbook-like" version titled, "Bur- 
ger's Fundamentals of Medicinal Chemistry." 
The academic text is to be published about a 
year after this reference work appears. It will 
also appear with soft cover. Appropriate and 
key information will be extracted from the ma- 
jor reference. 

There are numerous colleagues, friends, 
and associates to thank for their assistance. 
First and foremost is Assistant Editor Dr. 
John Andrako, Professor emeritus, Virginia 
Commonwealth University, School of Phar- 
macy. John and I met almost every Tuesday 
for over three years to map out and execute 
the game plan for the sixth edition. His contri- 
bution to the sixth edition cannot be under- 
stated. Ms. Susanne Steitz, Editorial Program 
Coordinator at Wiley, tirelessly and meticu- 
lously kept us on schedule. Her contribution 
was also key in helping encourage authors to 
return manuscripts and revisions so we could 
publish the entire set at once. I would also like 
to especially thank colleagues who attended 
the QSAR Gordon Conference in 1999 for very 
helpful suggestions, especially Roy Vaz, John 
Mason, Yvonne Martin, John Block, and Hugo 
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Kubinyi. The editors are greatly indebted to 
Professor Peter Ruenitz for preparing a tem- 
plate chapter as a guide for all authors. My 
secretary, Michelle Craighead, deserves spe- 
cial thanks for helping contact authors and 
reading the several thousand e-mails gener- 
ated during the project. I also thank the com- 
puter center at Virginia Commonwealth Uni- 
versity for suspending rules on storage and 
e-mail so that we might safely store all the 
versions of the author's manuscripts where 
they could be backed up daily. Last and not 
least, I want to thank each and every author, 
some of whom tackled two chapters. Their 
contributions have provided our field with a 
sound foundation of information to build for 
the future. We thank the many reviewers of 
manuscripts whose critiques have greatly en- 
hanced the presentation and content for the 
sixth edition. Special thanks to Professors 
Richard Glennon, William Soine, Richard 
Westkaemper, Umesh Desai, Glen Kel- 
logg, Brad Windle, Lemont Kier, Malgorzata 

Dukat, Martin Safo, Jason Rife, Kevin Reyn- 
olds, and John Andrako in our Department 
of Medicinal Chemistry, School of Pharmacy, 
Virginia Commonwealth University for sug- 
gestions and special assistance in reviewing 
manuscripts and text. Graduate student 
Derek Cashman took able charge of our web 
site, http:llwww.burgersmedchem.com, an- 
other first for this reference work. I would es- 
pecially like to thank my dean, Victor 
Yanchick, and Virginia Commonwealth Uni- 
versity for their support and encouragement. 
Finally, I thank my wife Nancy who under- 
stood the magnitude of this project and pro- 
vided insight on how to set up our home office 
as well as provide John Andrako and me 
lunchtime menus where we often dreamed of 
getting chapters completed in all areas we se- 
lected. To everyone involved, many, many 
thanks. 

DONALD J. ABRAHAM 
Midlothian, Virginia 
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Combinatorial Chemistry and Multiple Parallel Synthesis 

1 INTRODUCTION 

The introduction of a new pharmaceutical is a 
lengthy and expensive undertaking. Methods 
which promise to shorten the time or the cost 
are eagerly taken up, and this is clearly the 
case with combinatorial chemistry and multi- 
ple parallel synthesis. 

Combinatorial chemistry is somewhat hard 
to define precisely, but generally speaking, it is 
a collection of methods that allow the simulta- 
neous chemical synthesis of large numbers of 
compounds using a variety of starting materi- 
als. The resulting compound l i b r m  can con- 
tain all of the possible chemical structures 
that can be produced in this manner. Multiple 
parallel synthesis is a related group of meth- 
odologies used to prepare a selected smaller 
subset of the molecules that could in theory 
have been prepared. The content of libraries 
prepared by multiple parallel synthesis is 
more focused and less diverse than those con- 
structed with combinatorial technology. 

The primary benefit that combinatorial 
and multiple parallel chemistry bring to drug 
synthesis is speed. As with most other human 
endeavors, uncontrolled speed may be exhila- 
rating but is not particularly useful. Rapid 
construction of compounds that have no 
chance of becoming drugs is of little value to 
the medicinal chemist. After an initial eu- 
phoric period when many investigators 
thought that any novel compound had a real- 
istic chance of becoming a drug, realism has 
now returned, and libraries are being con- 
structed that reflect the accumulated wisdom 
of the field of medicinal chemistry. Combina- 
torial methods have permeated and irrevers- 
ibly altered most phases of drug seeking that 
benefits from the attention of chemists. The 
successful contemporary medicinal chemist 
must be aware of the strengths and weak- 
nesses of these exciting new methods and be 
able to apply them cunningly. In the proper 
hands combining medicinal chemical insight 
with enhanced speed of synthesis is very pow- 
erful. 

Libraries are constructed both in solution 
and on solid supports and the choice between 

C AC BC* CC DC EC 

Figure 1.1. A combinatorial library constructed 
from five reacting components. 

these techniques is often a matter of personal 
preference, and they are performed side by 
side in most laboratories. For very large li- 
braries, however, construction on resins is 
more practical, whereas for smaller, focused 
libraries, solution phase chemistry is more 
practical. Solid phase methods are also spe- 
cially advantageous for multistep iterative 
processes and are notable for the comparative 
ease of purification by simple filtration and the 
ability to drive reactions to completion by the 
use of excess reagents. Throughout the previ- 
ous decade, solid phase organic synthesis 
(SPOS) has dominated combinatorial chemis- 
try, and many novel methods have been devel- 
oped as a result. 

The main concepts in this field can be sum- 
marized in Figs. 1.1 and 1.2. In Fig. 1.1, there 
is a hypothetical combinatorial compound li- 
brary of condensation products produced by 
reacting every possible combination of five 
starting materials. This results in a library 
containing 25 (5 x 5) products. The library 
could be constructed by 25 individual reac- 
tions, with each product separate from all of 
the others. It could also be constructed by run- 

C AC BC* CC DC EC 

Figure 1.2. A multiple parallel synthesis library 
constructed from six participants. 
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ning reactions simultaneously so that a single 
mixture of all 25 substances would be ob- 
tained. 

In this specific example, it is presumed that 
the reactions were run in a single step so that 
all compounds were produced simultaneously 
in a big mixture. Furthermore, it is assumed 
that the ideal was achieved. That is, all reac- 
tions proceeded quantitatively, and that each 
compound is present in the final compound 
collection in equal molar concentration. (This 
ideal is rarely achieved.) It is also assumed 
that BC is the only active constituent and so it 
is marked off with an asterisk. If the whole 
library were tested as a mixture, then it would 
be seen that it contained an active component, 
but one would not know which one it was. For 
this to happen, it is necessary that the compo- 
nents do not interfere with one another so 
false positives and false negatives are not seen. 
Many clever means of finding the active com- 
ponent expeditiously have been developed and 
a number of these will be illustrated later. It is 
clear that if the components were prepared 
and tested individually, 25 separate reactions 
would be required and the identification prob- 
lem would disappear, but great strain would 
be placed on the bioassay and the speed of syn- 
thesis would be compromised. A perfect com- 
binatorial library for drug discovery would 
only contain BC, and only a single reaction 
would be required, but this level of efficiency is 
rarely achieved by any contemporary medici- 
nal chemical method. The real problem is to 
construct a compound library that is suffi- 
ciently diverse and sufficiently large that 
there is a high possibility that at least one 
component will be active in the chosen test 
system. This example assumes that this has 
been done. The reader will also readily see 
that with the library in Fig. 1.1, that instead of 
testing all of the compounds simultaneously, if 
one prepared and tested 10 mixtures resulting 
from combining the five products in each col- 
umn and each row, then BC would reliably 
emerge as the active component because only 
the row C mixture and the column B mixture 
would be active, and the active component 
must be the one where the rows and columns 
intersect. When more than one active compo- 
nent is present then the problem becomes 
more complex. 

Figure 1.2 illustrates a related multiple 
parallel library. This is much smaller and 
starts with the assumption that one knows or 
suspects that the best compound will termi- 
nate in component C. Five reactants are cho- 
sen to condense with C and the resultant li- 
brary consists of five components. Each of 
these products is tested singly and BC* is 
quickly identified. 

The greater efficiency of this library com- 
pared with that of Fig. 1.1 for the purpose is 
obvious. Clearly, the smaller the library that 
succeeds in solving the problem, the more ef- 
fective the process is. A perfectly efficient li- 
brary would only contain BC*. The size of the 
library produced by either method is the prod- 
uct of the number of variables introduced and 
the number of steps involved raised exponen- 
tially. For example, starting with a given 
starting material (often called a centroid) and 
attaching four different groups of 10 side- 
chains to each product would produce 1 X 
10 x 10 x 10 x 10 or 10,000 members. The 
primary advantage of either method is speed, 
because the products are prepared simulta- 
neously at each step. The efficiency is also en- 
hanced when the condensation steps involve 
the same conditions. 

The use of the library depends on the spe- 
cific structures included and the purposes for 
which the librarv is to be tested. The relevance " 

of speed to drug discovery is easy to explicate. 
If one knew in advance the particular struc- 
ture that would satisfy the perceived need, a 
successful compound library would only need 
to have one substance in it. If one has a general 
idea of the type of structure that would be use- 
ful, the library will have many promising com- 
pounds but still be finite in number. Quanti- 
tative bioassay of pure substances would allow 
one to select the most nearly perfect embodi- 
ment. If one has no idea of the type of struc- 
ture that would give satisfaction, then a suc- 
cessful library must have a larger and more 
diverse number of compounds in it. 

Contemporary drug seeking is a complex, 
time consuming, and expensive process be- 
cause a successful drug must not only have 
outstanding potency and selectivity, but it 
must also satisfy an increasingly long list of 
other structure-dependent criteria as well. 
The elapsed time from initial synthesis to 
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marketing is estimated to lie on average be- 
tween 10 and 15 years and to require the prep- 
aration and evaluation of a few thousand ana- 
logs. The costs are estimated to lie between 
$300 and $800 million per agent. Most large 
firms now target the introduction of 1-3 novel 
drugs per year and target sales at a billion 
dollars or more from each. This indicates that 
each day of delay in the drug seeking process 
not only deprives patients of the putative ben- 
efits of the new drug but also represents the 
loss of a million dollars or more of sales for the 
firm! Added to this is the intense competition 
among big pharmaceutical companies for a 
winning place in the race and among small 
pharmaceutical companies for survival. First 
to market in an unserved therapeutic area can 
return a great profit if a sufficient number of 
sufferers exist who have access to the funds to 
pay for their treatment. The next two entries 
competingwith this agent can also be expected 
to do well. After this, success is rather more 
problematic because the market grows more 
and more fragmented. Being first to finish the 
race, therefore, conveys very real survival 
value. From an economic standpoint, it is es- 
timated that less than 10% of products intro- 
duced repay their development costs. Those 
few that do must return a sufficient surplus to 
amortize the costs of the rest and sufficient 
additional funds to cover the costs of future 
projects and to gratify the shareholders. These 
imperatives have placed a premium on speed 
of discovery and development. The portion of 
this time devoted to synthesis and screening in 
the drug-seeking campaign is usually about 
3-5 years. The enhanced speed of construction 
can be expected to decrease the time to market 
by perhaps as much as 1 year in favorable 
cases. While this is less than was originally 
hoped for when these methods were intro- 
duced, it is not trivial. 

Combinatorial chemistry is now such a per- 
vasive phenomenon that comprehensive re- 
view of its medicinal chemical features is no 
longer possible in less than book length. Full 
coverage would require treatment of its im- 
pact on all of the phases of drug discovery and 
would exceed the space available. Thus, the 
remainder of this chapter will illustrate its 
main features and applications. 

2 HISTORY 

Combinatorial chemistry grew out of peptide 
chemistry and initially served the needs of bio- 
chemists and the subset of medicinal chemists 
who specialized in peptide science. Its first de- 
cade or so concentrated on oligopeptides and 
related molecules. It continued to evolve, how- 
ever, and now permeates virtually every cor- 
ner of medicinal chemistry and a major effort 
is underway to discover new, orally active, 
pharmaceuticals using these methods. 

Many will agree that the path leading to the 
present state of combinatorial chemistry es- 
sentially started with the solid phase synthetic 
experiments on peptides by Bruce Merrifield 
in 1962 (1, 2). This work had immediate im- 
pact, facilitated in large part because of the 
essentially iterative reactions, to completion 
by use of reagents in excess, its susceptibility 
to automation, and the ease of removing detri- 
tus from the products by simple washing and 
filtration away from the resins. At first this 
extremely useful technology was employed in 
a linear fashion. It was probably Furka in 
Hungary a decade or so later who realized that 
the methodology could lead to simultaneous 
synthesis of large collections of peptides and 
conceived of the mix and split methods (3). 
Geyson made the whole process technically 
simpler in 1984 and produced large scale com- 
pound collections of peptides (4) and Hough- 
ton introduced "tea bag" methodologies in 
1985 in which porous bags of resins were sus- 
pended in reagents (5). Comparatively few or- 
ganic chemists undertook the preparation of 
ordinary organic substances on solid phases 
because the work is rather more complex 
when applied to non-oligomeric substances 
caused by greater variety of reactants and con- 
ditions required, and this work at first failed to 
develop a significant following. Solid phase or- 
ganic chemistry was also comparatively un- 
derdeveloped and this held back the field. This 
changed in dramatic fashion after the publica- 
tion of Bunin and Ellman's seminal work on 
solid phase organic synthesis (SPOS) of arrays 
of 1,4-benzodiazepine-2-ones in 1992 (6). Soon 
other laboratories published related work on 
this ring system, and work on other drug-like 
molecules followed in rapid order and the race 
was on. In the initial phases, solid phase or- 
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ganic synthesis predominated, and this per- 
sisted until about 1995, when solution phase 
combinatorial chemistry began to make seri- 
ous inroads. Until about 1997, roughly one- 
half of the libraries reported were either of 
peptides or peptidomimetics. Subsequently li- 
braries of drug-like small molecules have be- 
come increasingly popular. 

The work on combinatorial libraries has in- 
spired the rapid development of a wide variety 
of auxiliary techniques including the use of 
reagents on solid support, capture resins, 
chemical and biological analysis of compound 
tethered to resins, informatics to deal with the 
huge volume of structural and biological data 
generated, the synthesis of a wide variety of 
peptide-like and heterocyclic systems hitherto 
prepared solely in solution, photolithographic 
techniques allowing the production of geo- 
graphically addressed arrays on a "credit 
card," preparation of gene array chips, attach- 
ment of coding sequences, use of robotics, and 
the preparation of oligonucleotides by Lets- 
inger in 1975 (7) and of oligosaccharides by 
Hindsgaul in the 1990s (8). At this moment 
several thousand papers are appearing each 
year describing the preparation and proper- 
ties of compound libraries either in mixtures 
or as individual substances. Several books (9- 
35) and reviews (36-49) are available for the 
interested reader. Those of Dolle are particu- 
larly recommended because he has under- 
taken the heroic task of organizing and sum- 
marizing each year the world's literature on 
the topic. That of Thompson and Ellman is 
especially thorough in reviewing the literature 
up until 1996 from a chemical viewpoint. A 
great many other reviews are available, in- 
cluding many in slick-cover free journals that 
arrive on our desks weekly. In addition to 
these, at least three specialist journals have 
been established in the area. These are the 
Journal of Combinatorial Chemistry, Molecu- 
lar Diversity, and Combinatorial Chemistry 
and High Throughput Screening. 

Another important factor leading to the ex- 
plosion of interest in combinatorial chemical 
techniques was the development of small 
firms devoted to the exploitation of genetic 
discoveries through development of high- 
throughput screening methods. These firms 
by and large did not have libraries of com- 

pounds to put through these screens and were 
seeking collections of molecules. Combinato- 
rial chemistry addressed these needs. When 
these methods were taken up by big pharma- 
ceutical companies, existing libraries quickly 
proved inadequate for the need and combina- 
torial methodologies clearly addressed this 
need as well. Just about 10 years after these 
seminal events, the face of medicinal chemis- 
try has been irretrievably altered. While com- 
binatorial chemistry has in some respects not 
lived up to the initial hopes, its value is firmly 
established and no serious firm today fails to 
use these methods. By the year 2002, well over 
1000 libraries have been reported. Many of 
these include reports of the biological activity 
of their contents. This is remarkable consider- 
ing that the field is scarcely more than a de- 
cade old! 

3 SOLID PHASE ORGANIC SYNTHESIS OF 
INFORMATIONAL MACROMOLECULES OF 
INTEREST TO MEDICINAL CHEMISTS 

That the solid phase synthesis of collections of 
peptides launched this field is not intrinsically 
surprising. The basic methodology existed be- 
cause of Merrifield and many others. The pep- 
tide linkage has notable advantages for this 
work because it is relatively chemically stable; 
non-chiral, constructible by iterative pro- 
cesses amenable to automation, the products 
are rarely branched, possess a variety of inter- 
esting biological properties, and can be con- 
structed in great variety. The counterbalanc- 
ing defects of these compounds are that they 
are not easily delivered orally unless they are 
end capped and rather small in molecular 
weight, are readily destroyed by enzymatic ac- 
tion, and fail to penetrate into cells. The phys- 
iological reason for this is readily understood. 
Peptides, and other informational macromol- 
ecules, function in the body to provide specific 
structure or to generate signals for cells to re- 
spond to according to their sequence and ar- 
chitecture. It would be dangerous if they were 
absorbed intact from ingestion of other life 
forms. To prevent cellular disruption they are 
first digested in the gastrointestinal tract, ab- 
sorbed as monomers, and then reassembled 
after our own genetic pattern so that they join 
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or supplement those already present without 
causing disruption in cellular architecture or 
function. 

Nucleic acids have many of the same ad- 
vantages and disadvantages, and their com- 
pound libraries came into being soon after the 
peptides. Oligosaccharides, on the other hand, 
have lagged considerably behind. They pos- 
sess chiral linkages whose construction must 
be carefully controlled, often are branched, 
are fragile in the presence of acid conditions, 
are often highly polar, and are readily di- 
gested. Controlling these processes is much 
more difficult and it has taken longer to con- 
quer these problems. 

3.1 Peptide Arrays 

Peptides are prominent among the com- 
pounds of interest to biochemists but less so to 
most medicinal chemists for reasons expli- 
cated above. Construction of peptides of spec- 
ified sequence is an iterative process whose 
complications largely consist of protection- 
deprotection steps to ensure that side-chain 
functionality does not interfere with orderly 
amide bond formation. When made on resin 
beads, there are limits to the quantities that 
can be made in part because of the geometric 
restrictions caused by bead size and the need 
to avoid adjacent molecules from interacting 
with each other, and the comparative lability 
of the beads to aggressive reagents places lim- 
itations on the chemical conditions that can be 
employed. Porous beads obviously can be 
loaded more heavily than those whose surface 
only is accessible after wetting by the re- 
agents. Many different kinds of resins and 
other solid supports are now available, includ- 
ing some that are solvent soluble depending 
on the solvent and the temperature. 

With their balance of advantages and dis- 
advantages and the present gold standard be- 
ing oral activity, peptide libraries are cur- 
rently of primary value in lead seeking, in 
basic studies on cellular processes, or for the 
preparation of parented medications. De- 
spite intensive study spanning several decades 
by some of the best minds of this generation, 
means of delivering thereputically significant 
blood levels of peptides through the oral route 
remain elusive. Translating the therapeutic 
message in peptide leads into oral non-peptide 

drugs through generally applicable systematic 
techniques has also been elusive. The several 
successes that have been achieved have been 
primarily the result of screening campaigns or 
serendipitous observations, and the results 
have so far not revealed an underlying tactical 
commonality that can be exploited in new 
cases. Perhaps the best known of these studies 
has been the translation of snake venom pep- 
tides, whose injection by serpents leads to a 
precipitous fall in blood pressure, into trun- 
cated pseudodipeptides like captopril, and 
then on to enalaprilat and lysinopril, which 
are pseudotripeptides. The basic lesson 
learned from all of these studies has been that 
the resulting agent should be as little peptide- 
like as possible and not exceed the equivalent 
of at most four amino acid-like residues. Ex- 
amination of peptide structures in light of the 
well-known Lipinski rules provides a rationale 
for what experience has shown. Beyond about 
four residues, the molecular weight is becom- 
ing too high, the polarity is weighted too much 
toward water solubility, and the hydrogen- 
bonding inventory is excessive. Further, the 
compounds are excessively water soluble so 
that they do not pass through cellular mem- 
branes efficiently by passive diffusion. 

An added feature to bear in mind is that the 
preparation of certain medically important 
polypeptide drugs, such as human insulin and 
growth hormone, through genetic engineering 
methodologies, is well developed and conve- 
nient so these substances can be used in par- 
enteral replacement therapy. Their prepara- 
tion through synthetic peptide chemistry 
represents important achievements in peptide 
intellectual technology but does not satisfy a 
commercial need. 

Nonetheless, peptide compound libraries 
are very convenient for uncovering leads 
quickly for receptors where natural ligands or 
serendipitous drugs have not previously been 
found and large libraries of peptides continue 
to be made (50-65). 

The number of peptides that could in prin- 
ciple be made is stupefymg. For example, 
given that there are approximately 20 com- 
mon amino acids, and allowing five post-trans- 
lational modifications (and ignoring the fact 
that there are more of these and that there are 
many wholly synthetic amino acids), the avail- 
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Table 1.1. Number of Possible Peptide Products as a Function of the Amino Acids Used 

Dipeptides (20 X 20) = 400 
Tripeptides (20 x 20 X 20) = 8000 
Tetrapeptides (20 x 20 X 20 x 20) = 160,000 
Pentapeptides (20 X 20 X 20 X 20 x 20) = 3,200,000 
Hexapeptides (20 x 20 x 20 x 20 x 20 x 20) = 64,000,000 
Heptapeptides (20 x 20 X 20 X 20 x 20 x 20 X 20) = 1,380,000,000 

able synthons are at least approximately equal 
to the number of letters in the Western alpha- 
bet. By analogy with the number of languages 
that have been generated using this system, 
the potential number of peptides that could be 
made is clearly astronomical. It would require 
an incredible effort to make a library contain- 
ing even only one molecule of each, and Furka 
has estimated that the mass of such a library 
would exceed that of the universe by more 
than 200 orders of magnitude (3)! 

Were one to use just the common amino 
acids, the progression of peptides possible is 
enormous, as is shown in Table 1.1. 

The simplest and least ambiguous method 
for constructing peptide libraries is the spa- 
tially separate or spatially addressed method. 
Here a single peptide is constructed on a single 
type of resin, and the resin/products are kept 
separate. No decoding sequence needs to be 
attached to the beads in this kind of library. 
This method was introduced by Geysen in 
1984. To make 96 peptides at a time and to 
keep track of the products and facilitate their 
screening, the reactions were run on resins 
attached to individual pins so constructed that 
they fit into individual wells of 96-well plates. 
(Fig. 1.3) (66). A convenient variation was de- 
veloped for parallel synthesis in which beads 
were contained in porous bags and dipped into 
reagent solutions. These are called "tea bags." 
The identity of the peptide or peptides con- 
tained is recorded on the attached label. Sub- 
sequently Fodor et al. developed a very diverse 
library on silicon wafers using photolitho- 

Geysen pins and wells 

Figure 1.3. Geysen pins and wells. 

graphic chemistry for forming the peptides 
and controlled the specific place along an x-y 
axis, where each peptide would be located 
through use of variously configured masks 
(Fig. 1.4.) Photolytic protecting groups were 
employed followed by coupling the newly re- 
vealed "hot spots" with a suitable reactant. 
After this, the masks are moved as often as 
desired and the process repeated. In principle 
this method could produce thousands of indi- 
vidual peptides on a credit card-like surface. 
Although somewhat laborious, the synthesis 
can readily be automated. The method re- 
quires photosensitive protecting groups and 
testing methodologies compatible with sup- 
port-bound assay methods and the libraries 
are geographically coded by the position of 
products on the x~ axis (67). These tech- 
niques are now widely employed for gene ar- 
ray amplification and identification experi- 
ments. 

Synthesis of mixtures of peptides further 
enhanced the speed and convenience of library 
construction but required development of dev- 
olution methods so that active components in 
the mixtures could be identified. Direct meth- 
ods of sequence analysis are available. Mass 
spectrometry is popular as are NMR methods 
(involving magic angle methods on single 
beads). Edman degradation of peptides can 
also be performed. These methods are popular 
when iterative methods result in linear poly- 
mers. 

A further complication of simultaneous 
preparation of peptide mixtures is that indi- 
vidual amino acids differ greatly in their reac- 
tivity, so if one simply placed all of the poten- 
tial reactants in a flask under bond forming 
conditions, they would not react at the same 
rate. With each iteration, the disparity be- 
tween readily formed and poorly formed bonds 
would widen. One way to deal with this prob- 
lem is to use less than fully equivalent 
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Fodor photolithographic method 

Figure 1.4. Fodor photolithographic method. 

amounts of each component and to allow the 
reactions to go to completion. For example, if 
two components are employed, each should be 
added in about one-half molar quantities. At 
the end of the reaction, one should have 
equimolar amounts of both products. This 
would allow the subsequent testing results to 
be quantitatively comparable (68). Alterna- 
tively, split synthesis methods were developed 
contemporaneously by Houghton (69), Furka 
(70), and Lam (71). In split and pool synthesis 
(Fig. 1.51, an initial reaction is run on a bead 
support to attach an amino acid as before, and 
the resulting beads are then split into equal 
portions and each of these groups of beads is 
deprotected and reacted with one of a group of 
different second amino acids to form dipep- 
tides. These are pooled again and thoroughly 
mixed. This pool is again separated into equal 
portions and each is reacted with one of a dif- 
ferent group of other amino acids to produce a 
group of tripeptide mixtures. This is contin- 
ued until satisfied, and the last group of resin 
piles is usually not mixed. Although each indi- 
vidual bead will contain a single peptide, the 
final products from this methodology consist 
of groups of related materials. By illustration, 
if run in the manner described, one could start 
with the same amino acid attached to a bead. If 
this resulted in 20 piles of beads, each with a 
different amino acid attached, then each pile 

could be reacted in parallel subpiles with a 
different one of the 20 amino acids and re- 
pooled. Continuation would lead to 20 collec- 
tions of all of the possible tripeptides. Detach- 
ing and testing would reveal which was the 
best amino acid to start with (XXB in the ex- 
ample shown in Fig. 1.6). Keeping this one 
constant in the next series, repeating the pro- 
cess with the remaining 19 would reveal the 
best second amino acid (XEB in the example). 
Iteration would lead, after significant labor, to 
the optimal sequence at all positions and pro- 
duce a structure-activity relationship based on 
those other substances approaching its po- 
tency (GEB > IEB > HEB in the example). 
This method of deconvolution is known as po- 
sitional scanning. 

A great diversity of peptides can be con- 
structed in short order using these methods, 
and very large libraries have been produced. 
Such collections would be truly combinatorial. 
Many subvariations of this process can be en- 
visioned. In general it is found that more than 
one active peptide is obtained. Synthesis of all 
of these actives as individual pure chemicals 
(often called "discretes") will allow the devel- 
opment of a structure-activity relationship. 
No assumptions are made in pursuing the 
study in this manner. If one has, however, a 
lead peptide already or wishes to define a re- 

P P P -  t t t  - etc. 

AB AC AD AB, AC, AD 

Figure 1.5. Pool and split method. 
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mixture mixture mixture 
X-X-A X-X-B X-X-C 

Step 1. Cleave and test each pool separately. 

Biological 
response 

X-X-A X-X-B X-X-C 
Pool 

ldentify pool X-X-B as the more potent 

mixture mixture mixture 
X-D-B X-E-B X-F-B 

Step 2. Repeat sequence with pool X-X-B however 
varying the second position. 

Biological 
response .I, 

X-D-B X-E-B X-F-B 
Pool 

ldentify pool X-E-B as the more potent 

Step 3. Repeat the sequence with pool X-E-B however 
varying the first position. 

ldentify G-E-B as the most potent analog. 

Figure 1.6. Split and mix method with positional scanning. 

gion in a lead peptide, then one can perform a 
more limited study by systematically varying 
all of the individual positions in the region in 
question in this manner. The general experi- 
ence is that potency and selectivity increases 
as each position is optimized and the known 
sequence grows (72). Although this method is 
somewhat wasteful, it has no preconceptions, 
and the residual sequences not of interest in 
this test series can be archived and examined 
in future test systems. Another advantage of 
the method is that the final products are not 
tethered so are able to assume the solution 
conformation dictated by their sequence or by 
the receptor interaction and also to interact 
with insoluble receptors. 

In the substitution/omission method (Fig. 
1.7), one starts with a lead sequence whose 
activity is known and replaces sequentially 
each amino acid with all possible 20 analogs, 
keeping the remainder the same. This is sim- 
ilar to the divide-couple-recombine method 
just described, but it evaluates only a single 
specific residue at a time. Testing the 20 li- 
braries reveals which amino acid is optimal at 
that position. This is repeated until all of the 
amino acids in the sequence being examined 
have been evaluated and an optimized se- 
quence is at hand. In the illustration, one 
starts with known sequence A-B-C-D and dis- 
covers enhanced potency in the modified se- 
quence of E-F-C-D. 
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Lead substance = A-B-C-D 

Step 1. Vary position A with all 20 amino acids. Detach and test. 

Xn-B-C-D - E-B-C-D 

Detaching from the resin and testing revea1s.E-B-C-D 
to be more active than A-B-C-D. 

Step 2. Vary position B with all 20 amino acids. Detach and test. 

E-Xn-C-D ----c E-FC-D 

Detaching from the resin and testing reveals E-F-C-D 
to be more active than A-B-C-D. 

Step 3. Repeat this process with positions C and D 

Detaching from the resin and testing reveals E-F-C-D 
to be the most active sequence in this illustration. 

Figure 1.7. Substitutio~omission method. 

In the omission method, one deletes one of 
the amino acids from a given position (most 
often at the end) or replaces an amino acid 
residue at any chosen position by an alanine or 
glycine and finds which omission decreases ac- 
tivity. This is done at each position until the 
optimal sequence is detected and the relative 
contribution of each amino acid side-chain is 
clear. 

Devolution by positional scanning is facili- 
tated through testing groups of resins ar- 
ranged in checkerboard rows and columns as 
illustrated earlier in Fig. 1.1. Subsequent li- 
braries are much smaller so the process be- 
comes progressively less laborious. 

Another popular method of identifying res- 
idues is to attach a non-peptide signaling mol- 
ecule orthogonally to a different attachment 
arm whose reactivity differs from the first 
each time an amino acid is attached to its arm 
(Fig. 1.8). The signaling or coding molecule 
needs to be attached to its arm using chemis- 
try that does not interfere with the growing 
peptide on the other arm and does not detach 
either molecule prematurely. There are a va- 
riety of strategies employed in detaching the 
sequences from the arms (Fig. 1.9). Strategy a 
represents an internal displacement reaction 
and leaves no trace behind in the product of 
the original point of attachment. Strategy b 
uses an external nucleophile for attachment. 

This completes the product structure and usu- 
ally does not leave a linker trace. Strategy c is 
a reductive or hydrolytic strategy and some- 
times leaves a linker trace in the product but 
need not do so. The signal sequence carries the 
history of the bead and therefore codes for the 
history of the steps involved in the synthesis 
and thus for the identity of the peptide that 
one believes one has attached to the bead. The 
ease of identification of oligonucleotide se- 
quences (by PCR methods) has made these 
popular for such coding. Various halogenated 
aromatic residues have also been used for this 
purpose. Another popular method is to embed 
an rf generator tuned to individual frequen- 
cies in the resin itself so that the substance on 
the bead can be identified by tuning to the 
proper frequency. One can also place bar codes 
on the beads for convenient reading. Much in- 
genuity has been expended on ingenious 
methods of deconvolution. 

The development of these methods pre- 
sents the medicinal chemist with the ability to 
perform a chemical evolution. This would 
seem to parallel nature's use of biological evo- 
lution to produce chemical libraries suitable 
for particular biological purposes. Chemical 
evolution of this type is more congenial to the 
impatient chemist. 

Clearly with very large libraries, it is tech- 
nically not possible to analyze each product, so 
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Signal 
sequence 

Analog 

d-c-b-a- 

1. Selectively detach analog and test. 
2. Selectively detach signal sequence and 
analyze. 

Figure 1.8. Resin with arms containing an analog 
and a signal sequence. 

one must resort to statistical sampling instead 
or take it as an article of faith that each com- 
pound has been successfully prepared. Much 
work has been devoted to dealing with this 
problem but a comprehensive treatment of 
this complex topic is unfortunately too vast to 
cover here. Clearly careful rehearsal and fa- 
natic attention to detail in the construction of 
the library helps, but this is conjecture not 
science. There are relatively few instances in 
the literature where a careful census has been 
performed from which to form an opinion on 
this topic. In one important recent example, a 
statistical sampling of 7.5% of the contents of 
a library of 25,200 statin-containing pseu- 
dopeptides showed that 85% had the antici- 
pated structure. This is reasonably good for 

such complex work, but leaves one with a 
sense of unease in that about 3800 wrong sub- 
stances were available. It is important also to 
note that the wrong structures were not sta- 
tistically distributed among all of the targeted 
compounds but rather showed a bias toward 
certain structures. This is not particularly 
surprising but underscores the importance of 
the topic when interpreting the results of 
screening (73). 

Another method of devolution uses a 
method descended from early work of Pasteur 
for this work. Here, the resins are poured onto 
a solid surface previously seeded with a micro- 
organism lawn or a substrate that generates a 
color. Those resins that contain an active ma- 
terial give a zone of inhibition or a color re- 
sponse. Both of these endpoints can be de- 
tected visually and the active resins taken off 
of the surface with tweezers. The active com- 
ponent can then be detached for analysis and 
identification. 

Initially, combinatorial libraries of pep- 
tides consisted primarily of products made 
from linear combinations of naturally occur- 
ring amino acids. Subsequently just about ev- 
ery devise employed in ordinary peptide work 
has been applied to combinatorial studies, 
leading to a persistent evolutionary drift away 
from collections of natural peptides. For ex- 
ample, to enhance the metabolic stability of 
such libraries, end capping of the amino end 
and the carboxy end and also cyclization have 
been employed to stabilize these substances. 
Before long, the incorporation of unusual 
amino acids also began (Fig. 1.10). These 
substances can be termed pseudopeptides 

A C Product of b 
H / '.B/ \ 

D 
a = internal displacement A 
b = hydrolysis or reduction C / \B/ \ D  Product of c 
c =external displacement 

Figure 1.9. Some detachment strategies for detachment of compounds from resins. 
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Peptide Peptoid 
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0 
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Incorporation of a pepstatin Incorporation of a hydroxyketone 
residue residue 

Figure 1.10. Some peptide surrogates employed in libraries. 

(74-101). More specifically, such residues as 
benzamidines (102, 103), phosphinates (104- 
106), methyleneketones, hydroxyketones, flu- 
oroamides (107), ketoamides, hydroxamates 
(108, log), glycols, coumarins (110), borona- 
tes, oxazoles (Ill), nitriles, aldehydes, haloge- 
nated ketone hydrates, sulfonamides, and the 
like progressively appeared. These unusual 
residues were predominantly incorporated ei- 
ther at the end or at a point where the natural 
peptides would be cleaved by enzymatic ac- 
tion. These moieties are of special value when 
the substitution takes place at a site where the 
processing enzyme must act and employs 
mechanism-based inhibitory mechanisms. 
More recent libraries have appeared in which 
the overall conformation of the peptide has 
been mimicked so that the resulting heterocy- 
cle resembles topographically a p-turn, for ex- 

ample, but may not incorporate any common 
amino acid components (112,113). The figure 
illustrates some of the groups so employed. 

Later, the peptide linkage itself began to be 
modified (Fig. 1.11). For example, the classical 
mode of stabilization against peptidase cleav- 
age by conversion of the peptide bond NH into 
N-methyl subsequently evolved into the prep- 
aration of peptoids (polyglycine chains with 
each NH replaced by a variety of N-alkyl 
groups of the type that resemble the side- 
chains found in normal amino acids). Librar- 
ies of these compounds were very popular for a 
while but interest has decreased as time 
passes (114,115). 

Flirtation with other substitutes for nor- 
mal peptide bonds includes preparation of li- 
braries of polycarbamates (116), vinylogous 
amides, incorporation of a pepstatin residue 
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Peptide boronate 

H H H 
I 

R NHOH R H 

C C C 
Peptide hydroxamate Peptide aldehyde Peptide trifluoro- 

methyl hydrate 

Peptide nitrite Peptide phosphonate 

Figure 1.11. Peptides substituted with unusual carboxyl surrogate residues. 

(117), and ureas (118) as well. In these librar- 
ies, the side-chains project from each fourth 
rather than each third atom in the chains so 
these are not close models of amino acids. 
Such libraries, not surprisingly, are more of- 
ten antagonist rather than agonist. 

In Fig. 1.11, one sees the insertion of un- 
usual peptide bond surrogates for lead seek- 
ing. Such residues include peptide boronates, 
peptide hydroxamates, peptide aldehydes, 
peptide trifluoromethylketone hydrates, pep- 
tide nitriles, peptide phosphonates, and so on. 
One could also add to this list inclusion of 
p-turn mimics, p-sheet analogs, and so on. 
This is at present a very active subfield of me- 
dicinal chemistry. 

These peptide and pseudopeptide libraries 
have been replaced progressively by collec- 
tions containing smaller and more drug-like 
molecules. These will be covered in their own 
section below. 

3.2 Nucleoside Arrays 

The minimum fully realized library of natural 
peptides would consist of 20'' components. An 
analogous library of nucleic acids would con- 
sist of 55 components (double this if one used 

both ribose and deoxyribose units) and be sub- 
stantially smaller (Fig. 1.12a). Once again, the 
use of post-translationally modified bases or 
wholly unnatural analogs increases the attain- 
able diversity. Conformational effects and 
self-associations further enhance the diver- 
sity. Once again, construction is iterative and 
bead-based automated procedures are avail- 
able. Libraries of significant size have been 
constructed and evaluated (119). 

3.3 Oligosaccharide Arrays 

Construction of diverse oligosaccharide librar- 
ies is much more difficult. The linkage is chiral 
and relatively hard to control, the bonds are 
acid fragile, and there are many potentially 
competing functional groups that can be 
points of attachment (Fig. 1.12b). Despite 
these complicating factors, such libraries are 
beginning to appear. Clearly progress is being 
made. 

3.4 Lipid Arrays 

Lipid libraries have largely been neglected. 
For saturated fatty acids, the construction of 
carbon-carbon bonds is more difficult. Ste- 
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Figure 1.12. (a) Oligonucleotide libraries. (b) Oli- 
gosaccharide libraries. 

roids and other polyisoprenoids are also com- 
plex to construct. Mixed triglycerides would 
seem accessible, and one anticipates develop- 
ments in this area. 

4 SOLID AND SOLUTION PHASE 
LIBRARIES OF SMALL, DRUCABLE 
MOLECULES 

As noted above, the field of combinatorial 
chemistry and multiple parallel synthesis 
started with libraries of peptides. In time, un- 
usual residues crept into the products. While 
this evolution is still ongoing, it is now accom- 
panied by a major effort to produce libraries of 
small, drug-like molecules in library form. 
Many of the methods used for large molecules 
carry over but the largely non-iterative nature 
of small molecule synthesis is a significant 
complication. 

The current "gold standard" in small mol- 
ecule drug seeking is oral activity accompa- 

nied by one-a-day dosing. This is a high hur- 
dle. The majority of molecules that have 
passed have molecular weights of about 500 or 
so. It has been calculated that the number of 
small molecules that would fall into this cate- 
gory is approximately 10 raised to the 62nd 
power! Clearly preparing all of these in rea- 
sonable time is beyond the capacity of the en- 
tire population of the earth even if they 
worked tirelessly. The number of compounds 
that can become satisfactory drugs encom- 
passed in this impossible collection is probably 
in the range of a few thousand, so most of the 
effort would be wasted. Hence medicinal 
chemical skills are still at a premium. 

Obviously construction one at a time in the 
usual iterative or non-iterative fashion results 
in single molecules of a defined nature. Com- 
bination of reactants A and B produces a sin- 
gle product A-B. Reaction of this with another 
substance produces product A-B-C. In each 
case, a single reaction produces a single prod- 
uct. The change brought about by combinato- 
rial or multiple parallel synthesis methods is 
that the reactants are usually linear, but the 
products can be logarithmic. For example, re- 
acting A with 10 different Bs produces 10 
products (A-B,-,,), and the reaction with 10 
different Cs on each of these results in 100 
products (A-B,-loC,-lo), either in mixtures or 
as discrete compounds. Rather large com- 
pound collections can be assembled quickly 
using this scheme. 

With non-linear products a different vari- 
ant is seen than experienced with large mole- 
cules (Fig. 1.13). Here a starting material (of- 
ten called a centroid) with a number of 
functional groups (preferably with different 
degrees of reactivity-known as orthogonal- 
ity) can be reacted with a variety of substitu- 
ents (often called adornments) to produce a 
large number of analogs. In the figure, one 
sees illustrated centroids with two, three, or 
four such functional groups and given the 
number of possible variants, this can lead to a 
very large library of analogs in a brief time 
(two functional groups with 10 variant adorn- 
ments quickly results in 100 analogs, three in 
1000, and four in 10,000). If the reaction con- 
ditions allow, these variations can be run in 
mixture or in parallel effecting a very signifi- 
cant time savings. It can, however, put a sig- 
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Figure 1.13. Centroid adornment. 

nificant strain on purification, analysis, record 
keeping, budgets, etc. Much work has been ex- 
pended in addressing these potential limita- 
tions. 

With 500 as the normal practical upper mo- 
lecular weight limit, it can be seen that cen- 
troid A should be chosen to have the smallest 
practical molecular weight. It is also helpful if, 
when fully adorned, it has functional groups 
remaining that can interact productively with 
a receptor so the weight devoted to this part of 
the molecule is not net loss. The molecular 
weight of the centroid places practical limits 
on the net weight that the adornments can 
collectively have. If one adornment is rather 
large, then this requires one or more of the 
other adornments to be made compensatingly 
smaller. The more functional groups present 
in the centroid, the smaller each adornment 
can be. 

It is particularly helpful if the adornments 
project into space into quadrants that fit pre- 
cisely the needs of the receptor if one is opti- 
mizing a lead. Alternately, if one is hit seeking, 
they should project into various quadrants 
about the centroid so as to allow a fruitful ex- 
ploration of potential receptor needs. In hit 
seeking, one often wants molecular flexibility, 
whereas in lead optimization progressive ri- 
gidification is often more effective. 

In addition, the adornments must have the 
usual medicinal chemical characteristics. 
They should not be chemically reactive, con- 
vey toxicity, or be inordinately polar. The 

product should fit the modified Lipinski rules 
to allow for the usual molecular weight and 
lipophilicity creep that often accompanies 
analoging. The net hydrogen bonding invento- 
ries, log P, water solubility, and cell penetra- 
bility features set constraints on the individ- 
ual and the collective nature of the 
adornments. If one is rather polar, for exam- 
ple, the polarity of another usually must be 
decreased. Whether the centroid should be 
tethered to a solid support or free in solution 
must be considered carefully. If tethered, it is 
important to consider whether the point of at- 
tachment will remain in the final analog, and 
if so, what affect this may have on its biological 
properties. One also should consider whether 
this attachment will prevent the use of one of 
the potential adornment points. 

Just as in one at a time synthesis, linear 
syntheses are the most risky and produce the 
lowest yields. Converging methodologies ad- 
dress these limitations successfully, and in 
combinatorial work, Ugi (four-component) 
and Passerini (three-component) reactions 
are very flexible and popular. Generally one 
has less control over the specific products be- 
ing produced by such reactions but this is 
largely compensated for by the molecular di- 
versity available in this way. 

Clearly a great deal of thought should go 
into library design before the work begins. 

The first libraries containing heterocycles 
recognizable as orally active drugs were the 
1,4-benzodiazepine-2-ones prepared on resins 
by Bunin and Ellman in 1992 (Fig. 1.14) (6) .  A 
notable chemical feature is the use of amino 
acid fluorides to drive the amide formation to 
completion. The choice of benzodiazepines 
was inspired because of the medicinal impor- 
tance of these materials and their resem- 
blance to peptides. Here the library was con- 
structed by a combination of three reactants. 
If each were represented by 10 variations, the 
library could easily reach 1000 members (10 x 
10 x 10) in short order. This would fit the 
commonly accepted meaning of combinatorial 
in that all of the possible variants would be 
constructed. Being selective in the variations 
actually incorporated, a smaller ("focused") li- 
brary could be made that answered specific 
pharmacological questions but at the risk of 
missing an unexpected discovery. Such a li- 
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Figure 1.14. Synthesis o f  benzodiazepine libraries-1. 

brary would fit the commonly accepted defini- 
tion of multiple parallel synthesis. Such fo- 
cused libraries are often more intellectually 
satisfying to the practitioner. In this library 
the attached groups project into space at 
widely separated compass points around the 
molecule allowing a systematic exploration of 
receptor requirements. The centroid has a mo- 
lecular weight of 160 when all of the available 
substitution points are occupied by hydrogen 
atoms. If one accepts an upper molecular 
weight limit of approximately 500, then four 
variations can occupy 340 atomic mass units 
(500-160) so each adornment can have an av- 
erage of about 85 amu, if the weight is evenly 
distributed. This gives significant latitude for 
substitution. When chosen with care to convey 
drug-like properties and not to exceed collec- 
tively the guidelines that Lipinski has devel- 
oped, the library can contain primarily sub- 
stances that have a chance to be drug. They 
also can be so chosen that they allow for sub- 

stitution independently of each other and also 
to be installed without premature separation 
from the beads. It will also be noted that the 
centroid chosen has amide and amine linkages 
that are not involved in adornment attach- 
ment and are capable in principle of interact- 
ing successfully with a receptor so the molec- 
ular weight sacrificed to the centroid may 
perform pharmacodynamic work. Centroids 
derived from molecular series that are known 
to be associated with good pharmacokinetics 
are often referred to as privileged molecules. 
Thus, the choice of benzodiazepines to demon- 
strate the potential power of combinatorial 
chemistry and multiple parallel synthesis was 
inspired. 

In this pioneering library, the final prod- 
ucts were attached to the bead support 
through a phenolic hydroxyl group that re- 
mained as such in the products before testing. 
Varying the point of attachment of the hy- 
droxyl group would lead to additional multiple 
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Figure 1.15. Synthesis of benzodiazepine 
libraries-2. 

analogs. Indeed, a variant of this process re- 
sulted in a traceable linker in the other aro- 
matic ring (Fig. 1.15). 

A somewhat more versatile synthesis of 
this type using stannanes and palladium acy- 
lations (Stille coupling) appeared subse- 
quently (Fig. 1.16) (120). While precedent es- 
tablishing, this was pharmacologically less 

N H Bpoc 

arm- 0 SnMe3 

I i. Pd(O), RCOCl 
ii. H+ 

than completely satisfying because agents in- 
tended to penetrate well into the CNS should 
not usually contain such a polar substituent. 
Despite this, several components in these li- 
braries were bioactive, and the work drew 
widespread attention to the promise of the 
methodology and was soon followed by a flood 
of applications to the preparation of drug-like 
molecules. In this sequence, attachment to the 
resin was by an amino acid ester bond. Subse- 
quently this bound intermediate was con- 
verted to an imine that cyclized to the benzo- 
diazepine moiety on acid cleavage from the 
resin (Fig. 1.18) (121). The "traceless linker" 
technology so introduced has now become 
standard. One of the additional advantages of 
this application is that incomplete reaction oc- 
curring during the synthesis would lead to 
products that would not cleave from the resin 
and could be removed by simple filtration. 
Furthermore, the products were now indistin- 
guishable from benzodiazepines prepared by 
usual speed analoging (USA) methods. 

Ellman's group also developed a traceless 
linker sequence of a different type based on 
HF release of an aryl silicon link to the resin 
(Fig. 1.17) (122). 

As it happens, somewhat gratifyingly, test- 
ing of these agents revealed no structural svr- 
prises. The intense study of the benzodiaz- 
epines in the empirical earlier years had 
apparently not missed much of significance. 
Nonetheless, these studies resulted in con- 

Figure 1.16. Synthesis of benzodiazepine libraries-3. 
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Figure 1.17. Synthesis of benzodiazepine libraries-4. 

vincing proof that combinatorial chemical 
methods would be of dramatic use in prepar- 
ingagents likely to become orally active drugs. 

Benzodiazepine libraries (123) and close 
analogs such as 1,4-benzodiazepin-2,5-diones 
(124, 125) continue to be popular. For exam- 
ple, one such library is prepared by a sequence 
involving a Borch reduction and an internal 
ester-aide exchange to form the seven-mem- 
bered ring and then cleavage from the resin. 
The reaction conditions are mild enough to 
preserve the optical activity in this library 
(Fig. 1.19) (126). Use of peptoid starting ma- 
terials and reductive traceless linker technol- 
ogy are features of the work of Zuckermann et 
al. (Fig. 1.20) (125). 

Representative of another important class 
of drugs is the 1,4-dihydropyridines. Hantzsch 

methodology (without the oxidative step) 
works efficiently on resins for this purpose. 
The conditions are mild in this synthesis and 
the yields are good (Fig. 1.21) (127). 

Angiotensin-converting enzyme inhibitors 
are million dollar molecules. An interesting li- 
brary of captopril analogs were prepared on 
resin using a split-mix iterative resynthesis 
deconvolution procedure. From a collection of 
about 500 analogs, an analog emerged that 
was threefold more potent than captopril itself 
and possessed a Ki of 160 pM (Fig. 1.22) (128)! 

Another important class of contemporary 
drugs that have been made in library form, in 
this case both in solution and in solid state, are 
the fluoroquinolone antimicrobial agents (Fig. 
1.23) (129, 130). The solution-based yields 
were superior to those obtained on the resins. 

Figure 1.18. Synthesis of benzodiazepine libraries-5. 
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Figure 1.19. Synthesis o f  benzodiazepine libraries-6. 
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Figure 1.20. Synthesis o f  benzodiazepine libraries-7. 
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Figure 1.21. Synthesis of dihydropyridine libraries. 

Many more examples could be covered, but 
this gives a representative flavor of the field. 
By now most of the heterocyclic ring systems 
have been produced in library form. Particular 
emphasis has been placed on libraries of mol- 
ecules with interesting pharmacological prop- 
erties. Rather extensive reviews of this work 
exist for the interested reader to consult. [The 

Captopril 

Figure 1.22. Captopril library results. 

reviews of Dolle (36 -40) and of Thompson and 
Ellman (41) are particularly useful in this con- 
text.] 

Recently, focused libraries explore the SAR 
properties of series of contemporary interest 
where no drugs have yet emerged or where the 
first of a promising series has been marketed. 
An example of this is the oxazolidinones. 'one 
example of this class, linezolid, has recently 
been marketed as an orally effective anti-in- 
fective, and most large firms have extensive 
analog programs in progress in attempts to 
improve on its properties (Fig. 1.24). Combi- 
natorial chemistry plays a significant role in 
this work. A Pharmacia group has shown that 
alteration of the morpholine function to a 
methylated pyrazole moiety produces a broad 
spectrum analog with oral activity. Palladium 
coupling of the iodoaromatic moiety of the 
starting material allows construction of the 
trimethylsilylacetylene side-chain. Hydrolysis 
of this group with formic acid produces a 
methyl ketone, which after a mixed aldol reac- 
tion to the dimethylenamine, reacts with 
methylhydrazine to produce a mixture of the 
two possible methylated pyrazole isomers. 
These are separated by chromatography to 
produce the best of a large series of analogs 
produced by these and other reaction se- 
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Figure 1.23. Fluoroquinolone libraries. 

quences. The product illustrated in Fig. 1.24 
has the best combination of in vitro and in  vivo 
properties in this grouping (131). Reports of 
related studies have also appeared (132, 133). 

A library of cephalosporin antibiotic ana- 
logs was made on a solid support (basic alu- 
mina) without requiring protection-deprotec- 
tion. The compounds were prepared in high 
yield (82-93%) and purity in about 2 min with 
the aid of microwave irradiation (Fig. 1.25) 
(134). Microwave acceleration in combinato- 
rial chemistry is a powerful technology for en- 
hancing reactions on solid phases. 

The small molecule libraries just exempli- 
fied belong to the class called focused. That is, 
in each case a discrete molecular target was 
available at the outset and chemical routes 
were generally available. After some adapta- 
tion to the needs of the method and rehearsal 
of the chemistry, libraries could be generated 
relatively quickly. Many analogs were then 
available by comparatively simple variations 
in the reactants employed. Clearly, in drug 
seeking, one can operate in much the same 
manner after identification of a suitable hit 
molecule. 

The strategy required in hit seeking, how- 
ever, is rather different. Here the initial li- 
braries are usually bigger and more diverse. 
After the library is screened, and useful mole- 
cules are uncovered, subsequent refining li- 
braries are employed that are progressively 
smaller and more focused. Each succeeding li- 
brary benefits from the information gained in 
the previous work so this can be considered 

the chemist's equivalent of biological evolu- 
tion. As the work progresses, the needs for 
quantities of material for evaluation become 
more and more so the work usually proceeds 
back into the larger scale one at a time mode 
resembling the BC (before combichem) era. 

A couple of examples represent the very 
large amount of work carried out in this man- 
ner. First, consider the discovery and progres- 
sion of OC 144-093, an orally active modula- 
tor of P-glycoprotein-mediated multiple drug 
resistance that has entered clinical studies. 
First, a 500-membered library of variously 
substituted imidazoles was prepared on a mix- 
ture of aldehyde and amine beads (Fig. 1.26). 
The choice of materials was based on prior 
knowledge of the structures of other P-glyco- 
protein modulators. Screening this library in 
whole cells led to the identification of two 
main leads, A, possessing an IC,, of 600 nM, 
and B, possessing an IC,, of 80 nM. In addi- 
tion, B possessed an oral bioavailability in 
dogs of about 35%. These results were very - 

encouraging. 
The third stage involved making a solution- 

based library based on the structures of A and 
B. Screening produced leads C, possessing an 
IC,, of 300 nM, and D, with an IC,, of 150 nM. 
Interestingly, D was an unexpected by-prod- 
uct. The chemistry in libraries does not always 
go as intended. In addition to reasonable po- 
tency, D showed enhanced metabolic stability, 
so it was chosen as the lead for the next phase. 
Analoging around structure D lead ultimately 
to OC 144-093, with an IC,, of 50 nM and an 
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Figure 1.24. Oxazolidinone libraries. 

estimated 60% bioavailability after oral ad- 
ministration in humans (135, 136). 

Later biological studies in vitro and in vivo 
have shown that the agent enhances the activ- 
ity of paclitaxel by interfering with its export 
by P-glycoprotein. It is not a substrate for 
CYP3A and interferes with paclitaxel metabo- 
lism only at comparatively high doses. After 
IV administration, OC 144-093 does not in- 
terfere with paclitaxel's pharmacokinetic pro- 
file but elevates its area under the curve when 
given orally. The results are interpreted as 

meaning that OC 144-093 interferes with gut 
P-glycoprotein, enhancing oral bioavailability. 
Further studies are in progress and it is hoped 
that a marketed anticancer adjunct will 
emerge in due course as a result of combinato- 
rial chemistry (137). 

In a different study, a search through a 
company compound collection was made in an 
attempt to find an inhibitor of the Erm family 
of methyltransferases. These bacterial en- 
zymes produce resistance to the widely used 
macrolide-lincosaminide-streptogramin B an- 
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Figure 1.25. Cephalosporin libraries. 

tibiotics by catalyzing S-adenosylmethionine- 
based methylation of a specific adenine resi- 
due in 23s bacterial ribosomes. This interferes 
with the binding of the antibiotics and conveys 
resistance to them. Using NMR (SAR by NMR) 
screening, a series of compounds including 1,3- 
diamino-5-thiomethyltriazine were found to 
bind to the active site of the enzyme, albeit 
weakly (1.0 mM for the triazine named) (Fig. 
1.27). Analogs were retrieved from the collec- 
tion, and analogs A, B, and C identified as 
promising for further work. A solution phase 
parallel synthesis study was performed from 
which compound D emerged as being signifi- 
cantly potent. Next a 232-compound library - 

was prepared to discover the best R group on 
the left side of compound D. From this, com- 
pounds E and F emerged. These were now po- 
tent in the low micromolar range. The left side 
of analog E was fixed and the right side was 
investigated through a 411-membered library. 
From this, E emerged as the best substance 
with a Ki of 4 pM against Em-AM and 10 /.dl4 
against ErmC. Thus, starting with a very 
weak lead with a malleable structure, succes- 
sive libraries produced analogs with quite sig- 
nificant potency for further exploration (138). 

It is iust a decade after this field became " 

generally active, yet already most of the com- 
mon drug series and hundreds of different het- 
erocyclic classes have been prepared in library 
form. Originally the emphasis was on bead- 

based chemistry, and this actually slowed gen- 
eral acceptance of the method because few or- 
ganic and medicinal chemists were familiar 
with the techniques needed to make small 
molecules on beads through non-iterative 
methods, and indeed, much of the needed 
technology had yet to be developed and dis- 
seminated. These problems have largely been 
overcome, and today the choice of beads or no 
beads is partly a matter of taste, the size of the 
libraries being made, and the length of the 
reaction sequences required. 

The remainder of this chapter deals with 
selected examples that illustrates particular 
concepts and methodologies. 

4.1 Purification 

In communicating their results, chemists ex- 
plicate the route with formulae and often dis- 
cuss the relative strengths and weaknesses of 
key reagents but almost never devote time to 
workup. Even so, the details of the workup 
require attention to detail in the performance 
and are sometimes quite challenging. This fac- 
tor becomes even more demanding in combi- 
natorial work where the need for rapid, effec- 
tive workup is intensified. Little is gained if 
one saves much time in construction only to 
have to give this back by tedious and repeti- 
tious purification schemes. Performing chem: 
istry on beads addresses this in that simple 
filtration and washing often suffices. This is 
not as useful if the reactions do not go to com- 
pletion, so considerable excess of reagents and 
more lengthy times are often employed to 
drive the reactions further to completion. Sep- 
aration from solution in solid form or simple 
evaporation is very convenient, and manifolds 
for filtration and for solvent removal are com- 
mercially available. From a drugability stand- 
point, there is a danger in this. Compounds 
that separate readily from polar solvents are 
often of very low water solubility and present 
difficulties in testing. A number of commer- 
cially available combinatorial screening li- 
braries are peppered with such substances. 

Column chromatography is powerful but 
often labor intensive and solvent consuming. 
Separation of hundreds of analogs by column 
chromatography would be a nightmare. With 
smaller, focused libraries, this is often more 
manageable. 
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Figure 1.28. Resin tethered reagents used in combichem. 

More frequently automated chromato- 
graphic reverse phase methods are employed 
in which round the clock separations not re- 
quiring constant human supervision are avail- 
able. 

Chromofiltration methods are powerful 
and rapid but often require study for optimi- 
zation. We have found, for example, that 
choice of the appropriate solvent for solution- 
based multiple parallel synthesis can occa- 
sionally result in reaction mixtures from 
which the desired product can be isolated in 
pure form by suitable choice of absorbent and 
concentration or evaporation from the eluent 
(139). However this is generally exceptional. 
One can sometimes doctor silica gel, for exam- 
ple, to enhance its use for these purposes. Af- 
ter amide formation, when the acid compo- 
nent is used in excess, adding 1% of sodium 
bicarbonate to silica gel and mixing thor- 
oughly provides a convenient way to remove 
reaction debris so that filtration produces 
pure amide on evaporation (139). 

More generally applicable has been the de- 
velopment of many reagents tethered to solid 
supports. These reagents perform their in- 
tended role and then the excess reagent and 

the exhausted reactants can be filtered and 
washed away for easy product isolation. In this 
case, the compounds are in solution and the 
reagents are on the solids. A great many re- 
agents have been prepared for use in this 
manner and the area has been reviewed exten- 
sively (140-142). Whereas ion exchange appli- 
cations have been around a long time in the 
medicinal chemist's laboratory, the require- 
ments of combinatorial chemistry have engen- 
dered a flowering of additional resins and uses. 
These are particularly useful in solution- 
based MPS but clearly find wide applications 
in other types of chemistry as well. An exhaus- 
tive treatment is beyond the scope of this sum- 
mary, but a few examples help clarify the 
many uses to which this exciting technology 
can be put. In Fig. 1.28a, resin bound diphe- 
nylphosphine is used to reduce benzamide to 
benzonitrile. The diphenylphosphine oxide 
product is often troublesome to remove from 
nontethered reactions, but here is readily sep- 
arated leaving the clean product behind. In 
Fig. 1.28b, tethered chromate cleanly oxidizes 
benzyl alcohol to benzaldehyde. In Fig. 1.28c, 
tethered bromine dimethylamino hydrobro- 
mide cleanly a-brominates acetophenone. 
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Figure 1.29. Illustration of tethered reagents in preparing propranolol. 

An illustrative example of the power of this 
method is the resin-assisted synthesis of the 
adrenergic P-blocking agent, propranolol, out- 
lined in Fig. 1.29 (143). In the six chemical 
steps required for this preparation, three in- 
volved the use of resin-based reagents. It is 
obvious that many possible variants leading to 
a library of related molecules could be pre- 
pared by simple modifications of the reagents 
and substrates. 

Another important and powerful method- 
ology employs capture or scavenger resins. 
Here resin-tethered bases, for example, are 
employed to remove acidic reaction products 
from reaction mixtures, and these can be re- 
generated for further use. Likewise, these ma- 
terials can be used to remove acidic reagents 
or byproducts leaving the desired reaction 
product in the solution. Isocyanate resins are 
used to remove primary and secondary amines 
and alcohols, benzaldehyde tethered to a resin 
is used to remove primary amines and hy- 
drazines, carbonate resins remove carboxylic 
acids and phenols, diphenylphosphine resins 
remove alkyl halides, and tethered trisamine 
removes acid chlorides, sulfonyl chlorides, and 
isocyanates. This methodology is similar in 
concept to the well-established ion exchange 
methodologies. The use of acid and base resins 
to remove ionizable products and byproducts 
from reaction mixtures is familiar. The use of 
tethered isocyanates to remove excess amine 
is less familiar but readily comprehended. 
These and analogous reagents have been 

widely employed and reviewed (140-142, 
144). An example of the preparation of a li- 
brary of drug-like molecules in solution em- 
ploying resin capture methodology is illus- 
trated in Fig. 1.30 wherein tamoxifen analogs 
are efficiently and cleanly prepared (145). The 
sequence starts with Suzuki-type coupling 
with a series of aryl halides. The desired inter- 
mediate is present in the product mixture with 
a variety of reaction detritus including diary- 
lated material. The desired product is cap- 
tured out of this stew by use of a resin bound 
aryl iodide which reacts exclusively with it. 
This device is sometimes called phase switch- 
ing. The resin bound product is purified by 
rinsing and the reaction sequence is com- 
pleted by acid release from the capture resin. 

Highly fluorinated organic molecules are 
often insoluble at room temperature in both 
water and in organic solvents. At higher tem- 
peratures, however, they are soluble. Thus, 
heating a reaction mixture involving such a 
molecule to speed the reaction and then cool- 
ing on completion often allows the product to 
separate in pure or at least purified form by 
phase switching into the fluorinated solvent. 
This is very convenient for rapid work-up of 
combinatorial libraries. Recently, silica gel 
columns with a fluorous phase have been in- 
troduced to facilitate separations. Compounds 
elute from these columns in the order of their 
decreasing fluorine content. This can be illus- 
trated (Fig. 1.31) by application to a library of 
100 mappicine alkaloid analogs. In this case, 
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Figure 1.30. Illustration of resin capture use in a library of tamoxiphen analogs. 

each analog was tagged with an arm contain- 
ing one of a series of a perfluorinated hydro- 
carbons (CnFn+l). Syntheses could then be 
performed in mixtures and at the end the 
products were separated based on the number 
of fluorines in their tags. Detagging produced 
the individual pure products. The method is 
not general but is very convenient when used 
appropriately (146, 147). 

It is also possible to remove desired reac- 
tion products, if aggressive by-products and 
reagents are not present, by chromatography 
over immobilized receptor preparations. Gel 
filtration is also helpful in sorting out a bind- 
ing component from a mixture library con- 
taining analogs with little affmity for the 
pharmacological target. 

Because of the impact of these newer meth- 
ods, today one rarely sees a separatory funnel 
in a combichem laboratory. This chemistry is 
also comparatively "green" in that solvent 
needs can be greatly reduced and disposal of 
unwanted materials is simplified. 

4.2 Synthetic Success and Product Purity 

Only a relatively few census reports assessing 
the success rate of combinatorial library con- 

struction are available (1481, but the consen- 
sus is that 85% success is fine. The level of 
desired purity of the components is also a mat- 
ter of debate. Actionable quantitative biologi- 
cal data can be obtained from pure samples 
and uncertainties into selecting the most ac- 
tive constituents to pursue are increasingly in- 
troduced by assaying less pure material. Three 
grades of products can be distinguished. Pure 
usually means greater than 95% in combina- 
torial work. A lower but generally acceptable 
grade of purity is arbitrarily chosen at about 
80%, and such compounds can be labeled as 
"practical grade." Less than this level of pu- 
rity is generally unacceptable and is some- 
times, disparagingly, called "practically." In 
very large libraries where purity analysis of 
each component is rarely available, inevitably 
one has some components in this poor state. 
Indeed, chemists occasionally report anecdot- 
ally finding that an active component in a li- 
brary has none of the intended compound in it 
at all. This complicates analoging but is more 
satisfactory than basing SAR-based design on 
negative activity data wherein one can be sig- 
nificantly mislead in such cases. 
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Figure 1.31. Illustration of fluorous phase methods in the synthesis of a mappacine library. 

One is disturbed to note also that in a few 
cases where a census has been taken of very 
large libraries, the wrong or missing struc- 
tures are not statistically distributed (149). 
Thus, such libraries have a structural bias. 
For example, the chemistry may selectively fa- 
vor production of more lipophilic substances 
so that hydrophilic examples are underrepre- 
sented. It is hard to see how to get around this 
conveniently. 

4.3 Resins and Solid Supports 

A great variety of resins and solid supports are 
available for combinatorial work (151). Gel- 
type supports are popular and consist of a flex- 
ible polymeric matrix to which is attached 
functional groups capable of binding small 

molecules. The particular advantage of this in- 
ert support is that the whole volume of the gel 
is available for use rather than just the sur- 
face. Generally these consist of cross-linked 
polystyrene resins, cross-linked polyacryl- 
amide resins, polyethylene glycol (PEG) 
grafted resins, and PEG-based resins. Surface 
functionalized supports have a lower loading 
capacity and many types are available. These 
include cellulose fibers, sintered polyethylene, 
glass, and silica gels. Composite gels are also 
used. These include treated Teflon mem- 
branes, kieselguhr, and the like. Brush poly- 
mers consist of polystyrene or the like grafted 
onto a polyethylene film or tube. 

The linking functionality varies. Com- 
monly employed resins are the Merrifield, 
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Figure 1.32. Some common resin types. 

Wang, Rink, and Ellman types. These are il- 
lustrated in Fig. 1.32, and the reader can 
readily appreciate the kinds of chemistry that 
they allow. 

4.4 Microwave Accelerations 

Molecules possessing a permanent dipole align 
themselves in a microwave apparatus and os- 
cillate as the field oscillates. This rapid motion 
generates intense homogeneous internal heat 
greatly facilitating organic reactions, espe- 
cially in the solid state. For example, heat-de- 
manding Diels-Alder reactions can take days 
on solid support, hours in solution, and only 
minutes under microwave. This has been 
adapted to combinatorial methods and is even 
compatible with a 96-well plate format (150). 

4.5 Analytical Considerations 

Analysis of the degree of completeness and the 
identity of the product is simpler than that 
seen in solid phase work. This closely parallels 
general experience in the pre-combichem days 
with the excevtion that the work load is 
greatly magnified. Automation is called for 
and hplcltof mass spectrometry is of particular 
value. Even so, with very large libraries, one is 
usually restricted by necessity to statistical 
sampling and compound identification rarely 
goes beyond ascertaining whether the product 
has the correct molecular weight. If activity is 
found then more detailed examination takes 
place. 

With solid-state libraries, the problem is 
much more complex. An enormous effort has 

been put into working out analysis of single 
beads with mass spectrometry, Raman spec- 
troscopy, magic angle NMR, and chernilumines- 
cence techniques being particularly popular. 

4.6 lnformetrics 

Combinatorial synthesis and high-throughput 
screening generate an enormous amount of 
data. Keeping track of this is a job for high- 
speed computers. Many firms have developed 
their own programs for the data handling, and 
there are commercial packages that may be 
useful as well. The best of these have structure 
drawing capacity also. 

4.7 Patents 

Patent considerations are complex in combi- 
natorial chemistry. The mass of potential data 
is hard to compress into a suitable format for 
this purpose. Commonly, patenting takes 
place comparatively late in a drug-seeking 
campaign and so differs little from traditional 
patenting. One notes however that the com- 
parative speed and ease of molecule construc- 
tion makes it possible to reduce to practice 
rather more examples that would have been 
possible in the one-at-a-time days. 

Rather more disturbing is the increasing 
tendency to patent various means of making 
and evaluating libraries rather than focusing 
on their content. The fundamental purpose of 
patenting is to promote the useful arts and to 
provide protection for innovative discoveries 
for a period and then to share them with soci- 
ety in general. Patenting of means of produc- 
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ing libraries, if carried to an extreme, would 
have a dampening effect on the development 
of the field and so would inhibit the develop- 
ment of the useful arts. This should be 
guarded against. 

5 SUMMARY AND CONCLUSIONS 

Combinatorial chemistry and multiple paral- 
lel syntheses have transformed the field of me- 
dicinal chemistry for the better. The last de- 
cade has seen a revitalization and much 
dramatically useful technology has been dis- 
covered. No laboratory seriously involved in 
the search for new therapeutic agents can af- 
ford not to employ this technology. 

From the vantage point of 2002, one can 
now look back at what has been done in the 
amazingly short time that this technique has 
been widely explored and one can see some 
things more clearly now and use the method- 
ology more cunningly. 

In the heady early days of combinatorial 
chemistry one frequently heard the opinion 
that existing drugs were only those to which 
nature or good fortune had laid a clear path. 
Some believed that there were large numbers 
of underexplored structural types that could 
be drugs if only they were prepared and 
screened. Combichem promised to make this a 
reality. It would be nice, indeed, if this had 
turned out to be true! It cannot be denied that 
there is some justice in this belief; speculative 
synthesis continues to reveal important drugs. 
Nonetheless, the cruel restraints that ADME 
and toxicity considerations place on our chem- 
ical imagination have ruined this dream of 
easy and unlimited progress. The present wed- 
ding of combichem with medicinal chemical 
knowledge is extremely powerful, and we no 
longer in the main waste time on collections of 
molecules that have no chance of becoming 
drugs. Clearly space for chemical diversity is 
larger than space for medicinal diversity. 

BC (before combichem) there was little 
motivation for enhanced speed of synthesis. 
Generally, synthesis could be accomplished 
much more quickly than screening and evalu- 
ation of the products. Enhanced speed of con- 
struction simply produced a greater backlog of 
work to be done. The advent of high-through- 

put screening in the 1980s changed all this. 
The backlogs emptied rapidly, and there was a 
demand for more compounds. In addition, new 
firms were founded to take advantage of 
newer screening methodologies. These firms 
had no retained chemical libraries to screen 
and larger firms were reluctant to allow their 
libraries to be screened by outsiders. A signif- 
icant part of these needs were met by the 
methods in this chapter. With synthesis and 
screening back in phase, the next choke point 
in the pipeline has become animal testing, 
pharmacokinetics, toxicity, solubility, and 
penetrability. These factors are presently un- 
der intensive examination in attempts to elu- 
cidate these properties in a similarly rapid 
fashion or to predict them so that favorable 
characteristics can be designed into chemical 
library members from the outset and thus 
largely avoid having to deal with them. It can 
readily be seen that further choke points lie 
distally in the pipeline and these will have to 
be dealt with in turn. Some time can be saved 
by speeding things along the way and also by 
dealing with the remaining constrictions in 
parallel rather than simultaneously, but it is 
difficult to see how they can all be resolved in a 
rapid manner. Fortunately the flow through 
the pipeline diminishes through increasing 
failure of leads to qualify for further advance- 
ment and this is helpful in reducing the mag- 
nitude of the job but the problems remaining 
will still be vexing. Part of the difficulty is that 
certain biological phenomena cannot be hur- 
ried. For example, no matter how much money 
and effort one is willing to throw at the prob- 
lem, producing a baby requires essentially 9 
months from conception. Hiring nine women 
will not result in producing a baby in 1 month. 
The problem in shortening drug seeking is fur- 
ther compounded in that the problem is not 
akin to brick laying. To produce a brick wall of 
a given dimensions more quickly is largely a 
matter of buying the bricks and hiring and 
motivating enough skilled labor. In drug seek- 
ing, one has to design the bricks first and de- 
velop the technology. Combichem does speed 
the process along but does not remove the el- 
ements of uncertainty that must be overcome. 
Given the strictures placed on clinical studies 
and their solidification in law and custom, it is 
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hard to see how this phase of the drug seeking 
sequence can be shortened through chemical 
effort. 

High-throughput screening can be likened 
to hastening the process of finding a needle in 
a haystack. Combinatorial chemistry can be 
likened to the preparation of needles. Ideally 
one should strive to make a few more useful 
needles embedded in progressively smaller 
haystacks. This involves mating as well as is 
possible productive chemical characteristics 
- 

with productive biological properties. Combi- 
natorial chemistry and multiple parallel syn- 
thesis in the hands of the skillful and lucky 
chemist rapidly zeros in on the best combina- 
tion of atoms for a given purpose. This chemist 
receives approbation for hisher efforts. Those 
who consistently come up with useless com- 
pounds will eventually be encouraged to find 
other work. 

There has been a dramatic increase in in- 
vestment in drug discovery during the last de- 
cade (estimated at 10% annually). Unfortu- 
nately this has yet to result in a burst of new 
introductions. Certainly chemical novelty has 
largely given way to potential use. Diversity 
no longer rules. This is perhaps the combina- 
torial chemist's equivalent of the business- 
man's mantra that whereas efficiency is doing 
things properly, effectiveness is doing proper 
things. As with much of the points being dis- 
cussed, achieving a proper balance is essential. 

It is interesting to note also that a 100-fold 
increase in screening activity has not yet re- 
sulted in a corresponding increase in the intro- 
duction of new pharmaceuticals. Part of the 
explanation for this is that ease of synthesis 
does not necessarily equate to equivalent 
value of the products. If each compound in 
chemical libraries was carefully designed and 
the data therefrom carefully analyzed, then 
the disparity would be smaller than the 
present experience produces. Another excul- 
patory factor is that much of the low hanging 
fruit has already been harvested and the re- 
maining diseases are more chronic than acute 
and are much more complex in their etiology. 

Despite all of these considerations, drug 
seeking is an exciting enterprise calling for the 
best of our talents and the appropriate use of 
high speed synthetic methods gives us a pow- 
erful new tool to use. 
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1 INTRODUCTION 

Drug discovery is one of the most crucial com- 
ponents of the pharmaceutical industry's Re- 
search and Development (R&D) process and is 
the essential first step in the generation of any 
robust, innovative drug pipeline. Drug candi- 
date pipelines are usually aimed at disease ar- 
eas with high unmet medical need where the 
commercial reward for delivering first in class 
and/or best in class therapies can be enor- 
mous. The R&D process is an extremely 
lengthy, complex, and strongly regulated ac- 
tivity that has increasing attrition rates and 
escalating costs (1,Z). 

The last 5 years has witnessed a dramatic 
change in the landscape for the pharmaceuti- 
cal industry. Consolidation in the market 
place resulting from a series of megamergers 
has created bigger than ever R&D budgets 
along with matching expectations and goals 
for increased productivity and growth (1, 2). 
Just keeping pace with double digit annual 
growth rates requires each of the top 10 phar- 
maceutical companies to launch at least five 
significant new chemical entities (NCEs) per 
year with blockbuster potential (greater than 
$500 million/year). However, this goal is set 
against a historical track record of less than 
one NCE per year, per company, of which less 
than 10% reached sales of greater than $350 
million (1, 2). Additionally, in an ambitious 
attempt to exploit the maximum life of drug 
patents, companies have also set challenging 
goals in reducing overall drug development 
time to market. 

An ever increasing regulatory burden and 
strong emphasis on drug safety ensures a se- 
ries of extremely tough hurdles before any in- 
creased flow of drugs works its way through 
the industry's pipelines onto the market. 
Those companies that find the quickest way to 
put the first and best in class products on the 
market in a cost-efficient way will become the 
clear commercial winners in such a competi- 

4.2 Miniaturization of Screening Assays, 66 
5 Summary, 67 

tive arena. The drive to have more innovative 
and safer drugs on the market, quicker than 
ever before, has fueled enormous interest in 
different ways of revolutionizing the process 
by which drug discovery and development is 
carried out. This can be most clearly seen in 
the upstream phase of the R&D process start- 
ing from target discovery through early pre- 
clinical testing. 

From penicillin in 1929 (3) to the p-block- 
ers and Bhydroxytryptamine (5HT) antago- 
nists of the 1970s (4), pharmaceutical compa- 
nies have relied on a mix of "accidental" 
serendipitous discovery, inspired scientific in- 
sight, and incremental progression in chemis- 
try to develop drugs. 

However, the promise of major improve- 
ments in productivity, cost efficiency, and 
speed of discovery has created radical changes 
in the way drug discovery is carried out. Lead- 
ing this wave of change has been the develop- 
ment and im~lementation of a series of inno- . 
vative, state-of-the-art technologies aimed at 
the early lead discovery process. 

It is in this area that the overall impad of 
technological advances in genomics, combinato- 
rial chemistry, compound management, com- 
puter-aided drug design (CADD), high-through- 
put screening (HTS), and bioinfonnatics has 
- 

created a new drug discovery paradigm. 
In this chapter, we will describe the history 

and process of lead discovery from initial tar- 
get identification and disease validation 
through the lead identification process itself, 
culminating in lead optimization and pre-clin- 
ical candidate selection. The full range of tech- 
nologies and approaches that have been 
brought to bear on this complex activity will 
also be highlighted. 

2 HISTORY OF LEAD DISCOVERY 
AND SCREENING 

Serendipity has been the key to the pharma- 
ceutical industry's success over many decades. 



2 History of Lead Discovery and Screening 

The emergence of this "accidental" approach 
to drug discovery has its origins in early his- 
tory with traditional natural herbal remedies 
that were passed from generation to genera- 
tion in local communities or tribes. In fact, the 
early history of lead discovery is all about nat- 
ural products and herbal remedies, the use of 
which dates back thousands of years. 

Ancient Chinese and Indian medicinal rec- 
ipes, along with African tribal shamen "cures," 
have included ingredients such as opium, cu- 
rare, the belladonna alkaloids, and the digi- 
talis alkaloids. The use of these treatments 
was passed down by each generation through 
traditional practice and word of mouth. 

It was not until the late 18th and early 19th 
centuries that an analytical investigation of 
the active components of medicinal plants and 
herbal remedies was pursued. This resulted in 
the discovery of alkaloids such as atropine, 
morphine, codeine, and papaverine, which 
eventually became the major constituents of 
many modern analgesic and cardiac medi- 
cines. The discovery of aspirin (from Willow 
bark), the cannabinoids (from cannabis sa- 
tiva), and digitalis (from foxglove leaf) also 
came many years, in some cases thousands of 
years, after these remedies were being used 
for pain relief, sedation, and dropsy (5-9). 

The analysis of the active ingredients of 
these herbal "cures" has supplied an enor- 
mous number of the medicines that have been 
used in the last 100 years. It has been esti- 
mated that 119 compounds identified from 90 
plants have been used as single entity medici- 
nal agents (10). Significantly, the vast major- 
ity of these drugs were obtained as a result of 
examining the plant based on its ethnomedical 
use (6, 7, 9, 11). 

Of course, plants have not been the only 
source for these medicines; natural product 
drugs such as cyclosporin and lovastatin used 
for immunosuppression and hypocholesterol- 
emia have also been isolated from the second- 
ary metabolites of fungi and bacteria. Addi- 
tionally, antibiotics such as the p-lactams, 
echinocandins, and the erythromycin macro- 
lides all originated from microbial and fungal 
metabolites (5). Even today, natural products 
continue to be a viable source of new drugs for 
the pharmaceutical industry (12). 

The discovery of penicillin in 1929 by Alex- 
ander Fleming was one of the first real docu- 
mented "chance" observations that eventually 
led to the development of a drug. He found 
that penicillin mold could cause the lysis of 
staphylococcal colonies on agar plates (3). The 
culture filtrate also.possessed activity against 
pathogens such as Gram-positive bacteria and 
Gram-negative cocci. 

In the 1940s, the wonderful therapeutic ef- 
ficacy of penicillins was demonstrated by 
Chain et al. (13), and penicillin and the p-lac- 
tam drugs emerged as the first of an incredible 
series of antibiotic medicines that have saved 
countless lives. 

Through the 1950s and 1960s, the pharma- 
ceutical industry relied heavily on chance dis- 
covery to find and develop drugs but made 
strong attempts to enhance this by developing 
a drug discovery process with the introduction 
of compound screening in a concerted fashion. 

Scientists such as Paul Ehrlich, searching 
for an antisyphilitic, have exemplified the idea 
of serial screening of compounds in an attempt 
to find a "magic bullet." This approach, al- 
though tedious and time consuming, did gen- 
erate a remarkable number of drugs, such as 
the benzodiazepines, chlorpromazine, and 
others (14). 

The biggest limitation to this discovery ap- 
proach was the relatively small number of 
compounds available for screening (a few hun- 
dred) and their lack of chemical diversity. In 
addition, the lack of in vitro assay technology 
meant that compounds had to be tested in an- 
imal models. The resulting high failure rate in 
these test models reduced considerably the 
chances of finding a molecule that could then 
be optimized by chemists. 

Compounds found active in these animal 
models usually had an unknown mechanism 
of action, making future improvements on the 
drug very difficult. 

In a move from serendipity to rationality, 
drug companies attempted to develop more 
useful tools to help facilitate the discovery pro- 
cess. By using specific animal tissues and 
developing a better understanding of the bio- 
logical and physiological systems under inves- 
tigation, scientists were able to piece together 
a far more detailed picture of the molecular 
parameters that impact efficacy and affinity. 
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The development of in vitro assays using ani- 
mal tissues became an essential sumort tool 

A 

for tracking structure-activity relationships 
(SARI and allowing chemists to optimize 
structures before whole animal testing. This 
allowed a wide range of compounds to be made 
around a SAR hypothesis. If the lead com- 
pound subsequently failed in animal testing, 
new compounds could be made based on the in 
vitro SAR and retested in the animal model. In 
this iterative process, potency and other drug- 
like properties could be "built in" to the lead 
structure in a coordinated, planned fashion 
and tested. 

Rational design of drugs based on knowl- 
edge of the biological system being investi- 
gated allowed highly specific selective antago- 
nists and agonists to be developed. These 
molecules could then be developed as drug 
candidates such as was demonstrated by Black 
et al. (4) in the development of the H2 receptor 
antagonist cimetidine. The range of highly 
specific molecules that became available also 
helped define a variety of new receptor sub- 
types that also became candidates for drug in- 
tervention. Rational drug design and the phar- 
macological elucidation of receptor pathways 
were the preeminent methodology for drug 
discovery during the 1960s and 1970s. This 
approach heralded a golden period of drug dis- 
covery and development that produced hista- 
mine H2 receptor antagonists, p-adrenergic 
receptor antagonists, and partial agonists 
(14). 

The next major change to the discovery 
process was seen with the first advances in 
molecular and cellular biology in the early 
1980s. The ability to clone and express human 
receptors and enzymes radically changed the 
way drug discovery was carried out. This tech- 
nology allowed optimization of lead molecules 
against the human version of a receptor or 
enzyme and allowed a deeper analysis of their 
physiological nature. The emergence of func- 
tional genomics tools and bioinformatics also 
allowed us to identify and understand more 
fully the connections between specific human 
genes and disease. 

By the early 1990s, advances in technolo- 
gies such as lab automation, detection sys- 
tems, and data capture systems allowed the 
first real automated versions of screening labs 

to be put in place. Concomitant advances in 
molecular biology, in vitro bioassay design 
techniques, and microplate technology al- 
lowed biological targets to be screened that 
had proven to be intractable before. The final 
pieces of the jigsaw were completed with the 
strides made in automation of compound syn- 
thesis and the accumulation of large collec- 
tions of natural and synthetic compounds in 
stores available for screening. With all these 
essential technology ingredients in place, the 
pharmaceutical laboratory in the early 1990s 
was set for the first real version of high- 
throughput screening. 

A typical lead discovery organization at 
that time would have been expected to screen 
approximately 10-20,000 samples through 
each of its 15-20 targets per year (15), where 
each target would be screened for 2-3 years. 
Throughout the 1990s, the screening capaci- 
ties rose significantly, and the overall time- 
lines shortened. Now in the early 2000s, some 
pharmaceutical companies quote that they 
have capacity to screen over 100 targets per 
year, each testing over 1 million samples per 
target, with each screening campaign lasting 
only a matter of weeks. This is now called ul- 
tra-high-throughput screening (UHTS) and 
represents a significant increase in testing ca- 
pacity compared with laboratories of the late 
1980s (15). 

The majority of pharmaceutical companies 
(16-18) have now reported applications of au- 
tomation and robotics in activities such as dry 
compound storage and retrieval, liquid stores, 
HTS, and combinatorial chemistry libraries. 
The integration of robotic systems and highly 
trained scientists with a diverse range of skill 
sets has allowed the development of the lead 
discovery process. The manual, labor-inten- 
sive process, used in the 1970s and 1980s to 
screen compounds in low throughput gave 
way to new processes in the 1990s. Increasing 
numbers of targets and compounds drove the 
demand for higher capacity, fully automated 
screening systems into pharmaceutical orga- 
nizations. 

The modern screening laboratory today is a 
multifunctional, multiskilled environment 
that connects a range of discovery functions in 
a high capacity, integrated process producing 
a product that consists of a cohort of tractable 
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Figure 2.1. A prototypical early drug discovery process and the key activities in lead discovery. 

chemical leads against targets of interest. 
Each component of the lead discovery process 
is critical to the overall success and impact of a 
screening campaign. The disease relevance 
and "druggability" of the biological target and 
the availability of technologies to supply and 
test vast arrays of compounds are key factors 
for success. 

The following sections of this chapter de- 
scribe the generic process of lead discovery 
and are followed by a more detailed analysis of 
some of the important functions involved in its 
execution. 

but overlapping activities that are essential 
for effective, scalable lead discovery in the 
modern pharmaceutical industry (Fig. 2.1). 

Discovering and validating a target of 
interest 
Designing a bioassay to measure biological 
activity 
Constructing a high-throughput screen 
Selecting screening decks and screening to 
find hits 
Profiling hits and selecting candidates for 
optimization 

3 LEAD DISCOVERY PROCESS 
Of course, the drug discovery process is a 

In contrast to the highly defined and strictly 
regulated process of drug development and 
manufacture, the initial discovery of drug can- 
didates can be described as somewhat ad hoe 
and ill defined. Each pharmaceutical com- 
pany, although agreeing on the ultimate goal, 
has developed a surprisingly wide array of 
technologies and approaches to achieve the 
same endpoint (15-21). 

However, in this prototypical early discov- 
e r y  process, we can describe several distinct 

multi-faceted, complex process with numer- 
ous iterative sequences and feedback loops, 
which cannot be fully captured in a chapter 
such as this. Therefore, we will keep high- 
throughput screening, the array of ancillary 
technologies, and processes as the central 
theme throughout the following section. 

Throughout the chapter, we will endeavor 
to highlight the process by which these dis- 
tinct activities are brought together in an in- 
tegrated process. 
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3.1 Target Discovery and Validation 

The drug discovery process starts with the 
identification, or growing evidence of, biologi- 
cal targets that are believed to be connected to 
a particular disease state or pathology. Infor- 
mation supporting the role of these targets in 
disease modulation can come from a variety of 
sources. Traditionally, the targets have been 
researched and largely discovered in academic 
laboratories, and to a lesser extent in the lab- 
oratories of pharmaceutical and biotechnology 
companies. Basic research into understanding 
the fundamental, essential processes for sig- 
naling within and between cells and their per- 
turbation in disease states has been the basic 
approach for establishing potential targets 
suitable for drug intervention. By pharmaco- 
logically modifying these intra- and intercellu- 
lar events, it is hoped that particular disease 
mechanisms and their ensuing pathologies 
can be modified. This type of approach has 
generated a number of significant and unique 
biological targets. More recently, bioinformat- 
ics (22), genomics and proteomics techniques 
(23-25), combined with the huge output from 
the human genome sequencing project, are 
helping to identify thousands of potential tar- 
gets. 

This is a significant change to past ap- 
proaches where the majority of the medicines 
developed by the pharmaceutical industry had 
been targeted at only 500 known human tar- 
gets (26). The emphasis has now changed from 
finding new drugs that exploit the same well- 
validated targets to finding drugs against po- 
tentially new and innovative biological mech- 
anisms connected to disease. The tough 
questions that need to be answered at this 
stage of the process are related to which tar- 
gets to focus on among the many thousands of 
potential choices. 

Clearly, one of the more important steps in 
the process of developing a novel pipeline of 
drugs is the identification of novel genes and 
assessing their expression and role in various 
physiological and pathological states. The hu- 
man genome project has generated a wealth of 
data around human DNA sequences and gene 
mapping. There are now billions of base pair 
DNA sequence data and an estimated 30,000 
human genes to be searched and investigated 

as potential drug discovery start points. A host 
of genomics technologies are now available for 
discovery scientists to find and validate biolog- 
ical targets. Rapid gene sequencing, single nu- 
cleotide polymorphism (SNP) identification, 
differential mRNA display analysis, and bioin- 
formatics data mining tools are just some of 
the now standard techniques that are avail- 
able to help identify and analyze novel genes. 
The ability to search the billions of data points 
available through the various human genome- 
related databases has rapidly evolved with the 
development of bioinformatics tools. Powerful 
computers and search algorithms allow poten- 
tial genes to be identified within stretches of 
DNA sequence. Their DNA coding sequences 
can be aligned and compared with other 
known DNA sequences stored in databases to 
allow comparison with known genes. Pro- 
grams such as basic local alignment search 
tool (BLAST) are used for this type of similar- 
ity searching. Other methodologies can also be 
used to identify genes such as using phyloge- 
netic analysis to place the novel gene in con- 
text with other genes by molecular evolution. 

Cloning, expression, and distribution of the 
gene of interest are all-important next steps in 
qualifying the target for further discovery 
work. A gene that is uniquely expressed in a 
particular type of cell or tissue will trigger fur- 
ther evaluation. For instance, brain-specific 
expression of a gene engages neuroscientists 
in the same way as specific expression of a 
novel gene in an immune cell would spike the 
attention of inflammation experts. 

Of course, cell and tissue distribution does 
not solely validate a target, but provides useful 
circumstantial evidence that this target could 
be worth investigating in disease models. In 
fact, differential expression of a candidate 
gene in disease and non-disease systems helps 
to focus the interest considerably. 

An essential next step in the process is at- 
tributing functionality to an unknown gene. 
The elucidation of gene function and the un- 
derstanding of its role in the activity of other 
genes can be critically important. 

There are a number of critical methods for 
determining gene function some of that are 
similar to those used to initially identify genes. 
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3.1 .I Gene Function by Homology to Other 
Defined Genes. By aligning the sequence of an 
unknown gene and comparing it with sequences 
ofknown genes, homologies are identified that 
allow a tentative potential function to be as- 
signed. These homologies can be as general as 
identifying the unknown gene as a target in- 
volved in metabolism or the homology could be 
as specific as identifying a specific function 
such as fatty acid biosynthesis (27-28). 

3.1.2 Gene Function by Gene Subtraction. 
When a gene function cannot be identified by 
direct homology methods or when you want 
further proof of the importance of a particular 
candidate gene, it is possible to determine 
function by deleting the gene (gene knockout) 
in an in vivo model and describing the result- 
ing phenotype (29). An example would be the 
use of gene knockout studies to establish 
whether protein tyrosine phosphatase IB is an 
important target for anti-diabetic drugs (30). 
Certain animal models such as worms, flies, 
and mice also have well-characterized pheno- 
types that will infer function. Yeast models 
can also be used for this type of analysis. A 
number of biotechnology companies offer this 
as a valuable service both for in vivo and in 
vitro systems (e.g., Lexicon, Sequitur). 

3.1.3 Gene Function by Expression Analysis. 
Genes specific for a particular tissue can be 
expressed differently under a variety of differ- 
ent metabolic conditions or stresses within the 
cell or organism. Tracking mRNA and protein 
expression as different indicators of gene ac- 
tivity in normal and disease tissue is now one 
of the more important methods for gene vali- 
dation. This type of analysis involves exten- 
sive use of DNA microarrays and related chip 
technologies (3 1-33]. 

By using this extensive array of genomics 
techniques, the discovery scientist can quickly 
generate a list of novel, tissue-specific genes 
showing differential expression in disease and 
non-disease systems. Direct homology or 
knockout experimentation may have also elu- 
cidated their function. These targets may also 
be members of a known "druggable" target 
class such as GPCRs or ion channels, which 
suggests they can be readily integrated into a 
drug discovery process (34). If the intellectual 

property (IP) position on this target is also 
clear, then this target could rise to the top of 
the prioritized list for entry into the pipeline. 

Building a prioritized portfolio of disease 
targets and subsequently deploying resources 
is critical in the discovery process. Which dis- 
ease areas are the foci for the organization? In 
those disease areas of interest, what target 
choices are available for drug intervention? 
What is known about the relationship of this 
target to disease? All the answers to these 
questions and more determine the ranking or- 
der by which targets may be worked on or not. 
The fact that a target is known and well vali- 
dated reduces the discovery and development 
risk but raises the chances that your competi- 
tors are also working on this target. 

Selecting a novel target with just the earli- 
est indications of validation, but no real clini- 
cal proof, may keep you clear of the competi- 
tion, but raises the risk of discovery and 
development failure as the target and drug de- 
velop through the pipeline. Entering a biolog- 
ical target into the discovery process is an ex- 
tremely critical step that can affect the 
successful discovery of leads and the ultimate 
success of the drug development process. The 
greater the knowledge of the biological sys- 
tems and disease pathologies involved, the 
greater the chances are that the right type of 
targets will be selected. Overall, target &d 
disease portfolio decision-making processes 
are not within the scope of this chapter, but 
clearly play a direct role in the potential suc- 
cess or failure of any lead discovery program. 

By the end of this initial phase of the R&D 
process, a list of targets will have been selected 
and passed into the lead discovery phase. At 
this next stage, the ability to measure the ac- 
tivity and function of the biological target and 
find compounds that modulate the activity is 
critical. 

3.2 Bioassay Design and Screen Construction 

After the identification of a biological target of 
interest, the next challenge begins with the 
conversion of the target into a bioassay that 
can give a readout of biological activity. The 
range of potential targets is large, from en- 
zymes and receptors to cellular systems that 
represent an entire biochemical pathway or a 
disease process. Consequently, the range of as- 
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say design techniques and types of assay avail- 
able have to be correspondingly comprehen- 
sive. 

Once an assay has been developed that 
measures the biological activity of the target, 
by some direct or indirect means, then com- 
pounds can be tested in the bioassay to see if 
they inhibit, enhance, or do nothing to this 
activity. 

This approach is the basis of all compound 
testing for HTS and structure-activity rela- 
tionship (SAR) studies in drug discovery pro- 
grams. 

A variety of techniques can be applied to 
bioassay design depending on the nature of 
the biological activity being measured. Mea- 
surement of product accumulation, measure- 
ment of enzyme substrate use, measurement 
of receptor mediated signaling, receptor an- 
tagonism and agonism, cell death, and cell pro- 
liferation are just a few of the activities that 
could be assessed in a bioassay. Each of these 
bioactivities can be directly or indirectly mea- 
sured using reporter signals and detection sys- 
tems such as radioisotopes and scintillation 
counters, fluorescence and fluorometers, lu- 
minescence and luminometers, or voltage 
changes and patch clamp. 

Regardless of the biological activity being 
measured and the detection system being 
used, the assay will be optimized against an 
array of multifactorial parameters to provide 
an in vitro milieu for the bioassay, which most 
closely resembles the physiological "normal" 
for the functional activity. In this assay opti- 
mization process, factors such as pH, K,, K,, 
and a whole host of other significant parame- 
ters are modified to provide the most appropri- 
ate bioassay. 

If the bioassay is the basis of a high- 
throughput screen, then other crucial factors 
are assessed before screen construction. The 
stability and scalability of the assay's core re- 
agents are just two of the more important fac- 
tors. An assay format designed to use scarce 
and time-dependent labile reagents will not 
make the best design for a HTS environment. 
Here the reagents have to be made at bulk 
levels to allow testing of thousands of com- 
pounds in conditions where they may have to 
be stable for hours on an automated screening 
system. 

The process from bioassay design to HTS 
construction can significantly change the de- 
sign and final format of an assay. It is impor- 
tant that assay to screen reproducibility is 
monitored and maintained to ensure consis- 
tent results from the different laboratories in- 
volved in the discovery process. 

3.2.1 Assay Design. Ideally, in the plan- 
ning phase, a team of medicinal chemists, 
therapeutic area biologists, and HTS design- 
ers define the important objectives for a high- 
throughput screening campaign. These could 
include criteria that would initiate a medicinal 
chemistry program, such as the desired data 
from the screen, a definition on how to assess 
the value of the screening hits, etc. The HTS 
assay designer's responsibility is to select the 
correct assay methodology to meet the screen- 
ing objectives. Usually there are numerous po- 
tential assay options, and it is often necessary 
to create a decision matrix to compare the po- 
tential methods. A typical matrix of questions 
is outlined below. 

1. What compound characteristics are re- 
quired, e.g., antagonists or agonist? 

2. Do you have the relevant expertise avail- 
able to build the type of assay? Modification 
of an existing screening protocol is the nat- 
ural starting point, especially if one is con- 
sidering screening a gene family like ki- 
nases or nuclear hormone receptors. If at 
all possible you would like to avoid de novo 
assay design unless there is potential for 
more targets within this class and the in- 
vestment can have future impact. 

3. Are there any restrictions on the use of the 
assay technology? For example, are there 
patent restrictions on the use of any re- 
agents or the actual biochemical technique 
itself. 

4. Does the proposed HTS assay provide the 
desired information to progress com- 
pounds along the drug discovery pipeline? 
Will the hits need to be assessed in addi- 
tional assays before progression into me- 
dicinal chemistry? For example, if the 
screen needs to find receptor agonists, 
there are potential cellular functional as- 
says that directly measure in vitro agonist 
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efficacy. Alternatively, a binding assay 
could be designed that would find both ago- 
nists and antagonists without discriminat- 
ing between them. A secondary assay 
would then be needed to distinguish be- 
tween these two binding activities. If the 
probability of finding an agonist is per- 
ceived to be low, medicinal chemistry may 
want to modify antagonists to generate ag- 
onist activity and the binding assay route 
would then be preferable. 

5. Are there simple ways to detect and elimi- 
nate false positive data from the HTS re- 
sults? Certain compounds will interfere 
with the readout in the HTS assay; for ex- 
ample, highly colored compounds can 
quench the signal from a fluorescence- 
based assay, giving the illusion of inhibi- 
tion in an enzyme assay. 

6. Are all reagents readily available to per- 
form a HTS? Will the reagents be pur- 
chased from an external vendor or pro- 
duced in-house? These reagents include 
not only substrates and ligands, but also 
the enzymes/receptors/cells. 

7. Is there experience in screening this type of 
target with the proposed assay technology? 
Each screening technology has its own 
challenges, both strengths and weak- 
nesses, and a clear understanding of these 
is critical to the interpretation of screening 
results. 

8. Is the assay method suitable for miniaturiza- 
tion andlor running on an automated screen- 
ing system? The decision on whether to use 
automated screening platforms and minia- 
turized screening formats will be very depen- 
dent on the existing screening infrastruc- 
ture. This is discussed later in the chapter. 

For a given target, there are many options 
available to measure the biological effect of a 
compound or mixture of compounds in a HTS 
assay (35-37). The planning phase should con- 
clude with an agreed high-throughput screen- 
ing assay design, a clear understanding of how 
the reagents will be procured, and a process 
for assessing the screening hits. 

Having decided on the best methodology 
option, the construction phase involves the 
building and optimization of the assay param- 
eters. 

3.2.2 Assay Construction. Designing and 
building a HTS assay can be very time con- 
suming and is often a rate-limiting step in the 
screening process. It is also the most critical 
part of the high-throughput screening pro- 
cess. If the screening campaign is perfectly ex- 
ecuted and generates hits, but the assay de- 
sign is flawed (e.g., suboptimal substrate 
concentration in an enzyme assay), then the 
value of the results will be questionable. The 
majority of HTS assay designs are adapted 
from existing protocols, literature methods, or 
modifications of assays built in therapeutic 
area laboratories. Often the existing method is 
not ideal for high-throughput screening, and 
the assay will require significant optimization. 
Generally, homogeneous assay formats are 
preferred in HTS because they can be readily 
adapted for automation. In a homogeneous 
HTS assay, the reagents are added to a micro- 
titer plate already containing compound and 
the results measured after a suitable incuba- 
tion period. Examples of these homogeneous 
assays are described later in the chapter. 

The optimization process evaluates all the 
important assay parameters, such as the fol- 
lowing: 

The questions and criteria above are 1. ~ ~ f f ~ ~  type, p ~ ,  and ionic strength 
ranked in a generalized priority and 2, Reagent purity, stability, protein aggrega- 
can direct the assay designer to a particular tion, and stabilization additives 
design choice. For a particular target, a differ- 
ent priority ranking may be more relevant de- 3. Additives to improve pipetting accuracy 

~endinc on the screen circumstances. For ex- and precision .~ u 

ample, if reagents are difficult to produce then 4. Pipetting method (peristaltic pumps, sy- 
the amounts required to run a full deck HTS ringe driven, non-contact piezo, etc.) 
may indicate that a design applicable to min- 5. Incubation conditions (defined, controlled 
iaturization should have a higher priority. environment, room temperature, etc.) 
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6. Kinetic parameters, K,, V,,, kc,, or bind- 
ing constants K, 

7. In cellular assays, cell number, plating con- 
ditions, type of media, and passage number 
are just some of the potential optimization 
criteria 

The objective of the optimization phase is 
to build an assay that generates a reproducible 
signal that will allow a statistically significant 
difference from the background reading. This 
signal has to be precise; the assay must show 
acceptable kinetics and respond in a predict- 
able way to known inhibitors or activators. 
Historically, this optimization process has 
tended to be a linear process where one or two 
reagents are optimized, followed by a series of 
experiments varying other assay parameters 
until acceptable conditions are achieved. How- 
ever, optimized assay conditions are often a 
complex interaction of all the variables in a 
method and difficult to derive by monitoring 
each individual component. The assay signal 
is a composite of both contributions from indi- 
vidual factors as well as combinations of fac- 
tors. These combination factor contributions 
to an assay signal can not be explained by the 
sum of their individual contributions, which 
means that it is not easy to design assays by 
the traditional linear approach. It is however 
possible to use statistical techniques, like ex- 
perimental design, to optimize multivariate 
assay conditions. The seminal work in this 
area was developed by the British biologist1 
statistician Sir Ronald Fisher over 40 years 
ago. The interested reader is directed to a 
more recent publication by Haaland (38) that 
illustrates numerous examples of the applica- 
tion of experimental design. Specifically with 
HTS, two publications detail how these statis- 
tical techniques have been used to optimize 
assay conditions (39,40). In Taylor et al. (39), 
they describe how one combines the experi- 
mental design statistics with automated liquid 
handling devices to optimize assay conditions. 

The major different HTS assays can be con- 
veniently classified into biochemical tech- 
niques or cellular techniques. Additionally, 
there are numerous detection techniques, in- 
cluding radiochemical, absorbance, fluores- 
cence, and luminescence. All of these combina- 

tions have advantages and disadvantages, and 
the critical step in the assay design process is 
to decide what information is required and 
match the goal to the available options. 

3.2.3 Homogeneous and Non-Hornoge- 
neous Biochemical Assays. The majority of 
high-throughput screening detects the activ- 
ity of a series of compounds using biochemical 
or cellular approaches. The advantages and 
disadvantages of these two approaches have 
been extensively discussed elsewhere (41,42). 
Both biochemical and cellular screening have 
been automated and miniaturized, and most 
HTS laboratories maintain capabilities for 
both approaches. 

One of the common critical features of a 
high-throughput screening method, be it bio- 
chemical or cellular, is assay efficiency. Homo- 
geneous assays, where reagents are added, 
incubated, and the effect of compounds mea- 
sured without the need to include a separation 
stage, are the most commonly used and effec- 
tive formats for achieving high precision, 
whilst maintaining throughput. However, 
non-homogenous assays that involve a separa- 
tion or washing step(s) are still used in several 
high-throughput screening approaches. A 
good illustration to compare a homogeneous 
and non-homogeneous format is an assay that 
is designed to measure the interaction of a re- 
ceptor with its ligand using a radioisotopic de- 
tection method. In a non-homogeneous for- 
mat, membranes containing the receptor are 
incubated with radioactive ligand in the pres- 
ence of compound in a 96-well microtiter 
plate. The reaction mixture is then trans- 
ferred to a second microtiter plate that con- 
tains a filter. Under vacuum, the filter traps 
the receptor-Iigand complex. After washing 
the filter to remove unbound ligand, bound 
ligand is measured in a conventional scintilla- 
tion counter. If the compound has blocked 
binding to the receptor, lower levels of radio- 
activity are measured by the scintillation 
counter. An alternative homogeneous assay 
approach would be to use scintillation proxim- 
ity assay (SPA) (43). 

3.2.3.1 Homogeneous Radioisotopic Assays. 
In scintillation proximity assays (SPA), a plas- 
tic bead containing a fluor and coated with a 
lectin binds the carbohydrate extracellular 
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lrface of a membrane fragment. Conse- 
~ently, membranes containing a receptor of 
~terest can be bound to the surface of the 
?ad. Radioactive ligand binds to membrane 
xeptor-bead complex at the surface of the 
?ad. During isotopic decay, /3 particles (3H) 
:Auger electrons (1251) excite the embedded 
uor in the bead and the emitted light is mea- 
red. Ligand in solution is too distant from 
le bead to excite the fluor, and the energy 
issipates through the aqueous solution. 
herefore, the emitted light is proportional to 
sund ligand (see Fig. 2.2). In summary, four 
~mponents are added to a microtiter plate 
ell, SPA bead, membrane, ligand, and the 
)mpound under investigation. After a suit- 
sle incubation period to allow equilibrium to 
:cur, the emitted light is measured. In a 
yeen designed to find receptor antagonists, a 
?duction in light is proportional to the activ- 
y of the compound tested. One of the signif- 
ant disadvantages of SPA is the absorption ' light by colored assay components or 
2uench." Recently the SPA bead has been 
lodified such that the emitted light is red- 
lifted reducing this type of interference. 
3.2.3.2 Homogeneous Non-Radioisotopic As- 

lys. Non-radioisotopic homogeneous methods 
.e also widely used in high-throughput 
:reening, e.g., fluorescence polarization (FP) 
:4), fluorescence correlation spectroscopy 
PCS) (45), homogeneous time-resolved flu- 
:ometry (HTRF) (46-49), and fluorescence 
sonance energy transfer (FRET) (50). Direct 
)lorimetric- or absorbance-based assays have 
?en in use in HTS laboratories for many 
?ars and are still very popular and effective. 
large number of techniques are now avail- 
de that support high-throughput screening, 
~d the interested reader is directed to a use- 
d high-throughput screening web site, 

Figure 2.2. The principle behind 
scintillation proximity assays, e.g., 
Leadseeker. Only bound radioli- 

No light gand is physically close enough to 
emitted from the fluor-impregnated plastic bead 
free ligand to cause light to be emitted. 

www.htscreening.net, where a variety of tech- 
nology companies describe their methodology. 
Two of the more popular approaches are de- 
scribed below in more detail. 

FP is a technique that is popular in high- 
throughput screening laboratories because of 
its homogenous format that allows the forma- 
tion of a stable equilibrium and diffusion 
controlled kinetics. In FP, the free fluorescent 
ligand is differentiated from the bound fluo- 
rescent ligand based on rotational differences. 
Fluorescent ligand is excited with polarized 
light and the emission is measured, first 
through a polarized emission filter and then 
through a second filter, perpendicular to the 
first filter. For small molecular weight ligands, 
the fluorescent intensity in both planes is es- 
sentially identical because ligand rotation will 
occur during the fluorescence lifetime. Bind 
this fluorescent ligand to a macromolecule, 
such as a protein, and the rotation relaxation 
time significantly increases, and the bound 
fluorophore will rotate very little during fluo- 
rescence lifetime. The intensity of bound fluo- 
rescent ligand, now at the two polarized emis- 
sions, will be different. This phenomenon then 
becomes the basis of the high-throughput 
screening assay (Fig. 2.3). 

From a HTS perspective, various consider- 
ations should be taken into account before 
choosing a FP assay. The presence of colored 
compounds in the screening deck could lead to 
bioassay interference. This type of inference 
will be dependent on the type of fluorophore. 
Typically, there are significant numbers of 
compounds in a screening deck that absorb at 
400-450 nm, therefore, a red shifted dye with 
absorbance and emission >500 nm would be 
preferable. Second, the ligand needs to be con- 
jugated with a fluorescent dye. If the ligand is 
of a relatively low molecular weight, signifi- 
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(b) 
Figure 2.3. This figure shows 
the theory behind fluorescence 
polarization-based assays. (a) 
Ligand in free solution does not 
display fluorescence polariza- 
tion. (b) Ligand bound to a Bound 
macromolecule will show po- no rotation 
larization. polarized 

cant experimentation will be required to give 
accurate binding characteristics. Often a fluo- 
rescently labeled ligand can be prepared that 
will compete with a radioligand in a predict- 
able way. However, if the fluorophore on the 
ligand can still rotate freely even on binding a 
macromolecule (the propeller effect), a poor 
polarization signal will result. Nevertheless, 
FP has been successfully used in a range of 
assays, e.g., SH3-SH2 binding interactions 
(51), benzodiazepine receptors (53,  and 
HIV-1 protease inhibitors (53). 

Fluorescence is a very versatile detection 
7 

mode in high-throughput screening assays be- 
cause of its wide dynamic range and its poten- 
tial sensitivity. However, assay components 
can cause interference with the detection of 
the fluorescent signal because of intrinsic flu- 
orescence from the reagents, light absorption, 
and fluorescence quench. Time resolved flu- 
orometry (TRF) is one technique that can 
minimize these types of interference. This 
methodology is based on the fluorescence of 
certain lanthanide metal ions, for example, 
Europium (Eu3+). Under typical biochemical 
assay conditions, Eu3+ is a poor fluorophore 
and must be complexed in an organic frame- 
work that facilitates fluorescence, for exam- 
ple, chelate (54) or cryptate (55). 

Eu-cryptates have a relatively long fluores- 
cence lifetime (>0.1 ms) compared with typi- 
cal assay components (<50 ns). Time gating 
between excitation and emission reduces in- 
trinsic fluorescence from the signal. The Eu- 
cryptates also have a relatively large Stokes' 
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shift, the difference between the emission and 
excited wavelengths, of 300 nm. Fluorescent 
assay components have significantly shorter 
Stokes' shifts, and wavelength discrimination 
reduces signal interference. These properties 
have been commercially exploited to produce 
high-throughput screening assays. Figure 2.4 
gives an example of a hTRF assay for a ty- 
rosine kinase. In the presence of ATP and co- 
factors, tyrosine kinase will phosphorylate an 
artificial biotinylated peptide substrate. The 
phosphotyrosyl product is directly quantified 
using hTRF. This technique is based on fluo- 
rescence resonance energy transfer (FRET) 
from an Eu-cryptate to a red algal protein, al- 
lophycocyanin. Streptavidin, a bacterial pro- 
tein that has a strong affinity for biotin (K, = 
10-15 M), is covalently conjugated to allophy- 
cocyanin. This conjugate will bind the biotin- 
ylated phosphotyrosyl peptide, forming the ac- 
ceptor partner in the FRET pair. An antibody 
that specifically recognizes phosphotyrosine, 
conjugated to Eu-cryptate, forms the donor 
partner in the FRET pair. Excitation at 337 
nm and emission at 665 nm measures the 
FRET. This assay is homogeneous because the 
FRET is measured in the presence of all the 
other reagents. The free Eu-cryptate will emit 
light at 620 nm and therefore can be discrim- 
inated from the FRET emission at 665 nm by 
wavelength filters. Free streptavidin-allophy- 
cocyanin will emit light at 665 nm, but the 
fluorescence emission is short lived (a few 
nanoseconds). This can be discriminated from 
the FRET signal by time gating. As described 
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S-Streptavidin, APC-allophycocyanin, Eu-Europium cryptate bound to an 
antiphosphotyrosine antibody, FRET-Fluorescence Resonance Energy Transfer. 

Figure 2.4. The schematic shows the basis of a tyrosine kinase hTRF assay. The reaction (a) uses a 
biotinylated peptide substrate that becomes phosphorylated on tyrosine in the presence of kinase, 
ATP, and magnesium ions. The reaction product is then detected (b). 

earlier in this section, light absorption by as- 
say components is one of the limitations of 
prompt fluorescence assays. In hTRF, the 
readout is based on the signal ratio of Eu-cryp- 
tate and FRET emissions. In the presence of 
colored compounds, the two signals will de- 
crease, but the ratio remains constant. 

3.2.4 Cellular Assays. Cellular assays are 
also popular screening formats for identifying 
lead compounds. These types of assays stand 
in contrast to the defined, single target bio- 
chemical assays described above, because 
there are multiple points along a network of 
signaling pathways where compounds can 
elicit a response. This is a key strength of cel- 
lular assays, but can also be their weakness. 
When the precise biochemical target is un- 
known, one can use a cell-based "catch all" 
approach to mitigate against this uncertainty. 
Cellular screens may also uncover hitherto 
unknown sites for chemical modulation, 
thereby potentially identifying new targets. 
They may also pre-select for compounds with 
drug-like properties that cross membranes. 

However, a significant disadvantage of cell- 
based high-throughput screening appears at 
the hit assessment stage where the molecular 
mechanism of a compound may remain ill de- 
fined. This requires additional selectivity and 
profiling assays to help elucidate the molecu- 
lar target. Most cellular HTS campaigns also 
include a cytotoxicity assay to help "flag" po- 
tentially undesirable compounds. 

Cellular assays are generally more complex 
and time consuming than biochemical assays, 
requiring investment in generating and main- 
taining cell lines. To a certain extent, cellular 
production has been industrialized and new 
automation options originally designed for 
biopharmaceuticals are now being adopted by 
high-throughput screening laboratories, e.g., 
CELLMATE & SelecT, The Automation Part- 
nership, Cambridge, UK, and ACCEL- 
LERATOR RTS Thurnall, Manchester, UK. 
These approaches minimize contamination 
and enable a highly precise process to be 
constructed. 

Generating reproducible data over several 
months can be more challenging for cellular 
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assays compared with biochemical assays, be- 
cause of the potential variation in cell physiol- 
ogy that may occur with different passage 
number. Numerous techniques are commonly 
used for high-throughput cellular assays. 

3.2.4.1 Cell Proliferation Assays. Cell pro- 
liferation assays are quick and easily auto- 
mated. The simplest format involves incubat- 
ing cells in the presence of a suitable stimuli 
that causes the cells to proliferate and measur- 
ing the growth using a vital stain, like Alamar 
Blue (56), oxygen sensors (57), or radioactive 
isotope uptake and incorporation. For exam- 
ple, human lymphocytes can be stimulated to 
proliferate through a variety of stimuli, such 
as cytokines, bacterial lipopolysaccharides, 
etc. By measuring the incorporation of radio- 
active thymidine into DNA, cell proliferation 
is measured, and compounds that modulate 
proliferation are readily detected. Variants on 
this theme have been used for many decades, 
however, the growth inhibition may just re- 
flect cytotoxicity phenomena, and a range of 
new cellular assay formats are increasingly be- 
ing used for high-throughput screening. 

3.2.4.2 Reporter Gene Assays. Reporter 
gene assays are routinely used in high- 
throughput screening laboratories, and vec- 
tors containing reporters are readily available 
commercially. As the name suggests, a re- 
porter indicates the presence or absence of a 
particular gene product that in turn reflects 
changes in a signal transduction pathway. The 
reporter is usually quantified biochemically; 
either by measuring its enzymatic activity, as 
with p-lactamase or luciferase, or by direct 
measurement, e.g., green fluorescent protein 
(50). Typically, a reporter gene plasmid is 
transfected into a desired cell. This plasmid 
will contain a response element that is capable 
of initiating transcription, a promoter region, 
and a coding region for the reporter. The plas- 
mid is stably transfected into cells and the cell 
clones selected, followed by scale up for the 
high-throughput screen. Alternatively, tran- 
sient transfection of cells can be performed 
just before assay. In high-throughput screen- 
ing, stable transfection is preferred because of 
the higher level of reproducibility achieved in 
readout, which is a critical factor in the overall 
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Figure 2.5. A schematic of a p-lactamase report 
cell line that is coupled through a seven transmel 
brane G-protein-coupled receptor whose secoi 
messenger signaling pathway operates through c 
clic adenosine monophosphate (CAMP). The G-pl 
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concentration of CAMP, which stimulates the PI 
duction of p-lactamase through CAMP response e: 
ment. 

quality of the data. However, stable cell 1i1 
production can be a time-consuming proces 

Other types of cell lines are used to asse 
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Figure 2.6. Conversion of CCF2 (Aurora Biosciences) from a green fluorescent FRET substrate into 
a blue fluorescent product by P-ladamase. In the substrate, the coumarin acts as the donor partner 
and fluorescein acts as the acceptor in the FRET pair. Ladamase cleaves the lactam ring allowing 
separation of the two fluorescent pairs that in turn prevents FRET occurring. CCF2 has an emission 
of 518 nm and the product had an emission of 447 nm, allowing simultaneously measurement of the 
two dyes. 

ids, effectively trapping the substrate within 
the cell. The uncleaved substrate contains two 
fluorophores that act as a FRET pair and yield 
an emission at 518 nm. After cleavage by 
p-lactamase, the FRET pair is broken and the 
product will produce an emission at 447 nm. 
Figure 2.7 shows the image of cells before and 
after treatment with an agonist. By stimulat- 
ing a GPCR with a known agonist and then 
test compounds, antagonist activity can be de- 
tected. The ratio of the two fluorescence sig- 
nals allows quantitation of the cellular re- 
sponse and can improve the precision of the 
assay. Radiometric readouts are popular in 
cellular HTS assay formats because absolute 
number of cells is not critical to the assay 
readout. 

Some of the most important cell-based as- 
says are used to find modulators of ion chan- 

nels or GPCRs. High-throughput screening of 
GPCRs are either direct binding, using mem- 
branes or whole cells, or functional methods. 
Gi- and Gs-coupled receptors inhibit or stimu- 
late the production of intracellular cyclic AMP 
that can be quantified directly in an immuno- 
assay or indirectly through a reporter gene. 
Activation of Gq-coupled receptors leads to an 
increase in inositol triphosphate (IP3) that 
can also be quantified directly. Elevated levels 
of CAMP and IP3 also leads to changes in in- 
tracellular calcium for which there are many 
methods for measuring (58). One useful 
method for HTS uses calcium-sensitive dyes. 
These can be measured in the fluorometric im- 
aging plate reader (FLIPR, Molecular Devices, 
Eugene, OR) (59), and literature examples in- 
clude the vanilloid and histamine-1 receptor 
(60, 61). This instrument integrates com- 



Figure 2.7. Demonstration of a p-lactamase re- 
porter cell line. In a final volume of 0.02 mL, 5000- 
10,000 cells were seeded overnight a t  37'C before 
being stimulated with excess agonist or antagonist 
for 4 h. The resultant p-lactamase activity was mea- 
sured after a l -h  incubation with CCF2 (Aurora Bio- 
sciences) at  the indicated wavelengths in an U L  
Analyst fluorometer. (a) The unstimulated cels, (b) 
the cells incubated with agonist, and (c) cells treated 
with agonist and excess antagonist. See color insert. 
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pound addition to assay plates with direct in 
aging of the fluorescent event. Ion channc 
modulation by compounds can also be me; 
sured using FLIPR and a range of voltage-ser 
sitive oxindol dyes for potassium channe: 
(62), as well as calcium-sensitive dyes for ca 
cium channels. 

3.2.5 Alternate High-Throughput Screenin 
Techniques. Sometimes assays for biologic; 
targets cannot be conveniently designed to f 
with standard cellular or biochemical assa 
formats. For example, in the search for n e  
antibacterial agents, genomic experimeni 
have indicated a large number of proteins thi 
are essential for the survival of the bacteriun 
but their function in the cell is unknown. I 
this situation there is no known biologic; 
function that will allow the design a biochen 
ical or cellular screen. To screen these types ( 
target, an alternative to conventional bit 
chemical and cellular screen needs to be use( 

One alternative screening approach ths 
does not require knowledge or analysis of th 
biological function of the target of choice I 

direct measurement of compound interactio 
with protein. A range of techniques are avai 
able to measure the direct binding events suc 
as NMR and calorimetry (63, 64). These bic 
physical techniques can yield important b i ~ c  
ing information, but the current form of th 
technology has low throughput and capacit 
limits so they cannot be used to screen larg 
numbers of compounds. In addition, for thi 
approach, large amounts of relatively pur 
protein need to be available. There are a nutr 
ber of biotechnology companies who have dc 
veloped screening platforms that will detec 
direct compound-protein interactions in higl 
throughput formats, e.g., Anadys Pharmace~ 
ticals, Neogenesis, Novalon, and 3Dimer 
sional Pharmaceuticals. 

The NEOGENESIS (www.neogenesi 
corn) (63) approach is based on technologic 
that rapidly separate protein-bound ligan 
from free ligand using chromatography an 
then MS to detect bound ligand. By usingmat 
encoded libraries, mixtures of compounds ca 
be screened, yielding a published throughpt 
of 300,000 compounds in a day. The screenin 
efficiency is achieved through screening mi: 
tures of compounds. 
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Figure 2.8. The schematic shows the theoretical 
shift in the melting curve for a protein in the ab- 
sence of and the presence of a drug binding. 

3Dimensional Pharmaceuticals (www.3dp. 
com) thermofluor (65) approach measures the 
temperature shift in a melting curve of a pro- 
tein on ligand binding. The protein's melting 
curve is measured using a fluorescent indica- 
tor dye. A fluorescence dye is chosen such that 
it binds to the internal hydrophobic domains 
of aprotein. As the temperature increases, the 
protein melts, exposing more of it internal hy- 
drophobic core and the fluorescence signal in- 
creases. By comparing the change in melting 
transition point with and without ligand, pro- 

tein binding can be detected (see Fig. 2.8). An 
example of a Thermofluor experiment is 
shown in Fig. 2.9. 

These technologies are relatively new, and 
acceptance in HTS laboratories will depend on 
their record of accomplishment in discovering 
viable leads molecules, together with techno- 
logical improvement to increase their screen- 
ing efficiency. 

3.2.6 Screen Validation and Reagent Scale 
Up. Having designed and optimized the con- 
ditions for a screening assay, the next stage in 
the process is often termed the screen valida- 
tion phase. This tests the robustness of an as- 
say in high-throughput screening conditions. 
The first challenge is to produce sufficient re- 
agents for the screen. For simple enzyme as- 
says, a relatively pure preparation that is de- 
void of competing enzymatic activity can 
usually be readily prepared. For example, a 
tyrosine kinase domain has been requested for 
high-throughput screening to find enzyme in- 
hibitors. The substrate is a biotinylated pep- 
tide that is phosphorylated with ATP and the 
resulting phosphorylated peptide quantified 
using a hTRF assay format as described ear- 
lier in the chapter. The enzyme preparation 
should be free of other kinases, competing 
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Figure 2.9. An example of 
a Thermofluor ligand-binding 
experiment where carboxy- 
benzene sulfonamide (CBS) 
binds to carbonic anhydrase 
(CA). The fluorescence inten- 
sity was measured over a 30- 
80°C temperature range using 
50 @ CBS (red) or dimethyl 
sulphoxide (blue) and 0.15 
mg/mL CA. See color insert. 



phosphatases, and peptidase activity. Usually 
this is achieved through a combination of pu- 
rification and the use of inhibitor cocktails. 
This process should be designed to be scalable 
and produce sufficient material to support 
screening as well as additional experiments 
like compound concentration response curves 
and any selectivity assays. 

For cellular high-throughput screens, a cell 
production schedule needs to provide a contin- 
uous supply of cells for the duration of the 
screen. It is critical to ensure that cells that 
have gone through multiple and differing 
numbers of passages to maintain their phar- 
macological responsiveness profile. 

Screen validation phase tests the screening 
assay in a more production-like environment. 
For example, the lab bench results are repli- 
cated on the HTS robotic system. Critical 
quality control experiments are performed at 
this stage in the process. This involves screen 
rehearsal with a small number of compounds 
(i.e., a few thousand), thus validating the 
screening process. Process precision is mea- 
sured by repeating the mini-screen on a differ- 
ent day. This procedure allows definition of all 
the quality control parameters. Typical values 
include the following: 

1. Precision for the maximum signal, usually 
expressed as the coefficient of variation. 

2. Precision for the minimum or background 
signal expressed as coefficient of variation. 

3. Precision of a known inhibitor, agonist, ac- 
tivator, etc., depending on the assay. 

4. Analysis of the signal to background, usu- 
ally expressed as 2' (66): 2' = 1 - (3s, + 
3sJl(x2 - XI). 

The 2' statistic measures the assay signal 
window as a fraction of the distance between 
the means of the distributions, x1 mean of the 
low signal, x, mean of high signal, s, standard 
deviation of the low signal, and s, standard 
deviation of the high signal. The assay signal 
window measures the distance between the 
distributions of the totals and the blanks. For 
example, in a binding assay, the totals would 
be the maximum signal in the presence of li- 
gand and the blank measured in the presence 
of excess competing ligand, the non-specific 

High-Throughput Screening for Lead Discovery 

binding value. The 2' index is more critical 
than the signal to background in an assay (see 
Fig. 2.10). Typically, a screen that yields a 2' 
greater than 0.5 will yield good screening data. 

If a series of biological assays are required 
to progress a chemical series toward in vivo 
studies, it is important to understand how 
pharmacological activity translates from one 
assay to another. This trans-assay precision is 
critical for the success of an early drug discov- 
ery program. 

Measuring the effect of a compound library 
in biological assay can be more complex to in- 
terpret because subtle differences exist in dif- 
ferent laboratories, on different sites, and 
even in large pharmaceutical companies and 
different countries. 

If known pharmacological agents are avail- 
able, then the screening assay is validated 
across multiple assays. This is more difficult if 
the target of interest is novel and no pharma- 
cological tools are available. It requires rigor- 
ous attention to detail to achieve inter-labora- 
tory precision even down to the way the 
compounds are solubilized and diluted, the 
types of equipment, and the detection technol- 
OD. 

3.3 Constructing Compound Decks and 
Screening for Hits 

At this point in the lead discovery process, 
there are a number of significant compound 
selection choices that depend on target knowl- 
edge andlor the ligands that bind to the target. 
Some of these choices can be relatively 
straightforward. 

3.3.1 Following the Competition. When 
analyzing competitor's lead molecules pub- 
lished in the scientific or patent literature, the 
question to be asked is whether there are clear 
opportunities available for carving out new IP 
positions around novel SAR. This is a stan- 
dard fast follow or "me too" rational design 
approach to drug discovery and optimization; 
a good example is described in the develop- 
ment of ranitidine (67). This is also covered in 
detail in other chapters. 

3.3.2 Systems-Based or Focused Discov- 
ery. It may be that no specific chemotypes are 
available in the literature or from competitor 
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Figure 2.10. Typical control data from two screens. (a) An acceptable assay was designed showing 
a good separation between signal and background, 3.5-fold and a 2' of 0.86. In contrast, the assay in 
b performed poorly, with a signal to background of 3.5 and a 2' of -0.2, and it had to be re-designed. 

npany publications to provide useful start- 
; points for chemistry. However, if there is 
ormation on the nature or family of targets 
it are being worked on, then a number of 
used approaches can be taken to discover 
d molecules. 
If the target is a known "druggable" target 
:h as a GPCR, ion channel, or simple en- 
ne, then one could take a "targeted" or 
stems-based" approach to lead discovery. 
By collecting and searching all the avail- 
e compounds in the company compound 

collection or external commercial libraries 
with known activity against these family's of 
targets, the discovery of active compounds can 
become more effectively targeted. In some 
companies, these target class compounds sets 
can be as small as few hundred compounds or 
as large as several thousands. At this part of 
the process, CADD techniques can be used 
most effectively. Sophisticated computer algo- 
rithms matching structural information of a 
biological target or ligand to search internal 
and external databases to find structural 
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matches predict active site or receptor bind- 
ing. Alternately, the technique of "virtual 
screening" can be used to generate virtual li- 
braries of tens of millions of compounds that 
can be "docked" into the binding site of a pro- 
tein target of interest. These virtual com- 
pound hits can, if possible, be synthesized and 
tested in a bioassay to confirm the authentic- 
ity of the hit (68-70). 

3.3.3 High-Throughput Screening. Of course, 
when the type of information needed to make 
smart, focused decisions about lead discovery 
is not available, most pharmaceutical compa- 
nies now have at their disposal the powerful 
technology of HTS. 

HTS is the process by which very large 
numbers of compounds (hundreds of thou- - 
sands) from a variety of sources such as syn- 
thetic compound collections, natural product 
extracts, and combinatorial chemistry librar- 
ies are tested against biological targets. The 
aim of this exercise is to find compounds active 
against the target. This will include not only 
compounds in the screening deck that are ex- 
pected to be active against the target, but also 
compounds that would not have been pre- 
dicted to be active. The underlying premise to 
high-throughput, random screening is that by 
sheer scale of numbers. sou can bias the ser- , - 
endipitous discovery to occur. If the chances of 
finding a new chemotype against target X is 
one in a million. then in the HTS world screen- 
ing one million compounds would maximize 
the chance of finding an active hit. 

This may seem like a simplistic, anti-intellec- 
tual approach to drug discovery, but it has 
proven to be a very successful lead discovery par- 
adigm for decades. The scale and industrializa- 
tion of the operation often masks the incredible 
innovation and smart thinking that has gone 
into the HTS process over the last 10 years. 

High-throughput screening is positioned to 
have its maximum impact on the earliest part 
of the drug discovery process, namely lead dis- 
covery. The goal of the lead discovery process 
is to provide a cohort of chemically tractable 
molecules with sufficiently interesting proper- 
ties against nominated biological targets. This 
would trigger further investment of resources 
in lead optimization programs such as medic- 
inal chemists, disease biology specialists, etc. 

A core underpinning technology for the 
screening process described above is the capa- 
bility to acquire, store, and rapidly retrieve 
large numbers of compounds for testing. Most 
large pharmaceutical companies now use ad- 
vanced compound management technologies 
to achieve this goal (71). 

The compound management activity cov- 
ers the acquisition of compounds and librar- 
ies, their registration, formatting, QC check- 
ing, storage, and retrieval on demand. A 
typical compound management process would 
be intimately involved in all aspects of the 
drug discovery process, supplying compounds 
in a variety of formats and amounts to lead 
optimization programs, HTS teams, and biol- 
ogy research teams. 

Most pharmaceutical companies have large 
collections of compounds derived from past 
and ongoing medicinal chemistry programs 
and samples acquired from external vendors. 
In most large pharmaceutical companies, 
these compounds are stored in large auto- 
mated storage systems. These compound 
management systems allowing the storage, re- 
formatting, tracking, and retrieval of com- 
pounds, with onward distribution to HTS lab- 
oratories or other research laboratories in the 
company. The size and diversity of the com- 
pounds held within a company compound 
store largely reflects the size and diversity of 
the medicinal chemistry approaches a com- 
pany has taken over its' history. Because of 
the recent spate of mergers, some of these 
compound collections can be over one million 
compounds, although the average is more 
likely to be in the range of 300-500,000. Ide- 
ally, the internally acquired and legacy com- 
pounds are analyzed before going into the 
compound store, to select compounds with 
drug-like properties and eliminate polymers, 
reactive intermediates, dyes, etc. This refined 
collection would then form the basis of a 
"solid" store where compounds exist as dry 
powders or films in standardized vials. Usu- . 
ally the traditional medicinal chemistry com- 
pounds are supplemented with libraries from 
commercial sources and academic collabora- 
tors. Unless an exclusive deal has been nego- 
tiated, the compounds available from commer- 
cial and academic sources will be available to 
anyone who wishes to buy them. A competitive 
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edge can be gained by developing tools to se- 
lect the "best" external compounds to comple- 
ment the internal compound collection and by 
acquiring diverse chemotypes that are absent 
from the current collection. Chemoinformatic 
resources and a compound acquisition budget 
are therefore vital to the maintenance of a 
modern compound store. 

Natural products have historically been a 
significant component of a compound deck 
(72). Typically, a crude solvent extract of a 
microbial fermentation, a plant, or a marine 
organism was provided to the compound store 
ready for screening. If a particular extract was 
shown to have the desired biological activity, it 
was refermented or re-extracted, fractionated, 
and the pure compound isolated (73). This iso- 
lation typically took weeks to months. The 
protracted timelines invariably became the 
"Achilles Heel" of natural products screening 
because the medicinal chemistry program had 
either advanced beyond a point where the nat- 
ural product could not add significant value or 
the program had been terminated. In an at- 
tempt to improve this temporal dilemma, 
some companies have resorted to pre-fraction- 
ated crude natural ~roducts extracts (74). 

A . . 

This tactic involves fractionating natural 
product extracts before screening to yield a 
series of fractions that each contains just a few 
components. By automating this fractionation 
process, a more efficient overall process can be 
developed. This approach dramatically de- 
creases the time to reveal an isolated natural 
product and de-couples the fractionation from 
the screening process. From our experience, 
screening less complex natural product ex- 
tract mixtures tends to reduce the false posi- 
tive rate in a high-throughput screen. Alterna- 
tively, one could purify or purchase purified 
natural product compounds directly, and 
then put them through the biological screens 
as with traditional medicinal chemistry 
compounds. 

A very common source of new compounds 
for high-throughput screening comes from the 
prodigious output of combinatorial chemistry 
laboratories. Large numbers of compounds 
can be prepared relatively quickly using auto- 
mated synthesis in either solution or on solid 
phase. The real art is to build combinatorial 
libraries that contain "drug-like" molecules 

that have biological activity. It is beyond the 
scope of this chapter to detail the various com- 
binatorial chemistries that generate screening 
libraries. 

Having collected and organized a com- 
pound deck, the next challenge is to manage 
the requests from individual investigators 
both to deposit new compounds from medici- 
nal chemistry laboratories and to ship com- 
pounds for biological experiments in a timely 
fashion. A few tens or hundreds of compounds 
from the solid compound store can be rou- 
tinely weighed out using manual or automated 
systems and delivered to an investigator. 
However, the supply of the hundreds of thou- 
sands required for a high-throughput screen 
would be totally impractical using the solid 
store. To overcome this logistical nightmare 
many compound stores also contain a liquid 
store. Here, solubilized compounds are stored 
as individual tubes and in microtiter plates. 
The solvent of choice is usually dry dimethyl 
sulfoxide (DMSO). This is a compromise, be- 
cause not all compounds will readily dissolve 
in DMSO, but many biological assays can tol- 
erate relatively high concentrations of this sol- 
vent. In addition, not all compounds will be 
stable in DMSO over protracted periods; 
therefore, there needs to be an appropriate 
compound refreshment process. It is impor- 
tant to have a high-throughput analytical 
chemistry capability to monitor the quality of 
the compounds. The concentration at which 
compounds are stored very much depends on 
both the compound handling process, the 
screening process, and the solubility of the 
compounds. For example, most cellular assays 
will not tolerate more than 1% DMSO without 
adversely affecting the cell physiology, and 
therefore, a 1 mM stock solution from the 
compound store will only give 10 final con- 
centration in the assay. By storing compounds 
at a higher concentration, the risk of com- 
pounds coming out of solution increases. As a 
compromise, some groups will routinely store 
compounds as a 3 mM stock solution in 100% 
DMSO. 

Having compounds available in both tubes 
and plates is a distinct advantage for screen- 
ing. The microtiter plates can be readily orga- 
nized and provided to a high-throughput 
screening group who will test for biological ac- 
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Figure 2.11. This figure shows some of the components within the Haystack compound storage and 
retrieval system: (a) the microtiter plate handling system, (b) the solid storage system and the robot 
that handles the compound vials, and (c) the tube picking robot placing a solubilized compound back 
into a tube rack. 

tivity. Certain compounds that yield the desired 
activity are repeat tested to measure potency, 
selectivity, and in vitro toxicity or safety. Be- 
cause these compounds are likely to be scattered 
across hundreds of different microtiter plates, a 
tube store allows you to prepare a customized 
set of compounds and supply then for screening. 
Additionally, focused sets of compounds based 
around known chemotypes or chemical series 
are readily assembled from an automatic tube 
store for lower-throughput screening. Overall, a 
modern compound inventory management pro- 
cess is highly integrated, requiring a combina- 
tion of chemistry, information technology, and 
production engineering skills. Numerous com- 
panies now provide very sophisticated com- 
pound storage systems that can manage all of 
the operations described above. An example 
used at Bristol-Myers Squibb is the Haystack 
system built by The Technology Partnership, 
UK (71) (Fig. 2.11). 

This particular fully automated storage 
and retrieval system can store over 750,000 
compounds as dry solids and potentially 15 
million compounds in a variety of liquid 
formats. 

There have been attempts to specifically 
engineer combinatorial synthesis approaches 

to facilitate screening that is more effective by 
eliminating the need for indirect compound 
storage and retrieval systems, such as the 
Haystack (75). In these examples, the com- 
pounds were prepared using solid phase syn- 
thesis. A compound was synthesized on Tenta- 
gel beads using both acid and UV sensitive 
linkers and encoding tags. The tag encodes the 
order in which monomers were built onto a 
scaffold such that the exact monomer se- 
quence could be identified. A mixture of ap- 
proximately 10-20 beads per microtiter plate 
well was treated with acid, and the released 
compound assayed for biological activity. If ac- 
tivity was detected, each of the 10-20 beads 
were separated into individual microtiter 
plate wells and exposed to UV. If activity was 
detected, the tag was decoded, identifying the 
monomer sequence and hence the structure. 
Using this format, tens of thousands of com- 
pounds could be stored in a relatively small 
store, i.e., a standard refrigerator. 

Compound stores also contain screening 
decks that are available mainly for the HTS 
laboratories. These screening decks can repre- 
sent the full collection of compounds in the 
store or tactically organized subsets (76, 77). 
The choice of whether to screen a full com- 
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pound deck is dependent on the medicinal 
chemistry insight or structural knowledge of a 
particular target as discussed earlier. 

From a screening perspective, there are sig- 
nificant advantages to a systems based or target 
class approach. First, similar assays allow paral- 
lelization of assay design, the so-called "Plug 
and Play" approach. Second, the screening data 
for a family of closely related targets is simulta- 
neously generated for set of compounds. 

Full compound deck screening is extremely 
useful if you wish to find new chemotypes, and 
there is little information on compounds that 
effect the target of interest. 

3.4 Hit Identification, Profiling, and 
Candidate Selection 

After ordering a copy of the compound deck in 
the plate format of choice, the screening pro- 
cess can be carried out very rapidly (a matter 
of weeks). The screening scientist monitors 
the automated system continuously for both 
hardware and assay performance. Of all the 
different stages in the lead discovery process, 
the actual screening is now the quickest. 

3.4.1 Analyzing Screening Hits. The next 
step is to analyze the primary screening qual- 
ity control data (66). During a primary screen, 
a variety of QC plates are inserted into the 
run, including blank plates, plates containing 
just DMSO, monitor hardware performance, 
pipette error, detector misalignments, etc. QC 
plates containing biological reagents check for 
drift in the assay over the course of the screen. 
Typically, panels of known inhibitors, activa- 
tors, antagonists, or agonists, depending on 
the assay, are tested at multiple concentra- 
tions. Additionally, controls, both negative 
and positive, are included on each plate. Real- 
time data analysis allows the screening scien- 
tist to continuously monitor the performance 
of the screen and the robot. 

Having analyzed the QC data and elimi- 
nated, or repeat tested, any compound plates 
that failed, the entire screening run is ana- 
lyzed. It is usual to perform a high-throughput 
screen with a single replicate of each com- 
pound. The results are statistical in nature 
and interpreted as population data. In the as- 
say validation section (Section 3.2.61, a statis- 
tical parameter Z' was introduced. If an assay 

had a Zr of 0.7 and a known inhibitor was 
known to cause 50% inhibition at 10 km, then 
in a screen, the percentage of inhibition could 
vary between 35% and 65% because of popula- 
tion statistics. The initial high-throughput 
screen is normally viewed as a population fre- 
quency histogram and as a scatter plot (see 
Fig. 2.12, a and b, respectively). Having se- 
lected a particular cut-off, any compounds 
with greater than or equal to this value are 
retested with replicate determinations. Figure 
2.13 (a and b) shows the frequency histogram 
of the retest values and the associated scatter 
plot. In this particular example, 73% of the 
active compounds retested in the second as- 
say. Interestingly, the majority of the weak 
inhibitors, 20-40% inhibition, were false pos- 
itive compounds that interfered with the assay 
readout. Figure 2.14 shows the Zr values for 
this screen's quality control plates. 

The vast majority of compounds from a full 
deck screen has no effect, and statistical anal- 
ysis allows one to decide when a compound has 
had a significant effect, designated as a "hit." 
A hit that seems to be statistically significant 
could be explained by a variety of reasons; as- 
say false positives, cytotoxicity effects, etc., as 
well as true pharmacological response. False 
positives are compounds under test directly 
interfere with the detection readout, for exam- 
ple, a fluorescent compound or quencher in a 
prompt fluorescence assay. False positive re- 
sults arise from pipetting errors that delivered 
the incorrect amount of a reagent. A second 
round of assay(s), to analyze the hits elimi- 
nates false positive results. For example, as- 
says that indicate which compounds show the 
desired selectivity against other biological tar- 
get or lack of cellular cytotoxicity. A third 
round of screening generates data from con- 
centration response curves so potency, e.g., Ki 
or IC50, and or efficacy for agonists, directs 
further medicinal chemistry. 

3.4.2 Profiling Hits. Increasingly, major 
companies are adding to the value of high- 
throughput screening by immediately profil- 
ing screening hits against a battery of selectiv- 
ity, toxicity, and safety assays (78-80). The 
idea behind this type of extensive profiling is 
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Figure 2.12. (a) A frequency histogram of the data derived from a high-throughput screen run of 
340,000 compounds used to find inhibitors of 15-lipoxygenase. (b) A scatter plot of the same data 
indicating where the cut-off was chosen to retest the compounds that showed some activity. 

that the more information scientists have 
about biologically active compounds, the bet- 
ter the decisions will be on which compounds 
to progress or to terminate. A further hope is 
that as compounds fail or succeed in the R&D 
process, this early profiling may start to indi- 
cate predictive in uitro profiles for each of 
these outcomes. This would provide a signifi- 
cant advantage to those companies trying to 

improve the quality of the drugs in their pip 
line and their chances for survival. 

After the concentration response phase, d 
cisions on which hits to progress down tl 
drug discovery pipeline need to be made. Th 
is when the team described at the initial stag 
of the assay design process comes back t 
gether to decide which of the active chem 
types display the desired characteristics. TI 
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Figure 2.13. (a) A frequency histogram of the retest data derived from the positive compounds from 
a high-throughput screen run of 340,000 compounds against 15-lipoxygenase. (b) The same data as a 
scatter plot. 

lctural integrity of the positive compounds 2. The activity was caused by a minor 
uld be determined: LCIMS, as well as a contaminant 

ximately 10% of the compounds will not be 
ctly as described in the database. There are The choice of compounds to progress can 
wiety of reasons that include the following: vary, and any additional information can 

help prioritize the future workflow. HTS 
[ncorrect structure when the compound processes provide in vitro data on all the ma- 
was submitted to the compound store jor cytochrome P450 activities, additional 
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Figure 2.14. These plots show the quality control data that came from the 15-lipoxygenase HTS 
expressed as 2'. A QC plate was run after every 25th 384-well plate. The data are calculated from the 
maximum signal and the background where n = 160 for each data set. 

cytotoxicity indices, cardiac liability re- 
flected through adrenoreceptor or ion chan- 
nel activity, etc. In Fig. 2.15, a whole matrix 
of data is supplied to help drive the decision- 
making process. 

Target potency (a): activity from the HTS 
assay 
Target selectivity: search of all the screen- 
ing databases, both against other targets 
HTS and lower-throughput screening, to 
check whether the compound was found to 
be active against other targets. The number 
indicates the number of positive results 
found. 
Human liver enzyme inhibition (CLM): the 
activity in a standard cell-based toxicity 
model. 
Mutagenesis (a): the activity in an in vitro 
model of mutagenesis 
Cardiac Liability: activity in essential car- 
diac ion channels that would cause an ad- 
verse side effect in humans. 
Drug-like properties: assessing the com- 
pound in a range of drug-like in silico mod- 
els. 
Chemical tractability: a more subjective flag 
that is based on a medicinal chemist's view 
on whether this is a good start for a medici- 
nal chemistry program. 

Liability or disadvantage: this is color coded, 
red = high, yellow = medium, and green = 
low. 

In this example, if the only datum available 
to the medicinal chemist was the potency of a 
compound, BMSl would be the highest prior- 
ity. BMS5 has the cleanest profile, and this 
chemical series was the preferred candidate 
for progression, although it was 10-fold less 
potent than BMS1. Activity in these liability 
assays will not stop the progression of a com- 
pound, but it helps in understanding how to 
drive the medicinal chemistry forward. This is 
the point at which the initial HTS process has 
ended. The decisions from this point are 
around compound optimization and continued 
target validation. HTS approaches and tech- 
nology are back into play if the project re- 
quires further chemotypes. 

4 TECHNOLOGY INFRASTRUCTURE IN 
HIGH-THROUGHPUT SCREENING 

Advances in genomics have caused a dramatic 
increase in the number of potential targets. 
Together with the growth of combinatorial 
chemistry, many targets and compounds re- 
quire HTS. This interdependence has lead to a 
technological revolution in high-throughput 
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15. A compound profile matrix that outlines all the information on a set of compounds that 
identifiedfrom a HTS. 

ning (15,81) with significant investment 
automation and miniaturization. 

Automation in High-Throughput 
ning 

!ed to screen large compound libraries 
pically range from lo5-lo6 through a 
~f biological targets in an efficient and 

y manner has been one of the main driv- 
r automation. From the late 1970s to the 
.990s, the 96-well microtiter plate 
ed supreme in many screening laborato- 
32). Manufacturers supplied many varia- 
on the 96-well plate theme, varying the 
: of the well, varying the color of the 
, and supplying a range of surface chem- 
s for specialized assays. Invariably, the 
311 plates were all subtly different, and it 
lot until 1996 that a standard was recom- 
led by the Society for Biomolecular 
!ning. Automated screening systems 

needed accurate plate dimensions. Robotic 
systems needed higher tolerances and defined 
dimensions to pick and place plates precisely. 
Detection instrumentation was also adapted 
to enable robots to load and unload micro- 
plates. 

High-throughput screening automation ex- 
ists at a variety of levels, from manual to semi- 
automated to fully automated turnkey sys- 
tems (83). However, the types of equipment 
tend to be similar, and the way in which the 
screening process is integrated dictates the 
level of automation. For a brief discussion on 
the advantages and disadvantages of auto- 
mated platforms versus workstations, see refs. 
84 and 85. 

All the high-throughput screening automa- 
tion platforms tend to have the same limited 
number of basic operations; a method moving 
around microplates, dispensing liquids, a se- 
ries of detectors, and incubators. The methods 
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Figure 2.16. Images of the Aurora Bioscience UHTS screening platform that is based around a track 
that moves the microtiter plates around the different workstations. The 96-well piezo-electric dis- 
pensing head is shown in detail. 

for moving microplates tend to fall into two 
general approaches. Movements can be with 
an articulated robotic arm, picking and plac- 
ing plates, or through a track that resembles a 
mini-production line designed to shuttle 
plates around the system (Fig. 2.16). The liq- 
uid handling options can vary between a sy- 
ringe-based system that gives higher volumet- 
ric precision to aperistaltic pump that tends to 
be more rapid but less precise. The range of 
potential detectors is dependent on the assay 

technology discussed earlier in the chapt 
The incubators can range from the very sim] 
open racks of shelves to highly environmt 
tally controlled systems. The glue that puts 
this together is the scheduling software tI  
controls what goes where and when. In t 
more sophisticated systems, an operator loa 
reagents, plates containing test compounl 
and disposes of any waste (Fig. 2.17). T 
scheduling software instructs the articulat 
arm or track system to move microtiter plal 
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2.17. Images of typical turnkey automated screening robots that use an articulated arm to 
Lates around the screening system. The robot is placing plates into two different liquid 
g devices. Top left is a PlateMate Plus and top right is a Multidrop. This system was built 
Ily by Bristol Myers Squibb engineers. 

dated times around the various liq- 
!rs, incubators, and detectors, and 
to waste. A limited amount of 

1 artificial intelligence can be used 
quality of the operation. For exam- 
I are generated by the detector, on- 
;is can be used to monitor drift in 
lr whether certain wells fail to meet 
quality control parameters, as seen 
ed tips on a dispenser. These types 
?rt an operator. 
g these integrated robotic systems 
ltrong management commitment 
money, and a willingness to develop 
ary skill sets. A stable, fully auto- 
!ening platform does offer continu- 
;ion, a consistency of process that 

can be verified, automated audit trial of the 
samples that have been tested, and safety (for 
further detail see Ref. 86). 

Not all laboratories have the resources to 
build fully integrated screening platforms and 
support them. Additionally, not all assays can 
be modified to work on an automated plat- 
form. For example, a particular detector may 
not be available in a format that can be inte- 
grated. Most screening laboratories will use 
workstation approaches in addition to fully 
automated platforms to enable assay flexibil- 
ity. Unlike the automated platforms, where 
plates are processed in a serial manner, plates 
are batched together, "a stack," in worksta- 
tion approaches. Workstation approaches re- 
places the robot with a human, and as long as 
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the number of microtiter plates processed is 
acceptable, this often works well. The same 
quality control is incorporated into the work- 
station process, and from our experience, the 
workstation data are comparable with that 
generated by a robot. One real advantage of a 
fully automated platform is where there is a 
need to have accurate incubation times, for 
example, in a kinetic assay. 

4.2 Miniaturization of Screening Assays 

The increasing operating costs of HTS labora- 
tories have driven a strong interest in imple- 
menting more cost-effective ways of carrying 
out high-throughput screening campaigns. 
Miniaturizing the plate format is one of the 
major technology solutions. There has been a 
stepwise evolution from the glass test tube 
and plastic Eppendorf tube into microtiter 
plates containing ever-increasing well densi- 
ties. 

The first tangible step along the miniatur- 
ization route was the introduction of the 96- 
well microtiter plate that replaced the individ- 
ual tube (82). The 96-well plate became the 
standard workhorse in academic and indus- 
trial laboratories over the last 20 years. How- " 

ever, ever increasing demands to expand test- 
ing capacity and improve process efficiency 
while simultaneously reducing costs have 
pushed HTS laboratories into using 384-well 
plates and beyond (Fig. 2.18). 

A screening organization that runs 50 
screens a year, each testing a 500,000 com- 
pound deck with average reagent and plastic- 
ware that costs $0.20/well, totals $5 million, 
excluding waste management costs. This sce- 
nario in a 96-well plate format generates 
260,000 plates of plastic waste per year. A typ- 
ical assay volume in the 96-well plate is 100- 
200 pL, and by reducing this to around 5-10 
pL, reagent costs are reduced. Additionally, 
smaller amounts of compounds are needed for 
the assay. 

In the late 1990s, HTS laboratories 
adopted the 384-well plate as standard, allow- 
ing a fourfold increase in well density and in- 
creased screening capacity (87). Instrumenta- 
tion companies re-invested in designing or 
adapting liquid handlers, detection systems, 
and automation to fit the new 384-well plate. 

Figure 2.18. There are many different types of m 
crotiter plates that are used in miniaturized assaj 
for HTS. (a) 96-well plate (100 pL assays), (b) 3% 
well plate (25 pL well assays), (c) 1536-well plate ( 

pL well assays), and (d) 3456-well plate (2 FL we 
assays) 

The vast majority of assays have readil 
miniaturized down to 20-50 LLL volumes. Th 
minimum practical volume of 20 pL for th 
new 384-well plates was defined by the we 
shape and the need to produce an even layer ( 
liquid at the bottom of the plate. 

Even with the 384-well plate, there ha 
been pressure to reduce volumes even furthe: 
The 1536-well plate is emerging as the poter 
tial next step, with square wells that allow 
working volume of 5-10 pL. One advantage ( 
the 1536-well plate in absorbance-based a! 
says is volume reduction while maintainin 
the path length. Additionally, low-volum 
384-well microtiter plates are now commei 
cially available. The 1 pL assay is also no7 

available in the 1536- (Corning Costar Corp 
Cambridge, MA and Evotec OAI, Hambur! 
Germany) and the 3456-well microtiter plat 
(Aurora BioSciences, San Diego, CA) (50). In 
little over 5 years, we have witnessed a 10( 
fold reduction in assay volume and a 36-fol 
increase in the well density. The discussio 
over well density still causes many debates i 
screening discussion groups (87) and eve 
higher well densities have been proposed, e.g 
9600-well plate (88). 

The move to higher well densities an 
lower assay volumes has presented significar 
challenges to instrumentation companie: 
First, there is the need to detect the results ( 
a particular assay. For example, in the 96-we 
scintillation proximity assays, the scintillatio 
counter photomultipliers are positioned abov 



References 

each well to measure the emitted light. Using 
a mask, these machines were adapted to read 
384-well microtiter plates. The disadvantage 
was that it then took four times as long to read 
a plate. A new solution needed to be found. 
Imaging technology, using charged-coupled 
devices, (CCDs) provided the answer (e.g., 
LEADSeeker; Amersham Pharmacia, Amer- 
sham, UK, and CLIPR Molecular Devices, 
Palo Alto, CAI (89). Imagers take the same 
time to read a 96-well, 384-well, or 1536-well 
microtiter plate. A 500,000-compound high- 
throughput screen using a filter binding assay 
format consumes approximately 10,400 96- 
well microtiter and filter-binding plates. For 
the LEADSeeker format using miniaturized 
plates, 1536 wells per plate, 325 plates are 
used. Additionally, it takes approximately 10 
min to measure the light from a 96-well plate, 
and therefore, total time taken to generate the 
data would be 36 days in a single plate-based 
scintillation counter. For the 1536-well assay 
using imaging technology, the reading time is 
reduced to 27 h. The overall gain in assay effi- 
ciency is dramatic. Imagers are now available 
for fluorescence, time-resolved fluorescence 
and for measuring light emission. 

Another engineering challenge was to dis- 
pense volumes in the 20 nG1pL volume 
range. At the top end of this scale, a variety of 
tip-based syringe-driven devices are available, 
e.g., Matrix Platemate (Matrix Technologies 
Corp., Lowell, MA). To achieve nanoliter dis- 
pensing, two platforms are available: the pi- 
ezo-electric inkjet dispenser and the solenoid 
inkjet dispenser (90 -92). 

As mentioned earlier, the drive to screen 
more compounds has fueled the need for min- 
iaturization. Additionallv. there is a need to " ,  

rapidly profile and evaluate the selectivity of 
compounds that are positive in a high- 
throughput screen. Miniaturization facilitates 
the parallel processing of numerous targets si- 
multaneously. For example, a GPCR cell re- 
porter assay designed to detect agonists using 
a p-lactamase reporter can be readily minia- 
turized to 2 pL in a 3456-well microtiter plate. 
The hits can be evaluated in this format at 
multiple concentrations, with null cell lines to 
remove false positives, and in a range of other 
cell lines yielding a selectivity index. By com- 
bining this with cell toxicity assays and bio- 

chemical cytochrome P450 assays, a wealth of 
information is generated in a short period on 
exactly the same compound solution. 

5 S U M M A R Y  

Throughout this chapter we have described how 
HTS, as a lead discovery tool, fits into the drug 
discovery process. HTS is a multi-factorial, in- 
teractive process that brings together multi-dis- 
ciplinary teams of chemists, biologists, statisti- 
cians, information technology experts, and 
mechanical and electrical engineers. 

From target discovery to lead optimization, 
an intricate network of processes and deci- 
sions are required to produce a successful drug 
discovery campaign. We have emphasized the 
high-throughput screening process as part of 
an integrated approach to hit identification 
and assessment. The application of industrial 
automation technology to the process has in- 
creased the capacity, speed, and quality of this 
part of the drug discovery pipeline. In conjunc- 
tion with corresponding advances in target 
identification, automated chemistry, and data 
analysis, the ability of pharmaceutical labora- 
tories to rapidly move from target concept to 
lead optimization candidates has changed dra- 
matically over the last decade. 

The next 10 years will no doubt bring further 
technological advances and creative insights to 
improve the drug discovery process even fur- 
ther. This will keep HTS approaches as a main- 
stream drug discovery tool for years to come. 
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1 INTRODUCTION 

Drug discovery program progression from 
"hit" compounds derived from high-through- 
put screening to identification of a lead drug 
candidate suitable for an Investigational New 
Drug, enabling toxicology studies (hit to lead), 
requires medicinal chemistry compound opti- 
mization driven by relevant pharmacological 
data. Pharmacological data regarding the 
mechanism of compound interaction with the 
molecular target, such as receptor agonists 
and antagonists, enzyme inhibition kinetics, 
and protein-ligand binding are clearly impor- 
tant. Quantitative methods for evaluating 
the effect of pharmacological agents on recep- 
tor activation and inhibition, enzyme kinet- 
ics, and ligand-receptor binding are reviewed 
in other chapters. Pharmacological targets 
adapted to high-throughput methods are of- 
ten poor predictors of efficacy in viuo but are 
used for ease of testing (Fig. 3.1). Cell-free sys- 
tems consisting of purified target protein, test 
compounds, and the necessary substrates and 
ligands for target protein function and signal 
generation are often the choice for primary, 
high-throughput compound screening. Cell- 
free screening eliminates cell metabolism, cell 
permeability, and protein binding issues. In 
the next least complicated system, cells for 
study are often transfected with the target 
gene or a reporter system of gene function in a 
manner that creates a wide assay window but 
also alters the ratio of the target receptor to 
cellular components. Such complex interac- 
tions, such as those in multiple-protein signal- 
ing pathways, are difficult to reconstruct in 
either cell-free systems or those employing en- 
gineered cells. On the other hand, animal and 
human tissues and whole organism studies 
cannot be carried out with sufficient through- 
put to successfully drive hit to lead optimiza- 
tion. Finally, untransfected mammalian cells 
provide intact signaling pathways and other 
complex mechanisms not reliably reproduced 
in cell-free systems or in cells with overex- 
pressed targets. Species-specific compound ac- 
tivities have been observed in drug discovery 
caused in part by differences in the amino acid 
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Figure 3.1. The ease compound testing is inversely 
proportional to the complexity of the system and the 
physiological relevance of the assay. 

sequence of the target protein. An infamous 
example is provided by the discovery of a 
mouse G-CSF signal transduction pathway ac- 
tivator (1). This compound was identified in a 
high-throughput assay in murine cell line. De- 
spite active research, medicinal chemistry ef- 
forts have not resulted in a compound active 
towards human G-CSFR. Thus, untransfected 
human cells provide the most relevant practi- 
cal drug-screening systems. 

The role of high-throughput pharmacology 
in the hit to lead compound candidate identi- 
fication process includes determination of ef- 
ficacy and evaluation of potential compound 
liabilities (solubility, adsorption, toxicity) and 
specificity of action. Other examples include 
data obtained from pharmacological profiling 
of lead compounds against a broad panel of 
natural human cells. It is most useful if these 
cells have been previously characterized for 
their response to known pharmacological 
agents. In vitro assays for evaluation of the 
adsorption and metabolism properties of com- 
pounds have been developed. Systems and 
methods that provide high definition, content- 
rich information about cellular responses and 
are robust enough to have proven useful in 
secondary testing pharmacological properties 
of compounds are reviewed in this chapter. 
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2 TARGET-DIRECTED PHARMACOLOGY 

2.1 Receptor Pharmacology 

High-throughput methods for the determina- 
tion of receptor-ligand binding and inhibition 
have been developed. Methods such as radio- 
labeled binding studies on flash plates (New 
England Nuclear) and the estimation of the 
binding of Fluoro-tagged ligands by fluores- 
cence polarization, surface plasmon reso- 
nance, and ELISA-type assays have all been 
used for high-throughput screening and rapid 
characterization of compounds that interfere 
with ligand receptor binding. These methods 
are reviewed elsewhere. Receptors are often 
screened for ligand binding; however, func- 
tional receptor signaling and physiological cell 
responses are the more relevant endpoints. 
Examples of receptor pharmacology across the 
variety of receptor families are covered below. 

2.2 Assays and Pharmacology of Rapid 
Cellular Responses 

Probes for the fluorescent detection of rapid 
cellular responses have been widely used 
in the characterization of pharmacological 
agents. Intracellular calcium, detected by Ca- 
sensitive fluorescent dyes, is perhaps the most 
commonly measured signal. Other parame- 
ters that change within a short time scale in- 
clude intracellular pH and membrane poten- 
tial. These endpoints have been widely used in 
conjunction with appropriate control com- 
pounds and/or control cell-lines to both screen 
compound libraries and evaluate lead dose- 
response profiles. The high-throughput phar- 
macology system (HTPS) developed by Axiom 
Biotechnologies allows for the rapid and high 
definition characterization of immediate cel- 
lular responses. The HTPS uses flow-cell tech- 
nology to serially introduce compounds to con- 
tinuously flowing cells in a mixing chamber of 
the fluidics system (Fig. 3.2). In the configura- 
tion shown in Fig. 3.2, the system preincu- 
bates antagonist with the cells before intro- 
duction of the agonist. In this mode, the 
relative off-rate of antagonist will determine 
potency. The agonist and antagonist can be 
introduced simultaneously to the cells so that 
both compete for receptors. In both formats, 
incubation time of agonist with cells has an 

effect on the maximal cellular response. The 
calcium response to GPCR agonists is both 
time and dose dependent, and typically, ago- 
nist potency increases with incubation time. A 
suitable incubation time to optimize maximal 
response and agonist receptor potency is se- 
lected from initial time-course of response ex- 
periments. This flowing system provides sev- 
eral advantages over the static cells in wells 
approaches. First, dose-response curves are 
typically generated by introducing different 
concentrations of test compounds and con- 
trols to different wells of cells that have been 
previously introduced into the microtiter 
plate. With the HTPS system, a continuous 
concentration gradient of test compound can 
be introduced to the cells. Second, for plate- 
based assays, the cells are often grown in the 
microtiter plate for 1-3 days in advance of the 
experiment. This introduces a source of vari- 
ability because the cells can react to the differ- 
ent growth conditions provided in the individ- 
ual wells. For example, edges of the microtiter 
plate experience differences in humidity com- 
pared with center wells, and therefore they 
are more prone to evaporation. In the HTPS 
system, the cells are kept together until the 
moment of the test. This greatly reduces vari- 
ability between testing events. Also, the order 
of addition of antagonist and agonist is known 
to change potency and apparent inhibition 
characteristics. For example, in the HTPS 
laboratory, Schild analysis with inhibitors 
pre-incubated with cells demonstrates appar- 
ent non-competitive inhibition, whereas the 
Schild analysis of simultaneous addition of ag- 
onist and antagonist demonstrates competi- 
tive inhibition. In another example Cascieri et 
al. found that preincubation of L-742,694, a 
selective morpholino tachykinin NK1 receptor 
antagonist, inhibits binding of substance P to 
the human tachykinin NK1 receptor, in- 
creases the apparent EC50 of substance P, and 
decreases the maximal level of stimulation ob- 
served. Simultaneous addition of substance P 
and L-742,694 to the cells results in an in- 
crease in the EC,, for substance P with no 
decrease in the maximal level of stimulation 
(2). Apparent "non-surmountable antago- 
nism" is observed when the system is preincu- 
bated with antagonist (3). These varying re- 
sults stem from the time-dependent nature of 
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Concentration mragonlsr 
Incubation 
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Figure 3.2. A schematic diagram of the high-throughput pharmacology system developed by Axiom 
Biotechnologies. The open circles (0) represent valves capable of switching between buffer and 
sample (antagonist or agonist). The closed circles (0) are mixing chambers for the cells and com- 
pound. Cells are preloaded with fluorescent dyes sensitive to physiological endpoints such as intra- 
cellular calcium or membrane potential. The length of the pre-incubation and incubation loops 
dictates the incubation times for the antagonists and agonists prior to entering the fluorescent 
detector. 

the physiological responses. Such results are 
dependent on the kinetic parameters of these 
systems such as the association and dissocia- 
tion rates of agonist and antagonist. When an 
antagonist is preincubated with its receptor, a 
lowered maximal response is detected if the 
antagonist dissociates slowly from the recep- 
tor compared with the agonist on rate. Indeed, 
the behavior has been observed before for 
the kinetics of acetylcholine antagonists in 
smooth muscle (4). The HTPS system de- 
picted in Fig. 3.2 is very flexible and permits 
the researcher to readily change incubation 
times for both agonist and antagonist. 

Researchers have turned to molecular biol- 
ogy, gene cloning, and overexpression as a 
means of facilitating HTS development. A sur- 
vey of the literature will reveal a vast number 
of transfected GPCRs, many of these for drug 
discovery programs. Several advantages are 

parent. Some GPCRs receptors demonstrate 
constitutive activity when expressed at high 
levels. These phenomena result from the acti- 
vation of G-proteins by a small portion of the 
GPCRs. At high expression levels, this active 
fraction is large enough to cause a perturba- 
tion in the basal signal downstream from the 
G-protein. It has been suggested that this ef- 
fect could be used for orphan GPCR screening 
(5). Expression of receptors in cells containing 
different G-protein, G-protein receptor ki- 
nases, and other proteins that modify GPCR 
signaling can result in abnormal drug-recep- 
tor behavior (6). Such changes result in cellu- 
lar responses in screening efforts that identify 
hits that do not translate to nontransfected 
cells, and most importantly, humans. 

3 PHARMACOLOGY OF CAMP ASSAYS 

readily apparent. For example, the concentra- 
3.1 Introduction tion of a given receptor can be increased, thus 

increasing the cellular response (Ca flux, CAMP levels are modulated by GPCRs coupled 
CAMP). The limitations are not as readily ap- to Gs and Gi G-proteins, which act to activate 
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or inhibit adenylate cyclase. Many assays for 
determining CAMP levels produced in cells, 
tissues, and membrane preparations have 
been reported, and several are commercially 
available. These methods are useful for both 
HTS and follow-up secondary testing. Second- 
ary testing against a panel of cell lines, previ- 
ously characterized for gene expression, is 
useful in determining the specificity of action 
for these compounds. 

3.2 Nondestructive Fluorescent Methods 

Some nondestructive methods for determin- 
ing CAMP levels in living cells are known. The 
fmt reported involved injection of CAMP-de- 
pendent kinase labeled with the fluorescent 
probes fluorescein and rhodamine on the cat- 
alytic and regulatory subunits into cells. Flu- 
orescence resonance energy transfer (FRET) 
from fluorescein to rhodamine occurs in the 
holoenzyme confirmation but is ablated on 
CAMP binding and subunit dissociation. A 
novel methodology in which the biosensor is 
generated from an engineered protein has re- 
cently been reported. The readout is the 
CAMP-sensitive FRET signal from differently 
colored GFP mutant proteins coupled through 
the CAMP-binding domain. This provides a 
purely molecular method of detecting intracel- 
Mar CAMP levels in real time (7, 8). Cyclic 
nucleotide-gated calcium channels demon- 
strated use in coupling changes in CAMP levels 
with intracellular calcium. The changes in in- 
tracellular calcium are monitored by Fura-2 
fluorescence at 380 nm. While interesting, 
these molecular methods have not yet proven 
their worth in the drug discovery process and 
require stable transfection of the CAMP sensor 
gene into each cell line before study. 

3.3 B-Arrestin Systems 

Many GPCRs are down-regulated after ligand 
binding through the concerted action of sev- 
eral proteins. A family of proteins called G- 
protein-related kinases phosphorylate acti- 
vated G-protein coupled receptors. A second 
molecule, called arrestin, binds to the phos- 
phorylated GPCR, blocking G-protein binding 
and activation. Arrestin binding also acts as 
an internalization signal. Arrestin binding to 
phosphorylated GPCR has been adapted 

through several different readouts to provide 
information about GPCR signaling. B-arres- 
tin-GFP fusion protein binding to activated 
adrenergic GPCRs monitored by confocal mi- 
croscopy was reported. A modification of this 
approach has been used in which Renilla lucif- 
erase is attached to ' the C-terminus of the 
GPCR. Energy transfer from a hydrolyzed lu- 
ciferase substrate to GFP is possible on arres- 
tin-GFP binding to luciferase-GPCR fusion 
protein. This approach, requiring the intro- 
duction of two chimeric proteins into cells, 
provided evidence for GPCR homodimeriza- 
tion and the absence of a B-arrestin interac- 
tion with GnRHR (9, 10). 

4 ION CHANNEL PHARMACOLOGY 

Ion channels are attractive drug targets for 
several reasons, including the fact that chan- 
nels represent an important class of drug tar- 
gets for current therapeutic agents. With the 
information available from sequencing the 
human genome, interest in developing new 
drugs toward specific ion channels is high. Ion 
channel drug discovery is hampered by the 
low throughput of conventional patch-clamp 
methodology. Methods for evaluating ion 
channel activity based on changes in the fluo- 
rescent of dyes in response to changes in mem- 
brane potential have been developed. The fast 
styryl dyes respond to changes in membrane 
potential on the millisecond time scale. Be- 
cause the change in their electrochromic prop- 
erties is limited to 1-10% changes in fluores- 
cence per 100 mV, the use of these dyes is 
restricted to specialized low-noise equipment 
(11). Another class of dyes is the negatively 
charged oxen01 dyes. These are the "slow" flu- 
orescent probes, and redistribute within the 
cytosol, membrane, and intracellular compo- 
nents, forming fluorescent and non-fluores- 
cent dimers and higher aggregates with con- 
comitant changes in spectral properties in 
response to changes in cellular potential (12). 
After a change in membrane potential, these 
dyes can take several minutes to re-equili- 
brate and, therefore, they are not useful in 
following channels that desensitize or inacti- 
vate after opening. Voltage-sensitive probes 
based on FRET have also been developed (13). 



In this method a voltage-sensing oxonol dye is 
used as the FRET acceptor. The FRET donor 
is a courmarin dye linked to a phospholipid, 
which anchors in the outer leaflet of plasma 
membrane of cells with the courmarin dye. 
Under hyperpolarizing conditions, the nega- 
tive membrane potential will distribute the 
oxonol toward the courmarin dye in the outer 
portion of the membrane, resulting in in- 
creased FRET. Under depolarizing conditions, 
the oxonol dye equilibrates toward the cytoso- 
lic side of the plasma membrane, and the 
FRET signal is reduced. FRET assays with re- 
sponse times of only a few seconds provide ad- 
vantages over oxonol redistribution dyes. 
These assays are useful not only in primary 
screening but also for secondary follow-up as- 
say for hit compounds. 

5 CELLULAR TOXICOLOGY ASSAYS 

Compound toxicity is an issue that is often 
addressed later in the drug development pro- 
cess than potency. However, because project 
costs increases rapidly with time, late stage 
failures caused by unexpected toxicity are un- 
desirably expensive. It would be greatly ad- 
vantageous to include some measure of com- - 
pound toxicity earlier in the drug discovery 
process. Assays that could help rank order 
"hits" from HTS and early medicinal chemis- 
trv efforts would save time and cost derived - 
from pursuing leads with serious cellular 
toxicity liabilities. In addition, ready access 
to structure-activity relationships regarding 
compound-related toxicity would be useful in 
directing medicinal chemistry efforts to re- 
duce the toxic aspects of a compound as well as 
improving on other desired properties. 

The impairment of critical cellular func- 
tions can result in systemic toxicities such as 
those associated with the neuromuscular sys- 
tem (tremor, cardiac arrhythmia, and paraly- 
sis). renal (microtubule function), and vascu- 
lature (leaky blood vessels). A noteworthy 
example is the acquired long QT syndrome 
(LQTS) associated with blockade of cardiac 
ion channels (14-16). LQTS results in cardiac 
arrhythmias, torsade de pointes, ventricular 
fibrillation, and can lead to sudden death. One 
such ion channel is the HERG protein, respon- 
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sible for the rapid component of delayed recti- 
fier K+ current in the myocardium (17). Sev- 
eral different mutations in HERG are known 
to cause inherited LQTS (18). A large number 
of drugs have been found to elicit adverse side 
effects through inhibition of the HERG chan- 
nel, thereby inducing LQTS (19). Recent evi- 
dence suggests that two key residues, Y652 
and F656, may be responsible for the promis- 
cuity of drug binding by the HERG channel 
(20). This serious and sometimes fatal cardio- 
toxicity has led to withdrawal of otherwise 
promising drugs from the marketplace (21), 
for example, the antipsychotic agent pimozide 
and the gastric reflux medication cisapride. 
Some estimates indicate that up to one-half of 
all compounds under review for market ap- 
proval may elicit LQTS side effects through 
the HERG channel. The FDA now recom- 
mends that all drugs be screened against the 
HERG channel before release to market. 

Developing useful assays for screening 
drug effects against the HERG channel has 
become extremely important to the pharma- 
ceutical industry. Drug screening in humans 
or animals is most physiologically relevant. 
However, this method is not always ethical, it 
is very low throughput, and it is difficult to 
identify the molecular target of any drug in- 
teractions. The patch-clamp method has 
proven very powerful in its sensitivity and 
ability to evaluate channels at the single mol- 
ecule level. However, patch-clamp technology 
is expensive, difficult, low throughput, and far 
removed from a physiologically relevant con- 
text. Cell culture-based assays have been de- 
veloped that use fluorescent dyes sensitive to 
plasma membrane potential in conjunction 
with plate readers and flow cytometry. These 
assays have proven to be high throughput but 
often suffer from decreased sensitivitv or diffi- 
culty in maintaining cell lines. The need exists 
for a sensitive, high-throughput, cost effective, 
and physiologically relevant HERG assay. 

Interaction of compounds with a toxicity 
target can result in a wide variety of in cell 
phenotypes (22). Deregulation of gene expres- 
sion can result in inappropriate cell division 
(neoplasia, teratogenesis), apoptosis, and pro- 
tein synthesis (e.g., peroxisome proliferation). 
Cell death can result from stimuli resulting in 
apoptosis, which has been defined as pro- 



grammed cell death, and involves a cascade of 
events, including caspase activation leading to 
cytochrome C release from the mitochondria 
and subsequent degradation of chromosomal 
DNA into distinct fragments, formation of cy- 
toplasmic vacuoles, and plasma membrane 
and nuclear blebbing (23, 24). Apoptotic cells 
are removed by macrophages in response to 
the signals such as the exposure of phosphati- 
dylserine to the outside of the cell before com- 
plete loss of plasma membrane integrity. Ne- 
crosis is another classical cell death pathway 
in which cells lose membrane integrity, swell 
and burst, and spill their contents into the ex- 
tracellular space. These cellular components 
often elicit an inflammatory response leading 
to further damage to surrounding tissues. Cel- 
lular factors determining which pathway a cell 
follows in response to toxic exposure include 
caspase activity, degree of ATP depletion, ex- 
tent of intracellular Ca2+ increase, levels of 
reactive oxygen species, and rate and extent of 
thiol oxidation (24, 25). Additionally, factors 
such as cell cycle, cell type, duration of expo- 
sure, active efflux mechanisms, and compound 
metabolism may influence the response of 
cells to toxic agents. Together, the character- 
istics of these apoptotic, necrotic, and meta- 
bolic pathways and environmental factors 
form a continuum of morphological and bio- 
chemical indicators of cell death. Thus. the 
term "cytotoxicity" is somewhat imprecise, 
and it would be more useful to be able to 
readily characterize the toxicity mechanism 
for hit and medicinal chemistry compounds 
than simply to classify cells as "alive" or 
"dead." 

Apoptosis can be initiated through TNF re- 
ceptor family signaling coupled to caspase ac- 
tivation. Other apoptosis triggers included 
pharmacological agents (staurosporine, Ca2+ 
ionophores, thapsigargin), DNA damaging 
agents, and a variety of chemical toxicants 
(24). Assays that measure mitochondrial 
function and cell viability and growth, cell 
membrane integrity, membrane potential, in- 
tracellular Ca2+, ATP, reduced glutathione 
concentration, and intracellular pH are useful 
indicators of cell-based toxicity. The tetrazo- 
lium salts such as XTT, MTT, WTS, and oth- 
ers are reductase substrates that are reduced 
in the mitochondria of living cells to colored 

formazan dyes readily detected by light absor- 
bance. The colored species generated is pro- 
portional to the number of viable cells. Cellu- 
lar DNA synthesis can be determined by 
tritium-labeled thymidine (radiometric detec- 
tion) or bromo-deoxyuridine (antibody detec- 
tion) incorporatio'n and thus is a direct mea- 
sure of cell ~roliferation and can be related to 
toxic and Gostatic effects of test compounds 
on proliferating cells. Dyes that do not cross 
the plasma membrane, such as trypan blue 
and propidium iodide (PI), are excluded by 
cells with intact membranes and are an indi- 
cator of cell viability. Dye exclusion is readily 
measured by direct cell counting on a hemocy- 
tometer, coulter counter, or flow cytometer. 

Flow cytometer-based assays for several 
other apoptotic indicators have been devel- 
oped. Changes in intracellular ion levels, in 
particular Ca2+ and H+, are considered good 
early indicators of compound-induced cellular 
toxicity. Elevated Ca2+ levels may be impor- 
tant in apoptosis by activating nuclease activ- 
ity. Intracellular pH and Ca2+ levels are 
readily determined with a variety of H+- and 
Ca2+-sensitive fluorescent probes (26-28). As- 
says for reactive oxygen species and cellular 
free glutathione content, both indicators of 
apoptosis, are available. In apoptosis, as part 
of the signaling to macrophages, phosphyti- 
dylserine (PS) "flips" from the inner to outer 
side of the cell membrane. Annexin V binding 
to PS on the outer membrane is a characteris- 
tic of early stage apoptosis (29). DNAfragmen- 
tation assays are also used to discriminate ne- 
crotic from apoptotic cells (30, 31). End 
labeling of the fragmented DNA followed by 
staining yields signal indicative of the charac- 
teristic DNA fragmentation pattern (32). An 
advantage of measuring several cytotoxicity 
endpoints simultaneously is that dose and 
mechanistic properties of moderately and 
highly toxic compounds are discriminated. 
These properties are best determined in sin- 
gle-cell analysis as described in the next sec- 
tion. 

6 HT-FLOW 

Many of the cell-death assays described above 
are readily performed by flow cytometry 
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(FCM), and can be combined to yield multipa- 
rametric assays that measure several comple- 
mentary indices of toxicity. The advantage of 
single cell multiparameteric analyses includes 
the ability to test mixed cell populations, such 
as those obtained upon cell differentiation. Si- 
multaneous determination of mitochondrial 
membrane potential, reactive oxygen species 
generation, and intracellular glutathione by 
FCM were used to show that loss of mitochon- 
drial membrane potential and glutathione de- 
pletion are nearly simultaneous and could not 
be uncoupled (33). In particular, while not lim- 
ited to FCM, determination of light scattering 
properties of cells yields information that is 
not available in standard 96-well plate reader 
assays. Forward scatter is commonly used to 
measure cell size and decreases early in apo- 
ptosis while side-scattered light is propor- 
tional to cellular granularity and often in- 
creases during apoptosis (34). Thus, FCM has 
advantages over conventional plate-based as- 
says with regard to multiplexing, readouts 
such as light scatter, analysis at the single cell 
level, and high sensitivity. FCM also provides 
unique advantages for mixtures of cell types. 
Differential analysis of cellular responses to 
test compounds is possible because the differ- 
ent cell types or differentiation states can be 
tagged with specific cell-surface markers. 
Neuronal cells can be derived through differ- 
entiation of precursor cells, and these can be 
stained for the presence of neural cell adhe- 
sion molecule. FCM is therefore well suited to 
measure the multiplicity of events that occur 
when cells respond to toxic agents and gives a 
wealth of information that can be used to iden- 
tify the mechanism of compound action and 
direct chemical optimization efforts accord- 
ingly. 

Drug discovery and development follow-up 
to a typical HTS program requires the assay- 
ing of hundreds to thousands of compounds 
identified in screening, or cherry picked by 
structural similarity to original hits and gen- 
erated by focused combinatorial chemistry 
around active compounds. One major disad- 
vantage of FCM is the need to handle each 
sample manually and the resulting low 
throughput. We have previously reported a 
high-throughput sample delivery system for 
FCM (34). The data were collected on a Cyto- 
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Figure 3.3. Each vertical strip in the top pane 
from an individual well of a 96-well plate loal 
with fluorescent beads. Two rows, 24 wells, of 
plate are shown. The bottom panel represents a o 
dimensional histogram for a single well. Data I 
collected on a Cytomation MoFlo FACS equip] 
with a Moskito autosampler. 

mation MoFlo FCM equipped with a Mosik 
autosampler, which is capable of samplinj 
96-well plate in 4 3  min. Each vertical stripe 
the upper panel of Fig. 3.3 shows the side sc 
ter for a single well and the lower panel is 1 
FL1 histogram for a single sample. Hi! 
throughput compound screening by flow 
tometry provides both a novel set of issues 
garding assay cost, compound usage, di 
handling, and data interpretation and no 
cell pharmacology assays. All of these issi 
are under consideration in the developmenl 
the next generation of HTflow instrumen 
tion. 

Introduction of compounds to cells in fl 
provides another dimension to standard fl 
cytometry. The HTPS system described e 
lier has been adapted for flow cytometry a 
increases the information content and 
pands the repertoire of assays, including hi 
content toxicology data, available to the ph 
macologylmedicinal chemistry drug develc 
ment team. Early physiological respon: 
such as changes in pH, intracellular calciu 
and membrane potential can be monitor 
and this can be coupled to cell-type spec 
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8 Summary 

markers, allowing assays to be performed on 
mixed cell populations. The HT-flow system 
has been used to measure cellular responses to 
test compounds at rates of 3-4 compounds per 
minute as well as determine the relationship 
between receptor occupancy and cell response 
(35). 

7 HIGH CONTENT METABOLIC ASSAYS 

Efforts for the rapid screening of drug adsorp- 
tion metabolism have intensified as the impor- 
tance and relevance of the parameters for 
drug discovery have become more apparent 
with every failed and recalled drug. The cyto- 
chrome P450 (CYP) enzymes metabolize xe- 
nobiotics and evolved as a defense against ac- 
cidentally ingested toxic compounds. Drug 
pharmacokinetics are modulated in part by 
CYP metabolism and patients on multi-drug 
regimens can experience unexpected changes, 
both positive and negative, in drug mean res- 
idence time and maximum serum levels. Drug 
inhibition of CYPs can lead to increased drug 
levels and increased risk of toxic side effects. 
Several high-throughput assays for test com- 
pound inhibition of CYPs have been reported 
(36-38). Most are based on changes in the flu- 
orescence of a known CYP substrate and spe- 
cific CYP isoform inhibition in the presence of 
test compounds. Increased CYP activity can 
result in toxicity as well. The nuclear hormone 
receptor CAR controls the expression-based 
response to a class of molecules called the 
"phenobarbitol-like inducers." In the mouse, 
these molecules are known to regulate the ex- 
pression of a particular cytochrome P450 
Cyp2b10. Cocaine causes acute liver toxicity in 
mice previously exposed to CAR agonists, and 
this toxicity is absent in CAR knockout ani- 
mals (39). CYP gene induction, modulated at 
least in part through xenobiotic binding to the 
nuclear hormone receptors such as CAR, can 
also result in more rapid drug clearance rates, 
lower serum concentration, and decreased 
efficacy. Thus, drug-drug interactions are im- 
portant in both toxicity and efficacy. In addi- 
tion to metabolic degradation and inactiva- 
tion, drug efficacy is reduced by excretion. 
Another protein specifically targeted for sec- 
ondary pharmacological screening is the ATP- 

dependent pump, P-glycoprotein, PGP, (en- 
coded by ABCB1, also known as MDRl), is a 
broad specificity pump that is responsible for 
efflux of compounds from the intestine, thus 
blocking their uptake. P-glycoprotein is over- 
expressed in some tumor cells and is responsi- 
ble for cancer drug resistance and is part of the 
blood-brain barrier where it helps protect the 
brain from exogenous agents. P-glycoprotein 
expression is regulated by the orphan nuclear 
receptor SXR (other names are PXR, PAR, 
PRR or NR112). Tax01 activates the SXR re- 
ceptor, increasing the expression of both P- 
glycoprotein and the cytochrome P450 iso- 
forms CYP2C8 and CYP3A4 (40). Taxol's 
efficacy is decreased by both increased excre- 
tion and metabolism through PGP and 
CYP2C8/CYP3A4 induction, respectively. Re- 
porter assays for lead compound effect on CAR 
and SXR activity could add useful information 
to drug development programs by flagging 
compounds for possible drug-drug interaction 
and metabolic liabilities. 

8 SUMMARY 

Pressure to make better decisions earlier in 
the drug discovery process is high. Rapid, high 
content methods are available that can facili- 
tate decision-making. Secondary testing in 
nontranfected cell-lines provides the optimal 
balance between throughput and disease rele- 
vance and target environment. Assays for 
native expressed GPCRs, coupled through 
calcium and CAMP, are widely practiced. Al- 
ternately, genetically engineered cells provide 
signal amplification and "universal" methods 
for detecting receptor activation, but change 
the ratio of receptor to regulatory molecules 
and may alter pharmacology. Fluorescence 
methods for ion channels may yield new lead 
compounds, but better methods may be 
needed to over come some of the problems still 
associated with secondary testing in this class. 
Flow cytometry methods are becoming more 
widely used in the pharmacological testing of 
drug potency and toxicity. High-throughput 
sampling is made possible with plug-flow cou- 
pling of ambient samples and pressurized flow 
cytometry systems. Assay for compound asso- 
ciated metabolic liabilities, such as cyto- 
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chrome P450-mediated metabolism or gene 
induction, can be developed. Finally, when all 
of these methods are in place, the challenge is 
the integration of these methods and their 
data into successful drug development from 
hit to lead. 
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1 INTRODUCTION 

Discovering new drugs has never been a sim- 
ple matter. From ancient times to the begin- 
ning of the last century, treatment for illness 
or disease was based mainly on folklore and 
traditional curative methods derived from 
plants and other natural sources. The isola- 
tion and chemical characterization of the prin- 
cipal components of some of these traditional 
medicines, mainly alkaloids and the like, 
spawned the development of the modern phar- 
maceutical industry and the production of 
drugs in mass quantities. Within the last cen- 
tury, however, the changes the industry has 
undergone have been profound. As the com- 
panion chapters of this volume describe, the 
emphasis has changed from isolation of active 
constituents to creation of new, potent chemical 
entities. This evolution from folklore to science 
is responsible for the thousands of pharmaceu- 
ticals available worldwide at present (1). 

1 .I Chemistry-Driven Drug Discovery 

The exacting process of discovering new chem- 
ical entities that are safe and effective drugs 
has itself undergone many changes, each of 
which was prompted by the introduction of 
some new technology (2, 3). In the 19209, the 
first efforts at understanding why and how 
morphine works in terms of its chemical struc- 
ture were initiated. During the 1940s, chal- 
lenges for mass production of medicinally 
valuable natural products, such as the penicil- 
lins, were conquered. By the late 1950s, ad- 
vances in synthetic organic chemistry enabled 
the generation of multitudes of novel struc- 
tures for broad testing into the major focus of 
the modern pharmaceutical industry. Al- 
though serendipitous at best, this approach 
yielded many valuable compounds, most nota- 
bly the benzodiazepine tranquilizers chlordi- 
azepoxide and diazepam (4). Even with these 
successful compounds, however, the process of 
drug discovery amounted to little more than 
evaluating available chemical entities in ani- 
mal models suggestive of human disease. 

By the mid-1960s, medicinal chemistry had 
clearly become the cornerstone technology of 

modern drug discovery. Systematic develop- 
ment of structure-activity relationships, even 
to the point at which predictions about activ- 
ity might be made, became the hallmark of 
new drug discovery. Even then, however, an 
understanding of the actions of drugs at the 
molecular level was often lacking. Receptors 
and enzymes were still considered as func- 
tional "black boxes" whose structures and 
functions were poorly understood. The first 
successful attempts at actually designing a 
drug to work at a particular molecular target 

- 

happened nearly simultaneously in the 1970s, 
with the discovery of cimetidine, a selective 
H,-antagonist for the treatment of ulcers (51, 
and captopril, an angiotensin-converting en- 
zyme inhibitor for hypertension (6). The suc- 
cess of these two drugs sparked a realignment 
of chemistry-driven pharmaceutical research. 
Since then, the art of rational drug design has 
undergone an explosive evolution, making use 
of sophisticated computational and structural 
methodology to help in the effort (7). During 
the 1980s, mechanism-targeted design and 
screening combined to produce a number of 
novel chemical entities. These include the nat- 
ural product HMG-CoA reductase inhibitor lo- 
vastatin for the treatment of hypercholester- 
emia (8) and the antihypertensive angiotensin 
I1 receptor antagonist losartan, synthetically 
optimized from a chemical library screening 
lead (9). 

There is little doubt that the task of discov- 
ering new therapeutic agents that work po- 
tently, specifically, and without side effects 
has become increasingly important and coin- 
cidentallv more difficult. Advances in medical " 

research that have provided new clues to the 
previously obscured etiologies of diseases have 
revealed new opportunities for therapeutic in- 
tervention. This has forced the science of me- 
dicinal chemistry, once founded almost solely 
in near-blind synthesis and screening for in 
viuo effects, to become keenly aware of bio- 
chemical mechanisms as an intimate part of 
the development process. Even with these ma- 
jor advances in the medicinal and pharmaceu- 
tical sciences, more fundamental questions re- 
main. What determines a useful biological 
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pr'operty? And how is it measured in the dis- 
covery process? The answers can determine 
the success or failure of any drug discovery 
program, because both the observation of a 
usehl biological property in a novel molecule 
and the optimization of structure-activity re- 
lationships associated with ultimate clinical 
candidate selection have rightfully relied 
heavily on practices, and sometimes preju- 
dices, founded in decades of empirical success 
(10). Although the task of drug development 
has now been refined into a process without 
major unidentified obstacles, the challenge to 
bring the discovery of novel compounds to a 
comparable state of maturity remains. As in 
the past, another research avenue synergistic 
with existing discovery technologies is neces- 
sary. 

1.2 Advent of Recombinant DNA 
Technology 

The evolution of recombinant DNA technol- 
ogy, from scientific innovation to phannaceu- 
tical discovery process, has occurred in paral- 
lel with the development of contemporary 
medicinal chemistry (11-14). The traditional 
products of biotechnology research share few 
of the traits characteristic of traditional phar- 
maceuticals. These biotechnologically derived 
therapeutics are large extracellular proteins 
destined to be, with few exceptions, injectables 
for use in either chronic replacement thera- 
pies or in acute or near-term chronic situa- 
tions for the treatment of life-threatening in- 
dications (15,16). Many of these products also 
satisfy urgent and previously unfulfilled ther- 
apeutic needs. However, their dissimilarity to 
traditional medicinal agents does not end 
there. Unlike most low molecular weight 
pharmaceuticals, these proteins were devel- 
oped not because of the novelty of their struc- 
tures, but because of the novelty of their ac- 
tions. Their discovery hinged on recognition of 
a useful biological activity, its subsequent as- 
sociation with an effector protein, and the ge- 
netic identification, expression, and produc- 
tion of the effector by the application of 
recombinant DNA technology (17, 18). 

If modulation of biochemical processes by a 
low molecular weight compound has been the 
traditional goal of medicinal chemistry, then 
association of a biological effect with a distinct 

protein and its identification and production 
have been considered the domain of molecular 
genetics. The application of recombinant DNA 
technology to the identification of proteins 
and other macromolecules as drugs or drug 
targets and their production in meaningful 
quantity as products or discovery tools, re- 
spectively, provide an answer to at least one of 
the persistent problems of new lead discovery. 
Because a comprehensive review of the ge- 
netic engineering of important proteins is well 
beyond the scope of this volume, this chapter 
will instead highlight some novel examples of 
advances in recombinant DNA technology, 
with respect to both exciting new pharmaceu- 
ticals and potential applications of recombi- 
nantly produced proteins, be they enzymes, 
receptors, or hormones, to the more tradi- 
tional processes of drug discovery. 

2 NEW THERAPEUTICS FROM 
RECOMBINANT DNA TECHNOLOGY 

The traditional role of the pharmaceutical in- 
dustry, i.e. synthesis of new chemical entities 
as therapeutic agents, was suddenly expanded 
by the introduction of the first biotechnologi- 
cally derived products in the 1980s. The ap- 
proval of recombinant human insulin in 1982 
broke important ground for products pro- 
duced by genetic engineering (19). In 1985 an- 
other milestone was achieved when Genen- 
tech became the first biotechnology company 
to be granted approval to market a recombi- 
nant product, human growth hormone. These 
events set an entire industry into motion, to 
produce not only natural proteins for the 
treatment of deficiency-associated diseases, 
but also true therapeutics for both acute and 
chronic care. 

Industry estimates show the upward trend 
in biotechnologically derived drugs continuing 
into the new millennium. Over 400 products 
generated by biotechnology are estimated to 
be somewhere in the development pipeline or 
approval process. A comprehensive list of FDA 
approved biotechnology drugs is available on . 
the web at www.bio.org/er/approveddrugs. 
asp. The variety of products-from hormones 
and enzymes to receptors, vaccines, and 
monoclonal antibodies-seeks to treat a broad 
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range of clinical indications thought untreat- 
able just two decades ago. However, despite 
this period of phenomenal growth for recom- 
binant DNA-derived therapeutics, the prom- 
ise of biotechnology, once touted to be limit- 
less, has instead become more realistically 
defined to include not only the actual recom- 
binant products and the difficulties inherent 
in their production but also many spin-off 
technologies, including diagnostics and genet- 
ically defined drug discovery tools (20-22). 

One particular area of traditional pharma- 
ceutical research in which recombinant DNA 
technology has made a profound impact has 
been the engineering of antibiotic-producing 
organisms (23-25). Always an important 
source of new bioactive compounds, especially 
antibiotics (26, 27), fermentation procedures 
can be directly improved by strain optimiza- 
tion techniques, including genetic recombina- 
tion and cloning. More exciting is the possibil- 
ity of producing hybrid antibiotics that 
combine desirable features of one or more in- 
dividual compounds for improved potency, 
bioavailability, or specificity. The art of find- 
ing new natural product-based lead com- 
pounds by screening fermentation broths, 
plant sources, and marine organisms by using 
genetically engineered reagents is becoming of 
special importance as more of the relevant tar- 
gets identified by molecular biology operate in 
obscure or even unknown modes. The struc- 
tural diversity provided by natural products 
combined with the ability to test molecular 
biology driven biochemical hypotheses has al- 
ready become an important route for the dis- 

- 

covery of new therapeutics (28-30). 

3 PROTEIN ENGINEERING AND 
SITE-DIRECTED MUTACENESIS 

Rapid developments in the technique of site- 
directed mutagenesis have created the ability 
to change essentially any amino acid, or even 
substitute or delete whole domains, in any 
protein, with the goal of designing and con- 
structing new proteins with novel binding, 
clearance, or catalytic activities (31, 32). The 
concomitant changes in protein folding and 
tertiary structure, protein physiology, binding 
affinities (for a receptor or hormone), binding 
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specificities (either for substrate or receptor), 
or catalytic activity (for enzyme active site 
mutants) are all effects that are measurable 
against the "wild-type" parent, assuming that 
expression of the gene and subsequent proper 
folding have successfully occurred. Several 
surprising observations have been made dur- 
ing the short period that this technology has 
been available: amino acid substitutions lead, 
in general, to highly localized changes in pro- 
tein structure with few global changes in over- 
all folding; substitutions of residues not in- 
volved in internal hydrophobic contacts are 
extremely well accommodated, leading to few 
unsynthesizable mutants; and proteins seem 
extremely tolerant of domain substitution, 
even among unrelated proteins, allowing often 
even crude first attempts at producing chi- 
meric proteins to be successful. The implica- 
tions of this technology for the discovery of 
new pharmaceuticals lie in two areas: second- 
generation protein therapeutics and site- or 
domain-specific mutant proteins for struc- 
ture-function investigations. 

Throughout this chapter, amino acids are 
denoted by their standard one-letter codes; 
and site-specific mutations are represented by 
the code for the wild-type amino acid, the res- 
idue number, and the code for the replacement 
amino acid (31). 

3.1 Second-Generation Protein Therapeutics 

The cloning, expression, and manufacture of 
proteins as therapeutics involve the same 
problems encountered in the development and 
successful clinical approval of any drug. Po- 
tency, efficacy, bioavailability, metabolism, 
and pharmaceutical formulation challenges 
presented by the natural protein suggest that 
second-generation products might be engi- 
neered to alleviate the particular problem at 
hand, producing desired therapeutic improve- 
ments. The parent proteins to which this tech- 
nology has been applied extend across the 
range of recombinant products already ap- 
proved and those in advanced stage of clinical 
evaluation (33,34a). As an example, for tissue- 
type plasminogen activator (t-PA), one of the 
most studied recombinant products (34b-36), 
four properties functioning in concert [i.e., 
substrate specificity, fibrin affinity, stimula- 
tion of t-PA activity by fibrin and fibrinogen, 
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and sensitivity of the enzyme to inhibition by 
plasminogen activator inhibitors (PAIS)] are 
responsible for the localization and potentia- 
tion of the lytic reaction at a clot surface and 
are readily analyzed using molecular variants 
(37). A consensus structure combining the ma- 
jor domains of t-PA has been predicted based 
on the significant sequence homology with 
other serum proteins and serine proteases. 
The complexity of this structure is reflected in 
its functional multiplicity: efficient produc- 
tion of plasmin by cleavage of the R560-V561 
bond of plasminogen, very low binding to plas- 
minogen in the absence of fibrin, moderately 
high affinity for fibrin, increase in the effi- 
ciency of plasminogen activation by 500-fold 
in the presence of fibrin, rapid inactivation by 
PAI-1, and rapid hepatic elimination by recep- 
tor-mediated endocytosis (38). BM 06.022, a 
recombinantly engineered t-PA deletion mu- 
tant [t-PA del (V4-E175)], made up of the 
Kringle 2 and protease domains, has been re- 
ported to have the same plasminogenolytic ac- 
tivity but a lower fibrin affinity compared with 
wild type t-PA (39). Another variant of t-PA 
(T103N, KHRR 296-299 AAAA) was demon- 
strated to have the combined desirable prop- 
erties of decreased plasma clearance, in- 
creased fibrin specificity, resistance to PAI-1, 
and in vivo increased potency and decreased 
systemic activation of plasminogen when ad- 
ministered by bolus dose (40). 

Although the systematic changes exempli- 
fied by t-PA site-directed mutagenesis studies 
are the rDNA equivalents of medicinal chem- - 
istry [multiple analog synthesis for structure- 
activity relationship (SAR) development], 
more recent applications of this technology 
bear a less straight-forward resemblance to - 
medicinal chemistry-driven drug discovery 
paradigms. However, these same recombinant 
techniaues can be used to combine domains . 
from different proteins to produce chimeric 
constructs that incorporate multiple desired 
properties into a single final product or re- 
agent. For instance, in an effort to overcome 
the short plasma half-life associated with sol- 
uble CD4, chimeric molecules termed immu- 
noadhesins (Fig. 4.1) have been recombi- 
nantly constructed from the gpl20-specific 
domains of CD4 and the effector domains of 
various immunoglobulin classes (41, 42). In 

addition to dramatically improved pharmaco- 
kinetics, these chimeric constructs incorpo- 
rate functions such as Fc receptor binding, 
protein A binding, complement fixation, and 
placental transfer, all of which are imparted 
by the Fc portion of immunoglobulins. 
Dimeric constructs from human (CD4-2yl 
and CD4-4yl) and mouse (CD4-My2a) IgG 
and a pentameric chimera (CD4-Mp) from 
mouse IgM exhibit evidence of retained gp120 
binding and anti-HIV infectivity activity. Both 
CD4-2 yl and CD4-4- yl show significantly in- 
creased plasma half-lives of 6.7 and 48 h, re- 
spectively, compared with 0.25 h for rCD4. 
Furthermore, the immunoadhesin CD4-2 yl 
(CD4-IgG) mediates antibody-dependent, cell- 
mediated cytotoxicity (ADCC) toward HIV-in- 
fected cells and is efficiently transferred 
across the placenta of primates (43). 

It is becoming clear that genetic variations 
play critical roles in patients' response to cer- 
tain medications. Differential expression of 
drug targets and or metabolic enzymes has 
been shown to lead to differences in efficacy 
and toxicity profiles of drugs in section of pop- 
ulation that harbors this genetic variation 
(44). Molecular biology and its associated tech- 
niques feature prominently in bringing to 
birth an interdisciplinary field, pharmacoge- 
netics, which promises to unravel how genetic 
make up and variation thereof affect human 
response to medication (45). It is widely held 
that advances in pharmacogenetics will revo- 
lutionize drug dispensation and drug discov- 
ery processes. When fully realized, the gains of 
pharmacogenetics will positively impact drug 
discovery processes in numerous ways includ- 
ing the following: (1) identification of new and 
novel therapeutic targets; (2) an increased un- 
derstanding of the molecular "uniqueness" of 
diseases; (3) genetic tagging of diseases with 
the consequence of developing designer medi- 
cations that best combat an ailment; and (4) 
efficient design of clinical trials, with a better 
chance of success, aided by a genetic pre- 
screening of candidates. Medications that 
were judged ineffective by traditional valida- 
tion methods in a random patient population 
may be found beneficial to a population of pa- 
tients having an overexpressed "susceptibility 
gene(s) ." 
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The role of recombinant DNA technology in medicinal chemistry and drug discovery 

CD4 immunoadhesin 
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Figure 4.1. Structure of CD4 immunoadhesin, soluble rCD4, and the parent human CD4 and IgGl 
heavy-chain molecules. CD4- and IgG1-derived sequences are indicated by shaded and unshaded 
regions, respectively. The immunoglobulin-like domains are numbered 1 to 4, TM is the transmem- 
brane domain, and CYT is the cytoplasmic domain. Soluble CD4 is truncated after P368 of the mature 
CD4 polypeptide. The variable (VH) and constant (CHI, Hinge, CH2, and CH3) regions of IgGl heavy 
chains are shown. Disulfide bonds are indicated by S-S. CD4 immunoadhesin consists of residues 
1-180 of the mature CD4 protein fused to IgGl sequences, beginning at D216, which is the first 
residue in the IgGl hinge after the cysteine residue involved in heavy-light chain bonding. The CD4 
immunoadhesins shown, which lacks a CHI domain, was derived from a CHI-containing CD immu- 
noadhesin by oligonucleotide-directed deletional mutagenesis, expressed in Chinese hamster ovary 
cells and purified to >99% purity using protein A-sepharose chromatography (42). 

A recent success story in new target identi- 
fication and validation is seen in the introduc- 
tion of two new nonsteroidal anti-inflamma- 
tory drugs (NSAIDs), Vioxx and Celebrex, by 
Merck Frosst and Monsanto-Pfizer, respec- 
tively. Until recently, the onset of inflamma- 
tion and pain has been linked to one cyclooxy- 
genase enzyme, COX. Clinically useful 
NSAIDs such as aspirin, diclofenac, and ibu- 
profen exhibit their anti-inflammatory and 
antipyretic activity by inhibiting COX. A pro- 
longed use of most NSAIDs results in gastro- 
intestinal (GI) toxicity (46), which may be de- 
bilitating enough to require hospitalization in 
many patients. Recent progresses in the un- 
derstanding of the biology of COX, champi- 
oned by elegant biochemical and recombinant 
DNA studies, revealed that it exists in two iso- 
forms: constitutive COX-1 and inducible 
COX-2 (Fig. 4.2). COX-1 is always expressed 
and mediates the synthesis of prostaglandins 
that regulate normal cell functions, whereas 
COX-2 is active only at the onset of inflamma- 

tion (47, 48). However, early NSAIDs inhibit 
both COX isoforms, thereby interfering &th 
the production of the protective prostaglandin 
products of COX-1 in addition to their pain 
relieve activity. It was hypothesized that selec- 
tive inhibitors of inflammation associated 
COX-2 may produce a better drug profile and 
possibly avoid many side effects caused by 
non-selective NSAIDs, especially GI tract tox- 
icity (49). The discovery of the COX-2 gene 
stimulated intensive studies aimed at verify- 
ing this hypothesis (50, 51). The clinical and 
commercial success of Vioxx and Celebrex (1 
and 2), two highly potent COX-2 specific in- 
hibitors, validated COX-2 as a new target for 
anti-inflammation and antipyretic therapy. 
Furthermore, the safety profiles of these drug 
showed that they do not have many toxic side 
effects of traditional non-selective NSAIDs 
(52-54). 

Alternatively, recombinant DNA technol- 
ogy is making it possible to decipher the roles 
of disease subtypes and genetic variability in 
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$ Specific blockade of COX-2. 

me progression and response to drugs. 
markers that aid disease classification 

~eing identified and explored as targets to 
lop new and novel therapeutic strategies 
?tter treat or manage diseases. The in- 
is gained from such studies are beginning 
eld genetically engineered pharmaceuti- 
'or treating various human disease condi- 
1 including diabetes, multiple sclerosis, 

rheumatoid arthritis, cancer, and viral dis- 
eases. For example, an overexpression of epi- 
dermal growth factor receptor-2 (HER-2) is 
known to occur in about 25-30% of women 
with breast cancer (55). Herceptin, a human- 
ized anti-HER2 monoclonal antibody, was re- 
cently introduced by Genentech to treat met- 
astatic breast cancer, and it is has proven 
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beneficial in patients with metastatic breast 
cancer in which HER-:! is overexpressed (56). 

The fulfillment of the many promises of 
pharmacogenetics is strongly hinged on the 
identification of unique markers that corre- 
late genetic make-up to drug response. Molec- 
ular biology is and will continue to play front- 
line roles in the identification of these genetic 
markers. (Public and private efforts are cur- 
rently ongoing in identifying such informative 
markers, details of which are beyond the scope 
of this chapter). 

3.2 Antibody-Based Therapeutics 

Antibody therapeutics can potentially treat 
diseases that can be as diverse as autoimmune 
disorders to cancer and infectious diseases. 
Antibodies are currently rated as an impor- 
tant and growing class of biotherapeutics. 
Other than vaccines, monoclonal antibodies 
currently in development outnumber all other 
classes of therapeutics. Recombination tech- 
nology plays a key role in the development and 
commercialization of therapeutic antibodies. 
In fact, eight of nine antibody products on the 
U.S. market are recombinant products (57, 
58). 

During the early days of monoclonal anti- 
body use, their therapeutic uses were limited 
caused by immunogenicity in humans, be- 
cause thev were murine antibodies that in- " 

duced human antimouse antibodies, leading 
to allergic reactions and reduced efficacy (59). 
After the discovery of murine antibodies in 
1975, the next generations of antibodies were 
chimeric in nature with 66% human and 34% 
mouse produced through genetic engineering. 
During the 1980s and early 1990s, comple- 
mentarity-determining region (CDR) grafting 
and veneering techniques were established, 
which reduced the mouse portion of the se- 
quence to less than 10%. Lately, genetically 
- 

engineered transgenic mice that can be used 
for production of humanized antibodies have 
been developed. The technology uses the stan- 
dard hybridoma techniques to produce fully 
humanized antibodies (59). 

3.3 Epitope Mapping 

Site-directed mutagenesis technology has also 
been applied to one of the most challenging 

problems in structural biochemistry-the na- 
ture of the protein-protein interaction. Whereas 
numerous examples of models of enzyrne-li- 
gand complexes have been developed based on 
active-site modifications, the site-directed mu- 
tagenesis method is being extended to the for- 
midable problem of defining the essential ele- 
ments of a protein-protein (e.g., a protein 
substrate to a protease or a hormone to its 
receptor) binding epitope. 

An impressive example of a systematic 
search for a binding epitope is seen in the work 
used to define the human growth hormone- 
somatogenic receptor interaction (60, 61). 
First, using a technique termed homolog- 
scanning mutagenesis, segments of sequences 
(7-30 amino acids in length) from homologous 
proteins known not to bind to the hGH receptor 
or to hGH-sensitive monoclonal antibodies 
(Mab) were systematically substituted through- 
out the hGH structure by using a working model 
based on the three-dimensional folding pattern 
found by X-ray crystallographic analysis of the 
highly homologous porcine growth hormone 
(62). Using an enzyme-linked immunosorbent 
assay (EL1SA)-based binding assay, which mea- 
sures the affinity of the mutant hGH for its re- 
combinantly derived receptor, researchers dis- 
covered that (63) swap mutations that disrupted 
binding were found to map within close proxim- 
ity on the three-dimensional model, even 
though the residues changed within each subset 
were usually distant in the primary sequence. 
By this analysis, three discontinuous polypep- 
tide determinants (the loop between residues 54 
and 74, the central portion of helix 4 to the C- 
terminus, and to a lesser extent, the amino-ter- 
mind region of helix 1) were identified as being 
important for binding to the receptor. 

A second technique, termed alanine-scan- 
ning mutagenesis was then applied. Single 
alanine mutations (62 in total) were intro- 
duced at every residue within the regions im- 
plicated in receptor recognition. The alanine 
scan revealed a cluster of a dozen large side- 
chains that when mutated to alanine exhib- 
ited more than a fourfold decrease in binding 
affinity. Many of the residues that constitute 
the hGH binding epitope for its receptor are 
altered in close homologues, such as placental 
lactogen and the prolactins. The overall cor- 
rect folding of the mutant proteins was deter- 
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Figure 4.3. Map of alanine substitution in hGH disrupt binding of hGHbp a t  either site 1 or site 2. 
The two sites are generally delieated by the large shaded circles. Residues for which alanine muta- 
tions reduce site 2 binding are shown: Ed, 2- to 4-fold; FA, 4- to 10-fold; Ed, 10- to 50-fold; and FA, 
>50-fold. Sites where alanine mutations in site 1 cause changes in binding affinity for the hGHbp 
using an immunoprecipitation assay, are shown: @,2- to 4-fold reduction; @, 4- to 10-fold reduction; 
@, >lo-fold reduction; and @, 4-fold increase. 

lined by cross-reactivity with a single set of 
~nformationally sensitive Mab reagents. Us- 
ig the receptor-binding determinants identi- 
ed in these studies, a variant of human pro- 
lctin (hPRL) was engineered to contain eight 
iutations. This variant had an association 
~nstant for the hGH receptor that was in- 
reased by more than 10,000-fold (64). 
Finally, biophysical studies, including calo- 

.metry, size-exclusion chromatography, fluo- 
2scence-quenching binding assay (651, and X- 
ay crystallography (66) revealed the presence 
f two overlapping binding epitopes (Fig. 4.3) 
n growth hormone, through which it causes 
imerization of two membrane-bound recep- 
)rs to induce its effect. The crystal structure 
mfirmed both the 1:2 hormone-to-receptor 
3mplex structure and the interface residues 
lentified by the scanning mutagenesis map- 
ing technique. These results indicate that the 
omolog and alanine-scanning mutagenesis 
xhniques should be generally useful starting 
oints in helping to identity amino acid resi- 

dues important to any protein-protein inter- 
action (67) and that these techniques have po- 
tential to provide essential information for 
rational drug design. 

3.4 Future Directions 

In an intriguing example of what might be 
termed reverse small molecule design, ran- 
domized mutagenesis techniques also have 
been directly applied to the ever-growing 
problem of antibiotic resistance. Bacterial re- 
sistance to increasingly complex antibiotics 
has become widespread, severely limiting the 
useful therapeutic lifetime of most marketed 
antimicrobial agents (68). Using a mutagene- 
sis technique that randomizes the DNA se- 
quence of a short stretch (3-6 codons) of a 
gene, followed by determination of the per- 
centage of functional mutants expressed from 
the randomized gene, localization of the re- 
gions of the protein critical to either structure 
or function can be accomplished. Application 
of this technique to TEM-1 p-lactamase (the 
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Figure 4.4. Position of random 
libraries on a ribbon diagram of 
the homologous S. aureus p-lacta- 
mase. Dark regions correspond to 
the position of random libraries. 
Lines point to the position of indi- 
vidual libraries. 

enzyme responsible for bacterial resistance to 
p-lactam antibiotics such as penicillins and 
cephalosporins) over a 66-codon stretch re- 
vealed that the enzyme is extremely tolerant 
of amino acid substitutions: 44% of all mu- 
tants function at some level and 20% function 
at the level of the wild- type enzyme (69). The 
region identified as most sensitive to substitu- 
tion are located either in the active site or in 
buried positions that likely contribute to the 
core structure of the protein (Fig. 4.4). Such a 
library of functional mutant p-lactamases 
could, in theory, be used to simulate multiple 
next generations of natural mutations, but at 
an accelerated pace. Screening of new syn- 
thetic p-lactams against such a mutant library 
might then be used to discover compounds 
with the potential for increased useful thera- 
peutic lifetime. The art of rDNA site-directed 
mutagenesis, although advancing rapidly, is 
still limited to the repertoire of the 20 natural 
amino acids encoded by DNA. To effect more 
subtle changes in proteins, such as increased 
or decreased acidity, nucleophilicity, or hydro- 
gen-bonding characteristics without dramati- 
cally altering the size of the residue and with- 
out affecting the overall tertiary structure, it 
has been proposed that site-directed mutagen- 
esis using unnatural amino acids might offer 
the needed advantages. In the past, such 
changes were accomplished semisynthetically 
on chemically reactive residues such as Cys. 

However, methodology for carrying out such 
mutations recombinantly has been success- 
fully used. The key requirements for success- 
ful site specific incorporation of (un)natural 
amino acids include the following: (1) genera- 
tion of an amber (TAG) "blank" codon in the 
gene of interest at the position of the desired 
mutation, (2) identification of a suppressor 
tRNA that can efficiently translate the amber 
message but that is not a substrate for any 
endogenous aminoacyl-tRNA synthetases, '(3) 
development of a method for the efficient acy- 
lation of the tRN&,, with novel amino acids, 
and (4) availability of a suitable in uitro pro- 
tein synthesis system to which a plasmid bear- 
ing the mutant gene or corresponding mRNA 
and the acylated tRNA,, can be added. 
These requirements are individual hurdles 
that have been crossed in the course of devel- 
opment of this technology, although there is a 
room for further development. Advances in 
nucleic acids synthesis have ensured a rapid 
access to aminoacylated CCA for semisynthe- 
sis of tRNAs bearing amino acids of interest 
(70a-70c). Furthermore, a recent develop- 
ment of wholly in  uitro translation method 
promises to dramatically increase the array of 
unnatural amino acids that can be substituted 
into proteins (70d). An early successful dem- 
onstration of this methodology involved re- 
placement of F66 with three phenylalanine 
analogues in RTEM p-lactamase and subse- 
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quent determination of the kinetic constants 
k ,  and K, of the mutants (70e). Subsequent 
applications have centered on the critical issue 
of the introduction of unnatural amino acid re- 
placements into proteins. The artificial residues 
can probe effects on stability and folding gov- 
erned by subtle changes in hydrophobicity and 
residue side-chain packing to a degree not possi- 
ble using the 20 natural amino acids (71, 72). 

4 GENETICALLY ENGINEERED DRUG 
DISCOVERY TOOLS 

4.1 Reagents for Screening 

An increasingly important application of re- 
combinant technology lies not in new protein 
drug product discovery per se but in the ability 
to provide cloned and expressed proteins as 
reagents for medicinal chemistry investiga- 
tions. The common practice of in vitro screen- 
ingfor enzyme activity or receptor binding us- 
ing animal tissue homogenates (nonhuman, 
and therefore nontarget) has begun to give 
way to the use of solid-phase or whole-cell 
binding assays based on recombinantly pro- 
duced and isolated or cell-surface expressed 
reagent quantities of the relevant target pro- 
tein (73, 74). 

The ability to carry out large-scale, high 
flux screening of chemical, natural product, 
and recombinantly or synthetically derived di- 
versity libraries (26-29, 75-89) also critically 
depends on reagent availability and consis- 
tency. The inherent differences in these po- 
tential sources of drug design information, es- 
pecially from large combinatorially generated 
libraries requires that assay variations be re- 
duced to the absolute minimum to ensure the 
ability to analyze data consistently from pos- 
sibly millions of assay points. 

The discovery of the HIV Tat inhibitor Ro 
5-3335 and its eventual development as the 
analog Ro 24-7429 are successes from screen- 
ing chemical libraries using recombinant re- 
agents. Tat is a strong positive regulator of 
HIV expression directed by the HIV-1 long ter- 
minal repeat (LTR) and as such constitutes an 
important and unique target for HIV regula- 
tion, because the tat trans-activator protein 
(one of the HIV-1 gene products) has been 
clearly demonstrated to regulate expression of 

the complete genome (90). Assays to detect in- 
hibitors of tat function by screening, (91, 92) 
presented immediate opportunities to control 
a key step in the HIV-1 viral replication pro- 
cess. In this instance, to screen for Tat inhib- 
itors, two plasmids were cotransfected into 
COS cells: a gene for either Tat or the reporter 
gene for secreted alkaline phosphatase (SeAP) 
was put under the control of the HIV-1 LTR 
promoter (93). Because Tat is necessary for 
HIV expression and SeAP expression is under 
the control of the HIV LTR, an inhibitor of Tat 
would necessarily lower the apparent alkaline 
phosphatase activity. This assay was stan- 
dardized and used in high flux screening to 
identifjl structure (3), which was then sub- 
jected to medicinal chemistry optimization to 
produce structure (4) as the ultimate clinical 

candidate (94). Such rapid lead discovery high- 
lights the continued importance of highly di- 
rected screening to drug discovery, now better 
enabled by use of recombinant reagents and 
techniques. 

Even more to the point of human pharma- 
ceutical discovery and design, however, is the 
issue of species and/or tissue specificities. 
Sometimes the differences between tissue iso- 
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lates and recombinant reagent are small; 
more frequently, however, the sequence ho- 
mologies and even functional characteristics 
can vary greatly, providing a distinct advan- 
tage in favor of the recombinant protein. 
When the possibility of achieving subtype 
specificity, because of either tissue distribu- 
tion or differential gene expression, deter- 
mines a particular isoenzyme as a target for 
selective drug action, it is of obvious impor- 
tance to be able to test for the desired specific- 
ity. Polymerase chain reaction (PCR), an en- 
zymatic method for the in uitro amplification 
of specific DNA fragments, has revolutionized 
the search for receptor and enzyme subspe- 
cies, making whole families of target proteins 
available for comparative studies (95). Classic 
cloning requires knowledge of at least a partial 
sequence for low stringency screening. This 
method is unlikely to detect cDNAs corre- 
sponding to genes expressed at low levels in 
the tissue from which the library was con- 
structed. In contrast, the PCR technique can 
uncover and amplify sequences present in low 
copy number in the mRNA and offers a greater 
likelihood of obtaining useful, full-length 
clones. The selective amplification afforded by 
PCR can also be used to identify subspecies 
present in tissue in especially short supply, 
offering yet another advantage over classic 
methods. PCR has also been applied to the 
generation of recombinant diversity libraries 
of DNA (86), RNA (87,88), and novel chemical 
diversity "tagged" for detection and amplifica- 
tion (89). 

4.2 Combinatorial Biosynthesis and Microbe 
Re-Engineering 

Many clinically important pharmaceuticals 
and initial drug candidates are derived from 
natural sources such as microbes and plants 
(96). In most cases, the structural complexity 
of these drugs precludes chemical synthesis as 
a practical approach to commercially produce 
them. This consequently contributes to the 
dearth of derivatives of these compounds for 
evaluation as potential drug candidates. Also, 
slow generation time and low quantities of the 
drugs from their natural producers are usu- 
ally major obstacles to contend with. 

The tools of recombinant DNA technology 
are now being elegantly applied in pharmaceu- 

tical industries to overcome these and other 
problems. Several examples of biosynthetic 
pathway engineering, designed to enhance the 
production of known compounds or generate 
novel products in microbes, plants and ani- 
mals have been recently reported (for recent 
reviews see 97-101). Particularly, major strides 
have been made in carotenoid and macrocyclic 
polyketides production (101, 102). Natural 
product producing organisms have been engi- 
neered to produce enhanced levels of the de- 
sired compound compared with the wild-type 
(103). Driven by the realization of the slow 
growth rate and difficulties in genetic manip- 
ulation of natural source-organisms, research- 
ers are making progress in introduction of 
non-native biosynthetic pathways into genet- 
ically amenable organisms (101). For example, 
the biosynthetic pathways of 6-deoxyerthro- 
nolide B(6-dEB), the macrocylic-aglycon por- 
tion of antibiotic erythromycin, has been 
successfully engineered into E. coli (104). 
The engineered E. coli strain was reported 
to produce 6-dEB in yields comparable with 
the high-producing mutant of Sacchar- 
opolyspora erythraea, the source-organism 
of 6-dEB (104). 

Genetic manipulation of gene clusters 
within the biosynthetic pathways of natural 
products has been used to rationally design 
new and novel products (105). Similarly, corn- 
binatorial genetic approach has been used to 
dramatically increase the repertoire of phar- 
maceutically important metabolites produced 
by natural producing-organisms (106). Alter- 
ations of the erythromycin polyketide syn- 
thase genes have been recently demonstrated 
to generate a mini-library of more than 50 po- 
tential pharmaceutically useful macrolides 
(Fig. 4.5) (107). The structural richness pro- 
duced by this combinatorial biosynthesis ap- 
proach is of the sort that will be most tasking 
to even the best of organic chemist. Potential 
applications of such combinatorial biosynthe- 
sis methods include lead generation and opti- 
mization of existing pharmaceuticals (108). 

4.3 SELEX or In Vitro Evolution 

In uitro selection (or SELEX), first reported in 
1990, has developed into a powerful technol- 
ogy for drug discovery, diagnostics, structure- 
function studies, and creating molecules with 
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novel catalytic properties (87, 88, 109-113). molar range. A scheme of SELEX is depicted 
SELEX involves the selection of RNA or DNA in Fig. 4.6. PCR and subcloning techniques 
molecules from random sequence pools that play a major role in SELEX. 
can bind to small or large molecule or perform 
achosen function. The small or large molecule 4.3.1 Aptamers as Drugs. The success of 
binders are called aptamers, and they often aptamers as potential drugs relies on finding 
bind with dissociation constants in the pico- solutions to many of the similar issues faced 



Application Recombinant DNA Tr 

Random Sequences (RNA or DNA) 

t 
In vitro selection (SELEX) - Transcribe 

(ligand binding or catalytic activity) into RNA 
I A 

t 
Discard unbound 

molecules cycle 4-1 0 
Collect bound times 

molecules 
I I 

t 
Clone 
sequence 
characterize 

Figure 4.6. Schematic of  SELEX. 

by conventional pharmaceutical agents. The 
aptamers must have high affinity and specific- 
ity to their targets, must be biologically stable, 
and must reach the target molecule. Aptamers 
generated by SELEX have been shown to have 
tight binding and a high degree of specificity. 
For example, an aptamer designed to bind the 
vascular endothelial growth factor protein has a 
dissociation constant of about 100 pM (114). 
Aptamers have been shown to distinguish be- 
tween protein kinase C (PKC) isozymes that are 
96% identical, reflecting the high level specific- 
ity that can be attained by these molecules (115). 
The issue of biological stability of aptamers has 
also been addressed. By incorporating chemi- 
cally modified nucleotide analogs such as 2'- 
amhe or 2'-fluoro, modified pyrimidines can im- 
part stability to nucleases when incorporated 
into aptamers and increase affinity for the tar- 
get (114). These analogs are conveniently 
enough substrates of T7 RNA polymerase and 
AMV reverse transcriptase, two of the essential 
enzymes used during the aptamer selection pro- 
cess. The aptamer technology has come a long 
way as far as realization of therapeutics poten- 
tial is concerned because several of these mole- 
cules are in various stages of clinical trial. 

4.3.2 Aptamers as Diagnostics. Aptamers 
rival antibodies in terms of affinity and speci- 
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ficity. Aptamers being significantly smaller 
and simpler molecules than antibodies make 
them attractive for diagnostic use. In fact 
some of them surpass the discriminating abil- 
ities of antibodies. For example, an RNA 
aptarner was generated against theophylline 
with a K, of 400 nM, and it showed >10,000 
times weaker binding to caffeine, which was 
an order of magnitude higher discrimination 
than offered by antibodies against theophyl- 
line (116). 

In vitro evolution or SELEX has proven to 
be a powerful technology that may have a 
variety if applications in the development 
of therapeutics and diagnostics. Chemically 
modified nucleotides have addressed the con- 
cerns about biological stability, but issues re- 
lated to delivery and mass production still re- 
main as concerns. 

4.4 Phage Display 

With the identification of new therapeutic tar- 
gets it has become imperative to identify 
newer ligands that can bind to them, and one 
way to identify such molecules is by creating a 
random library and selecting the members 
with the desired properties. Coupling recom- 
binant DNA technology with phage biology, 
the phage display technique has revolution- 
ized the identification of novel peptides 'that 
can be used for therapeutic purposes as well as 
for structural studies such as epitope map- 
ping, identification of critical amino acids re- 
sponsible for protein-protein interactions, 
etc. It also provides an opportunity to physi- 
cally link genotype with the phenotype that 
has allowed linking DNA encoding novel func- 
tions to be selected directly from complex li- 
braries (117, 118). 

4.4.1 Preparation of Phage Display Libraries. 
Phage M13 and other members of the fila- 
mentous phage family have been used as ex- 
pression vectors in which foreign gene prod- 
ucts are fused to the phage coat proteins and 
are displayed on the surface of the phage 
particle. The probability of finding a ligand 
in a random peptide library (RPL) is propor- 
tional to the affinity of the ligand for the 
selector molecule and its frequency of occur- 
rence in the library. The frequency can be 
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enhanced by constructing libraries with 
large sequence diversity and flexibility of the 
insert, which can be long and unconstrained 
with the goal of making multiple contacts 
with the selector molecule. But the libraries 
that produce higher affinity ligands are cre- 
ated by deliberately introducing predefined 
structural features or structural constraints 
like disulfide bridges. Furthermore, it has 
been established that the chances of finding 
a good ligand increases by screening more 
libraries. Various protein and peptides in- 
cluding complex peptide libraries have been 
displayed on phage. The phage particles that 
display the desired molecules are mainly iso- 
lated by binding to immobilized target mol- 
ecules or by affinity chromatography. A wide 
variety of selectors have been used that 
ranges from organs in whole animals to cell 
surface proteins and studies with enzyme, 
antibody, or receptor proteins. 

4.4.2 Phage Display Selections against Puri- 
fied Proteins. Peptides that will selectively 
bind to purified cell surface receptor pro- 
teins or other therapeutically relevant pro- 
teins can be isolated from phage display li- 
braries. One of the classes of therapeutically 
relevant targets is enzymes. Small mole- 
cules are traditionally good binders of active 
site clefts or allosteric regulatory sites that 
are often buried within the enzvme struc- " 

ture. Phage display libraries can also effec- 
tively identify enzyme inhibitors. Recently, 
Hyde-Der et al. obtained peptide inhibitors 
against six of the seven different enzyme 
classes that they tested (119). Additionally 
they demonstrated that the isolated pep- 
tides can also be useful for identifying small 
molecules inhibitors of the target enzyme in 
high-throughput screens. 

Selective inhibition of individual proteases 
of the coagulation cascade may have enormous 
therapeutic value but is extremely difficult. 
Dennis et al. isolated a peptide that non-com- 
petitively inhibits the activity of serine pro- 
tease factor VIIa (FVIIa), a key regulator of 
the coagulation cascade with a high degree of 
specificity and potency (120). Extensive struc- 
ture-function characterization showed that 

"exosite" that is distinct from the active site. 
Apparently the inhibition was via an allosteric 
mechanism. 

The advantage of a peptide-based enzyme 
inhibitor is that it can theoretically sample 
the entire exposed surface of the enzyme 
with more contact points than a small mole- 
cule inhibitor. They can therefore act as 
both drug molecules and as reagents in drug 
discovery. 

4.4.3 Cell-Specific Targeting. Peptides that 
can home in on specific cell types have enor- 
mous potential both in basic research and 
therapeutic applications (121). Therapeutic 
applications include identification of specific 
cell surface proteins in diseased cells as diag- 
nostic agents and gene delivery agents. 

The selection of cell-targeting peptides may 
involve targeting a known cell surface mole- 
cule or screening whole cells without a priori 
knowledge of the chemical nature of the cell 
surface. The latter approach can lead to iden- 
tification of hitherto unknown cell surface re- 
ceptors or target molecules. 

Selection from a phage display library of 
peptides that will bind to a known target has 
its advantage in that specific ligands can be 
identified in the presence of a complex milieu 
of biomolecules. Sometimes this may also pose 
problem during selection because of the chem- 
ical complexity of available targets leading to 
non-specific binding. 

One of the first peptides to be isolated from 
a selection based on whole cells is an antago- 
nist for the unknown plasminogen activator 
receptor. This selection was carried out on 
transfected COS-7 and SF-9 insect cells that 
overexpressed the receptor. Another example 
is isolation of ligands for the thrombin recep- 
tor. Interestingly, the selection was executed 
on human platelet cells that naturally express 
the thrombin receptor. To identify the specific 
ligand for the receptor, a known agonist for 
the thrombin receptor was used to elute the 
bound phages. The selection led to the identi- 
fication of two peptides, one of which acted as 
an agonist with the ability to activate the 
thrombin receptor. The other peptide could 
immunoprecipitate the thrombin receptor 
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form membrane extract and promoted aggre- 
gation of platelets, thereby acting as a true 
antagonist. 

4.4.4 in Vivo Phage Display. In a pioneer- 
ing study, Pasqualini and Ruoslahti demon- 
strated for the first time that an in vivo phage 
display can specifically target organs (122). 
Two pools of peptide-phage libraries were in- 
jected into mice through the tail vein. The 
mice were killed, and the two targeted organs, 
brain and kidney, were isolated. The isolated 
tissues were homogenized and the bound 
phages were reamplified in E. coli. Several 
dominant peptide motifs were identified. The 
isolated phages were injected back into the 
mice and the selectivity of the phages was 
measured. The brain-targeting phage accu- 
mulated in the brain tissue 4-9 times better 
compared with the kidney-targeted phage. A 
synthetic peptide inhibited the uptake of the 
corresponding phage in the brain showing the 
specificity of the isolated peptide. 

In another exciting study of in vivo selec- 
tion of phage display libraries was used to iso- 
late peptides that home exclusively to tumor 
blood vessels (123). Phage libraries were in- 
jected into the circulation of nude mice bear- 
ing breast carcinoma xenografts. Three main 
peptide motifs were identified that targeted 
the phages into the tumors. One of the motifs, 
CDCRGDCFC (embedded RGD motif), homed 
in to several tumor types (including carci- 
noma, sarcoma, and melanoma) in a highly 
selective manner, and the targeting was spe- 
cifically inhibited by the cognate peptide. By 
conjugating doxorubicin, a common chemo- 
therapeutic agent, to the identified peptides, 
the efficacy of doxorubicin was increased and 
the toxicity was markedly decreased. 

Phage display has also been effectively used 
to identify peptides that will achieve gene de- 
livery by targeting cell surface receptors to 
augment receptor-mediated gene delivery. 
This has tremendous potential for gene ther- 
apy, where a major hurdle is delivering the 
gene (124, 125). 

The above examples demonstrate vividly 
the power of recombinant technology for de- 
veloping techniques and agents that directly 
advances medicinal chemistry. 

4.5 Reagents for Structural Biology Studies 

In combination with molecular genetics, 
structural biology also has used physical tech- 
niqueenuclear magnetic resonance (NMR) 
spectroscopy and X-ray crystallography-to 
its advantage in the study of proteins as drug 
targets, models for new drugs, and discovery 
tools (126). These two techniques can be used 
independently, or in concert, to determine the 
complete three-dimensional structure of pro- 
teins. Recent advances in NMR techniques, es- 
pecially multidimensional heteronuclear stud- 
ies, offer dramatic improvements in spectral 
resolution and interpretation (127,128). Iden- 
tification of differences in the results from 
comparative studies on the same protein can 
reveal important structural or dynamic infor- 
mation (129), possibly relevant to the design of 
synthetic ligands or inhibitors. Inclusion of 
such structural biology results into the more 
traditional synthesis-driven discovery para- 
digm has become a recognized and important 
component of drug design (130). 

The variety of studies undertaken using 
these structural biology techniques spans the 
range of proteins of interest, from enzymes 
and hormones to receptors and antibodies. Re- 
combinantly produced reagents (accessible as 
either purified, soluble proteins or cell-surface 
expressed, functional enzymes and receptors) 
with potential application to drug discovery 
fall into a number of general categories: en- 
zymes (with catalytic function), receptors 
(with signal transduction function), and bind- 
ing proteins (with cellular adhesion proper- 
ties). Rather than exhaustively catalog fur- 
ther examples, the next sections will highlight 
instances in which combinations of directed 
specific assays and structural biology studies 
have aided in non-protein drug discovery. 

4.6 Enzymes as Drug Targets 

A large number of enzymes have been cloned 
and expressed in useful quantities for bio- 
chemical characterization. The advent of ra- 
tional drug design paradigms, in particular 
the methodology surrounding mechanism- 
based enzyme inhibition (131a and 131b) and 
the market success of various enzyme inhibi- 
tors such as captopril, have made enzymes of 
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all types more reasonable laboratory tools and 
therefore accessible targets for medicinal 
chemistry efforts. Many enzymes linked to pa- 
thologies or known to regulate important bio- 
chemical pathways have been cloned for sub- 
species differentiation and/or access to human 
isotypes. Also, important advances have been 
made in the molecular biology and target val- 
idation of various classes of enzymes including 
protein kinase C (132, 1331, cyclooxygenase 
(COX) isozymes, phosphodiesterase (134, 
135a, 135b), and the phospholipase A, (135c, 
136, 137a-137c) families. 

The rational basis of enzyme-inhibitor in- 
teractions, especially to predict or explain 
specificity, is among the most intensely active 
areas of structural biology. One of the most 
studied therapeutic targets is dihydrofolate 
reductase (DHFR), an enzyme essential for 
growth and replication at the cellular level. 
Inhibitors of DHFR, most notably the antifo- 
lates methotrexate (MTX) and trimethoprim 
(TMP), are used extensively in the treatment 
of neoplastic and infectious disorders. Some of 
the observed species selectivities for these in- 
hibitors have been explained in terms of dis- 
tinctive structural differences at the binding 
sites of the chicken and E. coli enzymes (137d, 
138), but some of the conclusions made based 
on the enzyme-inhibitor binding interaction 
have been challenged by a crystal structure of 
human recombinant DHFR complexed with 
folate, the natural substrate (139). Compari- 
sons of the conformations of the conserved hu- 
man and mouse DHFR side-chains revealed 
differences in packing, most noticeably the 
orientation of F31. Site-directed mutagenesis 
studies confirmed the importance of this ob- 
servation. The mutant F31L (human F to E. 
coli L mutation) gave equivalent Ki values for 
inhibition by TMP, but gave a 10-fold increase 
in K, for dihydrofolate (140). Similar results 
were found for the F31S mutant, for which 
there was also a 10-fold increase in Km for 
dihydrofolate and a 100-fold increase in Kd for 
MTX. The F34S mutant, however, showed 
greater differences: a 3-fold reduction in Km 
for nicotinamide adenine dinucleotide phos- 
phate, reduced form (NADPH), a 24-fold in- 
crease in Km for dihydrofolate, a 3-fold reduc- 
tion in k,,, and an 80,000-fold increase in Kd 
for MTX, suggesting that phenylalanines 31 

and 34 make different contributions to ligand 
binding and catalysis in human DHFR (141). 
These results helped to pinpoint major differ- 
ences among DHFRs of various species and 
thus suggest ways to design new and more spe- 
cies-specific inhibitors that would preferen- 
tially target pathogen versus host DHFR. 
Such compounds would be expected to be more 
potent chemotherapeutics exhibiting less tox- 
icity in humans. The design and refinement of 
inhibitors of E. coli thymidilate synthetase 
such as (5) attests to the viability and poten- 
tial cost-effectiveness of this rational design 
approach (142,143a-143c). 

In contrast to the DHFR investigations for 
which the goal is refinement, problems in de 
novo design of inhibitors require more funda- 
mental help, specifically the availability of the 
target enzyme in quantity for screening. The 
ability of rDNA technology to expedite access 
to quantities of a specific enzyme in a situation 
in which some indication of specificity would 
eventually be required of the final inhibitor is 
no where more evident than in the case of the 
retroviral aspartic HIV-1 protease (HIV-1 PR) 
(143d). From among the multitude of poten- 
tial points of intervention into viral replica- 
tion of the HIV-1 genome, this enzyme was 
identified as a viable target for antiAIDS 
drugs because mutation of the active site as- 
partic acid (D25) effectively prevents process- 
ing of retroviral polyprotein, producing imma- 
ture, non-infective virions. In addition to the 
residues DTG at positions 25 to 27, mutations 
within the sequence GRD/N (positions 86 to 
88 in HIV-1 PR)-a highly conserved do- 
main in the retroviral proteases but not 
present in cellular aspartic proteases-were 
found to be completely devoid of proteolytic 
activity, potentially pinpointing a site criti- 
cal for design of specific inhibitors capable of 
recognizing the viral, but not the host pro- 
teases. 

The search for important tertiary struc- 
tural differences between HIV-1 PR and 
known eukaryotic proteases began by deter- 
mination of the X-ray crystal structure (Fig. 
4.7) of recombinantly expressed material at 3 
A resolution (144). Subsequent crystallo- 
graphic studies on both synthetic (at 2.8 A) 
and recombinantly expressed (at 2.7 A) mate- 
rial helped locate side-chains and resolved 
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some ambiguities in the dimer interface re- 
gion (145, 146). From this information, a 
model of the substrate binding site was pro- 
posed (147). Far more useful for inhibitor de- 
sign purposes, complexes of four structurally 
distinct inhibitors bound to HIV-1 PR were 
solved (148-151), from which a generalized 
closest contact map (Fig. 4.8) was developed 
(143). With the functional role and tertiary 
structure of the protease determined, addi- 
tional studies with both recombinant and syn- 

Figure 4.7. The structure of native HIV-1 protease 
drawn as a ribbon connecting the positions of a-car- 
bons. The upper structure, in which the pseudo-two- 
fold axis relating one monomer to the other is verti- 
cal and the plane of the page, represents a view 
along the substrate binding cleft. The lower struc- 
ture is a top view, with the pseudo-twofold axis per- 
pendicular to the page. 

thetic material have yielded automated robot- 
ics assays for screening of chemical libraries, 
fermentation broths, and designed inhibitors 
using HIV-1 PR cleavage of synthetic pseudo- 
substrates. Peptide sequences derived from 
specific retroviral polyprotein substrates and 
inhibition by pepstatin and other renin inhib- 
itors identified (S/T)P,P,(Y/F)P as a consen- 
sus cleavage site for HIV-1 PR. One such in- 
hibitor, SGN(F+[CH2N]P)IVQ, has been used 
as an affinity reagent for large-scale purifica- 
tion of recombinant HIV-1 PR (152), whereas 
Ac-TI(nL+[CH,NHl-nL]Q)R-NH, was used in 
co-crystallization studies. From among the 
large numbers of peptides identified as HIV-1 
PR inhibitors, only a limited number have 
been shown to inhibit effectively viral proteo- 
lytic processing and syncytia formation in 
chronically infected T-cell cultures (153,154). 
The most advanced peptidomimetic com- 
pound is structure (6), which both inhibits 
HIV-1 PR and exhibits effective and noncyto- 
toxic antiviral activity in chronically infected 
cells at nanomolar concentrations (155). How- 
ever, as with other peptidomimetic structures 
such as inhibitors of another aspartyl pro- 
tease, renin (156), their transformation into 
potential drugs will require additional syn- 
thetic work. The short interval from identifi- 
cation of the enzyme as a target from among 
the possibilities presented by the HIV-1 ge- 
nome to accessing material for assay and 
structural purposes has obviously hastened 
the determination of the viability of HIV-1 PR 
inhibitors as AIDS therapeutics and also has 
provided an excellent example of structurally 
driven rational drug design. 
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Figure 4.8. Hydrogen bonds between a prototypical aspartic protease inhibitor (acetylpepstatin) 
and HIV-1 protease. The residues are labeled at the C-P position (C-a for glycine). The residues 
labeled 25-50 are from monomer A, those labeled 225-250 are from monomer B, and those labeled 
1-6 are with acetyl pepstatin. 

The search for a common mechanism of ac- slow cis-trans isomerization of proline peptide 
tion of the immunosuppressive drugs cyclo- bonds in oligopeptides and accelerate the rate- 
sporin (CsA) (7) and FK-506 (8) highlights an- limiting steps in the folding of some proteins 
other possibility in which the drug was (158, 159). The biochemical mechanism of in- . 
discovered by screening in cellular or in vivo hibition was first proposed to involve a specific 
models, but the exact mechanism or site of covalent adduct between inhibitor and its 
action is unknown (157). Using the active mol- rotamase (159), but the hypothesis was soon 
ecules, cyclophilin (CyP) and the FK binding challenged by evidence that showed that the 
protein (FKBP) were identified as the specific binding interactions are peptide-sequence 
receptors for cyclosporin and FK-506, respec- specific (160) for both proteins. Using recom- 
tively. These binding proteins were discovered binant CyP as the standard, four cysteine-to- 
to be distinct and inhibitor-specific cis-trans alanine mutants (C52A, C62A, C115A, and 
peptidyl-prolyl isomerases that catalyze the C161A) were shown to retain full affinity for 

0 

(6) 
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CsA and equivalent rotamase catalytic activ- 
ity, indicating that the cysteines play no essen- 
tial role in binding or catalysis (161). In the 
case of FKBP, NMR studies of [8,9-[13C]FK- 
506 bound to recombinant FKBP, wherein the 
likely mechanism of inhibition also is nonco- 
valent, suggesting that the a-ketoamide of 
FK-506 serves as an effective surrogate for the 
twisted amide of a bound peptide substrate 
(162). Numerous further NMR, X-ray crystal- 
lographic and computational modeling studies 
have been carried out on both CsAICyP and 
FK-506PKBP complexes to attempt to fully 
determine a structural basis for activity (163, 
164). 

The exact signal transduction mechanism 
that triggers the immunosuppressive re- 
sponse in T-cells, however, remained un- 

known until an elegant set of experiments 
identified calcineurin. a calcium- and calmod- 
ulin-dependent serinelthreonine phospha- 
tase, and a complex of calcineurin with cal- 
modulin as the binding targets of the 
immunophilin-drug complexes (165). The im- 
munosuppressant, displayed by the immu- 
nophilin protein, then effectively functions as 
the critical element that binds the pentapar- 
tite complex together, causing inhibition of 
the phosphatase (Fig. 4.9). The complex seems 
also to exert two subsequent effects: halting 
DNA translation in T-lymphocyte nuclei and 
inhibition of IgE-induced mast cell degranula- 
tion. These in vitro observations must neces- 
sarily be confirmed by further in vivo work, 
but the elucidation of these molecular-level 
mechanisms will allow the development of 
more highly tailored and potent immunosup- 
pressive agents (166, 167a). Toward this goal, 
experiments that sought to probe the relation- 
ship between the immunosuppressive effect and 
the common side effects, such as hypertension 
and nephrotoxicity, of CsA were designed by 
LoRusso et al. (181). It was identified that the 
immunosuppressive effect of CsA is uncon- 
nected with its hypertensive effect; this is vital 
information that may be of use in the design of 
CsA derivatives devoid of these side effects. 

4.7 Receptors as Drug Targets 

Even more so than with enzymes, molecular 
genetics has been primarily responsible for 
the identification of functional receptor sub- 
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Figure 4.9. Schematic representation of immunosuppressant-immunophilin complex interactions. 
CyPs bind CsA to form a complex in which both components undergo change in structure. This 
complex binds to, and inhibits, calcineurin (CnA, A subunit; CnB, B subunit; CUM, camodulin) in a 
calcium-dependent manner. FK506-binding protein complxes with FK506 or rapamycin (Rapa). 
FKBP-FK506 also binds calcineurin. The target of FKBP-raparnycin is unknown but is presumed to 
be different from cacineurin. 

es. Success in the case of cimetidine, a se- 
tive H,-receptor antagonist, made it clear 
at the design of specific ligands for at least 

e receptors is a task amenable to medici- 
chemistry. The classic tissue-binding 

armacological methods that made distinc- 
ns on the basis of ligand selectivity have 
n supplemented, and in most cases sup- 

lanted, by further subtyping made possible 
cross-hybridization cloning using the 

own receptor genes. Any studies that profile 
e in vitro receptor subtype-specificity of 
mpounds can theoretically help identify po- 
ntial in vivo side effects of the compounds if 
e association of subtype to effect is known or 

uspected. At this point, just the indication of 
more specific profile with fewer side effects is 
ough to help choose one compound over an- 
her for preclinical development. 
One of the earliest examples of the role of 

olecular biology in discerning receptor sub- 
type roles was the case of the muscarinic 

cholinergic receptors (MAChRs). The two sub- 
types M, and M, had been defined pharmaco- 
logically by their affinity, or lack thereof, for 
pirenzepine and were later confirmed by mo- 
lecular cloning to be distinct gene products m1 
and m2, respectively (167b-169). Three addi- 
tional muscarinic receptor genes (m3 to m5) 
were subsequently isolated (170-172). From 
this work, a subtype-specific heterologous sta- 
ble expression system in Chinese hamster 
ovary (CHO) cells suitable for screening po- 
tential subtype-specific ligands was developed. 
From this assay, pirenzepine, previously 
thought to bind to M1 only, was found to have 
only a 50-fold reduced affinity for M2, and an 
almost equivalent (to MI) binding affinity for 
M3 and M4, suggesting that studies using 
pirenzepine on tissue homogenate have failed 
to distinguish adequately among the subtypes 
(173). Similar breakthroughs have been real- 
ized across the rest of the family of signal 
transduction G-protein-coupled receptors, 
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Figure 4.10. Topographical representation of primary sequence of human /3,-adrenergic receptor, a 
typical G-protein-coupled receptor. The receptor protein is illustrated as possessing seven hydro- 
phobic regions each capable of spanning the plasma membrane, thus creating intracellular and 
extracellular loops as well as an extracellular amino terminus and a cytoplasmic carboxyl terminal 
region. 

because in addition to the muscarinics, the 
primary structures of the adrenergic (a,, a,, 
p,, and PJ, serotonergic, tachykinin, and rho- 
dopsin receptors have been determined (174- 
176). All of these display the now-familiar ho- 
mology pattern of seven membrane-spanning 
domains packed into antiparallel helical bundles 
(Fig. 4.10). The exceedingly high homology 
among the large family of G protein-coupled re- 
ceptors also has allowed the development of 
three-dimensional models of the proteins to 
aid in drug refinement (177). For example, 

mutagenesis studies on the &-adrenergic 
ceptor have localized the intracellular I 

mains involved in (1) the coupling of the recl 
tor to G proteins (178); (2) homologc 
desensitization by p-adrenergic receptor 
nase @-ARK) (179), itself cloned and a pos 
ble target for down-regulation inhibit! 
(180); (3) heterologous desensitization 
CAMP-dependent protein kinase (181); and 
an extracellular domain with conserved c 
teine residues implicated in agonist liga 
binding (182). A chimeric muscarinic chol 
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Figure 4.11. Receptor G-protein-mediated signal transduction. (a) Receptor (R) associates with a 
specific ligand (L), stabilizingan activated form of the receptor (R*), which can catalyze the exchange 
of GTP for GDP bound to the a-subunit of a G-protein. The py-heterodimer may remain associated 
with the membrane through a 20-carbon isoprenyl modification of the y-subunit. The receptor is 
desensitized by specific phosphorylation (-P).  (b) The G protein cycle. Pertussis toxin (PTX) blocks 
the catalysis of GTP exchange by receptor. Activated a-subunits (aGTP) and py-heterodimers can 
interact with different effectors (E) .  Cholera toxin (CTX) blocks the GTPase activity of some a-sub- 
units, fixing them in an activated form. 

rgic:&adrenergic receptor engineered to ac- mains, as determined by both sequence ho- 
vate adenylyl cyclase (a second messenger mologies and catalytic activities, whereas the 

system not coupled to MAChR agonism) also clearance receptor (ANP-C) completely lacks 
has helped identify which intracellular loops the necessary intracellular domains for signal 
may be involved in direct G-protein interac- transduction through the guanylate cyclase 
tions (183). The diverse signal transduction pathway (186). This system defines the first 
functional roles of the many G-proteins to example of a cell surface receptor that enzymat- 
which these receptors are coupled (Fig. 4.11) ically synthesizes a diffusible second messenger 
also makes them viable drug targets (184). system in response to hormonal stimulation 

The complicated biochemical pharmacol- (187) (Fig. 4.12). Data from experiments per- 
ow of natriuretic peptides, the regulatory sys- formed with C-ANP,,, indicates that the 
tern that ads to balance the renin-angiotensin- clearance receptor (NPC-R) may be coupled to 
aldosterone system (1851, has been significantly the adenylate cyclase/cAMP signal transduc- 
clarified by the cloning of three receptor sub- tion system through an inhibitory guanine nu- 
types, which revealed the functional character- cleotide regulatory protein (188). Because the 
istics of a new paradigm for second messenger NPs have differential, but not absolute, affin- 
signal transduction through guanylate cyclase. ities for their corresponding receptors (189) 
The a-atrial natriuretic peptide (a-ANP) re- and because both agonism (190) and antago- 
eeptor (NPA-R) and the brain natriuretic pep- nism (191) of the GC activity have been dem- 
tide (BNP) receptor (NPB-R) contain both onstrated in vitro using ANP analogs, it may 
protein kinase and guanylate cyclase (GC) do- be possible to discriminate among the receptor 
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pied ANP-A receptor is shown on the 
left with a basal rate of cGMP synthesis 
(indicated by a thin arrow). The effect / 
of ligand binding to the amino-terminal 
extracellular domain is shown on the 
right. Proposed allosteric modulation of 
guanylate cyclase by a-ANP is schemat- 
ically illustrated by a change in shape of 
the intracellular domain and a thicker 
arrow to denote an increase in guany- GTP cGMP 
late cyclase-specific activity with + PPi 
greater production of the second mes- 
senger cGMP. 

GTP cGMP 
+ PPi 

GCs to obtain more subtle structure-activity 
information for the design of selective NP an- 
alogs. Homology between the NP receptors 
and another guanylate cyclase firmly identi- 
fied the latter as the elusive heat-stable en- 
terotoxin receptor St(a)-R (192), which aided 
in the identification of both the biochemically 
isolated guanylin (193) and the cloned progua- 
nylin (194) versions of the endogenous natural 
ligand. This system is presumed to play a role 
in water retention through cGMP modulation 
of the CFTR chloride ion channel (195). 

The number of receptors of biological sig- 
nificance cloned and expressed for further 
study continues to grow at an exponential rate 
(196). These include epidermal growth factor 
(EGFR), insulin (INSR), insulin-like growth 
factor-1 (IGF-lR), platelet-derived growth 
factor (PDGFR) receptors and related ty- 
rosine kinases (1971, tumor necrosis factor re- 
ceptors 1 and 2 (198), subtypes of the GABAA- 
benzodiazepine receptor complex (199-2021, 
human y-interferon receptor (203), inositol 
1,4,5-triphosphate (IP3)-binding protein P400 
(204), kianate-subtype glutamate receptor 
(205), follicle-stimulating hormone receptor 
(206), multiple members of the steroid (ER, 

PR, AR, GR, MR), thyroid hormone (TRa and 
p), and retinoid (RARa, p, and y, and RXRa) 
receptor superfamily of nuclear transcrip- 
tional factors (207-210), multiple members of 
the interleukin cytokine receptor family (2111, 
and subtypes of the glutamate (212) and aden- 
osine (213) receptor families. The importance 
of access to human cloned receptors continues 
to be underscored as receptor binding plays an 
increasingly critical role in modern drug dis- 
covery (214). 

To make the case for using cloned human 
receptors for drug discovery even stronger, 
dramatic evidence that minor amino acid se- 
quence variations inherent in species variabil- 
ity can produce profoundly different pharma- 
cological effects was recently provided in two 
instances. In the comparison of rodent versus 
human analogs of the 5-hydroxytryptarnine 
receptor subtype 5-HT,,, the natural recep- 
tors were found to bind 5-HT identically, but 
they differed profoundly in their affinities for 
many serotonergic drugs. These striking dif- 
ferences could be reversed by change of a sin- 
gle transmembrane domain residue (T355N), 
which effectively rendered the two receptors 
pharmacologically identical (215). A similar 
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study comparing human to chicken and ham- logical conditions has been significantly ex- 
ster progesterone receptors showed that the panded because of the cloning and expression 
steroidal abortifacient RU486 (9) shows an- of some of the major cellular adhesion pro- 

teins, especially in the integrin family, a 
highly related and widely expressed group of 
ap-heterodimeric membrane proteins (217). 
The interaction in the antigen-receptor cross- 
linking adhesion of T-cells mediated by the in- 
tercellular adhesion molecule (ICAM-1) and 
the lymphocyte function-associated molecule 
(LFA-1) was clarified by the cloning and ex- 
pression of ICAM-1, the major cell surface re- 
ceptor for rhinovirus (218). A soluble form of 
human ICAM-1 effectively inhibits rhinovirus 
infection at nanomolar concentrations (219). 
As the pivotal interaction in the adhesion of 

mnis t  activity in humans but in the leukocytes to activated endothelium and tis- 
other species, b Wause of the presence of a gly- sue components exposed during injury (Fig. 
cine at position 575. Both the chicken and 4-13], inhibition of ICAM-l/LFA-l bindingrep- 
hamster receptors have a cysteine at this posi- resents a prime internention point 
tion, and replacement by glycine (C575G) gen- for new anti-inflammatory drugs. 
erated a mutant receptor that could bind Other members of the integrin family 
RU486. Likewise, mutation of the human re- have been also successfully cloned (220). 
ceptor (G575C) abrogated RU486 binding The avaiiability of the individual members of 
(216). These and many similar findings em- this heterodimer superfamly-charaderized 
phasize the critical importance of the avail- by gross in structure (Fig. 4.13), 
ability of human proteins as potential function, and in some cases, avidity for RGD- 

gets for drug action and as sources of struc- containing peptides-will allow their individ- 
potent 

ual roles in specific disease pathophysiolog~es 
and selective therapeutic agents. to be ascertained and provide the means to 

develop integrin-specific antagonists for a 
4.8 Cellular Adhesion Proteins multitude of uses. Of importance to anti- 

understanding of the molecular processes thrombotic drug discovery efforts, the inte- 
govern cell localization in various patho- grin a,,b,, also known as GPII,III,, the plate- 

domains 

,9 subunit 

Figure 4.13. General polypeptide structure of integrins. The a-subunit of the integrins is translated 
from a single mRNA, and in some cases, it is processed into two polypeptides that remain disulfide 
bonded to one another. The a-subunit and the P-subunit contain typical transmembrane domain that 
is thought to traverse the cell memebrane and bring COOH-termini of the subunits into the cyto- 
plasmic side of the membrane. The a-subunit contains a series of short-sequence elements homolo- 
gous to known calcium binding sites in other proteins; the P-subunit is tightly folded by numerous 
intrachain disulfide bonds. 
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let fibrinogen receptor (221), was successfully 
expressed as the functional heterodimer, 
showing that prior association of the endog- 
enous subunits is necessary to produce the 
cell surface complexes (222). Surface expres- 
sion of GPIIJII, is the common endpoint in 
platelet activation, initiating the platelet- 
platelet cross-linking through fibrinogen 
that is responsible for thrombus formation. 
A number of compounds, including disinte- 
grin snake venoms, RGD peptides, and or- 
ganic mimetics, have been shown to inhibit 
thrombus formation and platelet aggrega- 
tion in animal and human clinical trials 
(223, 224). 

Lymphocyte and neutrophil trafficking, 
the first step in the development of an in- 
flammatory response, is known to occur 
through specific cell surface receptors and 
ligands, which match the inflammatory cell 
to the right target. Different receptors and 
ligands are expressed a t  different time 
points during inflammatory processes, from 
seconds to hours. These protein recognition 
signals-previously termed homing recep- 
tors (HR) and now uniformly called selec- 
tins-are membrane-bound proteins, which 
target circulating lymphocytes to special- 
ized targets provide one such opportunity 
for intervention (225, 226). Molecular clon- 
ing of the murine HR now called L-selectin 
revealed that the receptor contains a lectin 
(carbohydrate binding) domain that is re- 
sponsible for the binding event (227). The 
selectin familv consists of three cell surface " 

receptors that share this affinity for carbo- 
hydrate ligands, specifically the tetrasaccha- 
ride sialyl Lewis X (10). The carbohydrates 

are likely displayed at multiple 0-glycosyla. 
tion sites on mucin-like glycoproteins such 
as Spg50, a novel endothelial ligand for L. 
selectin discovered bv a combination of bio. " 

chemical isolation, sequencing, and cloning 
techniques (225). The carbohydrate itself, 
however, offers a viable starting point for 
drug design as a structural lead for both car. 
bohydrate analogs and noncarbohydrates 
(228, 229). Molecular modeling of E-selectin 
based on antibody mapping and homology ta  
mannose binding protein (230) also suggests 
drug design possibilities based on proposed 
analogous structural interactions of the se- 
lectin with structure (10) (231). Inhibition 
of selectin-mediated cellular trafficking at - 
specific times might help break a spiraling 
acute inflammatory cycle, allowing control 
of acute inflammatory processes, such as 
shock and adult respiratory distress syn. 
drome (ARDS), and helping in the manage. 
ment of integrin-mediated inflammatory 
processes that follow (232). 

5 FUTURE PROSPECTS 

Molecular genetics is only now beginning ta 
identify new targets for drug action. For ex- 
ample, regulation of inducible or tissue-spe- 
cific gene expression has been an obvious but 
elusive target for pharmacological interven- 
tion (233-235). The tools to monitor such 
events are now available, as in the case of the 
low density lipoprotein receptor, for which 
tissue-specific up-regulation of receptor popu- 
lation may successfully compete with other 
cholesterol-lowering agents (236,237). In par- 



el, another genetic marker for atheroscle- 
otic disease, lipoprotein(a), is a target for se- 

down-regulation (238). An 
en more direct method to interfere with 

ecific recognition elements 

olecules designed to inhibit protein expres- 
n at the level of translation of mRNA into 
e undesired protein (239). The first FDA ap- 

Isis pharmaceuticals in 
nt of CMV retinitis in 
enasense, another an- 

n, a protein overex- 
ssed in most cancer cells, is in late-stage 

unct cancer-treating 
g (240b). The ability to test for inhibition 

easure the effects of 
cies-specific agents against relevant phar- 
cological targets in animal models has also 

eered gene knock- 
t animals, such as the CFTR-defective 
ouse for cystic fibrosis (241), in screening 
d evaluation procedures. 
The power of molecular genetics to provide 

r drug discovery is 
The prospects for 

vering the molecular etiology of a disease 
tate or for gaining access to a disease-rele- 

t target enzyme or receptor are already be- 
essful mapping of 

states at previously inaccessible or un- 

mbinant DNA 
o a fully integrated component 

s is inevitable 
remarked that 

es, chemistry and biology, [are] 
r apart even as they discover 

e common ground" (244). However, the 
d area of drug development might qualify 
e such meeting place for medicinal chem- 
and molecular biology where the trend is 

plication of genetic engineer- 
techniques to biochemical and pharmaco- 
cal problems will facilitate the discovery of 

novel therapeutics with potent and selective 
actions. There is little doubt among medicinal 
chemists that effective collaboration between 
chemistry and biology is not only needed but is 
actually growing in importance in drug design 
(245,246). The eventual extent of the impact 
that molecular biology will have on the drug 
discovery process is, and will be for some time, 
unknown. However, the reality of recombi- 
nant protein therapeutics offers the assurance 
that this same technology, in conjunction with 
structural biology, computer-assisted molecu- 
lar modeling, computational analysis, and me- 
dicinal chemistry (247), will help make possi- 
ble better therapies for those diseases already 
controllable and new therapies for diseases 
never before treatable. 
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1 INTRODUCTION 

During the past decade, antisense technology 
has matured. Today, antisense technology is 
generally accepted as a broadly useful method 
for gene functionalization and target valida- 
tion. Further, with Vitravene's approval by 
regulatory agencies around the world (making 
it the first antisense drug to be commercial- 
ized), the emerging data showing the activity 
of a number of antisense drugs in clinical tri- 
als, and the overwhelming evidence from stud- 
ies in animals, the potential of antisense as a 
therapeutic technology is now better appreci- 
ated. 

The purposes of this review are to provide a 
summary of the progress in the technology, to 
address its role in gene functionalization and 
target validation as well as therapeutics, and 
to consider the limitations of the technology 
and a few of the many questions that remain 
to be answered. 
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1.1 Definition 

Antisense technology exploits oligonucleotide 
analogs (typically 15-20 nucleotides) to bind 
to cognate RNA sequences through Watson- 
Crick hybridization, resulting in the destruc- 
tion or disablement of the target RNA. Thus 
antisense technology represents a "new phar- 
macology." The receptor, messenger RNA 
(mRNA), has never before been considered in 
the context of drug-receptor interactions. Be- 
fore the advent of antisense technology, no 
medicinal chemistry had been practiced on the 
putative "drugs," oligonucleotides. The basis 
of the drug-receptor interaction, Watson- 
Crick hybridization, had never been consid- 
ered as a potential binding event for drugs and 
put into a pharmacological context. Finally, 
postbinding events such as recruitment of 
nucleases to degrade the receptor RNA had 
never been considered from a pharmacological 
perspective. 



A key to understanding antisense technol- 
ogy is to consider it in a pharmacological 
context. It is essential to understand the struc- 
ture, function, and metabolism of the recep- 
tors for these drugs. As with any of the class of 
drugs, it is essential to consider the effects of 
antisense oligonucleotides in the context of 
dose-response curves. It is essential to con- 
sider the future in the context of advances in 
antisense biology and medicinal chemistry 
that result in improved pharmacological be- 

2.1 Polynucleotides 

Before the evolution of effective transfection 
ethods and an understanding of molecular 

hniques, DNA and RNA were ad- 
s potential therapeutic agents. 

r example, DNA from several sources dis- 
mor activity and the activity was 

ported to vary as a function of size, base 
and secondary structure (1-3). 

ver, the molecular mechanisms by which 
might induce antitumor effects were 

and numerous other studies 
ed to demonstrate antitumor activities 

In contrast to studies on DNA as a thera- 
tic agent, substantially more work has 
n reported on RNA and polyribonucleo- 
es. Much of the effort focused on the ability 
polynucleotides to induce interferon (5) and 
e most thoroughly studied polynucleotide 
this regard is double-stranded polyribo- 
osine:polyribonocytidine (poly r1:poly rC) 
). Poly r1:poly rC was shown to have potent 
tiviral and antitumor activities in vitro and 
vivo and these activities were generally cor- 
lated with interferon induction (6). 
Although poly r1:poly rC was shown to have 
tiviral and antitumor activities in animals, 
e compound produced substantial toxicities 
animals and humans that limited its utility. 

n mice, anti-RNA antibodies as- 
glomerular nephritis and cen- 

nervous system (CNS) toxicities were 
inent. In rabbits, fever was dose limiting 

review, see Ref. 7). In rats, poly r1:poly rC 
lethal at low doses and in mammals, in- 

cluding humans, poly r1:poly rC was immuno- 
toxic, resulting in fever, hypotension, anti- 
body production, and T-cell activation. Pain, 
platelet depletion, and convulsions were also 
reported (7-15). 

Methods to stabilize, enhance cellular up- 
take, and alter the in. vivo pharmacokinetic 
properties of poly r1:poly rC were extensively 
studied. Polycationic substances such as 
DEAE-dextran (diethylyaminoethyl dextran), 
poly L-lysine, and histones were shown to com- 
plex with poly r1:poly rC and other polynucle- 
otides and alter all of these properties (7). Poly 
r1:poly rC, complexed with polylysine in the 
presence of carboxymethyl cellulose, was stud- 
ied in patients with cancer and found to be 
very toxic (12, 13). 

In short, poly r1:poly rC and other poly- 
nucleotides designed to induce interferon 
failed to demonstrate substantial antiviral or 
anticancer activities at doses that did not pro- 
duce unacceptable toxicities. The mechanisms 
resulting in the toxicities are still not clearly 
understood. Complex formation with polyca- 
tions altered pharmacokinetic properties but 
did not enhance efficacy and probably exacer- 
bated toxicities. 

A second polynucleotide that has been 
studied extensively is ampligen, a mismatched 
poly r1:poly rC 12U resulting from mispairing 
of the duplex (16). This compound has been 
shown to induce interferon and to activate 2'- 
5'-adenosine synthetase (17). Ampligen has 
properties similar to those of poly r1:poly rC, 
although it has been reported to have broader 
activities and lower toxicities and is still in 
development. 

Although the initial efforts that focused on 
polynucleotides that stimulate a variety of im- 
munological events are not directly applicable 
to the more recent focus on specific effects of 
oligonucleotides, they have provided a base of 
toxicological information on the effects of 
polyanionic compounds and guidance in de- 
sign of toxicological studies. 

2.2 The Antisense Concept 

Clearly, the antisense concept derives from an 
understanding of nucleic acid structure and 
function and depends on Watson-Crick hy- 
bridization (18). Thus, arguably, the demon- 
stration that nucleic acid hybridization is 
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feasible (19) and the advances in in situ hy- 
bridization and diagnostic probe technology 
(20) lay the most basic elements of the foun- 
dation supporting the antisense concept. 

However, the first clear enunciation of the 
concept of exploiting antisense oligonucleo- 
tides as therapeutic agents was in the work of 
Zamecnik and Stephenson in 1978. In this 
publication, these authors reported the syn- 
thesis of an oligodeoxyribonucleotide, 13 nu- 
cleotides long, that was complementary to a 
sequence in the respiratory syncytial virus ge- 
nome. They suggested that this oligonucleo- 
tide could be stabilized by 3'- and 5'-terminal 
modifications and showed evidence of antivi- 
ral activity. More important, they discussed 
possible sites for binding in RNA and mecha- 
nisms of action of oligonucleotides. 

Though less precisely focused on the ther- 
apeutic potential of antisense oligonucleo- 
tides, the work of Miller and Ts'o and their 
collaborators during the same period helped 
establish the foundation for antisense re- 
search and reestablish an interest in phos- 
phate backbone modifications as approaches 
to improve the properties of oligonucleotides 
(21, 22). Their focus on methyl phosphotri- 
ester-modified oligonucleotides as a potential 
medicinal chemical solution to pharmacoki- * 

netic limitations of oligonucleotides presaged 
a good bit of the medicinal chemistry yet to be 
performed on oligonucleotides. 

Despite the observations of Miller and Ts'o - 
and Zamecnik and colleagues, interest in anti- 
sense research was quite limited until the late 
1980s, when advances in several areas pro- 
vided technical solutions to a number of im- 
pediments. Because antisense drug design re- 
quires an understanding of the sequence of 
the RNA target, the explosive growth in avail- 
ability of viral and human genomic sequences 
provided the information from which "recep- 
tor sequences" could be selected. The develop- 
ment of methods for synthesis of research 
quantities of oligonucleotide drugs then sup- 
ported antisense experiments on both phos- 
phodiester and modified oligonucleotides (23, 
24). The inception of the third key component 
(medicinal chemistry), forming the founda- 
tion of oligonucleotide therapeutics, in fact, is 
the synthesis in 1969 of phosphorothioate poly 
r1:poly rC as a means of stabilizing the polhu- 

cleotide (25). Subsequently, Miller and Ts'o 
initiated studies on the neutral phosphate an- 
alogs, methylphosphonates (21); and groups 
at the National Institutes of Health, the Food 
and Drug Administration, and the Worcester 
Foundation investigated phosphorothioate 
oligonucleotides (26-29). With these advances 
forming the foundation for oligonucleotide 
therapeutics and the initial studies suggesting 
in vitro activities against a number of viral and 
mammalian targets (28, 30-33), interest in 
oligonucleotide therapeutics intensified. 

2.3 Strategies to Induce Transcriptional 
Arrest 

An alternative to the inhibition of RNA me- 
tabolism by way of an antisense mechanism is 
to inhibit transcription by interacting with 
double-stranded DNA in chromatin. Of the 
two most obvious binding strategies for oligo- 
nucleotides binding to double-stranded nu- 
cleic acids, strand invasion and triple-strand 
formation, triple-stranding strategies, until 
recently, attracted essentially all of the atten- 
tion. 

Polynucleotides were reported to form tri- 
ple helices as early as 1957. Triple strands can 
form by non-Watson-Crick hydrogen bonds 
between the third strand and purines involved 
in Watson-Crick hydrogen bonding with the 
complementary strand of the duplex (for re- 
view, see Ref. 34). Thus, triple-stranded struc- 
tures can be formed between a third strand 
composed of pyrimidines or purines that inter- 
act with a homopurine strand in a homopu- 
rine-homopyrimidine strand in a duplex DNA. 
With the demonstration that homopyrimidine 
oligonucleotides could indeed form triplex 
structures (35-37), interest in triple-strand 
approaches to inhibit transcription height- 
ened. 

Although there was initially considerable 
debate about the value of triple-stranding 
strategies vs. antisense approaches (38), there 
was little debate that much work remained to 
be done to design oligonucleotides that could 
form triple-stranded structures with duplexes 
of mixed sequences. Pursuit of several strate- 
gies has resulted in significant progress (for 
review, see Ref. 34). Considerable progress in 
creating chemical motifs capable of binding to 
duplex DNA with high affinity and specifici- 
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Ribozymes are RNA molecules that catalyze 
biochemical reactions (54). Ribozymes cleave 
single-stranded regions in RNA through 
transesterification or hydrolysis reactions 
that result in cleavage of phosphodiester 
bonds (55). To date, several RNA catalytic mo- 
tifs, group I introns, RNase P, and both ham- 

ties supportive of binding to sequences other 
than polypyrimidine polypurine traits has 
been reported. For example, peptide nucleic 
acid (PNA) has been shown to form on triple- 
stranded structures in isolated DNA and in 
mouse cell chromosomal DNA (39). Modifica- 
tions such as 7-deazaxanthine and 2'-amino- 
ethoxy were reported to enhance triplex for- 
mation (40, 41). Additionally, 5'-propionyl- 
modified nucleosides have been shown to en- 
hance triplex formation (42) (for review, see 
Ref. 43). 

In addition to advances in the chemistrv of " 

triplex formation, a number of studies have 
shown results in cells consistent with triplex 
formation in chromosomal DNA (39, 44-46). 
Pe~tide nucleic acids have been shown to be of . 
particular value for triplex interactions be- 
cause of the relatively high affinity of this 
modification. They have been shown to inhibit 
transcription initiation and elongation, to 
block DNA polymerases (47-49), and to in- 
hibit binary of a number of proteins to DNA 
(50). Dimeric PNAs have been created that are 
reported to form PNAIDNAIPNA triplexes 
and these have been shown to induce gene- 
targeted mutations in streptolysin-o perme- 
abilized cells (39). 

Strand invasion, an alternative approach to 
obstructing transcription by formation of tri- 
ple strands, has been shown to be feasible if 
analogs with sufficient affinity can be synthe- 
sized. PNAs have been shown to have verv " 

high affinity and be capable of strand invasion 
of double-stranded DNA under some condi- 
tions (51). Additionally, progress in develop- 
ing sequence-specific minor groove binders 
has been reported (52) (for review, see Ref. 
53). Thus, progress in developing the basic 
tools with which to evaluate the potential of 
sequence-specific interactions with DNA has 
been reported, although much remains to be 
done. 

2.4 Ribozymes 

merhead and hairpin ribozymes, for example, 
have been identified (56). To achieve potential 
therapeutic utility, two approaches have been 
taken. Ribozyme-forming sequences have 
been incorporated into plasmids and adminis- 
tered, in effect, as ribozyme gene therapy (e.g., 
see Ref. 57). 

In either case, the object is to take advan- 
tage of the specificity of hybridization-based 
interactions and couple that to improved po- 
tency that might derive from the ability of the 
ribozyme to cleave the target RNA. Thus, the 
value of a ribozyme relative to that of an anti- 
sense inhibitor that recruits a cellular enzyme 
such as RNase H or a double-strand RNase to 
cleave the target an RNA would be defined as 
the difference in either specificity or potency 
achieved by the ribozyme compared to that of 
the antisense inhibitor vs. the costs and limi- 
tations imposed by the structural require- 
ments to effect ribozymic activity. To date, 
data that address this issue are limited. A com- 
parison of a ribozyme and a phosphorothioate 
oligodeoxynucleotide to the 5'-transactivator 
region (TAR) of HIV showed a slight improve- 
ment in activity, but thorough comparative 
dose-response curves were not reported (58). 
To date no comparative data from in vivo ex- 
periments have been reported. Perhaps, most 
important, as discussed later, RNase H has . 
proved to be a remarkably robust mechanism 
and double-stranded RNase activation, splic- 
ing inhibition, and other non-ribozyme anti- 
sense-based mechanisms are emerging as al- 
ternatives. 

Substantial progress has also been re- 
ported with regard to the synthesis and test- 
ing of nuclease-resistant ribozyme drugs. 
Modifications including phosphorothioates 
and nucleoside analogs have been demon- 
strated to be incorporable in many sites in 
hammerhead ribozymes, to increase nuclease 
resistance and support retained ribozyme ac- 
tivity (59-61). In fact, modified relatively nu- 
clease-resistant ribozvmes were reported to 
decrease the target, sGomelysin, ~ R N A  levels 
in knee joints of rabbits after intra-articular 
injection (62). Further, the pharmacokinetics 
of a relatively nuclease-stable hammerhead ri- 
bozyme were determined after intravenous 
i v ,  subcutaneous (s.c.1, or intraperitoneal 
(i.p.) administration to mice. The ribozyme 
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was well absorbed after i.p. or s.c. dosing; dis- 
tributed to liver, kidney, bone marrow, and 
other tissues; and displayed an elimination 
half-life of 33 min (63). This ribozyme de- 
signed to inhibit vascular endothelial growth 
factor (VEGF) receptor synthesis has been re- 
ported to be in clinical trials. Additionally, a 
ribozyme designed to inhibit hepatitis C virus 
replication is in early clinical trials. 

Ribozyme and antisense gene therapy has 
been used fairly widely in vitro to determine 
the biological roles of various genes (for re- 
view, see Ref. 56). In addition to challenges 
associated with gene therapy, identifying opti- 
mal sites in target RNAs for ribozyme binding 
and the colocalization of the antisense tran- 
script and the target RNA are issues of con- 
cern about which progress has been reported 
(for review, see Ref. 56). 

Thus, substantial progress has been re- 
ported with regard to both ribozyme gene 
therapy and synthetic ribozyme drug therapy. 
Nevertheless, substantial hurdles remain be- 
fore sufficient data derived from animal and 
human studies with multiple ribozymes define 
the potential of the approach. Clearly, for ri- 
bozyme gene therapy to be broadly applicable, 
the challenges gene therapy faces must be met 
and ribozymes must be shown to be of more 
value than simply expressing antisense genes. 
To validate synthetic ribozymes, data in ani- 
mals and humans for numerous ribozymes, 
with careful evaluation of mechanism of ac- 
tion, must be generated. Clearly, the 30-min 
elimination half-life must be lengthened with 
new modifications and again the value of a ri- 
bozyme versus a much simpler antisense ap- 
proach must be defined. 

2.5 Combinatorial Approaches to 
Oligonucleotide Therapeutics 

At least two methods by which oligonucleo- 
tides can be created combinatorially have been 
published (64-66). The potential advantage of 
a combinatorial approach is that oligonucle- 
otide-based molecules can be prepared to 
adopt various structures that support binding 
to nonnucleic acid targets as well as nucleic 
acid targets. These can then be screened for 
potential activities without knowledge about 
the cause of the disease or the structure of the 
target. 

2.6 The Medicinal Chemistry of 
Oligonucleotides 

Because it was apparent almost immediately 
that native phosphodiester oligodeoxy- or ri- 
bonucleotides are unsatisfactory as drugs be- 
cause of rapid degradation (67), a variety of 
modifications were rapidly tested. As previ- 
ously mentioned, perhaps the most interest- 
ing of the initial modifications were the phos- 
phate analogs, the phosphorothioates (68) and 
the methylphosphonates (21). Both fully mod- 
ified oligonucleotides and oligonucleotides 
"capped" at the 3'- and/or 5'-termini with 
phosphorothioate or methylphosphonate moi- 
eties were tested (69). However, studies from 
many laboratories demonstrated that capped 
oligonucleotides were relatively rapidly de- 
graded in cells (70-72). Nor were point modi- 
fications with intercalators that enhanced 
binding to RNA (73, 74), cholesterol (75), or 
poly L-lysine (76, 77) sufficiently active or se- 
lective to warrant broad-based exploration. 

Since the initial approaches to modifica- 
tions of oligonucleotides, an enormous range 
of modifications, including novel bases, sug- 
ars, backbones, conjugates, and chimeric oli- 
gonucleotides have been tested (for review, see 
Ref. 78). Many of these modifications have 
proved to be quite useful and are progressing 
in testing leading to clinical trials. 2'-0-(2-Me- 
thoxyethyl) chimeric antisense inhibitors are 
now in clinical trials. 

3 PROOF OF MECHANISM 

3.1 Factors That May Influence Experimental 
Interpretations 

Clearly, the ultimate biological effect of an oli- 
gonucleotide will be influenced by the local 
concentration of the oligonucleotide at the tar- 
get RNA, the concentration of the RNA, the 
rates of synthesis and degradation of the RNA, 
type of terminating mechanism, and the rates 
of the events that result in termination of the 
RNA's activity. At present, we understand es- 
sentially nothing about the interplay of these 
factors. 

3.1.1 Oligonucleotide Purity. Currently, 
phosphorothioate oligonucleotides can be pre- 



he structure of the RNA has a profound in- 
ence on the affinity of the oligonucleotide 
d on the rate of binding of the oligonucleo- 

ide to its RNA target (81,82). Moreover, RNA 
tructure produces asymmetrical binding 
ites that then result in very divergent affinity 
onstants, depending on the position of oligo- 

cleotide in that structure (82-84). This in 
influences the optimal length of an oligo- 

cleotide needed to achieve maximal affinity 
cause in structured RNA the optimal affin- 

ty is determined by the difference between 
e binding energies required for a nucleotide 
invade a duplex and those gained per nucle- 

by binding of the oligonucleotide. Fur- 
thermore, this is only a fraction of the story, 
given the numerous proteins that interact 
with RNA that undoubtedly influence bind- 
ing, and very little is understood about these 
ternary interactions. 

3 Proof of Mechanism 

pared consistently and with excellent purity 
(79). However, this has been the case for only 
the past several years. Before that time, syn- 
thetic methods were evolving and analytical 
methods were inadequate. In fact, our labora- 
tory reported that different synthetic and pu- 
rification procedures resulted in oligonucleo- 
tides that varied in cellular toxicity (72) and 
that potency varied from batch to batch. Al- 
though there are no longer synthetic problems 
with phosphorothioates, undoubtedly they 
complicated earlier studies. More important, 
with each new analog class, new synthetic, pu- 
rification, and analytical challenges are en- 
countered. 

3.1.2 Oligonucleotide Structure. Antisense 
oligonucleotides are designed to be single 
stranded. We now understand that certain se- 
quences (e.g., stretches of guanosine residues) 
are prone to adopt more complex structures 
(80). The potential to form secondary and ter- 
tiary structures also varies as a function of the 
chemical class. For example, higher affinity 2'- 
modified oligonucleotides have a greater ten- 
dency to self-hybridize, resulting in more sta- 
ble oligonucleotide duplexes than would be 
expected based on rules derived from work 
with oligodeoxynucleotides (Freier, unpub- 
lished results, 1990). 

3.1.3 RNA Structure. RNA is structured. 

3.1.4 Variations in In Vitro Cellular Uptake 
and Distribution. Studies in several laborato- 
ries have clearly demonstrated that cells in 
tissue culture may take up phosphorothioate 
oligonucleotides through an active process, 
and that the uptake of these oligonucleotides 
is highly variable, depending on many condi- 
tions (72, 85). Cell type has a dramatic effect 
on total uptake, kinetics of uptake, and pat- 
tern of subcellular distribution. At present, 
there is no unifyng hypothesis to explain 
these differences. Tissue culture conditions, 
such as the type of medium, degree of conflu- 
ence, and the presence of serum, can all have 
enormous effects on uptake (85). The oligonu- 
cleotide chemical class obviously influences 
the characteristics of uptake as well as the 
mechanism of uptake. Within the phosphoro- 
thioate class of oligonucleotides, uptake varies 
as a function of length, but not linearly. Uptake 
varies as a fundion of sequence, and stability in 
cells is also influenced by sequence (85,861. 

Given the foregoing, it is obvious that con- 
clusions about in uitro uptake must be very 
carefully made and generalizations are virtu- 
ally impossible. Thus, before an oligonucleo- 
tide could be said to be inactive in vitro, it 
should be studied in several cell lines. Fur- 
thermore, although it may be absolutely cor- 
rect that receptor-mediated endocytosis is a 
mechanism of uptake of phosphorothioate oli- 
gonucleotides (87), it is obvious that a gener- 
alization that all phosphorothioates are taken 
up by all cells in uitro primarily by receptor- 
mediated endocytosis is simply unwarranted. 

Finally, extrapolations from in uitro uptake 
studies to predictions about in uiuo pharmaco- 
kinetic behavior are entirely inappropriate 
and, in fact, there are now several lines of ev- 
idence in animals and humans that, even after 
careful consideration of all in uitro uptake 
data, one cannot predict in uivo pharmacoki- 
netics of the compounds (85,88-90). 

3.1.5 Binding and Effects of Binding to Non- 
nucleic Acid Targets. Phosphorothioate oligo- 
nucleotides tend to bind to many proteins and 
those interactions are influenced by many 
factors. The effects of binding can influence 
cell uptake, distribution, metabolism, and 
excretion. They may induce non-antisense ef- 
fects that can be mistakenly interpreted as 
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antisense or complicate the evaluation of 
whether the pharmaceutical effect is the con- 
sequence of an antisense mechanism. By in- 
hibiting RNase H, protein binding may inhibit 
the antisense activity of some oligonucleo- 
tides. Finally, binding to proteins can cer- 
tainly have toxicological consequences. 

Oligonucleotides may interact not only 
with proteins but also with other biological 
molecules, such as lipids or carbohydrates, 
and such interactions like those with proteins 
will be influenced by the chemical class of oli- 
gonucleotide studied. Unfortunately, essen- 
tially no data bearing on such interactions are 
currently available. 

An especially complicated experimental sit- 
uation is encountered in many in vitro antivi- 
ral assays. In these assays, high concentra- 
tions of drugs, viruses, and cells are often 
coincubated. The sensitivity of each virus 
to non-antisense effects of oligonucleotides 
varies, depending on the nature of the virion 
proteins and the characteristics of the oligonu- 
cleotides (91,92). This has resulted in consid- 
erable confusion. In particular, for HIV, her- 
pes simplex viruses, cytomegaloviruses, and 
influenza virus, the non-antisense effects have 
been so dominant that identifying oligonucle- 
otides that work through an antisense mech- 
anism has been difficult. Given the artificial 
character of such assays, it is difficult to know 
whether non-antisense mechanisms would be 
as dominant in vivo or result in antiviral ac- 
tivity. 

3.1.6 Terminating Mechanisms. It has been 
amply demonstrated that oligonucleotides 
may employ several terminating mechanisms. 
The predominant terminating mechanism is 
influenced by RNA receptor site, oligonucleo- 
tide chemical class, cell type, and probably 
many other factors (93). Obviously, because 
variations in terminating mechanism may re- 
sult in significant changes in antisense po- 
tency and studies have shown significant vari- 
ations from cell type to cell type in vitro, it is 
essential that the terminating mechanism be 
well understood. Unfortunately, at present, 
our understanding of terminating mecha- 
nisms remains rudimentary. 

3.1.7 Effects of "Control Oligonucleotides". A 
number of types of control oligonucleotides 
have been used including randomized oligonu- 
cleotides. Unfortunately, we know little to 
nothing about the potential biological effects 
of such "controls" and the more complicated a 
biological system arid test, the more likely that 
"control" oligonucleotides may have activities 
that complicate interpretations. Thus, when a 
control oligonucleotide displays a surprising 
activity, the mechanism of that activity should 
be explored carefully before concluding that 
the effects of the "control oligonucleotide" 
prove that the activity of the putative anti- 
sense oligonucleotide are not the result of an 
antisense mechanism. 

3.1.8 Kinetics of Effects. Many rate con- 
stants may affect the activities of antisense 
oligonucleotides, such as the rate of synthesis 
and degradation of the target RNA and its pro- 
tein; the rates of uptake into cells; the rates of 
distribution, extrusion, and metabolism of an 
oligonucleotide in cells; and similar pharmaco- 
kinetic considerations in animals. Fortu- 
nately, in the past several years, many more 
careful dose-response and kinetic studies have 
been reported and in general they demon- 
strated a relatively slow onset of action and a 
duration of response consistent with the elim-. 
ination rates of the drugs tested (see below). 

Nevertheless, more careful kinetic studies 
are required and more rational in vitro and in  
vivo dose schedules must be developed. 

3.2 Recommendations 

3.2.1 Positive Demonstration of Antisense 
Mechanism and Specificity. Until more is un- 
derstood about how antisense drugs work, it is 
essential to positively demonstrate effects 
consistent with an antisense mechanism. For 
RNase H-activating oligonucleotides, North- 
ern blot, RT-PCR, RNase protection assays, or 
transcriptional assay analyses showing selec- 
tive loss of the target RNA are the ideal 
choices and many laboratories are publishing 
reports i n  vitro and in vivo of such activities 
(94-97). Ideally, a demonstration that closely 
related isotypes are unaffected should be in- 
cluded. In brief, then, for proof of mechanism, 
the following steps are recommended. 
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1. Perform careful dose-response curves in 
vitro using several cell lines and methods of 
in vitro delivery. 

2. Correlate the rank-order potency in vivo 
with that observed in vitro after thorough 
dose-response curves are generated in 
vivo. 

3. Perform careful "gene walks" for all RNA 
species and oligonucleotide chemical classes. 

4. Perform careful time courses before draw- 
ing conclusions about potency. 

5. Directly demonstrate the proposed mecha- 
nism of action by measuring the target 
RNA and/or protein. 

6. Evaluate specificity and therapeutic indi- 
ces through studies on closely related iso- 
types and with appropriate toxicological 
studies. 

7. Use RNase H protection assays and tran- 
scriptional arrays to provide broader anal- 
yses of specificity where the assays have 
been validated. 

8. Perform sufficient pharmacokinetics to de- 
fine rational dosing schedules for pharma- 
cological studies. 

9. When control oligonucleotides display sur- 
prising activities, determine the mecha- 
nisms involved. 

4 MOLECULAR MECHANISMS OF 
ANTISENSE DRUGS 

4.1 Occupancy-Only-Mediated Mechanisms 

Classic competitive antagonists are thought to 
alter biological activities because they bind to 
receptors, thereby preventing agonists from 
binding the inducing normal biological pro- 
cesses. Binding of oligonucleotides to specific 
sequences may inhibit the interaction of the 
RNA with proteins, other nucleic acids, or 
other factors required for essential steps in 
the intermediary metabolism of the RNA or its 
se by the cell. 

To create antisense inhibitors that clearly 
work through non-RNase H mechanisms, the 
antisense agents must be modified sufficiently 
not to support RNase H cleavage. Fortunately, 
numerous analogs have been identified that do 
not support RNase H cleavage. These can be 

classified into modifications of sugar moiety, 
or the phosphate, or replacement of the sugar- 
phosphate backbone (98). Unfortunately, in a 
number of earlier ~ublications, conclusions 
about mechanisms of action were drawn with- 
out using appropriately modified oligonucleo- 
tides. 

4.1.1 lnhibition of 5'-Capping. Conceptu- 
ally, inhibition of 5'-capping of mRNA could 
be an effective antisense mechanism. 5'-Cap- 
ping is critical in stabilizing mRNA and in en- 
abling the translation of mRNA (99). To date, 
however, no reports of antisense inhibitors of 
capping have appeared, which may be attrib- 
utable to the inaccessibility of the 5'-end of 
mRNA before capping. 

4.1.2 lnhibition of Splicing. A key step in 
the intermediary metabolism of most mRNA 
molecules is the excision of introns. These 
"splicing" reactions are sequence specific and 
require the concerted action of spliceosomes. 
Consequently, oligonucleotides that bind to 
sequences required for splicing may prevent 
binding of necessary factors or physically pre- 
vent the required cleavage reactions. This 
would then result in inhibition of the produc- 
tion of the mature mRNA. Activities have 
been reported for anti-c-rnyc and antiviral oli- 
gonucleotides with phosphodiester, meth- 
ylphosphonate, and phosphorothioate back- 
bones (31, 99-101). Kole and colleagues 
(102-104) were the first to use modified oligo- 
nucleotides to inhibit splicing. They showed 
that 2'-MOE phosphorothioate oligonucleo- 
tides could correct aberrant beta-globin splic- 
ing in a cell-free system. Similar observations 
were recorded in a cellular svstem (104). " 

In our laboratory, we have attempted to 
characterize the factors that determine 
whether splicing inhibition is effected by an 
antisense drug (105). To this end, a number of 
luciferase-reporter plasmids containing vari- 
ous introns were constructed and transfected 
into HeLa cells. Then the effects of antisense 
drugs designed to bind to various sites were 
characterized. The effects of RNase H-compe- 
tent oligonucleotides were compared to those 
of oligonucleotides that do not serve as RNase 
H substrates. The major conclusions from this 
study were, first, that most of the earlier stud- 
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ies in which splicing inhibition was reported 
were probably the result of nonspecific effects. 
Second, less effectively spliced introns are bet- 
ter targets than those with strong consensus 
splicing signals. Third, the 3'-splice site and 
branchpoint are usually the best sites to which 
to target the oligonucleotide to inhibit 
splicing. 

Several studies have now demonstrated an- 
tisense-mediated redirection of slicing of an 
endogenous cellular mRNA. In one study, 2'- 
0-methoxyethyl oligonucleotides redirected 
splicing of IL-5 receptor pre-mRNA (106). 
Similar results were reported for antisense 
agents designed to bind to Bclx pre-mRNA 
(107, 108). Thus, antisense-mediated alterna- 
tive splicing is a potentially powerful tool with 
which to investigate this important source of 
biological diversity, and to create focused ther- 
apies for diseases caused by disorders is splic- 
ing. 

4.1.3 Translational Arrest. A mechanism 
for which many oligonucleotides have been de- 
signed is translational arrest by binding to the 
translation initiation codon. The positioning 
of the initiation codon within the area of 
complementarity of the oligonucleotide and 
the length of oligonucleotide used have varied 
considerably. Again, unfortunately, in only a 
relatively few studies have the oligonucleo- 
tides been shown to bind to the sites for which 
they were designed, and other data that sup- 
port translation arrest as the mechanism have 
not been reported. 

Target RNA species that have been re- 
ported to be inhibited include HIV (28), vesic- 
ular stomatitis virus (VSV) (761, n-myc(l09), 
and a number of normal cellular genes (110- 
113). However, to demonstrate that RNase H 
is not involved in effects observed, it is neces- 
sary to use antisense drugs that do not form 
duplexes that are RNase H substrates (e.g., 
fully modified 2'-oligonucleotides). 

Studies with PNA analogs have shown that 
these analogs can inhibit translation in cell- 
free systems, but to date no data have been 
reported from cellular studies (114, 115). For 
morpholino oligomers, antisense activity has 
been reported in both cell-free and cellular as- 
says (116, 117). Numerous oligonucleotides 

with 2'-modifications have also been studied 
and have been shown to inhibit translation 
when targeted to 5'-UTR or the translation 
initiation codon (118). However, optimal inhi- 
bition is effected by binding at the 5'-cap in 
RNAs that have significant 5'-untranslated 
regions (119). In conclusion, translation ar- 
rest represents an important mechanism of 
action for antisense drugs. A number of exam- 
ples purporting to employ this mechanism 
have been reported, and recent studies on sev- 
eral compounds have provided data that un- 
ambiguously demonstrate that this mecha- 
nism can result in potent antisense drugs. 

4.1.4 Disruption of Necessary RNA Struc- 
ture. RNA adopts a variety of three-dimen- 
sional structures induced by intramolecular 
hybridization, the most common of which is 
the stem loop. These structures play crucial 
roles in a variety of functions. They are used to 
provide additional stability for RNA and as 
recognition motifs for a number of proteins, 
nucleic acids, and ribonucleoproteins that par- 
ticipate in the intermediary metabolism and 
activities of RNA species. Thus, given the po- 
tential general activity of the mechanism, it is 
surprising that occupancy-based disruption 
RNA has not been more extensively exploited. 

As an example, we designed a series of oligo- 
nucleotides that bind to the important stem loop 
present in all RNA species in HIV, the TAR ele- 
ment. We synthesized a number of oligonucleo- 
tides designed to disrupt TAR, showed that sev- 
eral indeed did bind to TAR, disrupt the 
structure, and inhibit TAR-mediated produc- 
tion of a reporter gene (66). Furthermore, gen- 
eral rules useful in disrupting stem-loop struc- 
tures were developed as well (84). 

Although designed to induce relatively 
nonspecific cytotoxic effects, two other exam- 
ples are noteworthy. Oligonucleotides de- 
signed to bind to a 17-nucleotide loop in Xeno- 
pus 28 S RNA required for ribosome stability 
and protein synthesis inhibited protein syn- 
thesis when injected into Xenopus oocytes 
(120). Similarly, oligonucleotides designed to 
bind to highly conserved sequences in 5.8 S 
RNA inhibited protein synthesis in rabbit re- 
ticulocyte and wheat germ systems (121). 
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Figure 5.1. Pre-mRNA is transcribed from a gene. 

4.2 Occupancy-Activated Destabilization 

RNA molecules regulate their own metabo- 
lism. A number of structural features of RNA 
are known to influence stability, various pro- 
cessing events, subcellular distribution, and 
transport. It is likely that, as RNA intermedi- 
ary metabolism is better understood, many 
other regulatory features and mechanisms 
will be identified. 

4.2.1 5'-Capping. A key early step in RNA 
processing is 5'-capping (Fig. 5.1). This stabi- 
lizes pre-mRNA and is important for the sta- 
bility of mature mRNA. It also is important in 
binding to the nuclear matrix and transport of 
mRNA out of the nucleus. Because the struc- 
ture of the cap is unique and understood, it 
presents an interesting target. Several oligo- 
nucleotides that bind near the cap site have 
been shown to be active, presumably by inhib- 
iting the binding of proteins required to cap 
the RNA. For example, the synthesis of SV40 
T-antigen was reported to be most sensitive to 
an oligonucleotide linked to polylysine and 
targeted to the 5'-cap site of RNA (122). How- 

ever, again, in no published study has this pu- 
tative mechanism been rigorously demon- 
strated. In fact, in no published study have the 
oligonucleotides been shown to bind to the se- 
quences for which they were designed. 

In our laboratory, we have designed oligo- 
nucleotides to bind to 5'-cap structures and 
reagents to specifically cleave the unique 5'- 
cap structure (123). These studies demon- 
strated that 5'-cap-targeted oligonucleotides 
were capable of inhibiting the binding of the 
translation initiation factor eIF4a (124). 

4.2.2 Inhibition of 3'-Polyadenylation. In the 
3'-untranslated regions of pre-mRNA mole- 
cules are sequences that result in the post- 
transcriptional addition of long (hundreds of 
nucleotides) tracts of polyadenylate. Polyade- 
nylation stabilizes mRNA and may play other 
roles in the intermediary metabolism of RNA. 
Theoretically, interactions in the 3'-terminal 
region of pre-mRNA could inhibit polyadenyl- 
ation and destabilize the RNA species. Al- 
though there are a number of oligonucleotides 
that interact in the 3'-untranslated region and 
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display antisense activities, no study to date 
has reported evidence for alterations in poly- 
adenylation (125). 

4.2.3 Other Mechanisms. In addition to 5'- 
capping and 3'-adenylation, there are clearly 
other sequences in the 5'- and 3'-untranslated 
regions of mRNA that affect the stability of 
the molecules. Again, there are a number of 
antisense drugs that may work by these mech- 
anisms. Zamecnik and Stephenson reported 
that 13-mer targeted to untranslated 3'- and 
5'-terminal sequences in Rous sarcoma vi- 
ruses was active (126). Oligonucleotides con- 
jugated to an acridine derivative and targeted 
to a 3'-terminal sequence in type A influenza 
viruses were reported to be active. Against 
several RNA targets, studies in our laborato- 
ries have shown that sequences in the 3'-un- 
translated region of RNA molecules are often 
the most sensitive (127-129). For example, 
ISIS 1939 is a 20-mer phosphorothioate that 
binds to and appears to disrupt a predicted 
stem-loop structure in the 3'-untranslated re- 
gion of the mRNA because the intercellular 
adhesion molecule (ICAM) is a potent anti- 
sense inhibitor. However, inasmuch as the 2'- 
methoxy analog of ISIS 1939 was much less 
active, it is likely that, in addition to destabi- 
lization to cellular nucleolytic activity, activa- 
tion of RNase H (see below) is also involved in 
the activity of ISIS 1939 (94). 

4.3 Activation of RNase H 

RNase H is a ubiquitous enzyme that degrades 
the RNA strand of an RNA-DNA duplex. It has 
been identified in organisms as diverse as vi- 
ruses and human cells (130). At least two 
classes of RNase H have been identified in eu- 
karyotic cells. Multiple enzymes with RNase 
H activity have been observed in prokaryotes 
(130). Although RNase H is involved in DNA 
replication, it may play other roles in the cell 
and is found in both the cytoplasm and the 
nucleus (131). However, the concentration of 
the enzyme in the nucleus is thought to be 
greater and some of the enzyme found in cyto- 
plasmic preparations may be attributed to nu- 
clear leakage. 

The precise recognition elements for 
RNase H are not known. However, it has been 
shown that oligonucleotides with DNA-like 

properties as short as tetramers can activate 
RNase H (132). Changes in the sugar influence 
RNase H activation as sugar modifications 
that result in RNA-like oligonucleotides; for 
example, 2'-fluoro or 2'-methoxy do not ap- 
pear to serve as substrates for RNase H (133, 
134). Alterations in the orientation of the 
sugar to the base can also affect RNase H ac- 
tivation as a-oligonucleotides are unable to 
induce RNase H or may require parallel an- 
nealing (135, 136). Additionally, backbone 
modifications influence the ability of oligonu- 
cleotides to activate RNase H. Methylphos- 
phonates do not activate RNase H (137, 138). 
In contrast, phosphorothioates are excellent 
substrates (74,139,140). In addition, chimeric 
molecules have been studied as oligonucleo- 
tides that bind to RNA and activate RNase H 
(141,142). For example, oligonucleotides com- 
posed of wings of 2'-methoxy phosphonates 
and a five-base gap of deoxyoligonucleotides 
bind to their target RNA and activate RNase 
H (141,142). Furthermore, a single ribonucle- 
otide in a sequence of deoxyribonucleotides 
was shown to be sufficient to serve as a sub- 
strate for RNase H when bound to its comple- 
mentary deoxyoligonucleotide (143). 

That it is possible to take advantage of chi- 
meric oligonucleotides designed to activate 
RNase H and have greater aMinity for their 
RNA receptors and to enhance specificity has 
also been demonstrated (144, 145). In one 
study, RNase H-mediated cleavage of target 
transcript was much more selective when 
deoxyoligonucleotides, composed of methyl- 
phosphonate deoxyoligonucleotide wings and 
phosphodiester gaps, were compared to full 
phosphodiester oligonucleotides (145). 

Despite the information about RNase H 
and the demonstration that many oligonucle- 
otides may activate RNase H in lysate and pu- 
rified enzyme assays, relatively little is yet 
known about the role of structural features in 
RNA targets in activating RNase H (146-148). 
In fact, direct proof that RNase H activation is 
the mechanism of action of oligonucleotides in 
cells has until very recently been lacking. 

Recent studies in our laboratories provide 
additional, albeit indirect, insights into these 
questions. ISIS 1939 is a 20-mer phosphoro- 
thioate complementary to a sequence in the 
3'-untranslated region of ICAM-1 RNA (94). It 
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inhibits ICAM production in human umbilical 
vein endothelial cells and Northern blots dem- 
onstrate that ICAM-1 mRNA is rapidly de- 
graded. A 2'-methoxy analog of ISIS 1939 dis- 
plays higher affinity for the RNA than that of 
the phosphorothioate, is stable in cells, but in- 
hibits ICAM-1 protein production much less 
potently than does ISIS 1939. It is likely that 
ISIS 1939 destabilizes the RNA and activates 
RNase H. In contrast, ISIS 1570, an 18-mer 
phosphorothioate that is complementary to 
the translation initiation codon of the ICAM-1 
message, inhibited production of the protein 
but caused no degradation of the RNA. Thus, 
two oligonucleotides that are capable of acti- 
vating RNase H had different effects, depend- 
ing on the site in the mRNA at which they 
bound (94). A more direct demonstration that 
RNase H is likely a key factor in the activity of 
many antisense oligonucleotides was provided 
by studies in which reverse-ligation PCR was 
used to identify cleavage products from bcr- 
abl mRNA in cells treated with phosphoro- 
thioate oligonucleotides (149). 

Given the emerging role of chimeric oligo- 
nucleotides with modifications in the 3'- and 
5'-wings designed to enhance affinity for the 
target RNA and nuclease stability and a DNA- 
type gap to serve as a substrate for RNase H, 
studies focused on understanding the effects 
of various modifications on the efficiency of 
the enzyme(s) are also of considerable impor- 
tance. In one such study on E. coli RNase H, 
we reported that the enzyme displays minimal 

quence specificity and is processive. When a 
chimeric oligonucleotide with 2'-modified sug- 
ars in the wings was hybridized to the RNA, 
the initial site of cleavage was the nucleotide 
adjacent to the methoxy-deoxy junction clos- 
st to the 3'-end of the RNA substrate. The 

id rate of cleavage increased as the size of 
he DNA gap increased and the efficiency of 
he enzyme was considerably less against an 

RNA target duplexed with a chimeric anti- 
sense oligonucleotide than against a full DNA- 
type oligonucleotide (149). 

In subsequent studies, we evaluated the in- 
teractions of antisense oligonucleotides with 
both structured and unstructured targets, and 
the impacts of these interactions on RNase H 
in more detail (150). Using a series of non- 
cleavable substrates and Michaelis-Menten 

analyses, we were able to evaluate both bind- 
ing and cleavage. We showed that E. coli 
RNase H1 is a double-stranded RNA binding 
protein. The Kd for the RNA duplex was 1.6 
pM; the K, for a DNA duplex was 176 pM; and 
the Kd for single-stranded DNA was 942 pM. 
In contrast, the enzyme could cleave RNA only 
in an RNA-DNA duplex. Any 2'-modification 
in the antisense drug at the cleavage site in- 
hibited cleavage, but significant charge reduc- 
tion and 2'-modifications were tolerated at the 
binding site. Finally, placing a positive charge 
(e.g., 2'-propoxyamine) in the antisense drug 
reduced affinity and cleavage. We also exam- 
ined the effects of antisense oligonucleotide- 
induced RNA structures on the activity of E. 
coli RNase H1 (150). Any structure in the du- 
plex substrate was found to have a significant 
negative effect on the cleavage rate. Further, 
cleavage of selected sites was inhibited en- 
tirely, and this was explained by steric hin- 
drance imposed by the RNA loop traversing 
either the minor or major grooves or the het- 
eroduplex. 

Recently, we cloned and expressed human 
RNase HI. The protein is homologous to E. 
coli RNase HI, but has properties similar to 
those described for human RNase H type 2 
(151, 152). The enzyme is stimulated by low 
concentrations of Mg+', inhibited by higher 
concentrations, and inhibited by Mnt2 in the 
presence of Mg'2. It is a double-stranded, 33- 
kDa molecular weight RNA binding protein 
and exhibits unique positional and sequence 
preferences for cleavage (153). Additionally, 
human RNase H2 has been cloned, but to date 
the expressed protein has not been shown to 
be active (154). Very recently, we reported on 
the effects of several mutations introduced 
into human RNase H1 on the activity of the 
enzyme (155). Thus, we now have the neces- 
sary tools to begin to explore the roles of hu- 
man RNase H proteins in biological and phar- 
macological processes and to begin to develop 
drugs designed to interact with them more ef- 
fectively. 

Finally, at least with regard to RNase H- 
induced degradation of targeted RNA, we re- 
cently demonstrated that in the range of 
1-150 copies of RNA per cell, the level of target 
RNA has no effect on the potency of antisense 
inhibitors (156), a result of the number of mol- 
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Figure 5.2. Antisense: a drug discove~y and genomics tool: identical process. The processes and 
timelines required to generate optimal antisense inhibitors using automated systems. 

ecules of antisense drug per cell exceeding the 
number of copies of RNA by several orders of 
magnitude. Thus, other factors must be rate 
limiting. 

4.4 Activation of Double-Strand RNases 

By the use of phosphorothioate oligonucleo- 
tides with 2'-modified wings and a ribonucle- 
otide center, we have shown that mammalian 
cells contain enzymes that can cleave double- 
stranded RNAs (157). This may be an impor- 
tant step forward because it adds to the reper- 
toire of intracellular enzymes that may be 
used to cleave target RNAs, and because chi- 
meric oligonucleotides 2'-modified wings and 
oligoribonucleotide gaps have higher affinity 
for RNA targets than do chimeras with oli- 
godeoxynucleotide gaps. 

5 ANTISENSE TECHNOLOGY AS A TOOL 
FOR GENE FUNCTIONALIZATION A N D  
TARGET VALIDATION 

The sequencing of the human and other ge- 
nomes has resulted in intense interest in the 
development of tools with which to determine 
the roles of various gene products and to de- 

termine whether they are appropriate targets 
for drug therapy. With advances in automa- 
tion, antisense technology has proved to be a 
versatile, effective tool for these purposes 
(158). The advances in automation include 
rapid small-scale synthesizers that can syn- 
thesize antisense inhibitors in a 96-well-plate 
format. These are coupled to in-line auto- 
mated analytical methods that provide quality 
assurance. The antisense inhibitors are then 
screened in vitro by the use of an automated 
reverse transcriptase/polynuclease chain reac- 
tion (RT-PCR). With these advances, it is now 
possible to create antisense inhibitors to hun- 
dreds to thousands of genes per year. Figure 
5.2 provides a general scheme for rapid cre- 
ation and evaluation of antisense inhibitors. 
Figure 5.3 shows a typical 96-well-plate screen 
designed to determine the optimal site for an- 
tisense effects, in this case for TNFa-receptor 
1. In this assay, antisense inhibitors to 80 
sites in the target RNA are synthesized and 
screened in TNFa-receptor 1 positive cells. In 
addition, the effects of a variety of control oli- 
gonucleotides are evaluated. In this figure, the 
RNA is displayed 5' in the translated region to 
the 3'-untranslated region and each bar rep- 
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resents the level of the target RNA, deter- 
mined by RT-PCR, clearly interacting in 
several sites and resulting in significant reduc- 
tions in the target RNA. Based on these data, 
several antisense inhibitors can be selected for 
further study, including in vivo evaluation in 
various animal models. 

When one considers the desired attributes 
for tools for gene functionalization and target 
validation, it is readily apparent that anti- 
sense technology meets these criteria. Anti- 
sense inhibitors are gene specific. In the past 
decade, at Isis Pharmaceuticals alone we have 
created antisense inhibitors to nearly 1000 
genes, so we are confident that the technology 
can be used for any gene. Having automated 
antisense, it is rapid, efficient, and cost effec- 
tive. Antisense inhibitors are versatile in that 
they can be used for both in vitro and in vivo 
studies. Antisense inhibitors are pharrnaco- 
logical agents, so they provide direct insights 
into the types of responses to be expected from 
acute interventions with drugs that affect the 
target. Antisense inhibitors can also be used to 
dissect the roles of splice variants and to iden- 
tify novel gene functions. 

6 CHARACTERISTICS OF 
PHOSPHOROTHIOATE 
OLIGONUCLEOTIDES 

Of the first-generation oligonucleotide ana- 
logs, the class that has resulted in the broadest 
range of activities and about which the most is 
known is the phosphorothioate class. Phos- 
phorothioate oligonucleotides were first syn- 
thesized in 1969 when a poly(rlrC1 phosphoro- 
thioate was synthesized. This modification 
clearly achieves the objective of increased nu- 
clease stability. In this class of oligonucleo- 
tides, one of the oxygen atoms in the phos- 
phate group is replaced with a sulfur. The 
resulting compound is negatively charged, is 
chiral at each phosphorothioate phosphodi- 
ester, and is much more resistant than the 
parent phosphorothioate to nucleases (159). 

6.1 Hybridization 

The hybridization of phosphorothioate oligo- 

I nucleotides to DNA and RNA has been thor- 
oughly characterized (79,160-162). The T,  of 

1 

a phosphorothioate oligodeoxynucleotide for 
RNA is approximately 0.5% less per nucleo- 
tide than for a corresponding phosphodiester 
oligodeoxynucleotide. This reduction in Tm 
per nucleotide is virtually independent of the 
number of phosphorothioate units substituted 
for phosphodiesters. However, sequence con- 
text has some influence, given that the AT, 
can vary from -0.3% to -l.O°C, depending 
on sequence. Compared to RNA and RNA du- 
plex formation, a phosphorothioate oligode- 
oxynucleotide has a T ,  value of about -2.2% 
lower per unit (163). This means that to be 
effective in vitro, phosphorothioate oligode- 
oxynucleotides must typically be 17- to 20-mer 
in length and that invasion of double-stranded 
regions in RNA is difficult (66, 83, 144, 164). 

Association rates of phosphorothioate oli- 
godeoxynucleotide to unstructured RNA tar- 

- 

gets are typically lo6-lo7 M-' s l, indepen- 
dent of oligonucleotide length or sequence (81, 
83). Association rates to structured RNA tar- 
gets can vary from lo2 to 10sM-' s-', depend- 
ing on the structure of the RNA, site of bind- 
ing in the structure, and other factors (163). 
Said another way, association rates for oligo- 
nucleotides that display acceptable affinity 
constants are sufficient to support biological 
activity at therapeutically achievable concen- 
trations. Interestingly, a recent study using 
phosphodiester oligonucleotides coupled to ' 

fluoroscein showed that hybridization was de- 
tectable within 15 min after microinjection 
into K562 cells (165). 

The specificity of hybridization of phospho- 
rothioate oligonucleotides is, in general, 
slightly greater than that of phosphodiester 
analogs. For example, a T-C mismatch results 
in a 7.7 or 12.8"C reduction in Tm, respec- 
tively, for a phosphodiester or phosphorothio- 
ate oligodeoxynucleotide 18 nucleotides in 
length with the mismatch centered (163). 
Thus, from this perspective, the phosphoro- 
thioate modification is quite attractive. 

6.2 Interactions with Proteins 

Phosphorothioate oligonucleotides bind to 
proteins. The interactions with proteins can 
be divided into nonspecific, sequence-specific, 
and structure-specific binding events, each of 
which may have different characteristics and 
effects. Nonspecific binding to a wide variety 
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Figure 5.3. TNF R1 screen. Results from a screen to identify the optimal antisense inhibitor to 
tumor necrosis factor a receptor 1 (TNFa-Rl). 2'-Methoxyethyl chimeric antisense inhibitors were 
synthesized to 80 sites in the target RNA and their effects on TNFa-R1, RNA were evaluated after 
incubation with TNFa-R1-expressing cells. The results are expressed as percentage control RNA 
determined by RT-PCR analyses. The effects of the antisense inhibitors are displayed schematically 
from 5'UTR to 3'UTR right to left on the figure. The antisense inhibitors that result in the maximum 

(smallest bars) are then evaluated with careful dose-response curves and 
mg with control oligonucleotides to ensure the effects are specific. 
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of proteins has been demonstrated. Exem- 
plary of this type of binding is the interaction 
of phosphorothioate oligonucleotides with se- 
rum albumin. The affinity of such interactions 
is low. The K, value for albumin is approxi- 
mately 200 phi,  in a range similar to that of 
aspirin or penicillin (166, 167). Furthermore, 
in this study, no competition between phos- 
phorothioate oligonucleotides and several 
drugs that bind to bovine serum albumin was 
observed. In this study, binding and competi- 
tion were determined in an assay in which 
electrospray mass spectrometry was used. In 
contrast, in a study in which an equilibrium 
dissociation constant was derived from an as- 
say using albumin loaded on a CH-Sephadex 
column, the K, value ranged from 1 to 5 X 
lop5 M for bovine serum albumin and 2 to 3 X 
lop4 M for human serum albumin. Moreover, 
warfarin and indomethacin were reported to 
compete for binding to serum albumin (168). 
However, in experiments in our laboratory, we 
were unable to reproduce the results (for re- 
view, see Ref. 169). Clearly, much more work 
is required before definitive conclusions can be 
drawn. 

Phosphorothioate oligonucleotides can in- 
teract with nucleic acid binding proteins such 
as transcription factors and single-strand nu- 
cleic acid binding proteins. However, very 
little is known about these binding events. Ad- 
ditionally, it has been reported that phos- 
phorothioates bind to an 80-kDa membrane 
protein that was suggested to be involved in 
cellular uptake processes (87). However, 
again, little is known about the affinities, se- 
quences, or structure specificities of these pu- 
tative interactions. More recently, interac- 
tions with 30- and 46-kDa surface proteins in 
TI5 mouse fibroblasts were reported (170). 

Phosphorothioates interact with nucleases 
and DNA polymerases. These compounds are 
slowly metabolized by both endo- and exo- 
nucleases and inhibit these enzymes (160, 
171). The inhibition of these enzymes appears 
to be competitive and this may account for 
some early data suggesting that phosphoro- 
thioates are almost infinitely stable to nucle- 
ases. In these studies, the oligonucleotide-to- 
enzyme ratio was very high and thus the 
enzyme was inhibited. Phosphorothioates also 
bind to RNase H when in an RNA-DNA duplex 

and the duplex serves as a substrate for RNase 
H (172). At higher concentrations, presum- 
ably by binding as a single strand to RNase H, 
phosphorothioates inhibit the enzyme (149, 
160). Again, the oligonucleotides appear to be 
competitive antagonists for the DNA-RNA 
substrate. 

Phosphorothioates have been shown to be 
competitive inhibitors of DNA polymerase a 
and p with respect to the DNA template, and 
noncompetitive inhibitors of DNA poly- 
merases y and 6 (172). Despite this inhibition, 
several studies have suggested that phospho- 
rothioates might serve as primers for poly- 
merases and be extended (140, 173, 174). In 
our laboratories, we have shown extensions of 
only 2-3 nucleotides. At present, a full expla- 
nation as to why no longer extensions are ob- 
served is not available. 

Phosphorothioate oligonucleotides have 
been reported to be competitive inhibitors for 
HIV-reverse transcriptase and inhibit RT-as- 
sociated RNase H activity (175, 176). They 
have been reported to bind to the cell surface 
protein CD4 and to protein kinase C (PKC) 
(177). Various viral polymerases have also 
been shown to be inhibited by phosphorothio- 
ates (140). Additionally, we have shown po- 
tent, non-sequence-specific inhibition of RNA 
splicing by phosphorothioates (105). 

Like other oligonucleotides, phosphoro- 
thioates can adopt a variety of secondary 
structures. As a general rule, self-complemen- 
tary oligonucleotides are avoided, if possible, 
to avoid duplex formation between oligonucle- 
otides. However, other structures that are 
less well understood can also form. For ex- 
ample, oligonucleotides containing runs of 
guanosines can form tetrameric structures 
called G-quartets, and these appear to interact 

- 

with a number of proteins with relatively 
greater affmity than that of unstructured oli- 
gonucleotides (80). 

In conclusion, phosphorothioate oligonu- 
cleotides may interact with a wide range of 
proteins through several types of mecha- 
nisms. These interactions may influence the 
pharmacokinetic, pharmacologic, and toxico- 
logic properties of these molecules. They may 
also complicate studies on the mechanism of 
action of these drugs, and may obscure an an- 
tisense activity. For example, phosphorothio- 
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ate oligonucleotides were reported to enhance 
lipopolysaccharide-stimulated synthesis or tu- 
mor necrosis factor (178). This would obvi- 
ously obscure antisense effects on this target. 

6.3 Pharmacokinetic Properties 

To study the pharmacokinetics of phosphoro- 
thioate oligonucleotides, a variety of labeling 
techniques have been used. In some cases, 3'- 

I 32 or 5 - P end-labeled or fluorescently labeled 
oligonucleotides have been used in either in 
vitro or in vivo studies. These are probably less 
satisfactory than internally labeled compounds 
because terminal phosphates are rapidly re- 
moved by phosphatases and fluorescently la- 
beled oligonucleotides have physicochemical 
properties that differ from those of the unmodi- 
fied oligonucleotides. Consequently, either uni- 
formly (179) S-labeled or base-labeled phospho- 
rothioates are preferable for pharmacokinetic 
studies. In our laboratories, a tritium exchange 
method that labels a slowly exchanging proton 
at the C8 position in purines was developed and 
proved to be quite useful (180). Very recently, a 
method that added radioactive methyl groups 
through S-adenosyl methionine was also suc- 
cessfully used (181). Finally, advances in extrac- 
tion, separation, and detection methods have re- 
sulted in methods that provide excellent 
pharmacokinetic analyses without radiolabeling 
(182). 

6.3.1 Nuclease Stability. The principal met- 
abolic pathway for oligonucleotides is cleav- 
age by endo- and exonucleases. Phosphoro- 
thioate oligonucleotides, although quite stable 
to various nucleases, are competitive inhibi- 
tors of nucleases (67, 93, 172, 183, 184). Con- 
sequently, the stability of phosphorothioate 
oligonucleotides to nucleases is probably a bit 
less than initially thought, given the high con- 
centrations (that inhibited nucleases) of oligo- 
nucleotides that were employed in the early 
studies. Similarly, phosphorothioate oligonu- 
cleotides are degraded slowly by cells in tissue 
culture with a half-life of 12-24 h and are 
slowly metabolized in animals (183,185,186). 
The pattern of metabolites suggests primarily 
exonuclease activity, with perhaps modest 
contributions by endonucleases. However, a 
number of lines of evidence suggest that, in 
many cells and tissues, endonucleases play an 

important role in the metabolism of oligonu- 
cleotides. For example, 3'- and 5'-modified oli- 
gonucleotides with phosphodiester backbones 
have been shown to be relatively rapidly de- 
graded in cells and after administration to an- 
imals (90, 187). Thus, strategies in which oli- 
gonucleotides are modified at only the 3'- and 
5'-terminus as a means of enhancing stability 
have proved to be unsuccessful. 

6.4 in Vitro Cellular Uptake 

Phosphorothioate oligonucleotides are taken 
up by a wide range of cells in vitro (72,93,172, 
188, 189). In fact, uptake of phosphorothioate 
oligonucleotides into a prokaryote, Vibrio 
parahaemoyticus, has been reported as has up- 
take into Schistosoma Mansoni (190, 191). 
Uptake is time and temperature dependent. It 
is also influenced by cell type, cell-culture con- 
ditions, media and sequence, and length of the 
oligonucleotide (93). No obvious correlation 
between the lineage of cells, whether the cells 
are transformed or are virally infected, and 
uptake has been identified (93); nor are the 
factors that result in differences in uptake of 
different sequences of oligonucleotide under- 
stood. Although several studies have sug- 
gested that receptor-mediated endocytosis 
may be a significant mechanism of cellular up- 
take, the data are not yet compelling enough 
to conclude that receptor-mediated endocyto- 
sis accounts for a significant portion of the up 
take in most cells (87). 

Numerous studies have shown that phos- 
phorothioate oligonucleotides distribute broadly 
in most cells once taken up (93, 192). Again, 
however, significant differences in subcellular 
distribution between various types of cells 
have been noted. 

Cationic lipids and other approaches have 
been used to enhance uptake of phosphoro- 
thioate oligonucleotides in cells that take 
up little oligonucleotide in vitro (193-195). 
Again, however, there are substantial varia- 
tions from cell type to cell type. Other ap- 
proaches to enhanced intracellular uptake in 
vitro have included streptolysin D treatment 
of cells and the use of dextran sulfate and 
other liposome formulations as well as physical 
means such as microinjections (93, 196, 197). 
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In Vivo Pharmacokinetics 

osphorothioate oligonucleotides bind to se- 
m albumin and a-2 macroglobulin. The ap- 

went affinity for albumin is quite low (200- 
pill) and comparable to the low affinity 

binding observed for a number of drugs (e.g., 
pirin, penicillin) (167, 168, 182). Serum pro- 
in binding, therefore, provides a repository 
r these drugs and prevents rapid renal excre- 
on. Because serum protein binding is satura- 

ble, at higher doses, intact oligomer may be 
und in urine (174,198). Studies in our labo- 

suggest that in rats, oligonucleotides 
nistered intravenously at  doses of 15-20 

saturate the serum protein binding ca- 
(199). 

Phosphorothioate oligonucleotides are rap- 
and extensively absorbed after parented 
inistration. For example, in rats, after an 

radermal dose 3.6 mglkg of 14C-ISIS 2105, a 
0-mer phosphorothioate, approximately 70% 
f the dose was absorbed within 4 h and total 
stemic bioavailability was in excess of 90% 
00). After intradermal injection in humans, 

absorption of ISIS 2105 was similar to that ob- 
served in rats (201). Subcutaneous administra- 
tion to rats and monkeys results in somewhat 
lower bioavailability and greater distribution to 
lymph nodes, as would be expected (202). 

Distribution of phosphorothioate oligonu- 
cleotides from blood after absorption or i.v. 
administration is extremely rapid. We have re- 
ported distribution half-lives of less than 1 h, 
and similar data have been reported by others 
(174, 198, 200, 203). Blood and plasma clear- 
ance is multiexponential, with a terminal 
elimination half-life from 40 to 60 h in all species 
except humans, where the terminal elimination 
half-life may be somewhat longer (201). 

Phosphorothioates distribute broadly to all 
peripheral tissues. Liver, kidney, bone mar- 
row, skeletal muscle, and skin accumulate the 
highest percentage of a dose, but other tissues 
display small quantities of drug (200,203). No 
evidence of significant penetration of the 
blood-brain barrier has been reported. The 
rates of incorporation and clearance from tis- 
sues vary as a function of the organ studied, 
with liver accumulating drug most rapidly 
(20% of a dose within 1-2 h) and other tissues 
accumulating drug more slowly, and similarly, 

elimination of drug relatively rapidly from 
liver compared to that from many other tis- 
sues (e.g., terminal half-life from liver, 62 h; 
from renal medulla, 156 h). The distribution 
into the kidney has been studied more exten- 
sively and drug was shown to be present in 
Bowman's capsule, the proximal convoluted 
tubule, the brush border membrane, and 
within renal tubular epithelial cells (204). The 
data suggested that the oligonucleotides are 
filtered by the glomerulus, then reabsorbed by 
the proximal convoluted tubule epithelial 
cells. Moreover, the authors suggested that re- 
absorption might be mediated by interactions 
with specific proteins in the brush border 
membranes. In addition, the oligonucleotide is 
accumulated in a nonfiltering kidney, suggest- 
ing that there is uptake from the basal side 
also. 

Clearance of phosphorothioate oligonucle- 
otides is attributed primarily to metabolism 
(200, 203, 205). Metabolism is mediated by 
exo- and endonucleases that result in shorter 
oligonucleotides and, ultimately, nucleosides 
that are degraded by normal metabolic path- 
ways. Although no direct evidence of base ex- 
cision or modification has been reported, these 
are theoretical possibilities that may occur. In 
one study, a larger molecular weight radioac- 
tive material was observed in urine, but not 
fully characterized (174). Clearly, the poten- 
tial for conjugation reactions and extension of 
oligonucleotides by these drugs serving as 
primers for polymerases must be explored in 
more detail. In a very thorough study, 20-nu- 
cleotide phosphodiester and phosphorothioate 
oligonucleotides were administered i.v. at a 
dose of 6 mgkg to mice. The oligonucleotides 
were internally labeled with 3H-CH3 by meth- 
ylation of an internal deoxycytidine residue 
using Hhal methylase and S-[3Hladenosyl 
methionine (181). The pharmacokinetic prop- 
erties observed were consistent with our re- 
sults as described above. Additionally, in this 
report, autoradiographic analyses showed 
drug in renal cortical cells (181). 

One study of prolonged infusions of a phos- 
phorothioate oligonucleotide to humans has 
been reported (206). In this study, five pa- 
tients with leukemia were given 10-day i.v. in- 
fusions at a dose of 0.05 mg kg-' h-'. Elimi- 
nation half-lives reportedly varied from 5.9 to 



Oligonucleotide Therapeutics 

14.7 days. Urinary recovery of radioactivity 
was reported to be 30-60% of the total dose, 
with 30% of the radioactivity being intact 
drug. Metabolites in urine included both 
higher and lower molecular weight com- 
pounds. In contrast, when GEM81 (a 25-mer 
phosphorothioate oligodeoxynucleotide) was 
administered to humans as a 2-h i.v. infusion 
at a dose of 0.1 mgkg, a peak plasma concen- 
tration of 295.8 ng/mL was observed at the 
cessation of the infusion. Plasma clearance of 
total radioactivity was biexponential with ini- 
tial and terminal elimination half-lives of 0.18 
and 26.71 h, respectively. However, degrada- 
tion was extensive and intact drug pharmaco- 
kinetic models were not presented. Nearly 
50% of the administered radioactivity was re- 
covered in urine, but most of the radioactivity 
represented degrades. In fact, no intact drug 
was found in the urine at any time (207). 

In a more recent study in which the level of 
intact drug was carefully evaluated using cap- 
illary gel electrophoresis, the pharmacokinet- 
ics of ISIS 2302, a 20-mer phosphorothioate 
oligodeoxynucleotide, after a 2-h infusion, 
were determined. Doses from 0.06 to 2.0 
mgkg were studied and the peak plasma con- 
centrations were shown to increase linearly 
with dose, with the 2 mg/kg dose resulting in 
peak plasma concentrations of intact drug of 
about 9.5 ~g1mL. Clearance from plasma, 
however, was dose dependent, with the 2 
mg/kg dose having a clearance of 1.28 mL 
min-' kg-', whereas that of 0.5 mgkg was 
2.07 mL min-' kg-'. Essentially, no intact 
drug was found in urine. 

Clearly, the two most recent studies differ 
from the initial report in several facets. Al- 
though a number of factors may explain the 
discrepancies, the most likely explanation is 
related to the evolution of assay methodology, 
not differences between compounds. Overall, 
the behavior of phosphorothioates in the 
plasma of humans appears to be similar to 
that in other species. 

In addition to the pharmacological effects 
that have been observed after phosphorothio- 
ate oligonucleotides have been administered 
to animals (and humans), a number of other 
lines of evidence show that these drugs enter 
cells in organs. Autoradiographic, fluorescent, 
and immunohistochemical approaches have 

shown that these drugs are localized in endo- 
promal convoluted tubular cells, various bone 
marrow cells, and cells in the skin and liver 
(204, 208,209). 

Perhaps more compelling and of more long- 
term value are studies recently reported show- 
ing the distribution of phosphorothioate oli- 
gonucleotides in the liver of rats treated 
intravenously with the drugs at various doses 
(210). This study showed that the kinetics and 
extent of the accumulation into Kupffer, endo- 
thelial, and hepatocyte cell population varied 
and that as doses were increased, the distribu- 
tion changed. Moreover, the study showed 
that subcellular distribution also varied. 

6.5.1 Aerosol Administration. Phosphoro- 
thioate oligodeoxynucleotides have been 
shown to be attractive for inhalation delivery 
to the lung and upper airway (211-213). Tar- 
get reduction in the lung has been demon- 
strated (214) and these drugs have been 
shown to distribute broadly to all cell types in 
the lung after aerosol administration. Fur- 
ther, these drugs were shown to be well toler- 
ated at doses up to 12 mg/kg (212). 

6.5.2 Topical Administration. Phosphoro- 
thioate oligonucleotides formulated in a very 
s im~le  cream formulation have been shown to - 
penetrate normal mouse, pig, and human skin 
and to penetrate and accumulate in human 
psoriatic skin grown on nude mice. Further, in 
a phase IIa study in patients with plaque pso- 
riasis, ISIS 2302, in ICAM-1 inhibitor, was 
shown to accumulate throughout the dermis 
and epidermis after topical administration 
and to result in a positive trend in the primary 
endpoint, that is, induration (Kruger, unpub- 
lished observations, 2000). Thus, studies have 
demonstrated a substantial accumulation of 
drug throughout the dermis and epidermis 
and reduction of targets such as ICAM-1, B71, 
and B72 (for review, see Ref. 215). 

6.5.3 Summary. In summary, pharmacoki- 
netic studies of several phosphorothioates 
demonstrate that they are well absorbed from 
parented sites, distribute broadly to many 
peripheral tissues, do not cross the blood- 
brain barrier, and are eliminated primarily by 
nuclease metabolism. In short, once daily or 
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every other day systemic dosing is feasible. Al- 
though the similarities between oligonucleo- 
tides of different sequences are far greater 
than the differences, additional studies are re- 
quired before determining whether there are 
subtle effects of sequence on the pharmacoki- 
netic profile of this class of drugs. Moreover, 
they can be delivered to the lung by aerosol 
and topically administered, and progress in 
achieving acceptable oral bioavailability con- 
tinues. 

6.6 Pharmacological Properties 

6.6.1 Molecular Pharmacology. Antisense 
oligonucleotides are designed to bind to RNA 
targets through Watson-Crick hybridization. 
Because RNA can adopt a variety of secondary 
structures through Watson-Crick hybridiza- 
tion, one useful way to think of antisense oli- 
gonucleotides is as competitive antagonists for 
self-complementary regions of the target 
RNA. Obviously, creating oligonucleotides 
with the highest affinity per nucleotide unit is 
pharmacologically important, and a compari- 
son of the aMinity of the oligonucleotide to a 
complementary RNA oligonucleotide is the 
most sensible comparison. In this context, 
phosphorothioate oligodeoxynucleotides are 
relatively competitively disadvantaged, in 
that the affinity per nucleotide unit of oli- 
gomer is less than that of RNA (> -2.0% T, 
per unit) (216). This results in a requirement 
of at least 15-17 nucleotides to have sufficient 
affinity to produce biological activity (164). 

Although multiple mechanisms by which 
an oligonucleotide may terminate the activity 
of an RNA species to which it binds are possi- 
ble, examples of biological activity have been 
reported for only three of these mechanisms. 
Antisense oligonucleotides have been reported 
to inhibit RNA splicing, effect translation of 
mRNA, and induce degradation of RNA by 
RNase H (28,100,125). Without question, the 
mechanism that has resulted in the most po- 
tent compounds and is best understood is 
RNase H activation. To serve as a substrate 
for RNase H, a duplex between RNA and a 
"DNA-like" oligonucleotide is required. Spe- 
cifically, a sugar moiety in the oligonucleotide 
that induces a duplex conformation equiva- 
lent to that of a DNA-RNA duplex and a 

charged phosphate are required (38). Thus, 
phosphorothioate oligodeoxynucleotides are 
expected to induce RNase H-mediated cleav- 
age of the RNA when bound. As discussed - 
later, many chemical approaches that enhance 
the affinity of an oligonucleotide for RNA re- 
sult in duplexes that are no longer substrates 
for RNase H. 

Selection of sites at which optimal anti- 
sense activity may be induced in an RNA mol- 
ecule is complex, dependent on terminating 
mechanism and influenced by the chemical 
class of the oligonucleotide. Each RNA ap- 
pears to display unique patterns of sites of sen- 
sitivity. Within the phosphorothioate oligode- 
omucleotide chemical class. studies in our " 

laboratory have shown antisense activity can 
vary from undetectable to 100% by shifting an 
oligonucleotide by just a few bases in the RNA 
target (94, 160, 217). Although significant 
progress has been made in developing general 
rules that help define potentially optimal sites 
in RNA species, to a large extent, this remains 
an empirical process that must be performed 
for each RNA target and every new chemical 
class of oligonucleotides. 

Phosphorothioates have also been shown to 
have effects inconsistent with the antisense 
mechanism for which they were designed. 
Some of these effects are attributed to se- , 

quence or are structure specific; others are 
attributed to nonspecific interactions with - 
proteins. These effects are particularly prom- 
inent in in vitro tests for antiviral activity be- 
cause high concentrations of cells, viruses, and 
oligonucleotides are often coincubated (92, 
218). Human immune deficiency virus (HIV) 
is particularly problematic, in that many oli- 
gonucleotides bind to the gp120 protein (80). 
However, the potential for confusion, arising 
from the misinterpretation of an activity as 
being attributed to an antisense mechanism 
when it is attributed to non-antisense effects. 
is certainly not limited to antiviral or just in 
vitro tests (219-221). Again, these data simply 
urge caution and argue for careful dose-re- 
sponse curves, direct analyses of target pro- 
tein or RNA, and inclusion of appropriate con- 
trols before drawing conclusions concerning 
the mechanisms of action of oligonucleotide- 
based drugs. In addition to protein interac- 
tions, other factors, such as overrepresented 
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sequences of RNA and unusual structures 
that may be adopted by oligonucleotides, can 
contribute to unexpected results (80). 

Given the variability in cellular uptake of 
oligonucleotides, the variability in potency as 
a function of binding site in an RNA target and 
potential non-antisense activities of oligonu- 
cleotides, careful evaluation of dose-response 
curves and clear demonstration of the anti- 
sense mechanism are required before drawing 
conclusions from i n  vitro experiments. Never- 
theless, numerous well-controlled studies 
have been reported in which antisense activity 
was conclusively demonstrated. Because 
many of these studies have been reviewed pre- 
viously, suffice it to say that antisense effects 
of phosphorothioate oligodeoxynucleotides 
against a variety of targets are well docu- 
mented (79, 140, 160, 173,222). 

6.6.2 In Vivo Pharmacological Activities. A 
relatively large number of reports of in vivo 
activities of phosphorothioate oligonucleo- 
tides have now appeared, documenting activi- 
ties after both local and systemic administra- 
tion (for review, see Ref. 78). However, for 
only a few of these reports have sufficient 
studies been performed to draw relatively firm 
conclusions concerning the mechanism of ac- 
tion. Consequently, I will review in some de- 
tail only a few reports that provide sufficient 
data to support a relatively firm conclusion 
with regard to mechanism of action. Local ef- 
fects have been reported for phosphorothioate 
and methylphosphonate oligonucleotides. A 
phosphorothioate oligonucleotide designed to 
inhibit c-myb production and applied locally 
was shown to inhibit intimal accumulation in 
the rat carotid artery (223). In this study, a 
Northern blot analysis showed a significant 
reduction in c-myb RNA in animals treated 
with the antisense compound, but no effect by 
a control oligonucleotide. In a recent study, 
the effects of the oligonucleotide were sug- 
gested to be attributable to a non-antisense 
mechanism (220). However, only one dose 
level was studied. so much remains to be done 
before definitive conclusions are possible. 
Similar effects were reported for phosphoro- 
thioate oligodeoxynucleotides designed to in- 
hibit cyclin-dependent kinases (CDC-2 and 
CDK-2). Again, the antisense oligonucleotide 

inhibited intimal thickening and cyclin-de- 
pendent kinase activity, whereas a control oli- 
gonucleotide had no effect (224). Additionally, 
local administration of a phosphorothioate oli- 
gonucleotide designed to inhibit N-myc re- 
sulted in reduction in N-myc expression and 
slower growth of a subcutaneously trans- 
planted human tumor in nude mice (225). 

Antisense oligonucleotides administered 
intraventricularly have been reported to in- 
duce a variety of effects in the CNS. Intraven- 
tricular injection of antisense oligonucleotides 
to neuropeptide-y-yl receptors reduced the 
density of the receptors and resulted in behav- 
ioral signs of anxiety (226). Similarly, an anti- 
sense oligonucleotide designed to bind to 
NMDA-R1 receptor channel RNA inhibited 
the synthesis of these channels and reduced the 
volume of focal ischemia produced by occlusion 
of the middle cerebral artery in rats (226). 

In a series of well-controlled studies, anti- 
sense oligonucleotides administered intraven- 
tricularly selectively inhibited dopamine type 2 
receptor expression, dopamine type 2 receptor 
RNA levels, and behavioral effects in animals 
with chemical lesions. Controls included ran- 
domized oligonucleotides and the observation 
that no effects were observed on doparnine type 
1 receptor or RNA levels (142-144). This labora- 
tory also reported the selective reduction of do- 
pamine type 1 receptor and RNA levels with the 
appropriate oligonucleotide (227). 

Similar observations were reported in stud- 
ies on AT-1 angiotensin receptors and trypto- 
phan hydroxylase. In studies in rats, direct ob- 
servations ofAT-1 and AT-2 receptor densities 
in various sites in the brain after administra- 
tion of different doses of phosphorothioate an- 
tisense, sense, and scrambled oligonucleotides 
were reported (228). Again, in rats, intraventric- 
ular administration of phosphorothioate anti- 
sense oligonucleotide resulted in a decrease in 
tryptophan hydroxylase levels in the brain, 
whereas a scrambled control did not (229). 

Injection of antisense oligonucleotides to 
synaptosomal-associated protein-25 into the 
vitreous body of rat embryos reduced the ex- 
pression of the protein and inhibited neurite 
elongation by rat cortical neurons (230). 

Aerosol administration to rabbits of an an- 
tisense phosphorothioate oligodeoxynucle- 
otide designed to inhibit the production of 
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adenosine A1 receptor has been reported to 
reduce receptor numbers in the airway 
smooth muscle and to inhibit adenosine, 
house dust mite allergen, and histamine-in- 
duced bronchoconstriction (214). Neither a 
control nor an oligonucleotide complementary 
to bradykinin B2 receptors reduced adenosine 
A1 receptors' density, although the oligonu- 
cleotides complementary to bradykin in B2 re- 
ceptor mRNA reduced the density of these 
receptors. 

In addition to local and regional effects of 
antisense oligonucleotides, a growing number 
of well-controlled studies have demonstrated 
systemic effects of phosphorothioate oligode- 
oxynucleotides. Expression of interleukin 1 in 
mice was inhibited by systemic administration 
of antisense oligonucleotides (231). Oligonu- 
cleotides to the NF-KB p65 subunit adminis- 
tered intraperitoneally at 40 mg/kg every 3 
days slowed tumor growth in mice transgenic 
for the human T-cell leukemia viruses (232). 
Similar results with other antisense oligonu- 
cleotides were shown in another in uiuo tumor 
model, after either prolonged subcutaneous 
infusion or intermittent subcutaneous injec- 
tion (233). 

Several recent reports further extend the 
studies of phosphorothioate oligonucleotides 
as antitumor agents in mice. In one study, a 
phosphorothioate oligonucleotide directed to 
inhibition of the bcr-abl oncogene was admin- 
istered i.v. at a dose of 1 mglday for 9 days to 
immunodeficient mice injected with human 
leukemic cells. The drug was shown to inhibit 
the development of leukemic colonies in the 
mice and to selectively reduce bcr-abl RNA 
levels in peripheral blood lymphocytes, spleen, 
bone marrow, liver, lungs, and brain (96). 
However, it is possible that the effects on the 
RNA levels were secondary to effects on the 
growth of various cell types. In the second 
study, a phosphorothioate oligonucleotide an- 
tisense to the protooncogene myb, inhibited 
the growth of human melanoma in mice. 
Again, myb mRNA levels appeared to be selec- 
tively reduced (234). 

A number of studies from our laboratories 
that directly examined target RNA levels, tar- 
get protein levels, and pharmacological effects 
using a wide range of control oligonucleotides 
and examination of the effects on closely re- 

lated isotypes have been completed. Single 
and chronic daily administration of a phospho- 
rothioate oligonucleotide designed to inhibit 
mouse protein kinase C-a (PKC-a), selectively 
inhibited expression of PKC-a RNA in mouse 
liver without effects on any other isotype. The 
effects lasted at least 24 h after a dose and a 
clear dose-response curve was observed with 
an i.p. dose of 10-15 mg/kg, reducing PKC-a 
RNA levels in the liver by 50% 24 h after a 
dose (235). 

A phosphorothioate oligonucleotide de- 
signed to inhibit human PKC-a expression se- 
lectively inhibited expression of PKC-a RNA 
and PKC-a protein in human tumor cell lines 
implanted subcutaneously in nude mice after 
intravenous administration (236). In these 
studies, effects on RNA and protein levels 
were highly specific and observed at doses 
lower than 6 mg/kg. A large number of control 
oligonucleotides failed to show activity. 

In a similar series of studies, Monia et al. 
demonstrated highly specific loss of human C- 
raf kinase RNA in human tumor xenografts 
and antitumor activity that correlated with 
the loss of RNA (237, 238). 

Finally, a single injection of a phosphoro- 
thioate oligonucleotide designed to inhibit c- 
AMP-dependent protein kinase type 1 was re- 
ported to selectively reduce RNA and protein 
levels in human tumor xenografts and to re- 
duce tumor growth (239). 

Thus, there is a growing body of evidence 
that phosphorothioate oligonucleotides can 
induce potent systemic and local effects i n  
uiuo. More important, there are now a number 
of studies with sufficient controls and direct 
observation of target RNA and protein levels 
to suggest highly specific effects that are diffi- 
cult to explain by any mechanism other than 
antisense. As would be expected, the potency 
of these effects vary depending on the target, 
the organ, and the endpoint measured, as well 
as the route of administration and the time 
after a dose when the effect is measured. 

In conclusion, although it is of obvious im- 
portance to interpret in uivo activity data cau- 
tiously, and it is clearly necessary to include a 
range of controls and to evaluate effects on 
target RNA and protein levels and control 
RNA and protein levels directly, it is difficult 
to argue with the conclusion today that some 
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effects have been observed in animals that are 
most likely primarily ascribed to an antisense 
mechanism. 

6.7 Clinical Activities 

Vitravene, a phosphorothioate oligonucleotide 
designed to inhibit cytomegalovirus-induced 
retinitis, has been shown to be safe and effec- 
tive in the treatment of this disease after in- 
travitreal injection and has been approved for 
sale by regulatory agencies in the United 
States, Europe, and South America (for re- 
view, see Ref. 240). 

6.7.1 lSlS 2302. ISIS 2302 is a phosphoro- 
thioate oligonucleotide inhibitor of human 
ICAM-1. It has been demonstrated to reduce 
ICAM-1 levels in a number of organs in a va- 
riety of animal models and to result in potent 
anti-inflammatory effects (for review, see Ref. 
241). ISIS 2302 has been evaluated in a num- 
ber of clinical trials in patients with inflamma- 
tory diseases (for review, see Ref. 242). The 
drug was evaluated in a randomized placebo- 
controlled phase IIa trial in 43 patients with 
moderate to severe rheumatoid arthritis 
(243). In this trial the effects of 0.5, 1.0, and 
2.0 mg/kg i.v. three times weekly for 1 month 
were compared to placebo. The 0.5 and 2.0 
mgkg doses resulted in prolonged improve- 
ment in rheumatoid arthritis activity, com- 
pared to placebo. All doses were extremely 
well tolerated. ISIS 2302 was evaluated both 
by i.v. and topical routes as a potential thera- 
peutic for patients with psoriasis; the dosing 
for the i.v. study was equivalent to that used 
for the rheumatoid arthritis study, but only 17 
patients were evaluated. Again, all doses were 
well tolerated. At the end of the treatment Re- - 
riod an approximately 30% reduction on pso- 
riasis activity index score (a measure of psori- 
asis activity) was reported (244). Additionally, 
several concentrations of ISIS 2302 were eval- 
uated in patients with moderate plaque psori- 
asis. In this study, the drug was applied topi- 
cally in a simple cream formulation once a day 
for 3 months. The patients were followed for a 
total of 6 months. In approximately one-half 
the patients, skin biopsies were taken. The 
study showed that ISIS 2302 achieved very 
high dermal and epidermal concentrations 
that increased as the concentration in the 

cream was increased, with 2% and 4% creams 
given dermal concentrations similar to those 
at which pharmacological effects were ob- 
served in animals. Further, there was a trend 
(P = 0.053) in favor of increasing ISIS 2302 
concentrations with regard to the primary 
endpoint, induration. Again, the drug was 
very well tolerated. Additional studies with 
topical ISIS 2302 are in progress. 

ISIS 2302 has been evaluated most exten- 
sively in Crohn's disease. In the initial place- 
bo-controlled study in steroid-dependent pa- 
tients, ISIS 2302 resulted in a substantial 
reduction in symptoms and a dramatic reduc- 
tion in steroid use and reduction of ICAM-1 
levels in the small intestines of patients 
treated and evaluated with serial colonosco- 
pies. The duration of effect after a month of 
dosing was in excess of 6 months. Further, 
serial colonoscopic biopsies demonstrated re- 
duction of ICAM-1 protein in the small bowels 
of treated patients (245). In a subsequent 300 
patient trial, in which patients were treated 
with placebo or 2 mgtkg every other day for 2 
or 4 weeks, again the drug was shown to be 
extremely well tolerated. A population phar- 
macokinetic study demonstrated that heavier " 

patients and women achieved greater expo- 
sures to the drug and that in the patients in 
the upper two quartiles of drug exposure, the 
drug produced a statistically significant in: 
crease in complete remissions compared to 
placebo (246). Additional phase I11 trials at 
higher doses are in progress. 

6.7.2 lSlS 3521. ISIS 3521 is a phosphoro- 
thioate oligodeoxynucleotide inhibitor of 
PKCa (for review, see Ref. 247). This drug has 
been evaluated as a single agent in a variety of 
solid tumors, using a variety of dose schedules 
at doses as high as 30 mg kg-' day-' and the 
drug was well tolerated. Table 5.1 shows the 
results reported for the drug in these patients 
with advanced chemoresistant malignancies. 
ISIS 3521 has also been evaluated in combina- 
tion in a number of chemotherapeutic agents 
in a number of solid tumors. The most ad- 
vanced experience is a phase 1/11 study in 53 
patients with non-small cell carcinoma of the 
lung in combination with carboplatin and 
taxol. In this study, with no increase in toxic- 
ity, ISIS 3521 was associated with a substan- 
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tial improvement in survival (16 months) com- 
pared to that of historical controls (248). 
Based on these data, a large phase I11 program 
is in progress. 

6.7.3 C3139. G3139 is a phosphorothioate 
oligodeoxynucleotide designed to inhibit BCL,. 
It has demonstrated single agent activity in non- 
Hodgkin's lymphoma. In the non-Hodgkin's 
lymphoma trial, BCL, levels in peripheral blood 
cells were reduced by (33139 (249). G3139 is also 
being studied in combination with chemothera- 
peutic agents. In a Phase I study with decarba- 
zine in patients with malignant melanoma, a 
21% response rate in 14 patients was reported 
(250). This drug is being evaluated in a number 
of other malignant diseases and in a number of 
other combinations. 

6.7.4 lSlS 2503. ISIS 2503 is a phosphoro- 
thioate oligodeoxynucleotide designed to in- 
hibit Ha-ras. It is currently completing phase 
I1 single-agent and combination studies in pa- 
tients with a variety of solid malignancies (for 
review, see Ref. 247). It has been reported to 
be well tolerated and preliminary suggestions 
of activity have been reported (see Table 5.1). 

6.7.5 lSlS 51 32. ISIS 5231 is a phosphoro- 
thioate oligodeoxynucleotide designed to in- 
hibit C-raf kinase. In phase I studies, this drug 
was shown to reduce C-raf kinase levels in pe- 
ripheral blood cells and displayed activity in 
patients with ovarian cancer (251). It too is 
completing phase I1 evaluation (for review, 
see Ref. 247). 

6.8 Toxicology 

6.8.1 In Vitro. In our laboratory, we have 
evaluated the toxicities of scores of phospho- 
rothioate oligodeoxynucleotides in a signifi- 
cant number of cell lines in tissue culture. As a 
general rule, no significant cytotoxicity is in- 
duced at concentrations below 100 pM oligo- 
nucleotide. Additionally, with a few excep- 
tions, no significant effect on macromolecular 
synthesis is observed at concentrations below 
100 (188, 192). 

Polynucleotides and other polyanions have 
been shown to cause release of cytokines (8). 
Also, bacterial DNA species have been re- 

ported to be mitogenic for lymphocytes in vitro 
(259). Furthermore, oligodeoxynucleotides 
(30-45 nucleotides in length) were reported to 
induce interferons and enhance natural killer 
cell activity (260). In the latter study, the oli- 
gonucleotides that displayed natural killer cell 
(NK)-stimulating activity contained specific 
palindromic sequences and tended to be 
guanosine rich. Collectively, these observa- 
tions indicate that nucleic acids may have 
broad immunostimulatory activity. 

It has been shown that phosphorothioate 
oligonucleotides stimulate B-lymphocyte pro- 
liferation in a mouse splenocyte preparation 
(analogous to bacterial DNA), and the re- 
sponse may underlie the observations of lym- 
phoid hyperplasia in the spleen and lymph 
nodes of rodents caused by repeated adminis- 
tration of these compounds (see below) (261). 
We also have evidence of enhanced cytokine 
release by immunocompetent cells when ex- 
posed to phosphorothioates in vitro (262). In 
this study, both human keratinocytes and an 
in vitro model of human skin released inter- 
leukin 1-a when treated with 250 @ to 1 mM 
of phosphorothioate oligonucleotides. The ef- 
fects seemed to be dependent on the phospho- 
rothioate backbone and independent of se- 
quence or 2'-modification. In a study in which 
murine B-lymphocytes were treated with 
phosphodiester oligonucleotides, B-cell activa- ' 
tion was induced by oligonucleotides with un- 
methylated CpG dinucleotides (263). This has 
been extrapolated to suggest that the CpG mo- 
tif may be required for immune stimulation of 
oligonucleotide analogs such as phosphoro- 
thioates. This clearly is not the case with re- 
gard to release of IL-la from keratinocytes 
(262), nor is it the case with regard to in vivo 
immune stimulation (see below). 

6.8.2 Genotoxicity. As with any new chem- 
ical class of therapeutic agents, concerns about 
genotoxicity cannot be dismissed, given that 
little in vitro testing has been performed and 
no data from long-term studies of oligonucle- 
otides are available. Clearly, given the limita- 
tions in our understanding about the basic 
mechanisms that might be involved, empirical 
data must be generated. We performed muta- 
genicity studies on five phosphorothioate oli- 
gonucleotides, ISIS 2302, ISIS 2105, ISIS 



Table 5.1 Single-Agent Antitumor Activity in Clinical Trials of Antisense Oligonucleotides 

OligoITarget Schedule Tumor Efficacy Results Ref. 

ISIS 3521PKC-a! 2 h i.v. infusion tiw, 
3 weeks out of 4 

2 day c.i.v., 3 weeks 
out of 4 

ISIS 5132lC-raf 2 h i.v. infusion tiw, 
3 weeks out of 4 

21 day c.i.v., 3 
weeks out of 4 

ISIS 2503Ma-ras 14 day c.i.v., 2 
weeks out of 3 

24 h c.i.v., repeated 
weekly 

G3139lbcl-2 14-day s.c. infusion 

Lymphoma 

Non-small cell lung 
Ovarian 

Colon 

Renal 

Ovarian 

Pancreatic 
Renal 
Sarcoma 
Pancreatic 
Colon 
Mesothelioma 
Melanoma 

Lymphoma 

Complete response in 2 of 2 patients with low grade disease: 11 
One continuing 30+ months after start of treatment. 
One with skin recurrence 15 months after start of treatment 

Stable disease for 6 months 
Partial response: time to progression (TTP): 11 months 12 
Marker only disease with 75% J in CA-125. TTP: 7 months 
Marker only disease with 40% J in CA-125. TTP: 7 months 
80% J in CA-125 with stable measurable disease 
Stable disease for 7 months; 31% decrease of CEA 41,42 
Concurrent & C-raf expression in peripheral blood mononuclear cells 
Stable disease for 9 months. Concurrent J C-raf expression in 

peripheral blood mononuclear cells 
97% decrease in CA-125 with stable evaluable disease. 40 

TTP: 10 months 
Stable disease for 10 months 
Stable disease for 9 months 
Stable disease for 10 cycles 31 
Stable disease for 9 cycles 
Stable disease for 8 cycles 
Stable disease for 6 cycles 
Melanoma: stable disease for 7 cycles 32 

Complete response: 1/17 patients 48 
11 stable disease (including 2 minor responses) 
6/17 patients with improved lymphoma symptoms 
7/16 patients with & Bcl-2 protein in PBMC, bone marrow, or lymph 

node 
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5132, ISIS 14803, and Vitravene, and found 
them to be nonmutagenic at all concentrations 
studied (264, 265). 

Two mechanisms of genotoxicity that may 
be unique to oligonucleotides have been con- 
sidered. One possibility is that an oligonucle- 
otide analog could be integrated into the 
genome and produce mutagenic events. Al- 
though integration of an oligonucleotide into 
the genome is conceivable, it is likely to be 
extremely rare. For most viruses, viral DNA 
integration is itself a rare event and, of course, 
viruses have evolved specialized enzyme-me- 
diated mechanisms to achieve integration. 
Moreover, preliminary studies in our labora- 
tory have shown that phosphorothioate oli- 
godeoxynucleotides are generally poor sub- 
strates for DNA polymerases, and it is unlikely 
that enzymes such as integrases, gyrases, and 
topoisomerases (that have obligate DNA 
cleavage as intermediate steps in their enzy- 
matic processes) will accept these compounds 
as substrates. Consequently, it would seem 
that the risk of genotoxicity resulting from 
genomic integration is no greater, and proba- 
bly less, than that of other potential mecha- 
nisms (e.g., alteration of the activity of growth 
factors, cytokine release, nonspecific effects on 
membranes that might trigger arachidonic 
acid release, or inappropriate intracellular sig- 
naling). Presumably, new analogs that deviate 
significantly more from natural DNA would be 
even less likely to be integrated. 

A. second concern that has been raised 
about possible genotoxicity is the risk that oli- 
gonucleotides might be degraded to toxic or 
carcinogenic metabolites. However, metabo- 
lism of phosphorothioate oligodeoxynucleo- 
tides by base excision would release normal 
bases, which presumably would be nongeno- 
toxic. Similarly, oxidation of the phosphoro- 
thioate backbone to the natural phosphodi- 
ester structure would also yield nonmutagenic 
(and probably nontoxic) metabolites. Finally, 
it is possible that phosphorothioate bonds 
could be hydrolyzed slowly, releasing nucleo- 
side phosphorothioates that presumably 
would be rapidly oxidized to natural (non- 
toxic) nucleoside phosphates. However, oligo- 
nucleotides with modified bases andlor back- 
bones may pose different risks. 

6.8.3 In Vivo 
6.8.3.1 Acute and Transient Toxicities 
6.8.3.1.1 Complement Activation. Rapid in- 

fusion of phosphorothioate oligodeoxynucle- 
otides to nonhuman primates can result in 
cardiovasulcar collapse (266-268). These he- 
modynamic effects are associated with com- 
plement activation, but complement activa- 
tion is necessary but not sufficient to produce 
the observed cardiovascular effects (for re- 
view, see Ref. 169). The other factors contrib- 
uting to cardivascular collapse are not yet 
fully elucidated. However, it has been sug- 
gested that dosing monkeys that are re- 
strained may result in exacerbating cardiovas- 
cular events. Activation of the complement 
cascade, attributed to activation of the alter- 
nate pathway, is relatively insensitive to se- 
quence, but is absolutely related to peak 
plasma concentration (269). The threshold 
concentration for activation of complement in 
the monkey is 40-50 pg/mL phosphorothioate 
oligodeoxynucleotide and, once the threshold 
is reached, variable but potentially dangerous 
levels of complement activation are observed. 

Studies in humans have avoided peak 
plasma concentrations that would induce 
complement. However, it appears that mon- 
keys are substantially more sensitive than hu- 
mans to complement activation. A comparison 
of the effects on comdement activation in hu- * 

man vs. monkey serum demonstrates a dra- 
matic difference. In monkey serum, phos- 
phorothioate oligodeoxynucleotides activate 
complement in a concentration-dependent 
fashion. It human serum, complement activa- 
tion is actually inhibited at higher concentra- 
tions of oligonucleotide (169). This is thought 
to be attributable to the sensitivity of human - 
serum to inhibition of complement activators. 
The mechanism of complement activation is 
currently believed to be attributable to an in- 
teraction with factor H (169). These effects 
can be reduced by chemical modifications and 
formulations that reduce plasma protein bind- 
ing (169). 

6.8.3.7.2 Inhibition of Clotting. In all spe- 
cies studies, phosphorothioate oligodeoxy- 
nucleotides induce a transient, apparently 
self-limited, peak plasma concentration-re- 
lated inhibition of clotting, manifested as an 
increase in activated partial thromboplastin 
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time (aPTT) (270-273). Increases in aPTT are 
minimally affected by sequence, although the 
effects are directly proportional to the length 
of the phosphorothioate oligodeoxynucleotide 
(169). The mechanism of aPTT increase ap- 
pears to be an interaction with the intrinsic 
tenase complex (274, 275). This interaction is 
complex and involves effects on multiple clot- 
ting factors including factors VIIIa, Ma, and 
X. The effects on clotting are transient, appear 
to be self-limited, and have not resulted in 
bleeding diatheses in either animals or hu- - 
mans. Effects on clotting can be ameliorated 
by chemical modifications such as 2'-0-meth- 
oxyethyl substitution (169). 

6.8.3.2 Subchronic Toxicities 
6.8.3.2.1 Immune Stimulation. In the ro- 

dent, the most prominent toxicity is immune 
stimulation. This effect is also frequently a 
confounding variable that must be evaluated 
with regard to the mechanism of action of 
pharmacological effects (for review, see Ref. 
265). Subchronic administration of doses as 
low as 10 mg kg-' day-' in rodents results in 
splenomegaly, lymphoid hyperplasia, and dif- 
fuse multiorgan mixed mononuclear cell infil- 
trates (276-279). These effects are reminis- 
cent of stimulator effects observed on isolated 
splenocytes (261, 280, 281). In fact, these in 
vitro studies are reasonably predictive of the 
relative potencies of phosphorothioates in 
moving in vivo immune stimulation. Immune - 
stimulation in the rodent is a property com- 
mon to all phosphorothioate oligodeoxynucle- 
otides, but potency varies substantially as a 
function of sequence. Rodent immune stimu- 
latory motifs include palindromic sequences 
and CG motifs (282,283). 

In primates, immune stimulation is far less 
~rominent than that in the rodent. In the 
A 

monkey, doses necessary to produce immune 
stimulation have not been identified, despite 
evaluation of numerous oligonucleotides at a 
variety of doses and schedules (169). At least 
one factor contributing to these species differ- 
ences is that the optimal rodent immune stim- 
ulator sequence is simple and immune stimu- 
lation is induced by all sequences. In contrast, 
in the primate, the optimal sequences are dif- 
ferent and more complex (284) and the re- 
sponse is much less promiscuous with regard 
to sequence. Modifications of the base, the 

sugar, and the backbone can reduce immune 
stimulation in the rodent. For example, 5'- 
methycytosine and 2'-0-methoxyethyl con- 
taining oligonucleotides display substantially 
reduced potency for immune stimulation in 
the rodent (169). 

6.8.3.2.2 Other Toxicities. Occasionally, in 
the rodent but not the monkey, single-cell 
hepatolyte neurons is observed and this has 
been related to immunostimulation (265). 
Also, on occasion, in the monkey transient 
thrombocytopenia is observed, perhaps associ- 
ated with complement activation (for review, 
see Ref. 169). Other toxicities noted in animals 
are mild and occur infrequently at therapeutic 
doses. For example, occasional increases in 
liver function enyzmes are noted, but these 
occur at high doses and are not associated with 
histopathological changes (169). 

6.8.4 Human Safety. At Isis, we have had 
the opportunity to study approximately 10 
phosphorothioate oligonucleotides in humans. 
We have studied antisense drugs administered 
intravitreally, intradermally, subcutaneously, 
intravenously, and topically. Vitravene, an in- 
travitreally administered drug, is commer- 
cially available around the world. 

After systemic administration, in clinical 
trials, we have studied more than 2000 pa- 
tients treated with more than 70.000 doses. 
Intravenous doses have ranged from 0.5 
m&g every other day to as much as 30 mg 
kg-' dayp' as a continuous infusion. Most pa- 
tients have been treated with multiple doses - .  
and many have been treated for prolonged pe- 
riods (i.e., multiple months). 

6.8.4.1 Complement Activation. With 2-h 
infusions at a dose of 2 mgkg, no increases in 
complement-split products were observed in 
more than 300 patients with inflammatory 
diseases treated with ISIS 2302, a 20-nucleo- 
tide phosphorothioate antisense inhibitor of 
ICAM-1. Similarly, ISIS 5132, an inhibitor of 
C-raf kinase was dosed from 0.5 to 6.0 m&g 
and no meaningful increases in complement- 
split products were observed. ISIS 3521, a 
PKCa inhibitor gave equivalent data and 
both of these drugs were studied in patients 
with various malignant diseases. Similar data 
were observed with all the phosphorothioate 
oligodeoxynucleotides administered on this 
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schedule in a variety of patients (for review, 
see Refs. 285 and 286). Three phosphorothio- 
ate oligodeoxynucleotides, ISIS 3521, a PKCa 
inhibitor; ISIS 5132, a C-raf kinase inhibitor; 
and ISIS 2503, a Ha-ras inhibitor, have been 
thoroughly characterized in patients with ma- 
lignant diseases and dosed with long-term in- 
fusions. When given as 21-day antitumor infu- 
sions at doses as high as 10 mg kg-' day-', no 
increases in complement-split products were 
observed (257, 287, 288). In contrast, when 
these drugs were given as 24-h infusions, sig- 
nificant increases in complement-split prod- 
ucts were observed at doses of 18 mg kg-' 
day-' and greater (285). Despite these in- 
creases in complement-split products, only a 
small number of patients experienced mild fe- 
vers and myalgias a t  these very high doses. 

6.8.4.2 Cytokines. At very high doses (i.e., 
24 mg kg-' dayp1) as a continuous i.v. infu- 
sion, significant increases in IL-6, IL-IR,, and 
TNFa were observed, once these often corre- 
lated with flulike syndromes (285). At present, 
the precise roles of each of the cytokines and 
complement activation in the clinical signs 
and symptoms (myalgia and fever) at high 
doses are not defined. 

6.8.4.3 Coagulation. All phosphorothioate 
oligodeoxynucleotides studied in normal vol- 
unteers and in patients have resulted in tran- 
sient, self-limited increases in activated par- 
tial thromboplastin time (aPTT). The effects 
are dose and peak plasma concentration de- 
pendent (285). These effects appear to be more 
prominent after the first dose. In none of the 
patients treated did we observe any evidence 
of bleeding, so the effects on aPTT have not 
proved to be a problem in the clinic and hu- 
mans appear to behave similarly to other ani- 
mals with regard to this side effect. 

6.8.4.4 Platelet Effects. When phosphoro- 
thioate oligodeoxynucleotides have been ad- 
ministered by continuous i.v. infusion in pa- 
tients with malignant diseases, transient 
thrombocytoplastin has been observed in a 
few patients (285). These effects were more 
frequent during the first course of therapy, 
were not obviously dose-related, and were not 
associated with bone marrow effects (253, 
289). Most of the time, platelet counts re- 
turned to normal while dosing was continued 
and no bleeding was observed. The mecha- 

nisms for these effects are not clear, but prob- 
ably involve margination. 

6.8.4.5 Other Toxicities. At no dose stud- 
ied have significant effects on liver, kidney, or 
other organ performance been observed (285). 

6.9 Conclusions 

Phosphorothioate oligonucleotides have per- 
haps outperformed many expectations. They 
display attractive parenteral pharmacokinetic 
properties. They have produced potent sys- 
temic effects in a number of animal models 
and, in many experiments, the antisense 
mechanism has been directly demonstrated as 
the hoped-for selectivity. Further, these com- 
pounds appear to display satisfactory thera- 
peutic indices for many indications. 

Nevertheless, phosphorothioates clearly 
have significant limits. Pharmacodynami- 
cally, they have relatively low affinity per nu- 
cleotide unit. This means that longer oligonu- 
cleotides are required for biological activity 
and that invasion of many RNA structures 
may not be possible. At higher concentrations, 
these compounds inhibit RNase H as well. 
Thus, the higher end of the pharmacological 
dose-response curve is lost. Pharmacokineti- 
cally, phosphorothioates must be dosed every 
other day, do not cross the blood-brain barrier, 
are not significantly orally bioavailable, and . 
may display dose-dependent pharmacokinet- 
ics. Toxicologically, clearly the release of cyto- 
kines, activation of complement, and interfer- 
ence with clotting limit the dosing and may 
limit the use of these agents in the treatment 
of some diseases. Further, with chronic sub- 
cutaneous administration, local lyrnphoad- 
enopathy has been dose limiting (285). 

7 THE MEDICINAL CHEMISTRY OF 
OLIGONUCLEOTIDES 

7.1 Introduction 

The core of any rational drug discovery pro- 
gram is medicinal chemistry. Although the 
synthesis of modified nucleic acids has been a 
subject of interest for some time, the intense 
focus on the medicinal chemistry of oligonu- 
cleotides dates perhaps to no more than 5 
years before the preparation of this chapter. 
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Consequently, the scope of medicinal chemis- 
try has recently expanded enormously, al- 
though the biological data to support conclu- 
sions about synthetic strategies are only 
beginning to emerge. 

Modifications in the base, sugar, and phos- 
phate moieties of oligonucleotides and oligo- 
nucleotide conjugates have been reported. The 
subjects of medicinal chemical programs in- 
clude approaches to create enhanced affinity 
and more selective affmity for RNA or duplex 
structures; the ability to cleave nucleic acid 
targets; enhanced nuclease stability; cellular 
uptake and distribution; and in vivo tissue dis- 
tribution, metabolism, and clearance. 

7.2 Heterocycle Modifications 

7.2.1 Pyrimidine Modifications. A rela- 
tively large number of modified pyrimidines 
have been synthesized and are now incorpo- 
rated into oligonucleotides and evaluated. The 
principal sites of modification are C2, C4, C5, 
and C6. These and other nucleoside analogs 
have recently been thoroughly reviewed (290, 
291). Consequently, a very brief summary of 
the analogs that displayed interesting proper- 
ties is incorporated here. Inasmuch as the C2 
position is involved in Watson-Crick hybrid- 
ization, oligonucleotides containing C2 alkyl- 
modified pyrimidines have shown unattrac- 
tive hybridization properties. However, an 
oligonucleotide containing Pthiothymidine 
was found to hybridize well to DNA and, in 
fact, even better to RNA with a AT, value of 
1.5°C/modification (Swayze et al., unpublished 
results, 1995). In a different study, oligoribo- 
nucleotides with 2'-0-methyl-2-thiouridine 
exhibited a AT, value of +5.5"C/modification 
when hybridized against RNA (2921, resulting 
from a highly preorganized RNA-like C3'- 
endo conformation (attributed to the combi- 
nation of 2-thio modification and 2'-0-Me 
substituent). Oligonucleotides with this mod- 
ification also exhibit better hybridization dis- 
crimination for the wobble U-G base pair for- 
mation compared to the normal U-A base pair. 
This selectivity is a result of weaker hydrogen 
bonding and increased steric bulk of the 
2-thiocarbonyl group (293, 294) (Fig. 5.4). 

In contrast, several modifications in the 
4-position that have interesting properties 

have been reported. 4-Thiopyrimidine~ have 
been incorporated into oligonucleotides with 
no significant negative effect on hybridization 
(295). However, recent studies have shown de- 
stabilization in the normal U-A base pair for- 
mation and stabilization of the wobble U-G 
base pair for Cthiouridine (294). A bicyclic 
and an N4-methoxy analog of cytosine were 
shown to hybridize with both purine bases in 
DNA with T, values approximately equal to 
that of natural base pairs (296). Additionally, 
a fluorescent base has been incorporated into 
oligonucleotides and shown to enhance DNA- 
DNA duplex stability (297). 

A large number of modifications at the C5 
position have also been reported, including ha- 
logenated nucleosides. Although the stability 
of duplexes may be enhanced by incorporating 
5-halogenated uracil-containing nucleosides, 
the occasional mispairing with G and the po- 
tential that the oligonucleotide might degrade 
and release toxic nucleosides analogs cause 
concern (290). Oligonucleotides containing 
5-propynylpyrimidine modifications have been 
shown to enhance the duplex stability (AT, = 
1.6"C/modification), and support RNase H ac- 
tivity. The 5-heteroarylpyrimidines were also 
shown to increase the stability of duplexes 
(218,298). A more dramatic influence was re- 
ported for the tricyclic 2'-deoxycytidine aqa- 
logs, termed phenoxazine, exhibiting an en- 
hancement of 2-FCImodification, depending 
on the positioning of the modified bases (299). 
Further, phenoxazine, phenothiazine, and tet- 
rafluorophenoxazine have been synthesized 
and evaluated. When incorporated into oligo- 
nucleotides, these base modifications were 
shown to hybridize with guanine and to en- 
hance thermal stability by extended stacking 
interactions and increased hydrophobic inter- 
actions. Tetrafluorophenoxazine is less selec- 
tive in hybridization because it also hybridizes 
with adenine (300). Phenoxazine has been re- 
ported to increase the cellular permeation of 
oligonucleotides and alter RNase H cleavage 
sites (301). These helix-stabilizing properties 
have been shown to be further improved with 
the G-clamp, another tricyclic cytosine analog 
in which an aminoethoxy moiety is attached to 
the rigid phenoxazine scaffold. Binding stud- 
ies demonstrated that a single incorporation 
of the "G-clamp" enhanced the binding affin- 
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Figure 5.4. Selected pyrimidine modifications. 

ity of a model oligonucleotide to its comple- 
mentary target DNA or RNA with a AT,,, value 
of up to 18°C relative to that of 5-methyl cyto- 
sine (302). This is the highest affinity en- 
hancement attained so far with a single mod- 
ification. Importantly, the gain in helical 
stability does not compromise the specificity of 
the oligonucleotide for complementary RNA. 
The tethered amino group may act as a hydro- 
gen bond donor and interact with the 0 6  of 
guanine on the Hoogsteen face of the base 
pair. Thus the increased affinity of a G-clamp 
is presumably attributed to the combination 
of extended base stacking and an additional 

specific hydrogen bond. There is no structural 
proof yet available for this hypothesis. The 
RNase H activation properties of eleven 5-pro- 
pynyl modifications compared to a single G- 
clamp substitution have been assessed in an- 
other oligonucleotide sequence in terms of 
percentage cleavage of complementary RNA 
with nuclear extracts of HeLa cells. The pro- 
pynyl oligonucleotide was four times less ac- 
tive than the control oligonucleotide, whereas 
the G-clamp oligonucleotide maintained simi- 
lar activity (303). 

As expected, modifications in the C6 posi- 
tion of pyrimidines are highly duplex destabi- 
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Figure 5.5. Selected purine modifications. 

lizing (304). Oligonucleotides containing 6-aza 
pyrimidines have been shown not only to re- 
duce the T,,, value by 1-2°C per modification, 
but also to enhance the nuclease stability of 
oligonucleotides and to support E. coli RNase 
H-induced degradation of RNA targets (304). 

7.2.2 Purine Modifications. Although nu- 
merous purine analogs have been synthesized, 
when incorporated into oligonucleotides, they 
usually have resulted in destabilization of du- 
plexes. However, there are a few exceptions 
where a purine modification had a stabilizing 
effect. A brief summary of some of these ana- 
logs is discussed below (Fig. 5.5). 

Generally, N1 modifications of the purine 
moiety have resulted in destabilization of the 
duplex (305). Similarly, C2 modifications have 
usually resulted in destabilization. However, 
oligonucleotides containing N2-imidazolyl- 
propylguanine and N2-imidazolylpropyl-2- 
aminoadenine moieties showed a remarkable 
enhancement of binding affinity when hybrid- 
ized to complementary DNA (306). This mod- 
ification reduced E. coli RNase H activity by 
2.5 times, possibly because of increased steric 
crowding in the minor groove (149). Oligonu- 
cleotides with an aminopropyl group placed at 
the N2-position of 2'-deoxyguanosine have 
also been studied. This modification showed 
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enhanced binding properties against both 
DNA and RNA targets and was used for con- 
jugating other functionalities (307). In the 
preceding instances, neither the structural 
reasons for increased binding affinity nor the 
sequence dependency of the binding affinity 
enhancement was explored. 2-6-Diaminopu- 
rine has been reported to enhance hybridiza- 
tion by approximately 1°C per modification 
when paired with T (308). This increase in 
binding affinity is independent of either the 
presence or the absence of any 2'-modification 
in the oligonucleotides. A convenient method 
of synthesizing this modification has been re- 
ported from our laboratories (309). Of the 
3-position-substituted bases reported to date, 
only the 3-deaza adenosine analog has been 
shown to have no negative effect on hybrid- 
ization. 

Modifications at the C6 and C7 positions - 
have likewise resulted in only a few interest- 
ing bases from the viewpoint of hybridization 
and other antisense-related properties. N6- 
imidazolylpropyl-adenine-modified oligode- 
oxynucleotides enhanced E. coli RNase H ac- 
tivity (149). Inosine has been shown to have 
little effect on duplex stability, but because it 
can   air and stack with all four normal DNA . 
bases, it behaves as a universal base and cre- 
ates an ambiguous position in an oligonucleo- 
tide (310). Incorporation of 7-deazainosine 
into oligonucleotides was destabilizing, and 
this was considered to be attributed to its rel- 
atively hydrophobic nature (311). 7-Deaza- 
guanine was similarly destabilizing, but when 
8-aza-7-deazaguanine was incorporated into 
oligonucleotides, it enhanced hybridizations 
(312). Thus, on occasion, introduction of more 
than one modification in a nucleobase may 
compensate for destabilizing effects of some 
modifications. Interestingly, the 7-iodo 7-dea- 
zaguanine residue was incorporated into oli- 
gonucleotides and shown to enhance the 
binding affinity dramatically (AT, = 10.O"CI 
modification compared to that of 7-deazagua- 
nine) (312). The increase in T, value was at- 
tributed to (1) the hydrophobic nature of the 
modification, (2) increased stacking interac- 
tion, and (3) favorable pK, of the base. Oli- 
godeoxynucleotides with 7-propynyl-, 7-iodo-, 
and 7-cyano-7-deaza-2-amino-2'-deoxyadeno- 
sines showed increases of 3-4°C per modifica- 

tion in T, against complementary RNA for 
single substitutions and smaller increases per 
incorporation for multiple substitutions rela- 
tive to those of unmodified control sequences. 
When the 7-propyne and 7-iodo nucleosides 
were incorporated into antisense sequences 
targeting the 3'-UTR of murine C-raf mRNA, 
the sequences with three and four substitu- 
tions of the 7-propyne-7-deaza-2-amino-2'- 
deoxyadenosine exhibited a two- to threefold 
increase in potency over that of unmodified 
controls in vitro (313). In contrast, some C8- 
substituted bases have yielded improved nu- 
clease resistance when incorporated in oli- 
gonucleotides, but seem to be somewhat 
destabilizing (290). 

7.3 Oligonucleotide Conjugates 

Although conjugation of various functional- 
ities to oligonucleotides has been reported 
(314) to achieve a number of important objec- 
tives, the data supporting some of the claims 
are limited and generalizations are not possible 
based on the data presently available (Fig. 5.6). 

7.3.1 Nuclease Stability. Numerous 3'-mod- 
ifications have been reported to enhance the 
stability of oligonucleotides in serum (305). 
Both neutral and charged substituents have 
been reported to stabilize oligonucleotides in 
serum and, as a general rule, the stability of a 
conjugated oligonucleotide tends to be greater 
as bulkier substituents are added. Inasmuch 
as the principal nuclease in serum is a 3'-exo- 
nuclease, it is not surprising that 5'-modifica- 
tions have resulted in significantly less stabi- 
lization. Internal modifications of base, sugar, 
and backbone have also been reported to en- 
hance nuclease stability at or near the modi- 
fied nucleoside (305). Such nuclease-resistant 
modifications include 3'-conjugates (305,3151, 
cationic modifications (316-318), zwitterionic 
modifications in the 2'-position (319, 3201, 
geometrically altered linkages such as 2'- 
5' linkages (321), L-nucleotides and analogs 
(322,323), a-anomeric oligonucleotides (3241, 
3'-3' terminal linkages (325,326),3'-3' linked 
oligonucleotides (327), and 3'-loop oligonucle- 
otides (Khan, 1993, No. 4579; Agrawal, 1991, 
No. 2687). In many cases, these nuclease-re- 
sistant modifications and conjugates require 
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Cholesterol at the 8-end 
H 

Figure 5.6. Selected 5'-oligonucleotide conjugates. 

additional synthetic steps and modifications to 
the oligonucleotide synthesis protocol or 
monomer synthesis. In addition, there may be 
a loss in binding affinity to the target RNA 
because of these changes with geometrically 
altered linkages. Thiono triester (adamantyl, 
cholesteryl, and others) modified oligonucleo- 
tides have been reported to improve nuclease 
stability, cellular association, and binding af- 
finity (328). 

The demonstration that modifications may 
induce nuclease stability sufficient to enhance " 

activity in cells in tissue culture and in ani- 
mals has proved to be much more complicated 
because of the presence of 5'-exonucleases and 
-endonucleases. In our laboratory, 3'-modifi- 
cations and internal point modifications have 
not provided sufficient nuclease stability to 
demonstrate pharmacological activity in cells 
(183). In fact, even a 5-nucleotide-long phos- 
phodiester gap in the middle of a phosphoro- 
thioate oligonucleotide resulted in sufficient 
loss of nuclease resistance to cause complete 
loss of pharmacological activity (164). In mice, 
neither a 5'-cholesterol nor 5'-C18 amine con- 
jugate altered the metabolic rate of a phospho- 
rothioate oligodeoxynucleotide in liver, kid- 

ney, or plasma (166). Furthermore, blocking 
the 3'- and 5'-termini of a phosphodiester oli- 
gonucleotide did not markedly enhance the 
nuclease stability of the parent compound in 
mice (90). However, 3'-modification of a phos- 
phorothioate oligonucleotide was reported to 
enhance its stability in mice relative to that of 
the parent phosphorothioate (329). Moreover, 
a phosphorothioate oligonucleotide with a 3'- 
hairpin loop was reported to be more stable 
than its parent in rats (328). Thus, 3'-modifi- 
cations may enhance the stability of the rela- 
tively stable phosphorothioates sufficiently to 
be of value. 

7.3.2 Enhanced Cellular Uptake. Although 
oligonucleotides have been shown to be taken 
up by a number of cell lines in tissue culture, 
with perhaps the most compelling data relat- 
ing to phosphorothioate oligonucleotides, a 
clear objective has been to improve cellular 
uptake of oligonucleotides (72, 264). Inas- 
much as the mechanisms of cellular uptake of 
oligonucleotides are still very poorly under- 
stood, the medicinal chemistry approaches 
have been largely empirical and based on 
many unproven assumptions. 
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Because phosphodiester and phosphoro- 
thioate oligonucleotides are hydrophilic, the 
conjugation of lipophilic substituents to en- 
hance membrane permeability has been a sub- 
ject of considerable interest. Unfortunately, 
studies in this area have not been systematic 
and, at present, there is precious little infor- 
mation about the changes in physicochemical 
properties of oligonucleotides actually effected 
by specific lipid conjugates. Phospholipids, 
cholesterol and cholesterol derivatives, cholic 
acid, and simple alkyl chains have been conju- 
gated to oligonucleotides at various sites in the 
oligonucleotide. The effects of these modifica- 
tions on cellular uptake have been assessed 
using fluorescent, or radiolabeled, oligonucle- 
otides or by measuring pharmacological activ- 
ities. From the perspective of medicinal chem- 
istry, very few systematic studies have been 
performed. The activities of short alkyl chains, 
adamantine, daunomycin, fluorescein, choles- 
terol, and porphyrin-conjugated oligonucleo- 
tides were compared in one study (330). A cho- 
lesterol modification was reported to be more 
effective than the other substituents at en- 
hancing uptake. It  also seems likely that the 
effects of various conjugates on cellular up- 
take may be affected by the cell type and target 
studied. For example, we have studied cholic 
acid conjugates of phosphorothioate deoxyoli- 
gonucleotides or phosphorothioate 2'-0- 
methyl oligonucleotides and observed en- 
hanced activity against HIV and no effect on 
the activity of ICAM-1-directed oligonucleo- 
tides (331). 

Additionally, polycationic substitutions 
and various groups designed to bind to cellular 
carrier systems have been synthesized. Al- 
though many compounds have been synthe- 
sized, the data reported to date are insufficient 
to draw firm conclusions about the value of 
such approaches or structure-activity rela- 
tionships (SARs) (332). 

7.3.3 RNA Cleaving Croups. Oligonucle- 
otide conjugates were recently reported to act 
as artificial ribonucleases, albeit in low effi- 
ciencies (333). Conjugation of chemically reac- 
tive groups such as alkylating agents, photo- 
induced azides, porphyrins, and psoralens 
have been used extensively to effect a 
crosslinking of oligonucleotide and the target 

RNA. In principle, this treatment may lead to 
translation arrest. In addition. lanthanides 
and complexes thereof have been reported to 
cleave RNA by way of a hydrolytic pathway. 
Recently, a novel europium complex was co- 
valently linked to an oligonucleotide and 
shown to cleave 88% of the complementary 
RNA at physiological pH (334). 

7.3.4 RNase H Activity. Oligonucleotide 
conjugates may play a distinct role in improv- 
ing RNase H activity because conjugation of 
small molecules, especially at the oligonucleo- 
tide termini, may not affect the factors re- 
quired for enzyme activity. Acridine-conju- 
gated oligonucleotides targeted to P-globin 
mRNA were shown to be better inhibitors of 
P-globin synthesis than the unmodified oligo- 
nucleotides (335) in a microinjected Xenopus 
oocytes assay as a result of RNase H activity. 
Cholesterol-conjugated oligonucleotides tar- 
geted to an mRNA fragment of Ha-ras onco- 
gene were able to promote a greater extent of 
target RNA hydrolysis, nearly three- to five- 
fold, by RNase H compared to the nonconju- 
gated parent (336). The 3'-conjugate per- 
formed better than the 5'-conjugate. More 
recently, polycyclic aromatic chromophores 
such as phenazine (PZN) and dipyridophena- 
zine (DPPZ) have been evaluated in E. coli 
RNase H cleavage of the target strand when ' 

conjugated to oligonucleotides (337,338). The 
3'-conjugated antisense oligomers promoted 
faster hydrolysis of the target RNA than the 
unmodified compound and a stabilizing inter- 
action between the ligands and the enzyme 
has been proposed. 

7.3.5 In Vivo Effects. To date, relatively 
few studies have been reported in vivo. The 
properties of 5'-cholesterol and 5'-C18 amine 
conjugates of a 20-mer phosphorothioate oli- 
godeoxynucleotide have been determined in 
mice. Both compounds increased the fraction 
of an i.v. bolus dose found in the liver. The 
cholesterol conjugate resulted in more than 
80% dose accumulation in the liver. Neither 
conjugate enhanced stability in plasma, liver, 
or kidney (166). Interestingly, the only signif- 
icant change in the toxicity profile was a slight 
increase in effects on serum transamineses 
and histopathological changes, indicative of 
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Figure 5.7. Selected 2' modifications. 

slight liver toxicity associated with the choles- 
terol conjugate (339). A 5'-cholesterol phos- 
phorothioate conjugate was also recently re- 
ported to have a longer elimination half-life, to 
be more potent, and to induce greater liver 
toxicity in rats at a high dose of 50 mglkg (340). 

7.4 Sugar Modifications 

The focus of second-generation oligonucleo- 
tide modifications has centered on the sugar 
moiety. In oligonucleotides, the pentofuranose 
sugar ring occupies a central connecting man- 
ifold that also positions the nucleobases for 
effective stacking. Recently, a symposium se- 
ries has been published on the carbohydrate 
modifications in antisense research, which 
covers this topic in great detail (341), and an- 
other review has been published, which sum- 
marizes the antisense properties (342). There- 
fore, the content of the following discussion is 
restricted to a summary of the main events in 
this area (Fig. 5.7). 

A growing number of oligonucleotides in 
which the pentofuranose ring is modified or 
replaced have been reported (343). Uniform 
modifications at the 2'-position have been 
shown to enhance hybridization to RNA, and 

in some cases, to enhance nuclease resistance 
(343). Chimeric oligonucleotides containing 
2'-deoxyoligonucleotide gaps (for RNase H ac- 
tivation) with 2'-modified wings have been 
shown to be more potent than parent mole- 
cules (144). Other sugar modifications include 
a-oligonucleotides, carbocyclic oligonucleo- 
tides, and hexapyranosyl oligonucleotides 
(343). Of these, a-oligonucleotides have been 
most extensively studied. They hybridize in 
parallel fashion to single-stranded DNA and 
RNA and are nuclease resistant. However, 
they have been reported to be oligonucleotides 
designed to inhibit Ha-ras expression. All 
these oligonucleotides support RNase H and, 
as can be seen, there is a direct correlation 
between affinity and potency. 

A growing number of oligonucleotides in 
which the C2'-position of the sugar ring is 
modified have been reported (332,333). These 
modifications include lipophilic alkyl groups, 
intercalators, amphipathic amino-alkyl teth- 
ers, alkoxy alkyl groups, acetamide groups, 
positively charged polyamines, highly electro- 
negative fluoro or fluoro alkyl moieties, and 
sterically bulky methylthio derivatives. 2'-0- 
Arninopropyl (2'-0-AP) modification exhib- 
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Figure 5.8. Some new sugar modifications. 

ited very high nuclease resistance in in vitro 
studies, and crystallographic studies involving 
this modification suggest that the interference 
of the positively charged 2'-0-substituent 
with the metal ion binding site of the exonu- 
clease may be the reason for effective slow 
down of the nuclease degradation. The benefi- 
cial effects of a C2'-substitution on the anti- 
sense oligonucleotide cellular uptake, nucle- 
ase resistance, and binding affinity have been 
well documented in the literature. In addition, 
excellent review articles have appeared in the 
last few years on the synthesis and properties 
of C2'-modified oligonucleotides (333,3443471. 

Other modifications of the sugar moiety 
have also been studied, including other sites 
such as the 1'-position and the 4'-position as 
well as more substantial modifications. How- 
ever, much less is known about the antisense 
effects of these modifications (93). Oligode- 
oxynucleotides containing 4'-a-C-aminoalkyl- 
thymidines have been reported to have accept- 
able RNA binding properties and the hybrids 
formed between this class of oligomers and 
their complementary RNAs were reported to 
be substrates for E. coli RNase H and human 
RNase H present in HeLa cell nuclear ex- 
tracts. However. the rates of RNase H cleav- 
age were found to be slower than those of nat- 

a ural substrates (348). 
2'-0-Methyl-substituted phosphorothioate 

oligonucleotides have recently been reported 
to be more stable than their parent com- 
pounds in mice and to display enhanced oral 
bioavailability (328, 349). The analogs dis- 
played tissue distribution similar to that of the 
parent phosphorothioate. Similarly, we have 
compared the pharmacokinetics of 2'-0-pro- 

pyl-modified phosphodiester and phosphoro- 
thioate deoxynucleotides (182). As expected, 
the 2'-0-propyl modification increased li- 
pophilicity and nuclease resistance. In mice 
the 2'-0-propyl phosphorothioate was too sta- 
ble in liver or kidney to measure an elimina- 
tion half-life. Interestingly, the 2'-0-propyl 
phosphodiester was much less stable than the 
parent phosphorothioate in all organs, except 
the kidney, in which the 2'-0-propyl phos- 
phodiester was remarkably stable. The 2'-0- 
propyl phosphodiester did not significantly 
bind to albumin, whereas the affinity of the 
phosphorothioate for albumin was enhanced. 
The only difference in toxicity between the an- 
alogs was a slight increase in renal toxicity 
associated with the 2'-0-propyl phosphodi- 
ester analog (339). 

Incorporation of 2'-0-methoxyethyl into 
oligonucleotides increased the T,,, value by 
l.l°C/modification when hybridized to the 
complement RNA. In a similar manner, sev- 
eral other 2'-0-alkoxy modifications have 
been reported to enhance the affinity (350). 
The increase in affinity with these modifica- 
tions was attributed to (1 )  the favorable 
gauche effect of side chain, (2) additional sol- 
vation of the alkoxy substituent in water, and 
(3) preorganization of the sugar moiety into a 
C3'-endo conformation (35 1). 

More substantial carbohydrate modifica- 
tions have also been studied (Fig. 5.8). The 
4'-oxygen has been replaced with sulfur. Al- 
though a single substitution of a 4'-thio-mod- 
ified nucleoside resulted in destabilization of a 
duplex, incorporation of two 4'-thio-modified 
nucleosides increased the affinity of the du- 
plex (352). Also, hexose-containing oligonucle- 
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otides were created and found to have very low 
affinity for RNA (353). However, 1,5-anhydro- 
hexitol-based nucleic acids (HNA) exhibit 
greater than 2OC/modification for RNA hy- 
bridization but fail to activate Rnase H in 
RNA-HNA hybrids. A closely related analog 
with the cyclohexene-containing oligonucleo- 
tides, called cyclohexene nucleic acids (CeNA) 
(354), exhibit Tm stabilization of 1.2"C/modifi- 
cation when hybridized to both the comple- 
ment RNA and DNA. This modification can 
interconvert easily between C3'-endo-like and 
C2'-endo-like conformations because of a low 
energy barrier associated with the cyclohex- 
ene ring system. Because of this process, this 
analog is able to activate E. coli RNase H ,  re- 
sulting in cleavage of the RNA strand. How- 
ever, the rates of RNase H compared to those 
of the natural analog have not been evaluated. 
Bicyclic sugars have been synthesized with the 
hope that preorganization into more rigid 
structures would enhance hybridization. Sev- 
eral of these modifications have been reported 
to enhance hybridization (355). A bicyclic 
sugar analog connecting 2'-oxygen to 4'-car- 
bon by way of a methylene bridge has been 
termed locked nucleic acids (LNA) and shown 
to have improved hybridization (greater than 
4-5"C/modification) to both DNA and RNA 
(356). This modification has also been claimed 
to activate RNase H (357) as a mixed oligomer 
with DNA and not as a chimera involving de- 
oxy gaps. This claim is questionable on the 
basis of conformational and steric factors as- 
sociated with this modification. 

7.4.1 2'-Modified Oligonucleotides with 
Ability to Activate RNase H. Uniformly 2'- 
modified oligonucleotides are not capable of 
activating RNase H in an oligonucleotide/RNA 
hybrid. However, recent reports show that hy- 
brids of RNA and arabinonucleic acids [the 2'- 
stereoisomer of RNA based on D-arabinose in- 
stead of the natural D-ribose (2'-arabino-OH, 
ANA) and 2'-deoxy-2'-fluoro-D-arabinonucleic 
acid (2'F-ANA)] are substrates of RNase H 
(358,359) (Fig. 5.9). However, ANAIRNA hy- 
brids had a lower Tm value, compared to that 
of the control DNAIRNA hybrids. This desta- 
bilization (AT, = - l.O"C/modification) is pre- 
sumed to derive from steric interference by 
the -C2'-OH group, which is oriented into the 

major groove of the helix, causing local defor- 
mation (unstacking). Replacing the ara-2'-OH 
group by a 2'-F atom resulted in an increase in 
duplex melting temperature. The 2'F-ANAI 
RNA duplex had higher values of T, com- 
pared to those of the corresponding hybrids 
formed by ANA, phosphorothioate DNA, and 
DNA (AT, = + O.FC/modification compared 
to that of DNA). Both ANA and 2'-F-ANA are 
expected to have C2'-endo conformations. 
When hybridized to RNA they form an A-type 
helix similar to that of RNA-DNA hybrids, as 
shown by circular dichroism studies. 2'-F- 
ANA has been shown to activate RNase H 
when hybridized to target RNA and cleave it. 
However, ANAIRNA hybrids are poor sub- 
strates for RNase H, possibily because of the 
poor binding affinity of ANA for RNA. The 
nuclease stability of ANA and 2'-F-ANA oligo- 
nucleotide phosphodiesters is not sufficient to 
use them as antisense drugs. Furthermore, 
the toxicity properties of arabino nucleosides 
may be a matter of concern. 

7.5 Backbone Modifications 

Substantial progress in creating new back- 
bones for oligonucleotides that replace the 
phosphate or the sugar-phosphate unit has 
been made. The objectives of these programs 
are to improve hybridization by removing the 
negative charge, enhance stability, and poten- 
tially improve the pharmacokinetics (Fig. 
5.10). For a review of the backbone modifica- 
tions reported to date, see Refs. 93 and 355. 
Suffice it to say that numerous modifications 
have been made that replace phosphate, re- 
tain hybridization, alter charge, and enhance 
stability. One of the important advantages of 
the high affinity backbone modifications is 
their use in RNase H-independent mecha- 
nisms of action, such as inhibition or modula- 
tion of splicing, translation arrest, and disrup- 
tion of necessary RNA structure. Because 
these modifications are now being evaluated 
in uitro and i n  uiuo, a preliminary assessment 
should be possible shortly. 

Replacement of the entire sugar-phosphate 
unit has also been accomplished and the oligo- 
meric compounds produced have displayed 
very interesting characteristics. PNA oli- 
gomers have been shown to bind to single- 
stranded DNA and RNA with extraordinary 
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affinity and high sequence specificity. They 
have been shown to be able to invade some 
double-stranded nucleic acid structures. PNA 
oligomers can form triple-stranded structures 
with DNA or RNA. PNA oligomers with lysine 
ends have better water solubility, less aggre- 
gation, and higher target binding affinity. 
Peptide nucleic acid oligomers were shown to 
be able to act as antisense and transcriptional 
inhibitors when microinjected in cells (47). 
PNA oligomers appear to be quite stable to 

cleases and peptidases as well. A recent 
demonstrated that antisense PNAs al- 

ter splicing of the IL-5R-a pre-mRNA effi- 
ciently in a fashion similar to their 2'-0-MOE- 

odified counterparts of the same sequence 
en electroporated in cells. Moreover, using 

PNA as the splicing modulator, the length of 
the antisense oligomer could be shortened 
from 20 to 15 nucleobase units to obtain a 
comparable effect (360). 

Antisense Drugs 

0 

ANA 

, ANA, 2'-F-RNA, and 2'-F-ANA. 

7.6 Summary 

In summary, then, in the past 5 years, enor- 
mous advances in the medicinal chemistry of 
oligonucleotides have been reported. Modifi- 
cations at nearly every position in oligonucle- 
otides have been attempted and numerous po- 
tentially interesting analogs have been 
identified. Although it is far too early to deter- 
mine which of the modifications may be most 
useful for particular purposes, it is clear that a 
wealth of new chemicals is available for sys- 
tematic evaluation and that these studies 
should provide important insights into the 
SAR of oligonucleotide analogs. 

8 2'-0(2-METHOXYETHYL) CHIMERAS: 
SECOND-GENERATION ANTISENSE DRUGS 

The 2'-0-(2-methoxyethyl) (Fig. 5.11) substi- 
tution represents a significant advance in an- 
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Figure 5.10. PNA pep- 
tide nucleic acid without 
(A) and with Lys end (B). 

tisense therapeutics and the culmination of 
more than a decade of progress in antisense 
technology. Although oligonucleotides in 
which every nucleotide contains a 2'-042- 
methoxyethyl) modification have proved of 
great value when used for occupancy-only-me- 
diated mechanisms (e.g., induction of alterna- 
tive splicing; for review, see Ref. 361). They 

Figure 5.11. Structure of 2'-0-MOE: 2'-0-(2-me- 
thoxyethyl) RNA. 

have been used most broadly in chimeric 
structures designed to serve as substrates for 
RNase H. Numerous chimeric 2'-0-(2-me- 
thoxyethyl) oligonucleotides have not be& 
studied extensively. Although such oligonu- 
cleotides typically display affinity for target 
RNA that is several orders of magnitude 
greater than that for phosphorothioate oli- 
godeoxynucleotides, they are less attractive 
substrates for RNase H (for review, see ref. 
362). Consequently, they typically display only 
5- to 15-fold increases in potency both in vitro 
and in vivo. For example, a direct comparison 
of two antisense inhibitors of C-raf kinase 
with the same sequence, one of which is a 
phosphorothioate oligodeoxynucleotide, the 
other a 2'-O-(2-methoxyethyl) chimera, showed 
that in vitro the 2'-O-(2-methoxyethyl) chi- 
mera was approximately fivefold more potent. 
Similarly, after i.v. administration in a rat 
heart allograph model, the modified oligonu- 
cleotide was at least fivefold more potent 
(363). Similar data were reported from a direct 
comparison of antisense inhibitors of survivin 
both in vitro and in vivo in a human tumor 
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xenograft model (364). Pharmacological stud- 
ies of antisense oligomers modified with 2'-0- 
(2-methoxyethyl) chemistry have recently 
been reviewed (365). 

Perhaps more important, 2'-0-(2-methoxy- 
ethyl) chimeras are substantially more stable 
than phosphorothioate oligonucleotides. In 
mice, rats, and monkeys, the elimination half- 
life is nearly 30 days in plasma and several 
tissues (314, 366-368). Furthermore, in the 
liver, elegant correlations between phannaco- 
kinetic and phannacodynamic effects have been 
reported to show a duration of pharmacological 
action of nearly 20 days in the mouse (369). 

Studies in animals have recently been ex- 
tended to humans. ISIS 104838, a TNFa anti- 
sense inhibitor, a 2'-0-(2-methoxyethyl) chi- 
mera, was shown to reduce TNFa secretion at 
doses at least 10 times lower than would be 
expected in humans by first-generation anti- 
sense drugs (Dorr, unpublished observations, 
2001) and to have an elimination half-life in 
plasma of approximately 30 days (Geary, un- 
published observations, 2001). These studies 
demonstrate the feasibility of once-a-month 
dosing. 

Although significant progress in achieving 
acceptable oral bioavailability of antisense in- 
hibitors has been reported, much remains to 
be accomplished and key clinical studies in - 

progress will help determine how feasible oral 
delivery is (for review, see Ref. 215). Based on 
the progress, two key barriers to oral bioavail- 
ability have been identified and partially over- 
come: presystemic metabolism and penetra- 
tion across the gastrointestinal (GI) mucosa. 

Because the gut has a very high level of 
nucleases contributed by both the host and 
bacteria resident in the GI tract, metabolism 
of phosphorothioate oligodeoxynucleotides in 
the gut occurs much too rapidly to support 
adequate oral bioavailability (370). Chimeric 
modifications of the oligonucleotides have 

intrajejunal administration of several 2'-0- 
MOE-modified oligonucleotides in the pres- 
ence of penetration enhancer-containing for- 
mulations, systemic bioavailability in excess 
of 20% was observed in all three species (215). 
Initial studies with solid dose forms contain- 
ing penetration enhancers resulted in signifi- 
cantly less systemic bioavailability (5.5%); 
clearly therefore more progress is required be- 
fore solid dose forms with adequate (10-20%) 
oral bioavailability are available (215, 366, 
367). Initial clinical trials in which a variety of 
solid dose forms containing ISIS 104803, a 2'- 
0-MOE chimeric antisense inhibitor of TNFa, 
and various penetration enhancers are in 
progress, so within the next few years we 
should have some sense of the near-term po- 
tential for oral delivery of antisense inhibitors 
in humans. 

Finally, 2'-0-(2-methoxyethyl) chimeras 
have been shown to be less proinflammatory 
(169, 372). After repeated subcutaneous dos- 
ing in humans, ISIS 104838 produced dramat- 
ically lower local inflammation than that of 
first-generation antisense drugs. Thus, more 
convenient and better locally tolerated subcu- 
taneous administration may be feasible. 

9 CONCLUSIONS 

Although many more questions about anti- 
sense remain to be answered than are cur- 
rently answered, progress has continued to be 
gratifying. Clearly, as more is learned, we will 
be in the position to perform progressively 
more sophisticated studies and to understand 
more of the factors that determine whether an 
oligonucleotide actually works through an an- 
tisense mechanism. We should also have the 
opportunity to learn a great deal more about 
this class of drugs as additional studies are 
completed in humans. 

been shown to enhance stability and oral bio- 
availability (328, 371). With the development 10 ABBREVIATIONS 
of 2'-0-MOE phosphorothioates, oral bioavail- 
ability is potentially feasible (215). aPTT activated thromboplatin 

In rodents, dogs, and monkeys, the perme- AT-1 angiothromin receptor 1 
ability of the GI tract to antisense inhibitors AT-2 angiothrombin 2 
has been significantly enhanced by using for- c-AMP cyclic AMP 
mulations containing penetration enhancers CeNA cyclohexene nucleic acid 
such as bile acid salts and fatty acids. After CMV cytomegalovirus 
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Ha-ras 
HIV 

HPV 
HSV 

ICAM 
IL 

IL-la 
LNA 

mRNA 
NK 

PKC 
ply rC 

PNA 
poly rI 

PTHrP 
Tm 

ATm 
TAR 
vsv 

Harvey ras 
human immune deficiency virus 
human papillomavirus 
herpes simplex virus 
intercellular adhesion molecule 
interleukin 
interleukin l a  
locked nucleic acid 
messenger RNA 
natural killer 
protein kinase C 
poly ribocytosine 
peptide nucleic acid 
poly ribinosine 
parathyroid hormone-related peptide 
thermal melting temperature 
change in Tm relative to DNA 
transactivator response element 
vesicular stomatitis virus 
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Therapeutic Agents Acting on RNA Targets 

1 INTRODUCTION 

Structure-aided drug design began in earnest 
in the 1970s. An early example at that time 
was against dihydrofolate reductase (1). How- 
ever, X-ray crystallography was being used to 
investigate enzymehnhibitor complexes a de- 
cade before that (2). In addition to those stud- 
ies, numerous enzymes were available in suf- 
ficient quantity for most of the 20th century to 
allow biochemists to design and test inhibitors 
of protein function. Therefore, the design of 
inhibitors of protein function has been aided 
by the structural probing of inhibitor/protein 
complexes since the late 1960s, and lessons 
learned from those structures continue to con- 
tribute to the design of drugs in the present 
day. The advent of recombinant DNA technol- 
ogies and fast computers provided the last 
pieces of the infrastructure necessary to per- 
mit structural biology to play a regular role 
both in explaining drug action and in develop- 
ment of new drugs. Modern day drug discov- 
ery relies on structural biology and molecular 
modeling, natural product screening, high- 
throughput screening, genomics, and pro- 
teomics to identify drug candidates against ex- 
isting and novel targets (3). 

Consider the maturity of drug design 
against protein targets compared with similar 
efforts against RNA targets. The first RNA- 
containing enzyme to be discovered was the 
ribosome in the early 1950s. Its complexity 
has served as a tantalizing biochemical prob- 
lem for hundreds of scientists over several de- 
cades and it is arguably the most studied en- 
zyme (4). Identification of discrete ribosome 
particles occurred in the early 1950s, and de- 
finitive proof that ribosomes carried out pro- 
tein synthesis came in 1955. Study ofribosome 
structure, function, and mechanism has con- 
tinued unabated to the present day, progress 
that has recently been punctuated with re- 
ports of numerous crystal structures of both 
subunits at atomic resolution (5-8), medium 
resolution structures of whole ribosomes (9), 
and a variety of drug-ribosomes complexes at 
good resolution (10-14). 

The antibiotic streptomycin provides an ex- 
cellent example of why the design of novel RNA 
binding therapeutics has lagged behind the drug 
discovery process in general. Isolated and shown 
to have strong antibiotic properties (15), strep- 
tomycin entered clinical use in 1949 as a treat- 
ment for gram-negative infections, and initially 
served as a complement to the penicillins, which 
are useful against gram-positive infections (16). 
As early as 1948, it was clear that streptomycin 
inhibited protein synthesis (171, but not until 
1961 were suggestions made that streptomycin 
inhibited ribosome function (18). In 1987, clear 
evidence that streptomycin interacted exten- 
sively with RNA was provided (191, and in 2000, 
more than 50 years after the discovery of strep- 
tomycin, the details of streptomycin binding 
were finally revealed with the report of the crys- 
tal structure of the streptomycinl30S complex 
(10). Since then. there have been several other 
structural rePo& of antibiotics that bind to ri- 
bosomal RNA, many of which are human thera- 
peutics, in complex with ribosomal subunits 
(10-14, 20). These structures now provide the 
basic knowledge needed to explain the molecu- 
lar function of those drugs and to design novel 
drugs similar to them. 

Drugs that bind to RNA are half a centuljr 
old, but the intentioned design of RNA-targeted 
drugs is new. Some 25 years after structural bi- 
ology was initially brought to bear on the prob- 
lem of drug design, medicinal chemists have in 
hand similar toolkits with which to aid in their 
search for novel drugs that target RNA struc- 
ture and function. Several questions remain to 
be answered. (1) Do small ligands bind to RNA 
in fundamentally different ways than they do to 
proteins? (2) Are there enough drugiRNA com- 
plexes available to serve as a foundation for fu- 
ture drugs design? (3) Are there qualities unique 
to rRNA that qualify it as a drug target that 
would preclude other RNAs from being suitable 
drug targets? (4) Can any RNA motif confer suf- 
ficient specificity to be the sole in vivo target. 

2 RNA AS A DRUG TARGET 

Can drugs be found that specifically target 
RNA? For rRNA in the ribosome the answer is 
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easy; it is a validated target that has been ex- 
ploited therapeutically for more than 50 years. 
Arguments in favor of targeting other RNA 
molecules have been made elsewhere and only 
the most salient points will be recapitulated 
here (21-23). RNA function in biology is di- 
verse (24). It serves to preserve genetic infor- 
mation (retroviruses) or to transport it tempo- 
rarily (mRNA), it is the core of the ribosome 
(rRNA), it serves as a co-factor in protein syn- 
thesis (tRNA), and it is integral to other RNAI 
protein enzymes (e.g., the spliceosome, telom- 
erase), to give a few examples. 

The search for RNA-binding drugs that in- 
hibit vital protein-RNA interactions in HIV 
replication has been underway for about a de- 
cade (25). Although no compound has yet been 
elevated to the status of clinical drug candi- 
date, many structurally diverse compounds 
have been identified that bind tightly to their 
RNA targets. Drug discovery efforts are un- 
derway against other viral targets as well (26). 

The quest for drugs that specifically down- 
regulate expression of individual genes, such 
as oncogenes, is ongoing at the proof-of-prin- 
ciple stage. For example, within untranslated 
regions of a given mRNA there exist numerous 
structured elements integral to the expression 
of that mRNA. In theory, the expression of a 
particular mRNA could be regulated through 
the binding of drug-like compounds to those 
elements (27-29). At least two pieces of evi- 
dence suggest that this is possible in vivo. 
First, when a neomycin-specific binding ele- 
ment was engineered into the 5' untranslated 
region of a reported gene, the expression of 
that gene could be regulated by neomycin, 
whereas a similar aminoglycoside, tobramy- 
cin, failed to affect gene expression (30). Sec- 
ond, it has recently been suggested that in bac- 
teria mRNA can act as a direct sensor of small 
molecules such as thiamin to control their ex- 
pression (31). In this example, expression of 
mRNA that encodes for thiamin-synthesizing 
proteins is down-regulated by the presence of 
thiamin itself, which binds directly to those 
mRNAs. Considerable effort is underway to 
characterize the function of the numerous 
mRNA structural elements known to exist 
and to identify others. 

Drug development is a multi-factorial en- 
deavor, of which binding affmity is only a 

single component. Toxicology and pharmaco- 
kinetics of drug candidates are equally impor- 
tant. Nevertheless, binding remains the defin- 
ing event in drug action. This chapter will 
address the binding of four classes of drugs: 
streptomycin, neomycin Blgentamicin-like 
aminoglycosides, tetracyclines, and macro- 
lides (e.g., erythromycin). Other important 
considerations pertaining to these drugs are 
addressed elsewhere in this series and will not 
be addressed here (32). Each of these drugs 
had similar beginnings; they are all natural 
products that were discovered as fermentation 
products from soil microbes. Exhaustive 
searches have been conducted for semisyn- 
thetic analogs with improved therapeutic 
qualities; in all cases except for streptomycin 
these efforts have led to clear improvements. 
In large part the success or failure of many of 
those analogs can be explained by the recent 
crystal structures of antibiotic/ribosome com- 
plexes. Once key drug-target interactions 
have been identified, it is then possible to 
search for other analogs that retain those key 
interactions yet also satisfy other necessary 
drug requirements. 

3 RIBOSOME STRUCTURE 
AND FUNCTION 

Ribosomes are found in all cells and are re- 
sponsible for translating mRNA into protein. 
Ribosomes are composed of two subunits. In 
bacteria, the large subunit, whose sedimenta- 
tion velocity is 50S, is about twice the mass of 
the small ribosomal subunit, whose velocity is 
30s. In E. coli, the 50s subunit is composed of 
two RNA molecules, 5 s  rRNA, which is 120 
nucleotides in length, and 23s rRNA, which is 
2904 nucleotides in length, and 31 proteins 
(Ll-L31). The 30s subunit (hereafter referred 
to as 30s) is composed of a single 1542-nucle- 
otide RNA molecule, 16s rRNA, and 21 pro- 
teins (SlS21). Both subunits together have a 
molecular weight of about 2.5 x lo6 Da and 
are composed of roughly one-third protein and 
two-thirds RNA. Eukaryotic ribosomes are es- 
sentially identical to prokaryotic ribosomes, 
except that they are slightly larger, because 
they have more components and the average 
size of all components is larger. Some parts of 
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ribosome structure are highly conserved 
across all domains of life. while others are not. 
Certain eukaryotic organelles (mitochondria, 
chloroplasts, and plastids) also have ribo- 
somes, which tend to be stripped-down ver- 
sions of prokaryotic ribosomes. No matter the 
source, a common convention is to number the 
rRNA nucleotide sequence and helices accord- 
ing to those found in E. coli, and that is the 
convention that will be followed here. 

Ribosome function is complex; numerous 
cofactors are required for initiation, elonga- 
tion, and termination (for a detailed descrip- 
tion please see ref. 33). Independent functions 
can be ascribed to the two subunits. Peptide 
bond formation takes place on the 50s sub- 
unit within the peptidyl transferase center, 
whereas decoding of the mRNA takes place on 
the 30s subunit within the decoding A- and 
P-sites. tRNAs in the P-site and the A-site 
span both subunits and couple the two events. 
After each round of peptide bond formation, a 
translocation step takes place that involves 
the movement of the mRNA through the ribo- 
some, transfer of the P-site tRNA to the E (or 
exit)-site, and transfer of the A-site tRNA to 
the P-site. Most antibiotics target one of the 
listed steps: decoding at either the A-site or 
the P-site, peptide bond formation within the 
peptidyl transferase center, or translocation. 

4 STREPTOMYCIN 

Streptomycin and other antibiotics that are 
close analogs (Fig. 6.1) all contain a 
streptamine aminocyclitol, which is linked to a 
streptose ring, which in turn is linked to an 
N-methylglucosamine. Of the 10 natural 
streptomycin-like compounds listed in Fig. 
6.1, all have guanidino groups at the C1 and 
C3 position except for bluensomycin, which 
contains a carbamoyl group at the C1 position 
instead. Some variation is tolerated within the 
streptose ring: the aldehyde can be reduced to 
an alcohol, and methyl alcohol can substitute 
for the methyl at the C4' position (34). Consid- 
erable modifications of the glucosamine moi- 
ety are also tolerated. 

Shortly after its discovery, streptomycin 
was brought into service to treat Gram-nega- 
tive and some Gram-positive infections, with 

its greatest contribution coming as the pri- 
mary agent to treat tuberculosis (35). Its use 
has waned over the years because bacterial 
resistance against streptomycin has emerged 
and less toxic agents have become available. 
Nonetheless, it is still frequently used as a 
component of a multi-drug mixture to treat 
multi-drug resistant cases of tuberculosis. 

4.1 Mechanism of Action 

Streptomycin binds to the 30s ribosomal sub- 
unit and disrupts normal protein synthesis 
both by weakening proofreading and by inter- 
fering with initial tRNA selection. The strep- 
tomycin/30S complex has recently been solved 
by X-ray crystallography (10). As predicted by 
chemical protection, crosslinking, and mu- 
tagenesis data, streptomycin binds tightly to a 
pocket involving nucleotides from four regions 
of 16s rRNA. The binding of streptomycin is 
stabilized by a variety of salt bridges and hy- 
drogen bonds between streptomycin and back- 
bone phosphates and through hydrogen bonds 
to Lys45 of protein S12. 

30s exists in one of two conformations 
termed the ram state and the restrictive state 
(10,361. The ram state (or ribosomal ambiguity) 
was identified many years ago by correlating the 
presence of certain 16s rRNA and ribosomal 
protein mutations with error-prone translation. 
Conversely, mutations that support the restric- 
tive state exhibit hyper-amate translation. A 
balance between sloppy, fast translation and hy- 
per-accurate, slow translation must be struck 
for organisms to be successful. The mechanics of 
this two-state switch have been described (10). 
In the ram state, nucleotides 912-910 in helix 27 
of 16s rRNA base pair with nucleotides 885- 
887, whereas in the restrictive state 912-910 
base pair with nucleotides 888-890. Mutations 
or ligands that stabilize the 912-910/885-887 
pairing promote indiscriminant tRNA selection. 
Mutations or ligands that stabilize the 912-9101 
888-890 pairing restrict tRNA binding, leading 
to hyper-accurate translation. Streptomycin 
binds to 30s in the ram state and consequently 
stabilizes that state, which results in error- 
prone translation and consequently the accu- 
mulation of miscoded proteins and the reduc- 
tion of proteins with the correct sequence. 



4.2 Structure-Activity Relationship 

Initial understanding of streptomycin struc- 
ture-activity relationships can be gleaned 
from comparing the activities of the compo- 
nent rings in groupings. Rings I and I1 alone 
are sufficient for antibiotic activity,' but rings 
I1 and I11 (streptobiosamine) together are in- 
active; this in part explains the high tolerance 
of ring I11 for modifications (37). 

Figure 6.2 highlights permissible and non- 
permissible alterations to streptomycin and 
analogs. Within the streptamine ring, any 
change to the guanidino group at C3 abolishes 
all activity (38-40). However, methylation of 
the C1 guanidino group or substitution of that 
group with chemically similar moieties is usu- 
ally tolerated. Phosphorylation or adenylation 
of the hydroxyl group at C6 abolishes activity 
(41); removal of that group greatly reduces ac- 
tivity (42). The consequences of modifying the 
hydroxyl group at either C2 or C5 are un- 

Inspection of the streptomycin/30S crystal 
structure and sequence comparisons of 16s se- 
quences from numerous organisms generally 
explain these observations (10). The C3 gua- 
nidino group, which cannot be altered, forms a 
bifurcated hydrogen bond with 02'  and 03 '  of 
A914, a universally conserved nucleotide. 
Methylation of the C3 guanidine would result 
in the disruption of one of these hydrogen 
bonds. Other modifications would similarly 
disrupt the multiple hydrogen bonds involving 
the C3 guanidino group. 

The C1 guanidino group forms a salt bridge 
ate of C1490. When this gua- 

is replaced with a carbamoyl 
oup, as in bluensomycin, an analogous inter- 

ction can take place and is therefore moder- 
; bluensomycin is about 10-fold 

streptomycin for most strep- 
mycin-sensitive organisms. Methylation of 

'Unless otherwise stated, activity refers to the abil- 
ity of an agent to stop bacterial growth in uitro. Im- 
portant measurements such as binding affinity for 
30s were rarely carried out. Therefore, in general, 
theobserved activity (or lack of activity) is assumed 
to result from a mechanism of action identical to 
that of streptomycin. Examples described in the text 
illustrate that such assumptions are not always 

the C1 guanidino group is also tolerated and 
the streptomycin/30S crystal structure sup- 
ports this, because a salt bridge to the phos- 
phate of C1490 can be retained. Synthetic an- 
alogs in which the C1 guanidino group has 
been replaced with 1-N-[(S)-4-amino-2-hy- 
droxybutyryl] or 1-N-[(S)-4-guanidino-2-hy- 
droxybutyryl] have been evaluated (38). These 
compounds were tested on a variety of organ- 
isms, some of which were resistant to strepto- 
mycin. In all cases, the reported activity was 
lower than for dihydrostreptomycin (which 
has activity similar to streptomycin) and sim- 
ilar to or somewhat lower than for bluensomy- 
cin. Replacement of the C1 guanidino group 
with a 2-imidazolin-2-ylamino substituent 
was inactive (40). Overall, however, most of 
the C1 guanidino modifications investigated 
are tolerated. 

Modifications of the C6 hydroxyl group are 
poorly tolerated. The 6-deoxydihydrostrepto- 
mycin analog was synthesized and tested in 
hopes of circumventing the action of C6- OH 
modifying enzymes found in some streptomy- 
cin-resistant bacteria, but this compound was 
only l/lo-l/,o as active as dihydrostreptomycin 
(42). Phosphorylation, adenylation, or re- 
moval of the C6 hydroxyl group causes a 
strong reduction in activity; the reason is ap- 
parent from the streptomycin/30S structure, 
in which this hydroxyl group forms hydrogen 
bonds with Lys45 of the ribosomal protein S12 
and the phosphate of G1491. These bonds 
clearly must be maintained for full activity. 

Although no analogs of streptomycin exist 
in which the C5 position is altered, the struc- 
ture of the complex suggests that very few, if 
any, modifications would be tolerated, because 
that hydroxyl group is also involved in a hy- 
drogen bond with Lys45 of S12. Similar re- 
strictions are not expected for C2 modifica- 
tion, as there are no direct contacts between 
its hydroxyl group and the ribosome. 

The site most often exploited for strepto- 
mycin modification is the 3' aldehyde moiety 
of ring 11, the streptose ring. The first semi- 
synthetic analog of streptomycin, dihydro- 
streptomycin, contained an alcohol in place of 
the streptose aldehyde (43). This analog was 
later isolated from fermentation sources 
(Streptomyces humidus) (44). Figure 6.2b il- 
lustrates many of the aldehyde conversions 
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Streptomycin NH-CNH-NH2 CHO CH3 CH3 H H 

Dihydro- NH-CNH-NH2 CH2-OH CH3 CH3 H H 
Streptomycin 
5'-hydroxy- NH-CNH-NH2 CHO CH2-OH CH3 H H 
Streptomycin 
N-Demethyl- NH-CNH-NH2 CHO CH3 H H H 
Streptomycin 
Mannosido- NH-CNH-NH2 CHO CH2-OH CH3 H a-D-mannoside 
hydroxystrepto- 
mycin 
Dimannosido- NH-CNH-NH2 CHO CH3 CH3 H a-D-mannose- 
streptomycin 1,6-a-D- 

Mannose 
Bluensomycin 0-CO-NH2 CHO CH3 CH3 H H 

Ashimycin A NH-CNH-NH2 CHO CH3 CH3 H Ashirnose 
Ashimycin B NH-CNH-NH2 CHO CH3 CH3 CO-CH20H a-D-mannose- 

1,6-a-D- 
Mannose 

AC4437 = 5'-hydroxystreptomycin lacking ring I l l  

Figure 6.1. The structures of streptomycin and several natural analogs of streptomycin. 

which have been synthesized and tested. The 
aldehyde oxygen forms a hydrogen bond with 
a phosphate oxygen of G527. 

Conversion of the aldehyde to an acid or 
reduction to a methyl abolishes all activity (45, 
46). Numerous groups have investigated con- 
version of the aldehyde to its amino derivative 
and a variety of alkylamine derivatives, with 
surprising results (47-50). The amino deriva- 

tive and short-chain alkylamine derivatives 
remained active up to the hexylamine analog. 
However, activity diminished with increasing 
chain length; the hexylamine derivative is 
only about 1/1,, as active as dihydrostrepto- 
mycin. The heptaamine derivative was not in- 
vestigated. Longer alkylamines (octyl and 
above) were nearly as active as dihydrostrep- 
tomycin. This sharp inflection prompted one 



Adenylation 
Phosphorylation 

J 
All modifications 

Figure 6.2. Molecular interactions between streptomycin and 30s (E. coli numbering, top) with 
various modifications tested for activity (bottom). Dashed lines indicate possible hydrogen bonds 
(some of which are salt bridges when suitably reinforced with favorable electrostatic potentials). 
Arrows point to permissible modifications; arrows with an X point to non-permissible modifications. 
(a) Ring I. (b) Ring 11. Dashed arrow points to modifications that results in compounds that are active 
by an unknown mechanism. (c) Ring 111. 
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Figure 6.2. (Continued.) 



phosphorylation 

a-D-mannose (=DM) 
a-DM-1,6-a-DM 
2"'-carboxy-xylo-furanose (ashimose) 
Removal Figure 6.2. (Continued.) 

up to consider the mechanism of action of Another alkylamino derivative tested was a 
conjugate of streptomycin and isoniazid, an- 

ggested that the short-chain alkylamine an- other prominent anti-tuberculosis drug. This 
compound termed streptohydrazid, was syn- 
thesized and found to be at least as active as 
combined therapy using both streptomycin 

t ribosomally unrelated mechanism; the and isoniazid (51). Streptohydrazid was tested 
long before the mechanism of action of strep- 
tomycin was known (the mechanism of isoni- 
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azid is not fully understood); it was reasoned 
that a conjugate of the two might act synergis- 
tically. The mechanism by which streptohy- 
drazid works is not known, but presumably it 
has streptomycin-like function, isoniazid-like 
function, or some combination of the two. 

Correlation of the streptomycinl30S crystal 
structure with the various streptomycin ana- 
logs that involve aldehyde modification sug- 
gests that only a hydrogen bond between the 
aldehyde oxygen and a protonated phosphate 
oxygen (or a salt bridge for the amino deriva- 
tives) must be maintained. Reduction in bind- 
ing only occurs when the modification be- 
comes too large to be accommodated within 
the binding pocket. The only exception to this 
is when streptomycin is oxidized to streptomy- 
cinic acid. Although the possibility of forming 
the required hydrogen bond exists, the analog 
is inactive, presumably because of the electro- 
statically unfavorable close approach of the 
carboxylic acid to a phosphate that would oc- 
cur on binding. 

Several active natural streptomycin ana- 
logs, such as 5'-hydroxystreptomycin and 
AC4437, are hydroxylated at C5' (34, 52). 
Semisynthetic derivatives of this position are 
absent. A cursory inspection of the streptomy- 
cinI30S structure suggests that the methyl 
group at C4' contributes little to ribosome 
binding, suggesting that modifications at this 
position might be tolerated. 

Ring I11 (glucosamine) makes two direct 
contacts with 30S, neither of which are essen- 
tial to activity (37, 52). Indeed, all of ring I11 
can be dispensed with and cause only modest 
reductions in activity. However, deleterious 
modifications to this ring are possible. Some 
streptomycin-resistant bacteria harbor genes 
that encode proteins that either phosphory- 
late or adenylate the C 3  hydroxyl group of 
streptomycin (41). Two semisynthetic ana- 
logs, 3-epidihydrostreptomycin and 3"-deoxy- 
dihydrostreptomycin, were synthesized to cir- 
cumvent common streptomycin resistance 
(53, 54). The logic is sound: both analogs 
should retain streptomycin-like binding affin- 
ity, yet not be substrates for inactivating en- 
zymes. As expected, these analogs worked well 
against common bacterial strains and better 
than streptomycin against many streptomycin 

resistant strains. Yet, for reasons that are not 
clear, they never reached clinical status. 

Some glycosylations have been observed at 
C 4  in natural streptomycin analogs, yielding 
somewhat less active antibiotics, yet remain 
active against bacteria that express enzymes 
that phosphylate and adenylate the C3"- OH. 
A limited number of natural modifications oc- 
cur at C2", none of which abolish activity. 

5 NEOMYCIN AND GENTAMKIN TYPE 
AMINOCLYCOSIDES 

Shortly after the discovery of streptomycin, 
members of the 4,5-linked and 4,6-linked 2-de- 
oxystreptamine aminoglycoside antibiotics 
were found in fermentation products of acti- 
nomycetes (Fig. 6.3) (55,56). (Although many 
antibiotics contain aminoglycoside rings and 
are often referred to as aminoglycosides, the 
general term "aminoglycoside" will be used 
here to specifically refer to the 4,5- and the 
4,6-subclasses and will be abbreviated AG.) 
Neomycin B is the prototypical 4,5-linked AG 
and is composed of four rings, because it is the 
most effective agent in this class. The genta- 
micins are the most commonly used 4,6-linked 
AGs and are composed of only three rings. The 
4,6-linked subclass constitutes the majority of 
the clinically useful agents. The two sub- 
classes have their first two rings in common 
and work by the identical mechanism of bind- 
ing to the decoding A-site of 30S, thus causing 
misreading of mRNA (57). Biochemical prob- 
ing has firmly established the binding of these 
agents to the major groove of an asymmetric 
loop composed in part of several absolutely 
conserved nucleotides (19). Other poorly con- 
served nucleotides within this loop also form 
part of the AG binding pocket and provide the 
basis for organismal specificity (58). 

The structure of paromomycin, a close an- 
alog of neomycin B, in complex with rRNA, 
has been solved multiple times, once by NMR 
and twice by X-ray crystallography (10, 13, 
59). These structures clearly describe the im- 
portant modes of binding for the 4,5-linked 
subclass. NMR was also used to solve the 
structure of gentamicin Cla in complex with 
its target RNA sequence (60). The orientation 
of binding is the same-rings I and I1 from 
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w;/ NH2 

Gentamicin Cla 
(member of 4,6 subclass) 

Neomycin 6 
(member of 4,5 subclass) 

Figure 6.3. The structures of 

both subclasses bind identically; however, be- 
cause of alternate linkages that exist between 
rings I1 and 111, the remaining portions of the 
two subclasses take different trajectories. The 
ultimate consequence of AG binding remains 
the same; 30s is no longer able to discriminate 
between cognate and noncognate tRNAs when 
the tRNA binds to the A-site (57). 

5.1 Mechanism of Action 

The molecular details by which AGs cause 
miscoding were recently elucidated (61). Nu- 
cleotides A1492 and A1493, along with G517, 
play pivotal roles in discriminating between 
cognate codon/anticodon interactions and 
non-cognate interactions. When the correct 
tRNA occupies the A-site, the tRNA and 
mRNA nucleotides involved in the codonlanti- 
codon interaction form a regular helix confor- 
mation, and consequently normal minor 
groove geometry. In the correct presentation a 
helical minor groove stabilizes the "looped- 
out" conformation of A1492, A1493, and 
G517, the conformation which serves as a sig- 
nal for peptide bond formation to occur. Incor- 
rect tRNAs do not elicit the same response and 
eventually diffuse away from the A-site with- 

?omycin B and gentamicin Cla. 

out the formation of a new peptide bond. How- 
ever, when either a 4,5 or 4,6 AG binds to 16s 
rRNA, it displaces A1492 and A1493 into the 
"looped-out" conformation. Therefore, pep- 
tide bond formation will occur regardless of 
whether or not the correct tRNA occupies the 
A-site. 

5.2 Structure-Activity Relationship of Rings I 
and I I  of Both Subclasses 

Although the two subclasses of the A-site 
binding aminoglycosides are chemically dis- 
tinct, they do share rings I and I1 in common 
and up to that point bind 30s in identical ways 
(60). Therefore, discussion of ring I and ring I1 
modifications of both subclasses will be 
treated at the same time, without regard for 
whether or not a particular modification was 
observed in the 4,5 subclass or the 4,6 subclass 
(Fig. 6.4a). 

For both classes, ring I is the only essential 
ring. Removal of ring I from all aminoglyco- 
sides results in inactive compounds; ring I of 
neomycin alone is minimally active as an an- 
tibiotic (41). Although this class is grouped by 
the inclusion of 2-deoxystreptamine, this ring 
alone is insufficient for antibiotic activity. Sev- 
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ring I I  

- 
Stabilizing intramolecular interaction 

Acetylation 
CH3 

'uc, 

NHCH3 / NHCH2CH20H 

HO 

Phosphorylation 

H 

Figure 6.4. Molecular interactions between 4,5 and 4,6 linked aminoglycosides and 30s (E. coli 
numbering, top) with various modifications tested for activity (bottom). Dashed lines indicate possi- 
ble hydrogen bonds (some of which are salt bridges when suitably reinforced with favorable electro- 
static potentials). Arrows point to permissible modifications; arrows with an X point to non-permis- 
sible modifications. (a) Paromomycin ring I. The arrow with a ? points to a modification that was 
shown to be inactive, but is not readily explained by the crystal structure. (b) Paromomycin ring 11. 
(c) Parornomycin ring 111. (d) Paromomycin ring IV. (e) Gentamicin Cla ring 111. 

era1 naturally occurring antibiotics contain Some AGs have an NH, at C6', which when 
only ring I and ring11 (paromamine and neam- acetylated, abolishes antibiotic activity (41). 
ine are examples), but all clinically active Replacement of C6'-OH with an m i n e  or a 
agents contain four rings for the 4,5 subclass short-chain alkylamine is tolerated or im- 
and three rings for the 4,6 subclass. proves activity. The ring oxygen and C6'-OH 
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various 
water-mediated 
contacts L I U  

Acetylation 

Figure 6.4. (Continued.) 

(or C6'-NH2) form a psuedo-trans Watson- that paromomycin remains active against pro- 
Crick pair with A1408 (13). In eukaryotes, G tozoa despite the fact that in protozoa nucleo- 
substitutes for A at this position, and this tide 1408 is a guanosine, because at least one 

- 

the prokaryotic 
antibiotics (58). 

specificity of 
With a G in 

hydrogen bond is preserved. But an 
group at C6' (as in neomycin B) isn't 

amino 
active, " "  

position 1408, an analogous pseudo-pairing because neither of the original hydrogen 
isn't possible. An important observation is bonds can be satisfied. Finally, branching at 
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I 
I ring I I  

HO 

CI 
Phosphorylation 

OH - 3" 2" 

Figure 6.4. (Continued.) 

C6' is permissible, at least up to one carbon, 
because branching at  this position doesn't dis- 
rupt the pseudo-trans pairing to G1408 (41). 

All active aminoglycoside compounds have 
a hydroxyl at C4', are C4'-deoxy, or are unsat- 
urated at C4' (41); hydroxyl groups at C4' 
form a hydrogen bond to the phosphate of 
A1493. The methoxy derivative is not toler- 
ated at C4' (411, presumably because of steric 
clash with the phosphate of Al493. An amino 
at the C4' position surprisingly abolishes ac- 
tivity. Because an amino at this position 
should make a productive salt bridge, the par- 
ticular C4'- NH, derivative tested may be in- 
active for other reasons. 

The 3' hydroxyl group in paromomycin 
forms a hydrogen bond to the phosphate of 
A1492. Phosphorylation at this position abol- 
ishes all activity and forms a mode of resis- 
tance (41, 62); however, 3'-deoxy and 3'-epi 
analogs are not substrates for such resistance 
enzymes, and they remain active against some 
bacteria resistant to aminoglycosides (41). 
Recognition that all 3'-deoxyderivatives lose a 
productive interaction that presumably low- 
ers their affinities for 16s rRNA prompted the 
design of 3' ketokanamycin A, in an effort to 
preserve the hydroxyl phosphate hydrogen 
bond while eliminating the possibility of inac- 
tivation by phosphorylating enzymes (63). It is 
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Adenvlation 

t 5"' epi 
mannose-0 

expected that the 3' keto derivative will exist 
in equilibrium with a hydrated variant (3'- 
gemdiol analog) and serve as a substrate for 
phosphorylation. However, the phosphory- 
lated product would undergo spontaneous 
elimination of the phosphate moiety, thereby 
regenerating the 3' ketokanamycin A analog, 
which retains the same hydrogen bonding to 
A1492. Although the keto analog was substan- 
tially less active than kanamycin A against E. 
coli, it was more active than kanamycin A 
against E. coli harboring the gene for 
AF'H(3')-Ia, a resistance gene which, when ex- 
pressed, phosphorylates C3'-OH. 

Only hydroxyl and amino groups are toler- 
.ated at C2' because an intramolecular hydro- 
gen bond must be satisfied between ring I and 
iring I11 of the 4,5 subclass and ring I and ring 
Hofthe 4,6 subclass to stabilize the conforma- 
$on of the antibiotics in the active state. In 
60th subclasses other substitutions at the C2' 
!position would disrupt this hydrogen bond. 
[henJ 
br con 

nis E 
the 

;ite by resistance enzy 
2'-epi configuration a 

mes 
1bol- 

fjshes activity (41,62). - 

- 

is Ring I1 structurally defines this class of an- 
P 

%iiotics % as the 2-deoxystreptamine aminogly- 

Figure 6.4. (Continued.) 

cosides and has given way to modification 
more frequently than the other rings (Fig. 
6.4b). Conversion of kanamycin A to include 
4-amino-2(S)-hydroxylbutyrylamide (AHBA) 
at C1 yielded an aminoglycoside (amikacin) 
that was effective against many aminoglyco- 
side resistant bacteria with little reduction in 
activity against aminoglycoside sensitive bac- 
teria (41). Success with amikacin prompted an 
exhaustive search for other C1 derivatives 
with improved efficacy over parental amino- 
glycosides. Several important commercial 
aminoglycosides emerged from such efforts. It 
is impossible to catalogue all of the reported 
C1 modifications, therefore only the most il- 
lustrative examples will be described here. 

N-acylation of C1-NH, is the most explored 
type of modification at this position. Although 
only a limited number of highly active deriva- 
tives were found, a large variety of modifica- 
tions are tolerated at C1-NH, (41,64,65). Us- 
ing AHBA as a basis of comparison for all N-1 
acyl modifications, clear structure-activity re- 
lationships of other acylated products are ob- 
served. Shortening or lengthening the carbon 
chain by more than one carbon unit drastically " - 
reduces activity, as does moving the hydroxyl 
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Figure 6.4. (Continued.) 

group away from the a position or inverting 
the stereochemistry of the a carbon. Substi- 
tuting the a-hydroxyl group with an amino 
group abolished all activity, whereas a fluorine 
replacement retains full activity. The a-deoxy 
derivative retains partial activity. With the ex- 
ception of unsubstituted amidino and gua- 
nidino groups, any change to the terminal 
arnine generally reduces activity or abolishes 
activity altogether. Taken together, it is clear 

that AHBA makes highly selective, yet 
known contacts with 30s. 

un- 

The positive qualities of C1 AHBA modifi- 
cation may be universal to all 2-DOS contain- 
ing aminoglycosides that bind in the decoding 
A-site pocket, because the same moiety is 
found in the naturally occurring aminoglyco- 
side butirosin and was successfully introduced 
into gentamicin B, yielding the active com- 
pound isepamicin (41). (The observation that 
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same modification is optimal in both the 
-subclass (butirosin) and in the 4,6-sub- 
s (amikacin and isepamicin) gives further 

eight to the supposition that rings I and I1 of 
th subclasses bind in the same manner.) 
Considerably fewer C1-NH, alkyl deriva- 
es have been synthesized and tested for ac- 

vity, but it seems that considerable struc- 
a1 diversity can be tolerated. For example, 

th AHBA-like alkane and C1-NH, dihy- 
oxypropyl kanamycin analogs showed near 

efficacy despite being structurally dis- 
(66, 67). 
direct interactions between C1-NH, 

S include a hydrogen bond with N7 of 
1494 and stabilizing electrostatic interac- 
ons with the phosphates of G1494 and 
1493. These interactions are presumably 
aintained in the above derivatives. The nu- 
eotides A1492 and A1493 are displaced on 

g binding, which provides a large pocket 
acent to C1-NH, (10); this explains why so 

any modifications are easily tolerated at this 
ition. What isn't known is why some mod- 
tions are better than others. A co-struc- 

of amikacin (or one of the other N-1 
A aminoglycosides) bound to 30s or ex- 

nsive molecular modeling is required before 
ore insight into the positive attributes of 

A can be realized. 
cetylation of C3-NH, by resistance en- 
es abolishes activity, as do virtually all 

her modifications at this position (62). The 
ogen bond that this amino group forms 

h U1406 is evidently a crucial interaction. 
e only information that exists for modifica- 
ns at C2 regards substitution with a hy- 
oxyl group (41); substitution of this type in 
her configuration is tolerated. 
In the 4,5 subclass there is generally a free 

oxyl at C6, whereas for the 4,6 subclass 
ere is generally a free hydroxyl at C5. In 
h subclasses, conversion to the deoxy ana- 
(at either position C5 or C6) is tolerated 
). The NMR structure of the gentamicin 

A complex reports a hydrogen bond be- 
een the C5 hydroxyl group and ring I, which 

be satisfied by deoxy analogs of the 4,6 
s, suggesting that this intramolecular 

raction isn't necessary for activity (41). 

5.3 Structure-Activity Relationship 
of Rings Ill and IV of the 4,5 Subclass 

The chemical structure and the trajectories of 
ring I11 in each of the two subclasses diverge, 
so from this point the structure-activity rela- 
tionships of the two subclasses will be treated 
separately. In the 4,5 subclass, ring I11 is usu- 
ally a ribose (41). Only two direct interactions 
between 30s and ring I11 of paromomycin are 
observed in the crystal structure: hydrogen 
bonds between the 5"-hydroxyl group and N7 
of G1491 and between the 2"-hydroxyl group 
and N4 of C1407. Chlorination or phosphory- 
lation of C5" abolishes activity, whereas C5" 
deoxy and C5" amino derivatives are active, 
suggesting that these latter groups are too 
large (Fig. 6 .4~)  (41). 

Connection to ring IV is made from C 3  of 
ring I11 to Cl'" of ring IV. Extensive modifica- 
tions are possible within ring IV of the 4,5 
subclass of aminoglycosides in agreement 
with the limited number of ribose contacts. 
Ring IV has only a few natural modifications: 
connection to mannose through C 4  (e.g., 
lividomycin) (41), the observation of both ste- 
reoisomers at C5"' (41), and substitution at 
C2"' (411, which can be either an amino or a 
hydroxyl group (41). 

Group 4,5-aminoglycosides are inactivated 
on adenylation of the C6"' amino group (Fig. 
6.4d) (41). Conversion of the C6" amine to a 
hydroxyl is tolerated (68). Replacement of ring 
IV with a short alkyldiamino tail yielded a 
compound with activity identical to that of 
neomycin B (68). Related efforts to find novel 
aminoglycoside analogs sought to replace both 
rings I11 and W, however, the best compounds 
only had intermediate activities between 
neamine (ring I and I1 only) and neomycin B 
(69). 

5.4 Structure-Activity Relationship 
of Ring Ill of the 4,6 Subclass 

Ring I11 of the 4,6 subclass is an alternative to 
rings I11 and IV of the 4,5 subclass, and it 
makes numerous direct contacts with 30s 
(Fig. 6.4~). The 2" hydroxyl is within hydrogen 
bonding distance of 0 6  of G1405 and 0 4  of 
U1406; this doesn't preclude the 2" hydroxyl 
to amine substitution, which is permissible 
(41). The 3 amino group forms hydrogen 
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5 '  5 '  
C-G C-G 

1405 G-C G-C 
U U 1495 U U 
C G C G 
A A G A 

A A 
C-G C A 

Figure 6.5. 30s A-site se- 1410  A-u 1490 U-A 
quences of ribosomes from C-G A-u 
various sources. The arrows C-G C-G 
indicate the point of variation 5 '  5 '  
between the 1555 polymor- E. coli Human-cytoplasmic 
phic mitochondrial sequences. 

bonds to the N7 and a phosphate oxygen of 
G1405 that must be maintained for activity. 
At this position restrictions on the size and 
geometry of a substituent limits other allow- 
able modifications. A hydrogen bond exists be- 
tween the hydroxyl at C4" and a phosphate 
oxygen of U1406. Some natural variations ex- 
ist at C4"; a hydroxyl group (in either configu- 
ration) is usually present but sometimes is re- 
placed by a methoxy (41). 

A wide variety of natural and synthetic 
variations is permissible at C5", and at C6" for 
C 5  branched compounds (41). An extensive 
study of C6" modifications of kanamycin B re- 
vealed that halogeno, azido, amino, alkylthio, 
and alkoxy substitutions are all well tolerated 
until they become very bulky (70). For exam- 
ple, only the N-hexanoyl-N-butylarnino deriv- 
ative was essentially inactive against all bac- 
teria tested, but the smaller substituents 
retained good activity. The NMR structure of 
gentamicin Cla (which is 5 deoxy) indicates 
that any modification at C 5  would be directed 
away from 30s (60). The predicted lack of in- 
teraction between C5" substituents and 30s 
explains why a variety of small substitutions is 
permissible. 

6 AMlNOCLYCOSlDE TOXICITY 

All aminoglycosides, including streptomycin, 
have the potential to produce irreversible ves- 
tibular and cochlear intoxication (16). Non- 
streptomycin aminoglycosides are also renally 
toxic (16). The underlying causes of aminogly- 
coside ototoxicity are unresolved (reviewed in 
Ref. 71). Multiple hypotheses exist to explain 
aminoglycoside ototoxicity, but none are com- 

5 '  
C-G 
G-C 
U U 
C G 
A A 

A 
C C 
C A - 
C-G 
U-A 

5 '  
Mitochondrial 

5 '  
C-G 
G-C 
U U 
C G 
A A 

A 
C C 
C-G - 
C-G 
U-A 

5 '  

Mitochondrial 
wild type mutant 

pletely satisfactory; indeed, multiple mecha- 
nisms may be at work. One of the two most - 
complete theories states that redox-active - 
aminoglycoside/iron complexes catalyze the 
formation of free radicals, which are destruc- 
tive to the hair cells of the inner ear (71). The 
other theory holds that for at least some indi- - 
viduals aminoglycosides bind to mitochondrial 
ribosomes and shut down protein synthesis 
(72). Because of its ribosome involvement only - 
the second theory will be discussed here. - 

Mechanisms of the severe ototoxicity asso- 
ciated with aminoglycoside use are only par- 
tially known, but circumstantial data suggest 
that aminoglycoside ototoxicity results from 
unintended interactions with human mito- 
chondrial ribosomes. (1) Reports of several 
pedigrees exist, which correlate hypersensitiv- 
ity to aminoglycosides with a single polymor- 
phism in the mitochondrial genome (A1555G) 
(72-76). This polymorphism conspicuously oc- 
curs in the A-site of 12s rRNA, which is anal- 
ogous to the gentamicin/neomycin binding 
site in bacterial ribosomes. It is speculated 
that this polymorphism makes the A-site of 
12s rRNA (mitochondrial) look more like the 
A-site of 16s rRNA (bacterial) (Fig. 6.5). (2) 
The phenotype of sensoneural hearing loss or 
deafness due to aminoglycoside toxicity is the 
same as that found in most mitochondrial en- 
cephalomyopathies, suggesting mitochondrial 
involvement (77). (3) Mitochondrial DNA 
from individuals with the A1555G polymor- 
phism can be co-transfected into pO HeLa cells, 
which lack mitochondrial DNA altogether, 
causing these cells to become sensitive to 
streptomycin intoxication (78). (4) Significant 
uptake of tritium labeled aminoglycosides has 
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been observed in proximal tubular kidney cells 
and within sensory hair cells, with significant 
localization to mitochondria (79). (5) In vitro 
measurements demonstrate that gentamicid 
neomycin aminoglycosides bind poorly to the 
human mitochondrial decoding A-site, but 
bind to the RNA containing the A1555G poly- 
morphic sequence with an affinity similar to 
that of RNA with the bacterial sequence (80). 
(6) Paromomycin has been observed to shut 
down mitochondrial activity in Leishmania 

A direct model of aminoglycoside ototoxic- 
ity exists for neomycin-like and gentamicin- 
like compounds, in which aminoglycosides 
bind to mitochondrial ribosomes containing 
the A1555G mutation more tightly than they 
do to the wild-type ribosomes. Ring I of both 
subclasses stacks atop the Watson-Crick base 
pair formed by C1409 and G1491. This base 
pair and the adjacent base pair form mis- 
matched pairings ((31409 . C1491 and C1410 - 
A1490) in human mitochondrial ribosomes, 
and the second pair is thought to disrupt the 
stabilizing stacking interaction between ring I 
and nucleotides 1409 and 1491. In individuals 
with the A1555G polymorphism (analogous to 
A1490 in the E. coli small subunit rRNA), one 
of the two mismatches is converted to a 
Watson-Crick base pair ((31410-G1490), which 
may help restore the stacking interaction be- 
tween ring I and 1409 and 1491. In vitro bind- 
ing studies of common aminoglycosides and 
both mitochondrial RNA sequences confirm 
that aminoglycosides bind the A1555G poly- 
morphic sequence more tightly than the wild- 
type (79). If the direct model is correct, then 
there is optimism that agents with enhanced 
specificity for the bacterial sequence will nec- 
essarily be less ototoxic. 

One obvious weakness in the theory of mi- 
tochondrial involvement in aminoglycoside in- 
toxication is that streptomycin doesn't share a 
binding site with gentamicirdneomycin-like 
aminoglycosides. However, streptomycin does 
interact with the backbone of A1491 (10). It is 
possible that the A1555G polymorphism po- 
tentiates streptomycin biding against mito- 

I chondrial ribosomes, either directly or indi- 
redly. A second weakness is that tissue 

3 specificity for aminoglycoside toxicity is poorly 

understood, but that is true for all competing 
theories of aminoglycoside ototoxicity. 

7 TETRACYCLINE AND ANALOGS 

Tetracyclines were the first broad-spectrum 
antibiotics and have been used successfully for 
decades to treat both gram-positive and gram 
negative bacterial infections (82). Chlortetra- 
cycline was the first tetracycline to be isolated, 
in 1948, from Streptomyces aureofaciens (83). 
Other common tetracyclines, such as oxytet- 
racycline and tetracycline, were isolated from 
Streptomyces sources in subsequent years. 
The abundance of natural, active tetracy- 
clines, coupled with extensive synthetic alter- 
ations, provides a rich collection of compounds 
from which to build meaningful structure-ac- 
tivity relationships. As was found for the ami- 
noglycosides, previous observations of tetracy- 
cline structure and activity can be rationalized 
from recent tetracyclinel30S crystal struc- 
tures (11, 12). 

Although tetracycline was not the first 
agent of its class discovered, it nonetheless 
provides the basis for tetracycline nomencla- 
ture (Fig. 6.6). Numerous reviews exist that 
report on the biosynthesis and use of tetracy- 
clines (82,84- 86). 

Extensive efforts to identify tetracycline 
analogs from both natural and semisynthetic 
sources that possess greater efficacy, lower 
toxicity, and greater chemical stability have 
produced superior drugs (821, such as minocy- 
cline and doxycycline, but newer semisyn- 
thetic analogs may be on the way. Members of 
a new tetracycline class, known as glycylcy- 
clines, are superior to all existing clinically 
useful agents against several types of tetracy- 
cline-resistant bacteria (87-89). 

7.1 Mechanism of Action 

Biochemical probing identified multiple tetra- 
cycline binding sites within 30S, one of which 
resides in the decoding A-site and seems to be 
responsible for the antibiotic effect of tetracy- 
cline (19). Two groups have independently 
solved tetracyclinel30S structures by X-ray 
crystallography (11,12). The Berlin group re- 
fined the positions of six tetracycline binding 
sites, ranging in occupancies from 0.41 to 1.0, 
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R ' Fi2 Fi3 R4 

Tetracycline H OH CH3 H 

Chlortetracycline CI OH CH3 H 
Demeclocycline CI OH H H 
6-Dernethyltetracycline (Dernecycline) H OH H H 

Oxytetracycline H OH CH3 OH 

6-Deoxytetracycline H H CH3 H 

Minocycline N(CH3)2 H H H 
Doxycycline H H CH3 OH 

Figure 6.6. The structures of tetracycline and several analogs of tetracycline. 

to a resolution of 4.5 A (12), while the Cam- 
bridge group identified two tetracycline sites, 
which they refined to 3.4A (11). The two sites 
identified by the Cambridge group are a subset 
of the six sites reported by the Berlin group, 
with both groups identifying tetracycline 
bound in a pocket formed by 16s rRNA helices 
31 and 34 as the dominant and most relevant 
site. Only the structure of the H311H34 tetra- 
cyclinel30S complex will be discussed here, al- 
though other tetracycline binding sites could 
contribute to ribosome inhibition. 

It has been accepted for some time that tet- 
racycline interferes with proper tRNA binding 
to the A-site (57). A refinement of this model 
has the elongation factor TuItRNA complex 
docking correctly into the A-site, allowing the 
correct codon-anticodon interaction to take 
place, and the subsequent hydrolysis of GTP 
by EF-Tu (11). At this point a necessary rota- 
tion of the A-site tRNA is blocked by tetracy- 
cline, leading to the ejection of tRNA from the 
A-site without peptide bond formation. In this 
scenario, tetracycline extracts two payments 
from the cell, inhibition of protein synthesis 
and the unproductive hydrolysis of GTP. 

7.2 Structure-Activity Relationship 

Tetracyclines contain four fused rings (A-Dl, 
one of which, D, is aromatic; rings A and B 

contain sites of unsaturation (Fig. 6.7). Essen- 
tially all alterations to the general tetracycline 
ring skeleton are deleterious; breaking any 
ring, disrupting aromaticity in ring D, or aro- 
matization of ring A or C destroys all tetracy- 
cline activity (85). Modifications to the func- 
tional groups on ring A and the bottoms of 
rings B, C, and D are generally not tolerated, 
but extensive modification is possible else- 
where. Maintenance of the ketones at C1 and 
C11 is essential, as are the hydroxyls at C3, 
C10, C12, and C12a. All of these groups are 
involved in an extensive network of RNA bind- 
ing interactions composed of hydrogen bonds 
and shared coordination to Mg2+. Neither the 
hydroxyl nor the methyl at C6 is essential for 
activity; no direct ribosome interaction is ob- 
served for the C6 substituents. Removal of the 
dimethylamino group at C4 diminishes in 
vitro activity and abolishes in vivo activity 
(85). Reduced binding is expected with the re- 
moval of this group; it interacts electrostati- 
cally with the phosphate of G966. The amido 
group at C2 is rarely substituted, but a 
2-acetyl moiety has been observed (85). Either 
chemical entity is able to hydrogen bond to the 
ribose of C1195. 

Tetracycline occupies a pocket formed by 
helices 31 and 34 of 16s rRNA (11). As with 
most ribosome targeting antibiotics, the con- 
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tacts are to RNA only. The structures explain 
virtually all of the absolutely required tetracy- 
cline groups. Extensive hydrogen bonding net- 
works are observed between the drug and 
backbone phosphate and ribose oxygen atoms. 
Similar to streptomycin, no hydrogen bonds 
are formed between tetracycline and any 
nucleobases-sequence selective binding comes 
from the proper presentation of sequence-inde- 
pendent groups. Tetracycline binding has two 
interactions that are unusual drugrRNA inter- 
actions: binding through a shared Mg2+, which 
coordinates several oxygens from tetracycline 
and phosphate groups from the ribosome, and 
aromatic stacking between ring D and C1054. 
All attempts to modify tetracycline groups in- 
volved in the intricate interactions detailed 
above are deleterious. The remaining perimeter 
of tetracycline makes no close interactions with 
30s. Indeed, the C5-C9 edge of tetracycline is 
directed away from any nearby 30S, which ex- 
plains why extensive modifications at C6, C7, 
and C9, and the C8 methoxy derivative are pos- 
sible. 

Removal of one or both of the common C6 
substituents, hydroxyl and methyl, is com- 
mon, and virtually all substitutions at C6 are 
permitted, even for groups as large as ben- 
zylmercaptan and glycosides (85). Both elec- 
tron donating and electron withdrawing 
groups are tolerated at C7 (85). C8 methoxy 
derivatives are occasionally observed and are 
active (85). Numerous substitutions at C9 are 
also permissible. Recently, C9 amido substitu- 
tions yielded compounds with enhanced ribo- 
some binding that escape recognition by cer- 
tain efflux pumps (87-89). These derivatives, 
known as glycylcylines, remain active against 
a wide variety of tetracycline-resistant bacte- 
ria. Of particular interest here is the fact that 
many of these derivatives have greatly en- 
hanced ribosome binding, indicating that the 
amido substitutions are making additional 
unique, productive interactions with 30s. 
More work will be needed before the identities 
of these new interactions are revealed. 

8 ERYTHROMYCIN AND ANALOGS 

Isolation of macrolides began in the 1950s 
with the discovery of pikromycin (90); the iso- 

lation of numerous other macrolides quickly 
followed and the search for others continues 
today. Natural macrolides contain a highly 
substituted 12- to 16-member monocycle lac- 
tone ring, referred to as an aglycone, to which 
one or more deoxysugars are attached. Eryth- 
romycin, the first clinically used macrolide, 
was isolated in 1953 from Saccharoplyspora 
erythraea (formerly Streptomyces erythreus) 
(91). Erythromycin is a member of the 14- 
atom macrolide family and contains two sugar 
moieties: desosamine, an amino sugar, and 
cladinose (Fig. 6.8). It is a relatively broad- 
spectrum antibiotic with low toxicity, but it is 
also characterized by poor chemical stability, 
uncertain pharmacokinetics, and widespread 
bacterial resistance (32, 82). These negative 
qualities provided the impetus to search for 
erythromycin alternatives, both from natural 
sources and from semisynthetic modifications, 
that were improvements over erythromycin in 
one or more of the above categories. Several 
analogs (i.e., azithromycin and clarithromy- 
cin) were noticeable improvements in all re- 
gards except resistance; bacteria were gener- 
ally cross-resistant to erythromycin and its 
analogs. A new class of macrolide analogs, re- 
ferred to as the ketolides, show great promise 
because of their increased activity both overall 
and against many erythromycin resistant bac- 
teria (92-94). 

8.1 Mechanism of Action 

Macrolides bind to a region of 50s near the 
peptidyl transferase center and block the 
progress of the nascent peptide through the 
exit channel (14). Drug binding encompasses 
interactions to nucleotides from domain V (di- 
rectly) and domain I1 (allosterically) of 23s 
rRNA (95). The dominant mechanism of resis- 
tance is through methylation of A2058 in 
domain V by the erm family of methyltrans- 
ferases, which confers resistance to macro- 
lides, lincosamide, and group B streptogra- 
mines, a collection of structurally diverse 
antibiotics that are collectively referred to as 
MLS, antibiotics (57, 93). Cross-resistance 
arises from the sharing of a common binding 
site that includes interaction with A2058. The 
second most common form of erythromycin 
resistance comes from active efflux encoded 
for by mef genes (93). Also, clinical isolates 
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sistant to erythromycin have recently been 
ported to contain 23s rRNA and ribosomal 
tein mutations (93). 

Structure-Activity Relationship 

crolides have a rich assortment of chemical 
features through which tight, selective molec- 

recognition of 50s can exist; however, the 
stal structure and structure-activity rela- 
nships of erythromycin demonstrate that 
ly a handful of these potential contact 
nts are actually involved in direct contact 
g. 6.9a-c). This limited engagement by 
e regions of erythromycin has allowed the 
struction of diverse subgroups of macro- 

e antibiotics. Notably, extensive modifica- 
n of the ring skeleton is possible. 
Isolated macrolides typically have 12, 14, or 

m aglycones, with the 14-atom class serv- 
the basis for most clinically relevant mac- 

\ 
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Clarithromycin 

' 3 3  

Azithrornycin 

Figure 6.8. The structures of the macrolides: erythromycin, clarithromycin, and azithromycin. 

rolide antibiotics. The 12-atom aglycone macro- 
lides exhibit poor activity, whereas 16-member 
aglycones, such as josamycin and tylosin, have 
both medical and veterinary use. Tylosin and 
erythromycin compete for the same binding site 
on 50S, and both drugs block the exit channel; 
by virtue of a disaccharide in place of des- 
osamine, a ring common to 14-membered mac- 
rolides, tylosin and other 16-membered macro- 
lides also inhibit peptide bond formation (96). 
Structural information exists only for the 14- 
membered macrolides; although there is exten- 
sive evidence to support a similar mode of bind- 
ing for the 16-membered ring macrolides, 
enough differences between the mechanisms of 
action of the two classes exist to caution against 
extrapolating the 16-membered macrolides 
from existing 14-membered macrolide/50S 
structures. Therefore, only the 14-membered 
macrolides will be addressed here in detail. 
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' +OH (cladinose) 0 

Figure 6.9. Molecular interactions between erythromycin and 50s (E. coli numbering) with various 
modifications tested for activity. (a) Erythromycin/50S interactions. Dashed lines indicate possible 
hydrogen bonds (some of which are salt bridges when suitably reinforced with favorable electrostatic 
potentials). (b and c) Several modifications tested. Arrows point to permissible modifications; arrows 
with an X point to non-permissible modifications. Dashed arrow points to a modification that is not 
permissible unless corresponding changes are made elsewhere. 

Erythromycin seems to be anchored to do- 
main V of 23s rRNA by only a few hydrogen 
bonds and a salt interaction: the C6 hydroxyl 
forms a hydrogen bond to N6 of A2O62; the C2' 
desosamine hydroxyl group forms a hydrogen 
bond to N1 of A2058 and either N1 or N6 of 
A2059; the C3' dimethylamino group is close 
to the phosphate of G2505; and the C12 hy- 
dryoxyl group forms a hydrogen bond to the .TI. 
system of U2609 (14). Clearly, other impor- 
tant non-bonding interactions must contrib- 
ute in a large way to erythromycin binding. 

For example, the cladinose ring seems to make 
hydrophobic contacts with 30s. Nevertheless, 
there are also regions of erythromycin that 
make only minor contributions to binding, 
such as the region encompassed by C7-Cll. 

Under acidic conditions erythromycin can 
undergo spontaneous intramolecular ring cy- 
clizations, the products of which are inactive 
(96-99). All contain either the 6,9-hemiketal 
or the 8,9-anhydro-6,9-hemiketal; they may 
also contain the 6,9;9,12-spiroketal. The syn- 
thesis and isolation of the biologically active 
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Figure 6.9. (Continued.) 

9,12-bicyclic-epoxy macrolides established 
that it is the presence of the 6,9-bicycle that 
leads to inactive macrolides (100). Conversion 
of the C9 ketone to 0-substituted oximes and 
amino groups yields active compounds and re- 
moves the possibility of forming the above in- 
active cyclization products (101, 102). Eryth- 
romycin 9-oxime undergoes a Beckman 
rearrangement to give the ring-expanded 15- 
member aglycone, which is further converted 
to the 9-"azalide" (azithromycin) on reduction 
and N-methylation (103, 104). The synthesis 
of 11,12-carbonate and 11,12-N-substituted 
carbamates has generated many new useful 
compounds currently under clinical investiga- 
tion (105). Tricyclic analogs are also active 
(106). The above modifications are varied and 
sometimes extreme, yet all of them are toler- 
ated except for the formation of 6,9-bicyclic 

derivatives; all can be rationalized through in- 
spection of the erythromycinl50S structure. 

The two sugars that form part of erythro- 
mycin are important for activity in most mac- 
rolide antibiotics; cladinose can be replaced or 
dispensed with when other compensating 
modifications are made that restore ribosome 
binding (107, 108). Hydrogen bonding and 
strong electrostatic interactions are absent 
between cladinose and 50S, but the ring itself 
stacks atop the base equivalent to C2610 in E. 
coli. This interaction must account for a sig- 
nificant amount of binding energy, because re- 
moval of this ring without other compensating 
changes elsewhere abolishes activity. 

The lack of directional interactions, such as 
hydrogen bonds involving 2 - 0  and 4 - 0 ,  
agrees with the observation that methylation 
of ring hydroxyls is of little consequence to 



Therapeutic Agents Acting on RNA Targets 

I (desosamine) 

Figure 6.9. (Continued.) 

activity. Other modifications to cladinose are 
also possible; the C2" methoxy derivative is 
active, as are several C4" derivatives (109, 
110). 

The cladinose ring seems to be an essential 
determinant for the induction of the inducible 
form of MLSB resistance, an observation that 
prompted the investigation of analogs in 
which the cladinose was removed or replaced 
by other moieties. Numerous 3-0-acyl deriva- 
tives of erythromycin were synthesized and 
observed to be active antibiotics (111). Some of 
those antibiotics remained active against 
MLSB-resistant Staphylococcus aureus and ef- 

flux-resistant Streptococcus pneumoniae, il- 
lustrating that some of the derivatives com- 
pensated for the cladinose ring in terms of 
ribosome binding but not its ability to induce 
antibiotic resistance. Substitutions that would 
be expected to stack most strongly (i.e., aro- 
matic rings) showed the best activity, further 
supporting the notion that the primary bind- 
ing energy of cladinose is from stabilizing non- 
bonding interactions (1 11). 

Like the cladinose ring, the desosamine 
ring is important for activity; unlike cladinose, 
no synthetic alternatives have been identified. 
In complex with 50S, desosamine makes nu- 
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merous specific interactions: the C2' hydroxyl 
is within hydrogen bonding distance of N1 and 
N6 ofA2058 and N6 of A2O59, and the dimeth- 
ylamine forms a salt bridge to the phosphate of 
G2505. MLS,-resistant strains of bacteria 
produce a methyltranseferase that converts 
A2058 to an N6JV6-dimethyladenosine (112), 
which when present would disrupt hydrogen 
bonding between the C2' hydroxyl and the 
adenosine (14). Because disruption of the hy- 
droxyVA2058 interaction is enough to reduce 
the efficacy of erythromycin by several orders 
of magnitude, that interaction coupled with 
any negative steric clash that may be present 
must account for a significant portion of the 
overall binding energy. Clinical isolates of Hel- 
icobacterpylori and other pathogenic bacteria 
with a limited number of rRNA operons resis- 
tant to clarithromycin sometimes contain ei- 
ther a common A2058 + G mutation or a rarer 
A2058 + C mutation in 23s rRNA (113). Ri- 
bosomes containing these mutations bind 
macrolide antibiotics less well, again illustrat- 
ing the importance of the C2' hydroxyl inter- 
actions. A pikromycin biosynthetic analog was 
produced that was p-glycosylated at the 2' po- 
sition of desosamine, yielding a compound de- 
void of antibiotic activity; this also affirms the 
importance of the C2' hydroxyl group (114). 

Numerous 16-membered macrolides (e.g., 
tylosin) have mycaminose, a disaccharide that 
contains desosamine, instead of the monosac- 
charide desosamine alone (115). If the struc- 
ture-activity relationships of the 14- and 16- 
membered macrolides prove to be identical, it 
is clear that the pocket into which the des- 
osamine binds needs to be explored further 
before adequate structure-activity relation- 
ships can be realized. 

Modification of C6-OH of the aglycone is 
not only possible, it is preferable. Methylation 
of this hydroxyl group yields an antibiotic (cla- 
rithromycin) with superior pharmacokinetics 
(82). Numerous 6-0-aryl derivatives yielded 
agents with superior antibiotic activity for 
erythromycin, ketolide, and 11,12-carbamate 
derivatives (106, 116). The authors of this 
study speculated that the newly introduced 
6-0-aryl groups enhance the overall interac- 
tion of those drugs with domain I1 of 23s 
rRNA. If true, this means that these modifica- 
tions may occupy the same site as N-linked 

moieties from recent 11,12-carbamate analogs 
that have been shown to have improved bind- 
ing to domain I1 nucleotides, which means 
that both types of modifications could not exist 
simultaneously. 

In both the erythromycin/50S and the cla- 
rithromycin/50S structures the C6-0 is within 
hydrogen bonding distance of the N6 of 
A2062. Inspection of both of those structures 
suggests that the same hydrogen bond can be 
preserved for the 6-0-aryl derivatives. Never- 
theless. more work will needs to be done be- 
fore definitive conclusions can be drawn about 
where the aryl arm extends with respect to 
50s. 

The ketolides, such as the recently ap- 
proved drug telithromycin, are a new class of 
erythromycin analogs (Fig. 6.10) (108). The 
cladinose ring is absent and the C3-OH is oxi- 
dized to a ketone. Removal of the cladinose 
ring, as discussed above, reduces overall bind- 
ing affinity, which can be more than compen- 
sated by the inclusion of N-linked arms that 
extend from either the 11,12-carbamate func- 
tional groups (telithromycin) or the C6-0-aryl 
groups (ABT 773) (107, 108). Biochemical 
probing implicates nucleotide 752 of domain I1 
as being involved with ketolide binding, spe- 
cifically with either of the extensions; labora- 
tory isolates resistant to kelotides but not to 
erythromycin suggest additional domain V in- 
volvement as well (108, 117, 118). The eryth- 
romycin/50S crystal structure reveals a close 
interaction (3.2 A) between A752 of domain I1 
and U2609 of domain V, which suggests either 
a direct mechanism by which the 11.12-car- - 
bamate arm could interact simultaneously 
with both nucleotides or an indirect mecha- 
nism by which ketolide interaction with one 
nucleotide subsequently affects the inter- 
nucleotide interaction. 

The hydroxyl groups from both C11 and 
C12 are within hydrogen bonding distance of 
U2609, with the C12- OH/U2609 putative in- 
teraction seeming to be more favorable. Meth- 
ylation of both hydroxyl groups is tolerated, 
but is not ideal (111). 

8.3 Refined View of Macrolide Binding 

At the resolution limit of the erythromycin1 
50s structure, ordered water molecules, 
which help mediate many RNA-ligand interac- 
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Figure 6.10. The structures of the ke- 
tolides: telithromycin and ABT 773. 
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tions, are not observed, but placement of large 
features like the core aglycone ring and the 
external cladinose and desosamine rings can 
be positioned with confidence (14). Therefore, 
gross features of erythromycin binding are 
sound, but the finer details, such as intricate 
hydrogen bonding networks, remain to be 
identified. And while a quantitative account- 
ing of the interactions that govern macrolide 
binding is absent at this time, a global model of 
binding is emerging. 

Macrolides such as erythromycin bind 50s 
by occupying one large pocket formed by nu- 
cleotides within the central loop of domain V 
and then branch out into other neighboring 
pockets by way of external sugar groups or, in 
the case of the ketolides, by extensions from 
either the 11,12-carbamate or the C6-OH. 
With the possible exception of the 11,12-car- 
bamate and C6-OH extensions, interactions 
with these satellite pockets are essentially in- 

ABT 773 

dependent from each other; pruning of one in- 
teraction can be compensated for by growth 
into another pocket. At least three satellite 
pockets exist: the desosamine pocket, the 
cladinose pocket, and the 11,12-extensionl6- 
0-aryl pocket. It seems that extensions from 
the C6-OH occupy the same pocket as do ex- 
tensions from the 11,12-carbarnate moiety 
(118). If they do not, then there are at  least 
four pockets, all of which can be maximized for 
antibiotic activity (Fig. 6.11). 

9 LESSONS LEARNED FROM 
RIBOSOME/DRUC COMPLEXES 

Reports of the individual drug/ribosome com- 
plexes are important both in terms of describ- 
ing the mechanism of action and binding of 
those particular drugs and in terms of cata- 
loguing and comparing the various modes of 
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I 
Figure 6.11. An overall view 
of macrolideketolide binding. 
Several arms extend from the 

cupies the P1 binding pocket 
and makes interactions to 
multiple nucleotides includ- 
ing A2058. Cladinose occupies 
the P2 binding pocket and 
stacks with C2610. Exten- 
sions from cladinose extend 
into another pocket, P2'. Ke- 
tolide antibiotics have either 
11,12 carbamate extensions 
or aryl extensions from C6, 
both extensions seem to inter- 

P2 (C2610) act with a pocket involving 
A752. Therefore, a macrolide 
analog presumably cannot 

p r  have both types of extensions. 

binding involved (10-14). Earlier NMR struc- 
tures of aminoglycosideIRNA complexes con- 
firmed the predicted importance of electro- 
static interactions between drug amino 
groups and RNA phosphate groups, but also 
illustrated other important features of drug 
binding, such as hydrogen bonds to nucleo- 
bases and stacking of drug sugars atop base 
pairs (59,60). Previous sections described the 

: binding of four classes of drugs in detail; given 
i their level of chemical diversity, it shouldn't 
r 

surprise anyone that the observed modes of 
binding were very different. Other antibiotic/ 
RNA complexes have been solved (8-12), add- 
ing further to the collective knowledge of 
drug/RNA interactions; like the drugs dis- 
cussed above, each brings knowledge of previ- 
ously unknown modes of interaction. Their 
structures plus the structure of linezolid, a re- 
cently approved synthetic antibiotic, are 
drawn in Fig. 6.12. 

Streptomycin binds to a site that ties to- 
gether multiple helices almost exclusively 
through hydrogen bonds and salt bridges to 
backbone phosphates, whereas compounds 
such as hygromycin B bind to a pocket within 
an expanded major groove through several hy- 
drogen bonds to nucleotide bases but with no 

phosphate contacts (10). Paromomycin and 
gentamicin share the same pocket within a 
major groove and make numerous contacts to 
both backbone phosphates and nucleotide 
bases (10,59, 60). 

Some antibiotics, such as erythromycin 
and chloramphenicol, seem to rely heavily on 
hydrophobic interactions to provide necessary 
binding energy, but there is substantial varia- 
tion in how this is accomplished. For example, 
aromatic rings from tetracycline and pactamy- 
cin stack with nucleotide bases, whereas paro- 
momycin, gentamicin, and erythromycin con- 
tain sugars that stack atop the aromatic 
nucleotide bases (10,14,60). Pactamycin illus- 
trates the latter phenomenon in reverse: a ri- 
bose sugar from 16s rRNA stacks atop one of 
pactamycin's two aromatic rings (11). 

Two drugs, chloramphenicol and tetracy- 
cline, interact with rRNA through Mgt at- 
oms that are coordinated by both the drugs 
and the RNA phosphate oxygens (11, 14). 
Shared metal coordination is not a common 
interaction between drug and proteins; it re- 
mains to be seen if this is a common phenom- 
enon for RNAIantibiotic complexes or not. 

Table 6.1 lists several ribosome binding an- 
tibiotics and one novel compound, linezolid 
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Figure 6.12. Structures of several other antibiotics whose 3D structures have been solved in corn-' 
plex with either 30s or 50S, and the novel synthetic antibiotic linezolid. 

(119), which also inhibits ribosome function 
(120-123), and the log of their estimated n- 
octanol/water partition coefficients (LogP). 
Estimated LogP values range from -7.2 for 
paromomycin to 2.8 for erythromycin for fully 
protonated drugs. The values for the same 
compounds in their neutral forms range from 
-4.1 to 4.6. It is interesting and not surprising 
to note that the two most hydrophobic com- 
pounds, erythromycin and clindamycin, seem 
from their crystal structures to engage in mostly 
hydrophobic interactions with the ribosome, 
whereas the most hydrophilic compounds, paro- 
momycin, gentamicin, hygromycin B, and strep- 
tomycin, all interact extensively with backbone 
phosphates through amino groups. The struc- 
ture of linezolid in complex with 50s has not 
been solved, but if this trend holds true, then 
linezolid should interact with the ribosome pri- 

marily through hydrophobic interactions. As a 
group these LogP values tend to be lower (more 
negative) than the LogP values for most drugs, 
which may reflect the type of interactions that 
are observed between antibiotics and RNA, but 
may also reflect the more hydrophilic nature of 
the surrounding RNA. RNA, even in tightly 
packed structures, is extensively hydrated, 
whereas the core of proteins is not. In a more 
electrophilic environment the magnitude of 
some non-bonded interactions, such as Coulom- 
bic forces, will be dampened, but others, such as 
the hydrophobic effect, will be enhanced, hint- 
ing that the relative values that contribute to 
ligandlreceptor associations may be different for 
RNA and protein targets. Numerous high-reso- 
lution protein/RNA complexes exist in the crys- 
tallographic database. Comparison between 
forces that mediate proteidprotein association 



9 Lessons Learned from RibosomeIDrug Complexes 197 

Table 6.1 "Rule of 5" Values for Selected RNA Binding Antibiotics 

Compound LogPa NH + OHb MW N + 0" Alertd 

Chloramphenicol -1.689 3 323 6 0 
Clindamycin 0.826 4 410 7 0 
Erythromycin 2.874 5 734 14 1 
Gentamicin 1Ca -5.622 8 449 12 1 
Hygromycin B -5.619 11 527 16 1 
Linezolid 2.011 1 337 7 0 
Padamycin 0.495 7 531 12 1 
Paromomycin - 7.212 13 600 18 1 
Streptomycin -5.26 14 581 19 1 
Tetracycline -2.688 6 444 10 1 
Average: -2.1884 7.2 493 12.1 

"LogP calculated using HINT (135). All alkylamines were treated as ammonium ions, which at least for paromomycin and 
gentamicin 1Ca underestimates LogP. 

bSum of OH and NH H-bonds donors (132). 
"Sum of 0 and N H-bond acceptors (132). 
dComputational alert according to rule of 5:O, no problem:l, poor absorption or permeation likely (132). 

and those that mediate protein/RNA association 
may help in explaining global features of RNA 
molecule recognition (124-131). 

Ample evidence exists to confirm that 
RNA-binding ligands can be found that have 
drug-like affinity and specificity against a va- 
riety of RNA targets. A question that remains 
to be answered is whether similar agents can 
be applied to a wide range of targets, including 
cellular targets where a balance between drug 
solubility and cellular permeability is more 
important. Membrane permeability and drug 
solubility are intricately linked; the more per- 
meable a membrane is to a drug, the less sol- 
uble the drug needs to be (132). The rule of 5 
states that poor absorption or permeability is 
more likely when there are more than 5 H- 
bond donors, more than 10 H-bond acceptors, 
the molecular weight is greater than 500, and 
the calculated LogP is greater than 5 (133). 
This simple mnemonic is a set of criteria 
which most, but certainly not all, drugs obey. 
In the drug discovery process they are often 
used as a filter to reduce the number of poten- 
tial candidates before costs of synthesis and 
testing are incurred (134). Here the rule of 5 
will be used to predict whether or not any of 
the drugs in Table 6.1 would be acceptable 
drugs for a cellular target. Or put another 
way, are the chemical properties required for 
RNA binding mutually exclusive of the chem- 
ical properties required for good membrane 
permeability, absorption, and solubility? 

Three of the antibiotics listed in Table 6.1, 
chloramphenicol, clindamycin, and the syn- 
thetic drug linezolid, are expected to have ab- 
sorption and permeation qualities similar to 
the vast majority of drugs. All of the com- 
pounds that failed had either too many hydro- 
gen bond acceptors, too many hydrogen bond 
donors, or both. Only two compounds in the 
failed set, gentamicin Cla and tetracycline, 
had molecular weights under 500. Many com- 
pounds were borderline; in particular, tetracy- 
cline has six hydrogen bond donors instead of 
the limit of five, but otherwise satisfies the 
rule of 5. Note that many active tetracycline 
derivatives satisfy the rule of 5. 

Can drugs be developed that act on non- 
ribosomal RNA? Several facts highlighted 
within this chapter should provide optimism 
that such drugs can be found. The structural 
data that exist for antibiotic/ribosome com- 
plexes illustrate a wide range of intermolecu- 
lar interactions that are sufficient to selec- 
tively inhibit RNA function; other tightly 
binding ligands against RNA targets, such as 
ligands against HIV genomic RNA, demon- 
strate similar specificity. And on balance, an- 
tibiotic/RNA binding is more hydrophilic in 
nature than druglprotein complexes. How- 
ever, some agents, such as erythromycin, 
make use of extensive hydrophobic interac- 
tions, and for three compounds, chloramphen- 
icol, clindamycin, and linezolid, chemical fea- 
tures required for RNA binding seem to 
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intersect with chemical properties required 
for drug-like absorption and permeability. 
The semisynthetic library, assembled largely 
in the absence of structural information, is 
rich for several classes of antibiotics; in most 
cases improvements in drug performance 
were possible, indicating that, even in the ab- 
sence of structural data, promising lead com- 
pounds can be optimized enough to afford 
bona fide therapeutic agents. 

Note added in proof- In the final stages of 
preparing this chapter, an article has ap- 
peared from the groups of Moore and Steitz 
describing the structures of several macrolide 
drugs in complex with the 50s ribosomal sub- 
unit (136). Readers interested in macrolide 
antibiotics are encouraged to visit this article. 
It contains new information not presented 
within this chapter. 
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1 INTRODUCTION 

A decade has elapsed since we first wrote-"by 
the 21st century, research on carbohydrates 
will emerge as significant new approach to 
drug discovery (I)." Indeed, significant progress 
has been made toward the realization of this 
statement. The pharmaceutical impact of this 
class of biomolecules can be seen in the carbo- 
hydrate-based therapeutics recently approved 
for marketing. For example, the trend toward 
producing lower molecular weight heparin- 
based products has culminated in the approval 
of a pentasaccharide for preventing venous 
thromboembolism after major orthopedic sur- 
gery. Also, in the antiviral arena that has tra- 
ditionally resisted the introduction of new 
medicines, not one but two new monosaccha- 
ride glycomimetic drugs that block the ability 
of influenza viruses to exit infected cells by 
binding to neuraminidase were registered for 
the treatment of flu. 

The pharmaceutical impact of carbohy- 
drate-based therapeutics can also be seen in 
the agents now under evaluation in pre-clini- 
cal and clinical development. For example, 
synthetic carbohydrate chains, modeled on tu- 
mor cell antigens but modified to stimulate an 
immune response, are being used to develop 
novel cancer vaccines. 

In research, incremental increases in the 
capability of research tools have made the lo- 
calization and functional characterization of 
glyconjugates possible. Hints at how to solve 
the many carbohydrate synthesis problems 
can be gleaned from the developments made in 
solid and solution phase as well enzymatic 
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chemistry. Most importantly, carbohydrate 
chemists and glycobiologist have forged links 
that have allowed carbohydrate-based thera- 
peutics to enter the mainstream drug discov- 
ery process. Thus, all the above factors have 
combined to clearly demonstrate the impor- 
tance of carbohydrates as a source for new 
drug discovery. 

2 CARBOHYDRATE-BASED DRUGS 

The carbohydrate-based drug section is di- 
vided into three parts. The first part contains 
drugs that have made it to the market in the 
last decade. An emphasis is placed on new 
product introductions both because there has 
been significant progress in the commercial- 
ization of carbohydrate-based therapeutics 
and the product approval process is a very 
stringent measure of success. The second part 
of this section deals with therapeutics in de- 
velopment. Although not as stringent as mar- 
keted products, the introduction of new ther- 
apeutics into clinical trials is not trivial. Also, 
showing safety first, then efficacy, is a de- 
manding task, and there are failures. A review 
of carbohydrate-based therapeutics that failed 
in development is as informative as those that 
have succeeded. The final part is focused on 
carbohydrate agents in research. Indeed, it is 
interesting times for carbohydrate research 
because there are both promising ideas and 
nake approaches, and only time will tell which 
research will lead to new carbohydrate-based 
drugs. 
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2.1 To Market-Last Decade 

What marketed carbohydrate-based drugs 
means in the context of this chapter is that the 
indicated drugs have been approved by gov- 
ernment regulatory agencies during the last 
decade in one or more countries as safe and 
efficacious medicines for human use. It also 
means the drug's chemical structure or the 
drug's mechanism of action is related to car- 
bohydrate chemistry or glycobiology. 

In the last decade, a number of new carbo- 
hydrate-based therapeutics have been ap- 
proved for human use including both new 
chemical entities (usually low molecular 
weight) and new biological entities (usually 
high molecular weight). This section is divided 
by molecular weight and organized into ther- 
apeutic classes. The therapeutic classes are 
grouped as follows: diabetes, gastrointestinal, 
central nervous system, infection, thrombosis, 
inflammation, and enzyme replacement. 

2.1.1 Diabetes. Diabetes is a condition 
where there is too much glucose in the blood. 
Therefore, it is not surprising that carbohy- 
drate-based drugs would be active in a disease 

The tetrasaccharide acarbose (1) is used as 
an adjunctive in non-insulin-dependent type 2 
diabetes and is also of benefit in insulin-depen- 
dent type 1 diabetes when used in conjunction 
with insulin (2). Acarbose (1) is derived from 
the fermentation process of the fungus Actino- 
lanes utahensis and is orally active. It works 

intestinal a-glucosidases, result- 
ing in lower blood glucose levels after meals. 
Thus, acarbose (1) is an effective treatment 
for post-prandial hyperglycemia. 

The mechanism of action for acarbose (1) is 
informative as to how carbohydrate-based 

OH CH3 - 

,d N//,Q, ; HO'""' 
'*, 

OH OH 

drugs may work effectively. In a typical reac- 
tion in the intestine, the polymeric sugar 
chains are broken down into individual 
monosaccharide units by the action of a-gluco- 
sidase. This enzyme recognizes specific resi- 
dues in the polymeric sugar chain and hydro- 
lyzes the inter-glycoside linkage through the 
formation of an oxonium ion intermediate. A 
subsequent hydrolysis reaction of the inter- 
mediate releases the non-reducing end 
monosaccharide that becomes available for 
quick absorption in the intestine and release 
in the blood. 

Acarbose (1) is a stable transition state in- 
hibitor of this reaction. Its structure resem- 
bles the transition state structure of the poly- 
saccharide, although it lacks the ability to 
form a stable oxonium ion intermediate. A car- 
bose (1) has a 105-fold higher affinity than 
typical substrates. Thus, it binds the a-gluco- 
sidase enzyme, incapacitating it from its ac- 
tion on its normal substrates. This prevents 
the release of monosaccharides from polysac- 
charides in the stomach and intestine. The 
normal polysaccharides that are usually bro- 
ken down in the gastrointestinal tract are 
eliminated in feces. 

There are gastrointestinal side effects with 
acarbose (1) treatment including pain, diar- 
rhea, and flatulence. The drug is not recom- 
mended for people with limited kidney func- 
tion, and high doses cause abnormal liver 
enzyme values. Therefore, the maximum dos- 
age should not exceed 100 mg, three times per 
day. 

Voglibose (2) is anti-diabetic carbohydrate- 
based drug, and like acarbose (I), it is an 
a-glucosidase inhibitor for prevention of post- 
prandial hyperglycemia. Clinical studies have 
shown that voglibose (2) limits daily fluctua- 
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tions in blood glucose level and decreases the 
amount of insulin produced by the pancreas. 
Voglibose (2) is well tolerated and has been 
proven to be safe for further clinical use in 
combination with other drugs for diabetes, 
such as glibenclamide (3). In rats with type 2 
diabetes, the combination of voglibose and a 
pioglitazone seems to control blood glucose 
levels and improves the ability to regulate fu- 
ture glucose levels by restoring the function of 
damaged islet cells in the pancreas (4). Struc- 
turally, voglibose (2) is a synthetic monosac- 
charide that may offer advantages over the 
tetrasaccharide, acarbose (1). However, when 
compared side by side clinically, 1-day admin- 
istration of acarbose (1) and voglibose (2) at 
currently recommended clinical doses demon- 
strated that acarbose (1) was more effective in 
sparing endogenous insulin secretion than 
was voglibose (2) (5). 

Another azasugar that has been used for 
diabetes treatment is miglitol (3) (6). Like 
acarbose (1) and voglibose (21, it is an oral 
a-glucosidase inhibitor for use in the manage- 
ment of non-insulin-dependent diabetes mel- 
litus. Structurally, miglitol (3) is a des- 
oxynojirimycin derivative, and this family of 

compounds has antiviral and anticancer pro] 
erties (vide infra). Nevertheless, this age1 
has anti-diabetic properties that are similar 1 
both volglibose (2) and acarbose (1). 

2.1.2 Gastrointestinal System. Because hi 
torically carbohydrates were considered t 
function as merely energy storage, such 2 

starch, it is ironic that some newly approvc 
therapeutics are used to heal the gastrointe 
tinal system. 

Dosmalfate (4) is an oral cytoprotecti~ 
agent that is used for healing gastric, duodl 
nal, and esophageal ulcers (7). An addition; 
indication is to prevent lesions caused by tl. 
chronic intake of non-steroid anti-inflammatoi 
drugs. Its mechanism of gastric protection 
dependent on multiple factors including tl 
modulation of prostaglandins. Dosmalfate (4) 
reported to have a coating effect, including ant 
acid diffusion activity, but there are not ar 
anti-secretory properties. It was well tolerate 
in the clinic. 

2.1.3 Central Nervous System. Carboh: 
drate-based drugs acting on the central ne: 
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- vous system (CNS) is surprising because, in 
: general, saccharides are water-soluble, and 

drugs that are CNS active usually have appre- 
ciable lipid solubility. Apparently, a way to 
solve the problem is to mask the free hydroxyl 
groups of the saccharide with alkyl groups. 

Topiramate (5) is a monosaccharide diace- 
tonide with a sulfamate group that has activ- 

ity as a novel anti-convulsant (8), and more 
recently, it was approved to treat epilepsy. As 
one of the new generation of anti-epileptics, it 
is used to treat partial-onset seizures as ad- 
junctive therapy in children. In 2001, topira- 
mate (5) was also approved as adjunctive 
treatment for primary, generalized, tonic- 
clonic seizures in which a temporary loss of 
consciousness and muscle control occurs in 
young adults and children. Off-label prescrib- 
ing of topiramate (5) as a migraine preventive 
is known, and this is of concern especially in 
light of a side effect consisting of acute myo- 
pia-associated glaucoma that has been re- 
ported in patients receiving topiramate (5) (9). 

Symptoms include acute onset of decreased vi- 
sual acuity and/or ocular pain. 

2.1.4 Infection. Carbohydrate-based drugs 
that treat infection include antibiotics and an- 
tiviral~. In this section are agents to treat sep- 
sis and those that act as vaccines. Also, no at- 
tempt is made to cover all carbohydrate-based 
anti-infectives because of the number in- 
volved and because antibiotics are covered 
more thoroughly elsewhere (10). 

Aminoglycosides are a diverse group of car- 
bohydrate-based antibiotics that are used to 
treat a wide range of human infections. Ami- 
noglycosides include streptomycin, kanamy- 
cin, and dibekacin. These compounds inhibit 
protein synthesis in susceptible bacteria, al- 
though resistance and the risk of serious side 
effects, such as ear and kidney damage, have 
lessened their use. In view of the current con- 
cerns over the global rise in antibiotic-resis- 
tant microorganisms, there is a renewed inter- 
est in the new aminoglycosides that are 
approved for the effective treatment of resis- 
tant microorganism infections. 

The aminoglycoside, arbekacin (6), is a de- 
rivative of dibekacin and is effective against 
most resistant strains. It showed remarkable 
antimicrobial effects on methicillin-resistant 
Staphylococcus aureus (MRSA), a leading 
cause of nosocomial infections. Since its intro- 
duction, arbekacin (6) has been clinically used 
as one of the most effective antibiotics in the 
treatment of MRSA infections (11). 
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In contrast to antibiotics, viral diseases 
present an especially difficult challenge to the 
pharmaceutical industry. This is evident sim- 
ply because there are not enough good antivi- 
ral drugs available. The discovery and devel- 
opment of novel antiviral therapeutics with 
new mechanisms of action is a notable event. 
Thus, it is especially significant that the car- 
bohydrate chemistry of sialic acid was used in 
combination with neuriminidase glycobiology 
to produce not one but two new antiviral ther- 
apeutic drugs for the treatment of influenza. 

Neuraminidase cleaves terminal sialic acid 
(7) residues from carbohydrate moieties on 

the surfaces of host cells and influenza virus 
envelopes. The enzymatic process promotes 
the release of progeny viruses from infected 
cells (12). 

Neuraminidase inhibitors are analogs of 
sialic acid (7). They work by binding to the 
active, catalytic site of neuraminidase that 
protrudes from the surface of influenza vi- 
ruses. Viral hemagglutinin binds to the intact 
sialic acid residues, which results in viral ag- 
gregation at the host cell surface and a reduc- 
tion in the amount of virus that is released to 
infect other cells (13). 

The sialic acid analogs or glycomimetics, 
zanamivir (8) and oseltamivir (9), are mem- 
bers of a new class of antiviral agents that 
selectively inhibit the neuraminidase of both 
influenza A and B viruses. 

Zanamivir (8) is an inhaled anti-viral drug 
for the treatment of uncomplicated types A 
and B influenza, the two types most responsi- 
ble for flu epidemics (14). Patients need to 
start treatment within 2 days of the onset of 
symptoms, and the drug is less effective in pa- 
tients whose symptoms do not include a fever. 
Zanamivir (8) is a powder that is inhaled twice 

a day for 5 days, and it is not recommended in 
patients with severe asthma or chronic ob- 
structive pulmonary disease. 

In contrast to zanamivir (8), oseltamivir (9) 
is an oral anti-viral drug for the treatment of 
uncomplicated influenza in patients whose flu 
symptoms have not lasted more than 2 days (15, 
16). This product treats types A and B influenza; 
however, the majority of patients in the United 
States are infected with type A. Efficacy of osel- 
tamivir (9) in the treatment of influenza in 
subjects with chronic cardiac disease and/or 
respiratory disease has not been established. 
Oseltamivir (9) is also approved for the pre- 
vention of influenza in adults and adolescents 
older than 13 years. Efficacy of oseltamivir (9) 
for the prevention of influenza has not been 
established in immune-compromised patients. 

In the treatment of influenza, further com- 
ments on the mechanism of action of neur- 
aminidase inhibitors are warranted. Neur- 
aminidase inhibitors occupy the active site of 
neuraminidase by binding to it more readily 
than sialic acid (7), the sugar residue it nor- 
mally cleaves (17). Based on structure-activity 
relationship of analogs, it is apparent that 
sialic acid (7) is held in the active site through 
its glycerol and carboxylate groups, which 
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k 
i 

1 form hydrogen bonds with amino acids in the 
L 

i active site. Zanamivir (8) adds other hydrogen 

i bonds by replacing the hydroxyl group of a 
r sialic acid derivative with a large, positively 
I 
I charged guanidine moiety, which forms strong 
i attachments to two negatively charged amino 
! acids at the bottom of the target protein cleft. 

j Oseltamivir (9) is a prodrug that is mn- 
g verted to free acid in the body, and the result- 

t ing molecule retains the carboxylate bonds 
found in sialic acid (7). It also makes use of a 
hydrophobic group that apparently binds bet- 
ter than a glycerol of sialic acid (7) that it re- 

' 2 places. The antibiotics zanamivir (8) and osel- 
tamivir (9) are outstanding examples of new 
carbohydrate-based therapeutics. 

Historically, the only therapeutics for sep- 
sis were antibiotics. People suffering from sep- 
sis are unable to regulate inflammation and 
coagulation, leading to tissue damage, organ 
failure, and sometimes death. Trauma, sur- 
gery, burns, or illnesses like cancer and pneu- 
monia can trigger the condition. Sepsis is sec- 
ond to heart attack as the leading cause of 
death with intensive care unit patients. 

Drotrecogin alfa is a genetically engineered 
version of the human activated protein C mol- 
ecule, which helps balance the forces behind 
sepsis, including inflammation, coagulation, 
and suppression of fibrinolysis (18). Drotreco- 
gin alfa differs from the natural form of acti- 
vated protein C by specialized chemical attach- 
ments composed of complex carbohydrates 
that are not found in other biotech treatments 
such as insulin. Protein C is a serine protease 
and naturally occurring anticoagulant that 
plays a role in the regulation of homeostasis 
through its ability to block the generation of 
thrombin production by inactivating factors 
Va and VIIIa in the coagulation cascade. Hu- 
man protein C is made in vivo primarily in the 
liver as a single polypeptide of 461 amino ac- 
ids. The protein C precursor molecule under- 
goes multiple post-translational modifications. 

The reasons why drotrecogin alfa is in- 
cluded as a carbohydrate-based therapeutic is 
not only because it is a glycoprotein but also 
because to be fully active the core protein C 
must be glycosylated by the addition of four 
Asn-linked oligosaccharides. Other post-trans- 
lational modifications required for activity in- 
clude the addition of nine y-carboxy-gluta- 

mates and one erythro-0-hydroxy-Asp, and 
the removal of the leader sequence and the 
dipeptide Lys 156-Arg 157. Without such post- 
translational modifications, protein C is non- 
functional. Drotrecogin alfa is a good example 
of the role saccharides may play in the activity 
of glycoproteins. 

Several new glycoconjugate vaccines have 
recently been approved, including those made 
from Pneumococcal, Haemophilus B, and Ty- 
phoid Vi capsular polysaccharides. This type 
of carbohydrate-based drug involves carbohy- 
drate natural products isolation and serves as 
an example for synthetic oligosaccharide gly- 
coconjugates in research and development. 

Hib vaccines as a class have virtually elim- 
inated bacterial meningitis from the United 
States, most European countries, and a grow- 
ing number of developing nations (19). The 
bacterium primarily responsible is Haemophi- 
lus influenza type b (Hib). 

Four different vaccines for Hib are licensed 
in the United States. All these vaccines are 
composed of Hib capsular polysaccharide con- 
jugated to a protein carrier. All four vaccines 
use a different carrier. Polyribosyl ribitol 
phosphate (PRP) capsule is an important vir- 
ulence factor that renders Hib resistant to 
phagocytosis by neutrophils in the absence of 
specific anti-capsular antibody. Antibody di- ' 

rected against PRP capsule of Hib is primarily 
responsible for host resistance to infection. 
The Hib vaccine is composed of the purified, 
capsular polysaccharide of Hib. Antibodies to 
this antigen correlate with protection against 
invasive disease. 

Prevnar is a glycoconjugate heptavalent 
pneumococcal vaccine for young children 
made from the polysaccharide capsule of the 
pneumococcus (20). Although older vaccines 
made from pneumococcus capsular polysac- 
charide are available for adults, young chil- 
dren cannot make antibodies to the capsule. 
By coupling the pneumococcal capsular poly- 
saccharide with a protein carrier, a vaccine 
was created that will trigger an infant's im- 
mune system to produce antibodies. 

2.1.5 Thrombosis. Heparin was the first 
polysaccharide-based drug to find widespread 
application in humans. Isolated from mamma- 
lian tissues as a complex mixture of glycosami- 



noglycan (GAG) polysaccharides, heparin has 
been used clinically since 1937 to treat throm- 
bosis because of its powerful anti-coagulant 
activity. Heparin acts by enhancing the ability 
of antithrombin (AT) to inactivate thrombin 
and factor Xa, enzymes that promote coagula- 
tion (21). 

Low molecular weight (LMW) heparins are 
produced by chemical or enzymatic depoly- 
merization of heparin, and have a chain length 
of 13-22 saccharides with a mean molecular 
weight of 4-6.5 kDa. LMW heparins act 
through AT inhibition of factor Xa, where only 
the pentasaccharide high-affinity binding se- 
quence is required (22). 

Although lacking full anti-coagulant activ- 
ity, LMW heparins are at least as effective as 
heparin in the prevention of deep venous 
thrombosis (DVT) and subsequent venous 
thromboembolism (VTE) (23). LMW heparins 
have more predictable activity than heparin, 
longer duration of action, do not require the 
measurement of anticoagulation, and can be 
self administered subcutaneously. However, 
LMW heparins cannot be effectively reversed 
by protamine, and duration of action is pro- 
longed in renal failure. In higher doses, they 
have been shown to be equally effective with 
intravenous heparin in unstable angina, pul- 
monary embolism, and ischemic stroke. LMW 
heparins include dalteparin (24), enoxaparin 
(251, nadroparine (261, ardeparin (27), and 
danaparoid (28, 29). 

The progression from the isolated mixture 
heparin to the depolymerized LMW heparins 
has culminated in a synthesized single chemi- 
cal entity that can act like heparin and the 
LMW heparins with fewer side effects. 

Fondaparinux (10) is the first synthetic, se- 
lective factor Xa inhibitor. This pentasaccha- 
ride agent is significantly better than the 
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LMW heparin, enoxaparin, for preventir 
VTE after major orthopedic surgery (30). TI 
results from a meta-analvsis show thi " 

fondaparinux (10) is associated with an ove 
all risk reduction versus enoxaparin for tI 
prevention of venous thromboembolism. Of a 
the LMW heparins, enoxaparin is widely rm 
garded as the treatment standard for VT 
prophylaxis. Fondaparinux (10) is an injec 
able solution for the prevention of DVT and 
the only antithrombotic agent approved in t i  
United States for hip fracture surgery. 

DVT is caused by a blood clot forming in 
deep vein in the leg. It may cause pain an 
swelling and enlargement and discoloration I 
the veins. The clot can grow in size and bloc 
other veins. In the most serious thrombot 
event, portions of the clot may break away an 
travel through the veins to the lungs, leadir 
to a life-threatening pulmonary embolism. 

Fondaparinux (10) exhibits antithrombot 
activity, which is the result of AT-mediate 
selective inhibition of factor Xa. By selective: 
binding to AT, fondaparinux (10) activates t k  
innate neutralization of factor Xa by AT. Th 
neutralization interrupts the blood coaguli 
tion cascade and thus inhibits thrombin fo: 
mation and thrombus development. 

Note that heparin, LMW heparins, an 
fondaparinux (10) all consist of long linear sc 
quences of alternating hexosamine (D-gh 
cosamine or D-galactosamine) and hexuron: 
acid (D-glucuronic acid or L-iduronic acic 
units carrying sulfate substituents at varioc 
positions. 

2.1.6 Inflammation. Chemically related t 
heparin is the GAG, hyaluronic acid. It is 
natural component of the extra-cellular mi 
trix found in connective tissues. Clinical inver 
tigations have demonstrated the safety and e 
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ficacy of hyaluronic acid in the treatment of 
osteoarthritis of the knee and other large 
joints. In addition to restoring the elasticity 
and viscosity of the synovial fluid, hyaluronic 
acid modulates acute and chronic inflarnma- 
tion processes both in animals and human be- 
ings (31). Specifically, hyaluronic acid inter- 
acts with endogenous receptors such as CD 44, 
ICAM-1, and RHAMM and may play an impor- 
tant role in controlling a variety of cellular 
behaviors, such as the migration, adhesion, 
and activation of pro-inflammatory cells, 
chondrocyte maturation or differentiation, 
and matrix synthesis in the cartilage microen- 
vironment (32). 

A highly purified, high molecular weight, 
high viscosity injectable form of hyaluronic 
acid (Orthovisc) is available to improve joint 
mobility and range of motion in patients suf- 
fering from osteoarthritis of the knee (33). Or- 
thovisc is injected into the knee to restore the 
elasticity and viscosity of the synovial fluid. 

2.1.7 Enzyme Replacement. In contrast to 
all the drugs discussed thus far, carbohydrate 
enzyme replacement therapeutics is different 
in that the enzyme drugs are not primarily 
structurally related to carbohydrates, but play 
an important role in saccharide or glycoconju- 
gate processing. Coincidentally, the replace- 
ment strategy requires high affinity receptor- 
mediated uptake and delivery to lysosomes 
that is regulated by specific oligosaccharide 
side-chains of these enzymes. 

Carbohydrate enzyme replacement ther- 
apy is the administration of exogenous en- 
zymes to patients that have defective saccha- 
ride-processing enzymes that result in an 
accumulation of harmful metabolic products. 
Metabolic diseases often have genetic causes 
and some of these diseases involve saccharide 
or glycoconjugate metabolites. Two examples 
are Gaucher's and Fabry's disease. 

Gaucher's disease is a glycolipid storage 
disease and results from genetic mutations 
that can either slow or prevent the breakdown 
of certain glycolipids. Patients with Gaucher's 
disease are born with a deficiency in the en- 
zyme glucocerebrosidase that results harmful 
quantities of a fatty substance called glucoce- 
rebroside to accumulate in the spleen, liver, 
lungs, and bone marrow. 

Fabry's disease is an inherited genetic dis- 
order caused by deficient activity of the lyso- 
somal enzyme a-galactosidase A. In patients 
with Fabry's disease, harmful quantities of 
globotriaosylceramide accumulate in the kid- 
ney, heart, nervous system, and blood vessels. 

Imiglucerase is a recombinant form of the 
enzyme glucocerebrosidase and it is approved 
to treat type 1 Gaucher's disease. The therapy 
is highly effective, but it requires a 2-h intra- 
venous infusion as often as three times a week 
and is expensive. 

Agalsidase alfa is a human a-galactosidase 
A produced by genetic engineering technology 
in a human cell line. Patients can receive agal- 
sidase alfa every other week in a 40-min intra- 
venous infusion at home rather than in a hos- 
pital setting. 

Although Table 7.1 does not contain all the 
new carbohydrate-based drugs introduced 
into the market in the last decade, it should be 
representative. The choice of what to include 
in Table 7.1 is also arguable. Nevertheless, it is 
impressive that in the last decade, over 20 car- 
bohydrate-based drugs have been approved. 

2.2 Therapeutics in Development 

In the past decade there has been significant 
progress in development of carbohydrate- 
based therapeutics. Also, new methods for the 
large-scale production of carbohydrates and 
their analogs are allowing the thorough eval- 
uation of their safety and efficacy in human 
trials. 

Challenges that face the development of 
carbohydrate-based therapeutics continue to 
include the need to procure sufficient amounts 
of complex carbohydrates, which is often diffi- 
cult and expensive, whether they involve 
synthesis or isolation from natural sources. 
Additional challenges include the low bioavail- 
ability of orally delivered carbohydrates and 
the inability of many animal models to provide 
data relevant to human disease. In contrast to 
the challenges, advantages in favor of carbo- 
hydrate-based therapeutics include low toxic- 
ity and high structural diversity. This section, 
like marketed drugs above, is divided by mo- 
lecular weight and organized into therapeutic 
classes. 

The therapeutic classes are grouped as fol- 
lows: gastrointestinal system, central nervous 
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Table 7.1 To Market-Last Decade 

Generic Name (Brand Approval Country 
Name) Indication Company and Year 

Acarbose (1) (Precose, 
Glucobay, Prandase) 

Voglibose (2) (Basen, 
Glustat) (AO-128) 

Miglitol(3) (Glyset, BAY 
m 1099) 

Dolsarnate (4) (Flavalfate, 
F3616M) 

Topiramate (5) 
(Topamax) 

Arbekacin (6) 
(Habekacin) 

Zanamivir (8) (Relenza) 
GG167 

Oseltamivir (9) (Tamiflu) 

Diabetes Bayer AG 

Diabetes Takeda and Abbott Japan in 1994 

Diabetes Bayer US. in 1996 

Spain in 2000 Gastric ulceration Faes 

Ortho-McNeil, 
Johnson & Johnson 

Meiji Seika 

Anti-convulsant, 
anti-epileptic 

Anti-microbial 

U.S. in 1996,1999 

Japan in 1997 

US. in 1999 

U.S. in 1999 Hoffmann-La Roche 
Gilead 

Wyeth Pneumococcal 
heptavalent vaccine 
(Prevnar) 

Haemophilus b (ActHIB, 
OmniHIB) 

Typhoid Vi (Typhim Vi) 
Drotrecogin alfa (Xigris) 
Dalteparin (Fragmin) 

Conjugate vaccine 

Conjugate vaccine SmithKline Beecham, 
Pasteur Merieux 

Pasteur Merieux 
Lilly 
Pharmacia Upjohn 

France in 1996 

Conjugate vaccine 
Sepsis 
Anti-coagulant, 

antithrombotic 
Anti-coagulant 
Antithrombotic 
Anti-coagulant, 

antithrombotic 
Anti-coagulant, 

antithrombotic 
Anti-coagulant; 

antithrombotic 
Anti-coagulant; 

antithrombotic 
Viscoelastic 

supplement 
Gaucher's disease 
Fabry's disease 

U.S. in 1995 
US. in 2001 
US. in 2000 

Aventis Enoxaparine 
(Lovenox) 

Nadroparine 
(Fraxiparine) 

Ardeparin (Normiflo) 

France in 1986 

U.S. in 1997 Wyeth 

Danaparoid (Orgaran) Organon U.S. in 2000 

Fondaparinux (10) 
(Ariixtra) 

Hyaluronic acid 
(Orthovisc) 

Imiglucerase (Cerezyme) 
Agalsidase alfa (Replagal) 

U.S. in 2001 Organon and Sano 
Synthelabo 

Anika, Zimmer 
Europe 

Genzyme 
Transkaryotic 

Therapies 

fi- 

Europe and Canada 
in 1998 

US. in 1994 
Europe in 2001 

system, infection, cancer, inflammation, and 
lysosomal storage. The major difference from 
the marketed drugs is that the diabetes class is 
not represented. With diabetes, it is not clear 
why no new mechanism drug is being devel- 
oped to follow up the success of a-glucosidase 
inhibition. In place of diabetes, cancer thera- 
peutics is added with a focus on cancer vac- 
cines that are in clinical development. 

2.2.1 Gastrointestinal System. Oral cyto- 
protective agents like dosmalfate (4) have not 
been followed in development presumably be- 
cause the mechanism of action is not well un- 
derstood. In place of cytoprotection in gastro- 
intestinal drug development is motilin 
antagonism. 

Mitemcinal (11) is an agonist of motilin, a 
peptide hormone that plays a role in the con- 
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tractile movement of the gastrointestinal 
tract (34). Mitemcinal(l1) is an erythromycin 
A derivative that is being studied in phase I1 
clinical trials to assess its effect on the recov- 
ery of gastrointestinal motility. Gastrointesti- 
nal motor-stimulating activity is a side effect 
of erythromycin, and other compounds based 
on erythromycin, such as EM574, are in devel- 
opment (35). 

2.2.2 CNS. Because CNS active drugs tend 
to have appreciable lipid solubility, it is not 

surprising that a glycolipids-based drug would 
be in development. What seems to be the prob- 
lem, however, is glycolipid drug supply. 

The development the glycolipid ganglioside 
GM1, called Sygen (12), for treating Parkin- 
son's disease was reported (36). This complex 
molecule is currently isolated from natural 
sources and studies into its large-scale synthe- 
sis are underway. A phase I1 clinical trial for 
acute spinal cord injured patients was started 
in 1997. Results from single center studies, as 
well as efforts in experimental spinal cord in- 
jury and stroke, indicated that Sygen (12) pro- 
moted improvement in neurological status. 
However, there were problems. Early forms of 
the drug were often impure and there were 
several severe complications from the use of 
the European version of the drug. Also, higher 
doses of Sygen (12) were associated with in- 
creased risks in that there was a small inci- 
dence of allergies and an increase in choles- 
terol that was related to being on the drug for 
a period of time (37). 

2.2.3 infection. Anti-infective carbohydrate- 
based therapeutics in development include an- 
tibiotics and antivirals. The emergence of 
multi-drug resistant bacteria has increased 
the need for new antibiotics or modifications 
of older antibiotic agents. The modification of 
known antibiotics may be a productive way to 
combat multi-drug resistant bacteria. 
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Everninomycin (13), an intravenous anti- 
biotic, was in development for hospitalized pa- 
tients with resistant gram-positive infections. 
Phase I11 clinical studies, however. showed 
that the balance between efficacy and safety 
did not justify further development of the 
product. 

Everninomycin (13), although promising, 
may have been a victim of antibiotic overuse. 
Another oligosaccharide, avilamycin, which is 
structurally similar, has been used as a growth 
promoter for food animals in the European 
Union. The use of avilarnycin as a growth pro- 
moter has created a reservoir of isolates with 
decreased susceptibility to everninomycin 
(13) before this antibiotic was finally approved 
for human use (38). 

The total synthesis everninomycin may al- 
low semi-synthetic variants of this antibiotic 
to be made that are active versus multi-resis- 
tant bacteria (39). 

Development of the pediatric ear infection 
drug, NE-1530, was terminated based on a 
phase I1 clinical trial data in which NE-1530 
showed no significant benefit compared with 
placebo (40). Another candidate, NE-0080, 
- 

was being evaluated as a treatment for stom- 
ach ulcers and other gastric complaints caused 
by the bacterium Helicobacterpylori, but after 
phase I trial indicated the safety (41), no fur- 
ther information became available. 

Shiga toxin, which is produced by Shigella 
dysenteriae, and the homologous Shiga-like 
toxins (SLTs) of E. coli, can cause serious clin- 
ical complications in humans infected by these 
organisms. The functional toxin receptor on 
mammalian cells is the glycolipid Gb3 [a-D- 
Gal(1 + 4) P-D-Gal(1 + 4) P-D-Glc(1 + O-cer- 
amide)], and the high incidence of complica- 
tions such as acute kidney failure in children 
correlates with the expression of Gb3 in the 

pediatric renal glomerulus. Synthetic Gb3 an- 
alogs covalently attached to insoluble silica 
particles can competitively adsorb toxin from 
the gut and can serve as a starting point for 
the adsorbent carbohydrate drugs. 

Indeed, two orally delivered, carbohydrate- 
based, silica-linked, gastrointestinal anti-in- 
fective therapies were advanced to clinical tri- 
als. Synsorb Pk was developed for the 
treatment of E. coli infections to prevent he- 
molytic uremic syndrome. The target E. coli 
variant produces verotoxin, the toxin in "ham- 
burger disease." The other silica-linked oligo- 
saccharide drug, Synsorb Cd, was for the 
treatment of C. difficile-associated diarrhea. 
Both compounds were discontinued in devel- 
opment. 

Peramivir (14) is a neuraminidase inhibi- 
tor that is reported to have both an excelient 
safety profile and effective against influenza A 
and B. It is orally active, given in a once-a-day 
dosage, and can be made into a liquid form, 
allowing for use by the elderly and young 
children. 

In a clinical challenge study, a clear dose 
response is seen for the primary endpoint 
(area under the curve versus viral titer). Doses 
of peramivir (14) ranging from 100 to 400 mg/ 
day produced a dose-dependent, virological 
efficacy response compared with placebo. 
Perarnivir (14) at 400 mg once daily for 5 days 
results in a highly significant reduction in mean 
viral titer area under the curve and duration of 
viral shedding compared with placebo. 

Despite promising early data on activity, 
further development of SC-48334 (15) (N-bu- 
tyl-deoxynojirimycin) for HIV infection was 
discontinued. Trials in AIDSIARC patients in- 
dicated that the drug had no significant effect 
on p24 antigen levels or CD4 cell counts (42). 
SC-48334 (15) was not found to be of any ma- 
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jor benefit in reducing viral load in a phase I1 
trial (43). Although (15) did not find use in 
HIV, it is being developed under a different 
name, vevesca, for the treatment of lysosomal 
storage disease (see Section 2.2.7). This is an 
example of how understanding the glycobiol- 
ogy and using this knowledge can be used to 
discover efficacy in another indication. 

Celgosivir (16) demonstrates inhibitory ef- 
fect on glucosidases and has antiviral activity 

against HN-1 and against murine leukemia 
virus. Celgosivir (16) was tested alone or in 
combination with AZT orally in AIDS patients 
with CD4+ counts between 100 and 500 cells1 

kL. Preliminary efficacy measurements showed 
good results for one-third of the patients, sta- 
ble results for one-third, and rather poor re- 
sults for the other one-third of the patients 
(44). No further clinical development has been 
forthcoming with Celgosivir (16). 

A prototype vaccine against E. coli 0157 
triggered a strong protective response in 
healthy volunteers (45). Within a week of vac- 
cination, 80% of the 87 volunteers had devel- 
oped large numbers of antibodies that killed 
laboratory cultures of E. coli 0157. The re- 
sponse may be rapid enough to protect people 
once an outbreak has begun, particularly the 
elderly and young children who are most vul- 
nerable to infection. 

The vaccine has two components, a carbo- 
hydrate called the 0-specific polysaccharide, 
which appears on the surface coat of E. coli 
0157, and a protein from Pseudomonas 
aeruginosa, the bacterium that causes pneu- 
monia. 

2.2.4 Thrombosis. The enzymatic cleavage 
at specific sites in heparin could be important 
for anticoagulation therapeutics. By cleaving 
heparin, heparinase I inactivates heparin's 
anticoagulant effects. Neutralase (heparinase 
I) is being developed as a replacement to pro- 
tamine that is currently used to reverse the 
effects of heparin. In contrast to protamine, 
which binds to heparin to form large macro- 
molecular complexes, neutralase enzymati- 
cally breaks heparin into small, mostly inac- 
tive, fragments. 

Pre-clinical studies indicate that neu- 
tralase can also inactivate the anticoagulant 
effects of the low LMW heparins and the syn- 
thetic pentasaccharide fondaparinux (10) (see 
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Section 2.1.5). Neutralase is able to neutralize 
these agents because it cleaves the recognition 
site for anti-thrombin. 

OP2000 is an oligosaccharide product de- 
rived from heparin with antithrombotic and 
anti-inflammatory properties and is in devel- 
opment for inflammatory bowel disease (IBD). 

IBD is a group of chronic inflammatory dis- 
orders of the intestine of unknown cause, 
often causing recurrent abdominal pain, 
cramps, diarrhea with or without bleeding, fe- 
ver, and fatigue. Two forms of IBD are 
Crohn's disease, which affects the lowest por- 
tion of the small intestine, and ulcerative coli- 
tis, which results in inflammation of the large 
intestine. 

Clinical observations suggest that IBD may 
result from increased clotting activity. Inves- 
tigators have observed evidence of increased 
clotting in the bowel and other organs during 
flares of IBD. Clinical pharmacology of hepa- 
rin in ulcerative colitis support the idea that 
heparin can safely induce remission in IBD 
patients. OP2000 is a product of the chemical 
cleavage of heparin and has the comparatively 
low molecular weight of 2.5 kDa. OP2000 is a 
potent anti-clotting agent like other LMW he- 
parins. 

2.2.5 Inflammation. Cylexin was studied 
for preventing reperfusion injury in infants 
(46). Clinical trials with cylexin were halted 
based on disappointing results from its ongo- 
ing phase II/III clinical trial. Cylexin showed 
no benefit over placebo in a 138-patient trial 
for the treatment of reperfusion injury in in- 
fants undergoing cardiopulmonary bypass to 
facilitate the surgical repair of life-threaten- 
ing heart defects. Until then, cylexin was the 
most advanced selectin-binding inhibitor. 

P-selectin is a major component in the early 
interaction between platelets and neutrophils, 
and endothelial cells. in the initial inflamma- 
tory response. A major ligand for P-selectin is 
P-selectin glycoprotein ligand-1 (PSGL-11, 
and this ligand is expressed on the surface 
of monocyte, lymphocyte, and neutrophil 
membranes. 

PSGL-1 is a 240-kDa homodimer consist- 
ing of two 120-kDa polypeptide chains. The 
structure of functional PSGL-1 includes the 
sLex oligosaccharide. The PSGL-1 gene en- 

codes a transmembrane polypeptide rich in 
proline, serine, and threonine residues typical 
of mucin glycoproteins. The 0-linked glycans 
displayed by PSGL-1 must have two specific 
post-translational modifications, a-1,3-fucosy- 
lation and a-2,3-sialylation, to be active as a 
counter-receptor for P-selectin. Bonds be- 
tween P-selectin and PSGL-1 primarily medi- 
ate the rolling phase of the adhesion cascade. 

A partial form of recombinant human 
PSGL-1 has been covalently linked to IgG to 
give rPSGL-Ig (47). This fusion peptide is ac- 
tive as a competitive inhibitor of PSGL-1, and 
in an animal model, pretreatment with 
rPSGL-Ig reduces both the thrombo-inflam- 
matory and neointimal proliferative responses 
(48). As an inhibitor of neutrophil-endothelial 
cell adherence, rPSGL-Ig was in early clinical 
development for the treatment of ischemia- 
reperfusion injury. 

A double-blind randomized, multi-center 
placebo-controlled, dose-ranging phase I1 
study on the efficacy and safety of recombi- 
nant rPSGL-Ig in patients with acute myocar- 
dial infarction (MI) was assessed by positron 
emission tomography. The trial was negative, 
and product development has been discontin- 
ued for MI. 

Inhibiting P-selectin may prevent not only 
ischemia reperfusion injury but also the sub- 
sequent clotting events that can re-occlude a 
vessel that's just been opened. PSGL-1 binds 
to a selectin-P subtype on platelet cells, caus- 
ing red blood cells to stick to leukocytes and 
create blood clots. 

In addition, inhibiting P-selectin may also 
prove to be useful for stopping the spread of 
tumors. Metastasizing tumor cells recognize 
P-selectin on platelets and use them as a pro- 
tective shield against immune system cells. 
The development indications for rPSGL-Ig 
are not only in inflammation but also cancer. 

2.2.6 Cancer. The development of carbo- 
hydrate-based vaccines designed to activate T- 
cells targeting of cancer cells has been pursued 
for some time. The goal of a cancer vaccine is 
to make the host immune system responsive 
to antigens characteristic of cancer cells. Sev- 
eral carbohydrate-based therapeutics that 
have now reached clinical trials seek to estab- 
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lish the molecular vaccine design in which a 
cell surface antigen activates T-cells (49). 

Theratope is a cancer vaccine that consists 
of modified tumor glycopeptide antigens for 
patients with advanced breast cancer. The an- 
tigen is attached to Keyhole Limpet Hemocy- 
anin (KLH) protein to increase the immune 
response to the vaccine. The vaccine uses a 
carbohydrate antigen known as STn, part of a 
larger antigen, mucin-1, found on breast can- 
cer cells. Theratope is in phase I11 human 
trial, which has as an endpoint of increased 
survival. 

Earlier studies in humans provide strong 
evidence of the development of an anti-tumor 
T-cell response after immunization with a 
cancer-associated carbohydrate antigen (50). 

The hexasaccharide, globo H, is found on 
cancer cells and is an antigen for vaccine de- 
sign. Globo H occurs on cell surface glycopro- 
teins of breast, prostate, and other epithelial 
cancers, and the expressed levels of these an- 
tigens are magnified in the context of such tu- 
mors. Chemists have synthesized globo H, 
and, as in the case of Theratope, attached it to 
KLH to augment the antigen's immunogenic- 
ity (51). 

The globo H vaccine is being tested in clin- 
ical trials to determine whether it will block 
the reappearance or progression of cancer. 
Thus far, in a group of 27 women with meta- 
static breast cancer, globo H raised blood lev- 
els of IgM antibodies. In 16 of these patients, 
IgM antibodies bound to the cancer cells, and 
some patients showed evidence of cancer cell 
death (52). 

Similarly, prostate cancer patients who re- 
lapsed after surgery or radiation therapy are 
being treated with the globo H tumor vaccine 
(53). The vaccine was established as safe and 
capable of inducing specific antibody response 
to globo H. More importantly, the immune re- 
sponse to the vaccine based on synthetic globo 
H-protein conjugate also recognized naturally 
occurring cancer-derived glycoprotein. 

An effective treatment for the deadly skin 
cancer melanoma is clearly needed. Current 
best therapy is surgical removal of high-risk 
melanoma and treatment with Interferon alfa. 
Melanoma patients have a 50-80% chance of 
relapse without adjuvant treatment. The 
GMK vaccine is in development for melanoma 

and contains the ganglioside GM2 linked to 
the carrier protein KLH and combined with 
the adjuvant QS-21. 

GMK vaccine is capable of producing a spe- 
cific immune response against a defined and 
chemically purified melanoma antigen. Anti- 
GM2 antibodies in melanoma patients in- 
duced by the GMK demonstrate binding to 
melanoma cells, complement-mediated cyto- 
toxicity, and antibody-dependent cellular cy- 
totoxicity (54). 

GMK vaccine was compared with high-dose 
Interferon alfa 2b in high-risk melanoma pa- 
tients who had undergone surgery. Inter- 
feron-treated patients were 50% less likely to 
experience a return of their disease and 52% 
less likely to die than were GMK-treated pa- 
tients (55). 

Another vaccine, MGV, is being developed 
for several other cancer indications, including 
colorectal, lymphoma, small-cell lung, sar- 
coma, gastric, and neuroblastoma. The cell 
surface gangliosides GM2 and GD2 are ex- 
pressed on several cancers, including mela- 
noma. GM2 is immunogenic, and induction of 
anti-GM2 antibodies correlates with improved 
survival in stage 111 melanoma patients with 
no evidence of disease after surgery. GD2 is 
immunogenic when coupled to KLH and 
mixed with the adjuvant QS21. The develop- 
ment of GMK and MGV cancer vaccines seems 
to be on hold. 

Other carbohydrate-based drugs in devel- 
opment to treat cancer include a sulfated oli- 
gosaccharide, a pectin derivative, and an aza- 
sugar. PI-88 is a sulfated oligosaccharide, 
GAG mimetic that inhibits growth factors and 
heparanase produced by tumors and has anti- 
angiogenic and anti-metastatic properties. In 
pre-clinical studies, PI-88 retarded the growth 
of primary tumors by inhibiting angiogenesis, 
and in a rat model, it showed a dose-dependent 
inhibition of tumor growth in the BC1 synge- 
neic rat mammary adenocarcinoma (56). This 
inhibition is thought to be the result of its abil- 
ity to inhibit endothelial cell proliferation by 
preventing basic fibroblast growth factor 
(bFGF) and vascular endothelial growth fac- 
tor (VEGF) from binding to the receptors on 
endothelial cells. PI-88 also inhibits heparin- 
ase secreted by a variety of cells, thus prevent- 



ing the degradation of extra-cellular matrix 
and the release of growth factors. 

A multi-center phase I1 clinical trial to fur- 
ther investigate the efficacy and safety of 
PI-88 in patients with multiple myeloma was 
started. The trial will also gather information 
about PI-88's ability to inhibit the blood ves- 
sels formation in tumors. 

Carbohydrates have demonstrated an in- 
creasing role in tumor biology, with a known 
correlation between the expression of the ga- 
lectin 3 receptor and the propensity for meta- 
static spread in pre-clinical models (57). The 
carbohydrate GCS-100 is a pectin derivative 
that binds to the galectin 3 receptor. Pectin is 
the methylated ester of polygalacturonic acid. 

In pre-clinical models, GCS-100 is able to 
inhibit the metastatic spread of tumor lines to 
the lung and is able to shrink large tumors. 
In pre-clinical toxicology studies, the dose 
limiting effect of GCS-100 is pulmonary 
insufficiency. 

GCS-100 is in phase I1 clinical trials for 
pancreatic and colorectal cancer. Phase IIa 
data in failed metastatic pancreatic and colo- 
rectal cancer patients warranted proceeding 
into larger studies. 

Oligosaccharide moieties of cell-surface 
glycoproteins are involved in recognition 
events associated with cancer metastasis. 
GD0039 (17), an inhibitor of Golgi a-manno- 

sidase 11, is used to examine the role of glycan 
structures in metastasis (58). GD0039 (17) 
blocks pulmonary colonization by tumor cells 
and stimulates components of the immune 
system, such as macrophages and splenocytes. 
Furthermore, GD0039 (17) abrogates much of 
the toxicity of commonly used chemothera- 
peutic agents in both healthy and tumor-bear- 
ing mice. GD0039 (17) is in phase I1 clinical 
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trials in metastatic renal cancer and 5-FU re- 
sistant colorectal cancer. 

2.2.7 Lysosomal Storage. Lysosomal stor- 
age diseases (LSDs) are genetic errors of me- 
tabolism resulting primarily from the absence 
of an enzyme whose target is a substance to be 
lowered in cellular tissues. The build-up of 
these substances causes a loss of function in 
one or several crucial areas of the body and 
may result in mental and physical disability, 
or in most cases, shortened lifespan. A partial 
list of LSDs includes glycolipidosis disorders, 
such as Fabry's and Gaucher's diseases (dis- 
cussed in Section 2.1.7), and mucopolysaccha- 
ridosis (MPS), such as MPS I and VI diseases. 
Both small molecule enzyme inhibitors and - 
large molecule enzyme replacement ap- 
proaches are being taken to treat LSDs. 

OGT-918 (15) (vevesca, N-butyldeoxynojiri- 
mycin) is in clinical development for the treat- 
ment of Gaucher's and Fabry's diseases. OGT 
918 is a small molecule drug and as such can 
be given orally. Analysis of a 6-month study to 
investigate the potential of OGT 918 treat- 
ment in Fabry's patients who had been receiv- 
ing enzyme therapy (see agalsidase alfa, Sec- 
tion 2.1.7) indicates that the patients were 
successfully maintained on oral therapy alone 
during the study period. 

It will be of interest in the future to con- 
trast the success of enzyme replacement that 
requires infusion with orally delivered drugs 
for the treatment of Gaucher's and Fabry's 
diseases. Oral drugs are clearly more conve- 
nient; however, the side effects and long-term 
toxicitv must be determined. " 

Long-term data from type 1 Gaucher pa- 
tients at 24 months show a progressive im- 
provement on the results previously obtained 
after 12 and 18 months of treatment with 
OGT-918. Those Gaucher patients that 
reached the 24-month time point have contin- 
ued into their third year of therapy. Chitotrio- 
sidase activity, as a surrogate of activity in 
patients, is a biochemical marker related to 
the disease. 

Aldurazyme is an enzyme replacement 
therapy for the treatment of MPS I disease. 
Phase I11 results with aldurazyme warranted 
filing for marketing approval in 2002. MPS I is 
a genetic disease caused by the deficiency of 
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aa-iduronidase, an enzyme normally required 
for the breakdown of GAGs. The normal 
breakdown of GAGs is incomplete or blocked if 
the enzyme is not present in sufficient quan- 
tity. The accumulation of GAGs in the lyso- 
somes of the cell cause MPS I. 

Patients with MPS I are usually diagnosed 
in childhood and get progressively worse, lead- 
ing to severe disability and early death. Dur- 
ing the course of the disease, the build-up of 
GAGs results in inhibited growth and mental 
development, impaired vision and hearing, re- 
duced cardiovascular and pulmonary func- 
tion, and joint deformities. About 3000-4000 
patients in developed countries have MPS I. 

Arylsulfatase B (N-acetylgalactosamine 
4-sulfatase) is a deficient enzyme in patients 
with the genetic defect disease MPS VI. Like 
MPS I, GAGs are only partially broken down, 
and carbohydrate residues build relentlessly 
in the lysosomes of cells. Also like a-L-iduroni- 
dase replacement, the exogenous supply of ar- 
ylsulfatase could breakdown the stored GAGs 
and cellular function could be restored. 

Aryplase is a specific form of the recombi- 
nant human enzyme, arylsulfatase B. In a 
phase I trial, the enzyme was well tolerated, 
and there were no drug-related serious ad- 
verse events and no significant allergic reac- 
tions to the infusions. Urinary GAG excretion 
was reduced by a mean of 70% in the high dose 
group and 55% in the low dose group. Urinary 
GAG excretion is a biomarker for MPS. 

Long-term observation of the development 
process in the pharmaceutical industry indi- 
cates that roughly one of every six therapeu- 
tics (17%) submitted as investigational new 
drug applications go on to be filed successfully 
as New Drug Applications with the U.S. Food 
and Drug Administration. In Table 7.2 , 15 of 
26 carbohydrate-based therapeutics (58%) are 
still in development. Clearly, more carbohy- 
drate-based therapeutics in development will 
be discontinued; however, if the industrial av- 
erage holds, at least four of the therapeutics in 
development will go on to be successful drugs. 

2.3 Agents in Research 

Research agents are the source of new drugs. 
Research on carbohydrate-based agents that 
may have use as drugs is increasing; however, 
getting specific structural information is more 

difficult. Large pharmaceutical companies 
that are a traditional source of new drugs, in- 
cluding the early publication of structures, 
have not wholly endorsed carbohydrate chem- 
istry or glycobiology. In contrast, small bio- 
technical companies that have focused on 
these technologies .aggressively advertise 
"products in the R&D pipeline" without dis- 
closing specific molecular information that de- 
scribe the potential products. 

Areas of special interest in carbohydrate 
drug research include the treatment of Helico- 
bacter pylori gastritis and prion-induced CNS 
disease. The following is organized in the ap- 
proximate order as Sections 2.1 and 2.2, start- 
ing with diabetes research that continues to 
attract new carbohydrate-based agents. 

2.3.1 Diabetes. DYN 12 is a small molecule 
that reduces plasma concentrations of 3-de- 
oxyglucosone (3DG) in diabetic rats by 50%. 
3DG is a highly reactive molecule that can 
cross-link proteins, causing them to change or 
lose function, including the inactivation of cer- 
tain enzymes. 3DG is also a proven factor in 
the development of advanced glycation end 
products (AGES), which are implicated in the 
development of diabetic kidney disease, arte- 
riosclerosis, and other diseases. Amadorase or 
the closely related fructoseamine-3-kinase is 
the putative enzyme responsible for the for- 
mation of most of the 3DG in the body (59). 

2.3.2 Gastrointestinal System. The human 
specific gastric pathogen, H. pylori, has 
emerged as the causative agent in chronic ac- 
tive gastritis and peptic ulcer disease (60). The 
bacterium is unique in its carbohydrate-bind- 
ing complexity. The complete genome se- 
quence of H. pylori reveals a surprisingly large 
part coding for outer surface proteins, reflect- 
ing a complex interrelation with the environ- 
ment. Specific binding molecules are many 
and include polyglycosylceramide (611, and 
sialic acid conjugates (62). Recently, a sialy- 
lated receptor analog was evaluated in clinical 
trials with H. pylori-infected patients with 
promising results (63). 

2.3.3 CNS. Prions are composed exclu- 
sively of a single sialoglycoprotein called PrP. 
They contain no nucleic acid, have a mass of 30 
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Table 7.2 Therapeutics in Development 
- 

Name Generic (Code) Indication Company Development 

Mitemcinal(l1) (GM- 
611) 

Sygen (12) (GM-1) 

Everninomicin (13) 
(Ziracin, SCH 27899) 

NE-1530 

Synsorb Pk 

Synsorb Cd 

Peramivir (14) (RWJ- 
270201) 

SC 48334 (15) (N-Butyl- 
deoxynojirimycin) 

Celgosivir (16) (MDL 
28574, DRG-0202) 

E. coli 0157 vaccine, 
Heparinase I 

(Neutralasel 
Deligoparin (OP2000) 

Cylexin 

Theratope (Sialyl Tn Ag 
conjugate vaccine) 

Globo H conjugate 
vaccine 

GMK (GM2 KLHIQS-21 
conjugate vaccine) 

MGV (GM2lGD2 KLH 
QS21 conjugate 
vaccine) 

PI-88 

GCS 100, (GBC-590) 

GD0039 (17) 
(Swainsonine) 

Vevesca 15 (OGT 918, 
N-butyldeoxy- 
nojirimycin) 

Alpha -L- iduronidase 
(Aldurazyme) 

Arylsulfatase B 
(Aryplase) 

Gastroparesis; 
gastroesophageal 
reflux 

Chronic gastritis 
gastroesophogeal 
reflux 

Parkinson's disease, 
spinal cord injury 

Antibiotic 

Pediatric ear infection 

Helicobacter pylori 
infection 

E. coli 0157:H7 
Hemolytic uremic 
syndrome 

C. dificile associated 
diarrhea 

Anti-viral 

HIV 

E. coli 0157 infection 
Anti-coagulation 

reversal 
Antithrombosis, 

Inflammatory bowel 
disease 

Reperfusion injury 

Heart attack 

Metastatic coloredal, 
breast cancer 

Breast, prostate cancer 

Malignant melanoma 

Colorectal, gastric, 
small-cell lung, 
cancer 

Multiple myeloma, 
Tumor angiogenesis 

Pancreatic cancer, 
adenocarcinoma 

Renal, colorectal, 
breast cancer 

Fabry's, Gaucher's 
disease 

MPS I 

MPS VI 

Chugai 

Takeda, Kitazato 

Fidia 

Schering-Plough 

Neose 

Neose 

Synsorb 

Synsorb 

Johnson &Johnson, 
BioCryst 

Searle 

Aventis 

NICHHD 
BioMarin 

Opocrin, Incara, 
Elan 

Cytel 

Wyeth 

Biomira 

Memorial Sloan- 
Kettering Cancer 
Center 

Progenics, Bristol- 
Myers Squibb 

Progenics, Bristol- 
Myers Squibb 

Progen, Medigen 

Safescience 

GlycoDesign 

Oxford 
GlycoSciences 

BioMarin, Genzyme 

BioMarin 

Phase I1 

Phase I1 

Phase I1 

Discontinued 
(phase 111) 

Discontinued 
(phase 11) 

Discontinued 
(phase I) 

Discontinued 
(phase 111) 

Discontinued 
(phase 111) 

Phase I11 

Discontinued 
(phase 11) 

Discontinued 
(phase 11) 

Phase I 
Phase I1 

Phase I11 

Discontinued 
(phase 11) 

Discontiued 
(phase 11) 

Phase I11 

Phase I 

Discontinued 
(phase 111) 

Discontinued 
(phase 11) 

Phase I1 

Phase I1 

Phase I1 

Phase I11 

Phase I11 

Phase I1 



kDa, and are composed of 145 amino acids. 
This protein polymerizes into rods possessing 
the structural characteristics of amyloid. 
Amyloid protein is deposited in many human 
CNS diseases including Alzheimer's, Creutzfeldt- 
Jakob, and Down's syndrome. 

PrP undergoes several post-translational 
events to become the prion protein including 
glycosylation at amino acids 181 and 197, 
and an addition of a phosphatidylinositol gly- 
colipid at the C-terminal. A conformational 
change in the PrP from an a-helix to a P-sheet 
induces the same a-helix to P-sheet conforma- 
tion change in the other PrP protein. This is a 
permanent conformational change and in- 
duces replication. The P-sheet-forming pep- 
tides aggregate to form amyloid fibrils, and the 
amyloid fibrils kill thalamus neurons through 
apoptosis. 

In the absence of evidence for any signifi- 
cant covalent modifications that can distin- 
guish PrPC (a-helix) from PrPSc (P-sheet), fo- 
cus has shifted to the difference in secondary 
and tertiary structure between the two forms 
of the prion protein. 

Glycosylation may modify the conforma- 
tion of PrPC (64). Glycosylation could also af- 
fect the affinity of PrPC for a particular con- 
former of PrPSc, thereby determining the rate 
of PrPSc formation and the specific patterns of 
PrPSc deposition. Variations in the complex 
carbohydrate structure in the CNS could ac- 
count for selective targeting in particular ar- 
eas of the brain. 

Sulphated GAGS, such as heparin, keratin, 
and chondroitin, inhibit the neurotoxicity of 
amyloid fibrils (65). This seems to be mediated 
by the inhibition of the polymerization of the 
PrP peptide into fibrils. These findings pro- 
vide a basis for using sulphated polysaccha- 
rides for CNS therapy. 

2.3.4 Infection. Vancomycin (18) is a rela- 
tively small glycoprotein derived from Nocar- 
dia orientalis, which is well known for its 
activity against Gram-positive bacteria in- 
cluding Streptococci, Coynebacteria, Clos- 
tridia, Listeria, and Bacillus. 

Modifying vancosamine residue on vanco- 
mycin (18) could increase the antibiotic's ac- 
tivity against vancomycin-resistant strains. 
One chemical approach is to sequentially pro- 

tect the hnctional groups in the molecule 
according to their reactivities, and then selec- 
tively cleave the glycosidic linkage to van- 
cosamine. The result is a protected pseudo- 
aglycon. The goal is to use sulfoxide glycosyla- 
tion chemistry to reattach vancosamine deriv- 
atives and produceglycosylated vancomycin 
(18) analogs with increased antibiotic activity 
and activity against resistant microorganisms 
(66). 

Olivomycin A (19) is a member of the aure- 
olic acid family and is derived from Streptomy- 
ces. A recent synthesis of olivomycin A (19), 
involving a convergent synthesis in which pre- 
assembled sugar units are attached in specific 
order to the aglycone, has renewed interest in 
this class of agents (67). The methodology can 
be used for synthesis of aureolic acid analogs 
that may prove useful as cancer chemothera- 
peutic agents. It may provide tools in studies 
of the molecular basis of the binding to the 
minor groove of DNA. Also important is the 
development of methods for synthesizing and 
manipulating the unusual monosaccharides 
found in the aureolic acid family, which lack 
one of the hydroxyl groups found in most 
sugars. 

Pathogens from the Staphylococcus genus 
are found in both the hospital and the commu- 
nity, and the most prevalent species, aureus, , 
causes illnesses that range from minor skin 
abscesses to severe pneumonia, meningitis, 
and infections of the heart, bloodstream, bone, 
and joint. Multiple strains of S. aureus are 
now antibiotic resistant, including a few 
strains that are partially resistant to vanco- 
mycin (IS), the last effective antibiotic against 
S. aureus. New treatments for S. aureus infec- 
tions are clearly needed. 

One approach is to discover an S. aureus 
vaccine. Usually, antigens isolated from bacte- 
ria grown in the laboratory are new vaccine 
candidates. However, the consideration that 
bacteria grown under laboratory conditions 
may have different antigens than the same 
bacteria in actual infection, led to the isolation 
of a promising vaccine antigen, poly-N-succi- 
nyl-p-1-6-glucosamine (PSG) (68). 

Purified PSG injected into rabbits pro- 
duced large amounts of PSG antibodies that 
persisted for at least 8 months. When PSG 
antibodies were injected into mice and ex- 
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posed to eight different strains of S. aureus, 
including strains partially resistant to vanco- 
mycin (la), none of the animals developed an 
infection. 

An interesting observation is that small cell 
lung cancer (SCLC) and N. meningitidis both 
have polysialic acid (polySA) cell surface anti- 
gens, and research is being directed toward 
the generation of vaccines that may have use 
in these diseases. SCLC is responsive to ther- 
apy; however, relapses are common and the 
use of immunization against polySA antigenic 
targets on SCLC cells could improve out- 
comes. Although serogroup A and C vaccines 
exists, the polySA expressed by serogroup B 
meningococci makes this pathogen invisible to 
immune surveillance. 

Replacing the N-acetyl chemical moiety on 
polySA with an N-propionyl moiety gives np- 
polySA, and it is able to stimulate an immune 
response. 

PolySA or the modified version, nppolySA, 
was conjugated to the immunogenic carrier 
protein KLH and mixed with the immune ad- 
juvant QS-21(69). After achieving a major re- 
sponse on standard therapy, SCLC patients 
were vaccinated. Serologic analysis indicated 

no reactivity in the unmodified polySA vac- 
cine; however with nppolySA, all patients de- 
veloped antibodies against polySA. Some pa- 
tients developed strong reactivity against the 
polySA positive SCLC cell line H69. Interept- 
ingly, sera from five of six patients in the np- 
polySA vaccine group also exhibited reactivity 
against serogroup B meningococci. 

Hepatitis B infection occurs worldwide, 
and the resulting morbidity and mortality is 
significant. Current therapy includes inter- 
feron and nucleoside inhibitors (lamivudine) 
treatment. 

In vitro, N-nonyl deoxynojirimycin (NN- 
DNJ; 20) inhibits hepatitis B virus ability to 
construct its M envelope protein in human 
liver cells. Apparently, minor cellular carbo- 
hydrate processing disruption (6%) results in 
a greater than 99% reduction in the secretion 
of hepatitis B virus. In vivo, using the stan- 
dard woodchuck model for HBV with the 
woodchuck hepatitis virus, treatment with 
NN-DNJ (20) induced a loss of viremia (70). . . 

Not unexpectedly, after treatment ceased, vi- + - .  
ral titers returned to pretreatment levels. 

NN-DNJ (20), in a dose-dependent man- 
ner, does alter the ability of the virus to be 
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secreted in an infectious form. Presumably 
the mechanism involves an interaction with a 
cellular trafficking protein and an improper 
folding of the altered hyper-glycosylated enve- 
lope protein. 

2.3.5 Inflammation. Adhesion of cells in 
the immune system is clinically important 
when considering such indications as cancer, 
microbial infection, and inflammatory, aller- 
gic, and autoimmune disease, including ar- 

thritis, allergies, and reperfusion injury. Se- 
' 

lectins are a family of glycoproteins that are 
involved in the adhesion of leukocytes to plate- 
lets or vascular endothelium (71). Adhesion is 
an early step in leukocyte extravasation in 
which sequelae includes thrombosis, recircu- 
lation, and inflammation. Three protein re- 
ceptors, E-, L-, and P-selectins, are assigned to 
the selectin family based on their cDNA se- 
quences. Each contains a domain similar to 
calcium-dependent lectins or C-lectins, an epi- 
dermal growth factor-like domain, and several 
complement binding protein-like domains 
(72). 

Research to define the native carbohydrate 
ligands for each selectin receptor continues 
(73). The carbohydrate ligand for E-selectin 
on leukocytes contains the sLex epitope (74). 
Because the C-type lectin domains of E- and 
P-selectins are highly homologous, it was no 
surprise that sLex serves as a ligand also for 
P-selectin (75). 
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Another P-selectin glycoprotein ligand is 
PSGL-1, a 220-kDa glycoprotein found on leu- 
kocytes (see Section 2.2.5) (76). PSGL-1 has a 
sLex group on its carbohydrate side-chains 
and contains at least one sulfated tyrosine res- 
idue near the N-terminus. The sLex group and 
sulfated tyrosine residue are necessary for P- 
selectin to bind the cells, whereas E-selectin 
requires presence of only sLex group. 

L-selectin is the smallest of the vascular 
selectins, a 74- to 100-kDa molecule, and is 
constitutively expressed on granulocytes, 
monocytes, and many circulating lympho- 
cytes. L-selectin is important for lymphocyte 
homing and adhesion to high endothelial 
cells of post-capillary venules of peripheral 
lymph nodes. Moreover, this adhesion mole- 
cule contributes greatly to the capture of 
leukocytes during the early phases of the 
adhesion cascade (77). After capture, L-se- 
lectin is shed from the leukocyte surface af- 
ter chemoattractant stimulation. L-selectin 
interacts with three known counter recep- 
tors or ligands, MAdCAM-1, GlyCAM-1, and 
CD-34. 

Another major ligand for L-selectin is a sul- 
fated form of sLex, sialyl6-sulfo Lewis X (78). 
This determinant is expressed on HEV in hu- 
man lymph nodes where it recruits naive T- 
lymphocytes expressing L-selectin. The cell 
adhesion mediated by L-selectin and sialyl 

6-sulfo Lewis X triggers the action of chemo- 
kines and activates lymphocyte integrins, 
leading the cells to home into lymph node 
parenchymas. 

Considering the forgoing discussion, the 
blocking of selectin-ligand binding with glyco- 
mimetics is a seductive approach to the discov- 
ery of novel therapeutic agents. 

Structure-activity data on sLex analogs 
have suggested important chemical features 
for selectin binding. By combining the struc- 
tural data obtained from the identification of 
the natural selectin ligands with synthetic 
structure-activity information, important 
chemical features for ligand binding to E-, P-, 
and L-selectin can be recognized. 

In general, sulfated oligosaccharides have a 
higher affinity for proteins than the corre- 
sponding non-sulfated precursors. In fact, sul- 
fation of sLex does increase its affinity for L- 
selectin (79,80). 

Similarly, a chemoenzymatic route was 
used to generate sLex -substituted glycopep- 
tides to elucidate the critical binding epitope 
of PSGL-1, the physiological ligand for P-se- 
lectin (81). In a P-selectin inhibition assay, 
macrocyclic sLex analog exhibits a dramatic 
enhancement (100 times) relative to sLex (82). 

With knowledge of the importance of sLex 

functional groups for complexation, mimics of 
the tetrasaccharide have been synthesized 
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t 
[ that are potent selectin antagonists (83). For 1 example, a tetrasaccharide mimic is greater 
i than 50 times more active at blocking E-selec- 
: tin than sLex (84). These data underscore the 
! tremendous progress made in generating effi- 

cacious glycomimetics. 
A rational design and synthesis of (3-0- 

a carboxymethy1)-P-D-galactopyranosyl-a-D- 
mannopyranoside (22) provided a disaccha- 

ride that is five times as active as sLex in 
binding to E-selectin and is also effective 
against P- and L-selectin (85). A new method 
for the 1,l-glycosidic bond formation through 
coupling of protected trimethylsilyl-P-D-galac- 
toside and a-mannosyl fluoride in the pres- 
ence of boron trifluoride-etherate is also 
described. 

Certain tetravalent sLex-glycans are ex- 
tremely potent inhibitors of L-selectin-depen- 
dent lymphocyte traffic to sites of inflamma- 
tion with IC,, values in the nanomolar range. 
Large-scale synthesis of the lead compounds is 
needed for in vivo experiments in models if 
acute inflammation such as reperfusion injury 
and rejection of organ transplants. 

2.3.6 Cancer. Basic research on the struc- 
ture of antigens has stimulated new concepts 
that are being converted into experimental 
vaccines. In general, malignant transforma- 
tion of cells is accompanied by an increase in 
cell surface carbohydrates, resulting not only 
in unusual multiple antigens, but also in a se- 
rial clustering of antigens. 

The observation of unusual carbohydrate 
antigens led to the synthesis of glycoconju- 
gates that mimic unusual carbohydrate struc- 
tural antigens on tumor cell surface. Synthetic 

oligosaccharides and glycoconjugates have 
been shown to trigger humoral responses in 
murine and human immune systems. The po- 
tential of inducing active immunity with a 
fully synthetic carbohydrate-based vaccine is 
now possible, particularly if vaccine com- 
pounds can be synthesized that resemble the 
surface environment of transformed cancer- 
ous cells. 

For example, this strategy is the basis for 
the convergent total synthesis of a tumor-as- 
sociated mucin motif (86). 

In the pursuit of optimal carbohydrate-based 
anticancer vaccines, a multi-antigenic, unimo- 
lecular glycopeptide containing the Tn, MBR1, 
and Lewis y antigens was prepared. The three 
carbohydrate antigens were linked together to 
form a single molecule that in turn was conju- 
gated to a KLH carrier protein (87). However, in 
the initial development of such a vaccine, seri- 
ous regulatory issues have been raised. 

The effects of epitope clustering, carrier 
structure, and adjuvant on antibody responses 
to Lewis y conjugates were examined in mice 
(88). It is thought that tumor-associated gly- 
coproteins are often presented in clustered 
form. That is, an antigenic carbohydrate ap- 
pendage is attached to a serine or threonine, 
and the resulting carbohydrate-amino acid 
motif is repeated in a series of residues. To 
more closely approximate a tumor cell surface, 
a carbohydrate construct was synthesized 
that presents Lewis y on three consecutive 
amino acids. 

The results in mice showed that the clus- 
tered presentation is strongly antigenic, and 
that the presentation mode of the vaccine con- 
struct could be simplified because a KLH car- 
rier was not needed. 

Like other carbohydrate-based antigens, 
production of the carbohydrate P-1,6-GlcNAc- 
branched N-glycans is elevated in human ma- 
lignancies of breast, colon, and skin cancers 
(89). The gene Mgat5 encodes N-acetylglu- 
cosaminyltransferase V (GlcNAc-TV), the 
Golgi enzyme required in the biosynthesis of 
P-1,6-GlcNAc-branched N-glycans. 

With Mgat5 knockout mice, there is ob- 
served a suppression of cancerous tumor 
growth and the spread of tumor cells to the 
lung (90). The mutant mice deficient in Mgat5 
seem normal; however, they react differently 
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Table 7.3 Agents in Research 
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Name Generic 
(Code) Indication Mechanism Company/Institution 

DYN 12 

Vancomycin (18) 
analogs 

Olivomycin A (19) 

S. aureus vaccine, 
(NSG, 
poly-N-succiny1-p- 
1-6 glucosamine) 

Polysialic acid, 
nppolySA, KLH 

QS-21 
N-nonyl 

deoxynojirimycin 
(20) (NN-DNJ) 

Tn MBRl Lewis y 
KLH 

Galactopyranosyl-a 
D- mannopyranoside 
(21) 

Lewis y epitope 

p-1,6-GlcNAc- 
branched N-glycans 

ManLev (22) 

Diabetes 

Anti-bacterial 

Anti-bacterial, 
anti-cancer 

Anti-bacterial 

Meningitis, cancer 

Anti-inflammatory 

Amadorasel 
fructoseamine-3- 
kinase inhibition 

Cell wall biosynthesis 
Inhibition 

DNA minor groove 
binding 

Vaccine 

Vaccine 

Inhibition of 
glycoprotein folding 

Multi-antigenic, 
unimolecular 
vaccine 

Leukocyte traffic 

Lewis y clustering 
vaccine 

GlcNAc-TV 
modulation, Mgat5 
gene 

Toxins or immune 
recognition 

Dynamis 
Therapeutics 

Princeton University 

University of 
Michigan 

Harvard Medical 
School NIAID 

Memorial Sloan- 
Kettering Cancer 
Center 

IgX Oxford Hepatitis 

Memorial Sloan- 
Kettering Cancer 
Center 

UC San Diego 

Memorial Sloan- 
Kettering Cancer 
Center 

University of 
Toronto, 
GlycoDesign 

UC Berkeley 

from other mice when exposed to a powerful 
gene that causes cancer. The Mgat5-deficient 
mice are resistant to the induction in breast 
cancer growth and metastasis to the lungs 
compared with other mice, indicating that this 
carbohydrate structure plays a role in promot- 
ing the growth and spread of cancer. The 
Mgat5 gene in cancers promotes cell move- 
ment and directs involvement of carbohydrate 
chains in cancer growth. 

New drugs designed to mimic P-1,6- 
GlcNAc-branched N-glycans or modulate 
GlcNAc-TV could be used to either to dampen 
T-cells in autoimmune disease or to sensitize 
the immune system in the treatment of cancer 
and infections. 

Experimental work on a tumor-targeted, 
keto-carbohydrate-based technology is ad- 

vancing from in vitro to in vivo experiments 
(91). Ketone-containing monosaccharides can 
serve as substrates in the oligosaccharide bio- 
synthesis (92). Briefly, cells incubated with a 
ketone-containing monosaccharide produce 
ketone-tagged cell-surface oligosaccharides. 
Because cell surface ketones are rare in cells, 
conjugation with keto-selective nucleophiles is 
possible. For example, sialic acids are abun- 
dant terminal components of oligosaccharides 
on mammalian cell-surface glycoproteins and 
are synthesized from the six-carbon precursor 
N-acetylmannosamine. When HeLa cells in 
culture are incubated with N-levulinoyl-n- 
mannosamine (ManLev 231, the ketone ends 
up on a cell surface. On conjugation with the 
ricin toxin, the cell dies. The killing of ManLev 
(23)-labeled HeLA cells with ricin is depen- 
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dent on the number of ketones expressed on 
the cell surface. Using this method, it may be 
possible to make cells susceptible to toxins or 

I immune recognition. 
Saccharides of glycoconjugates found on 

cell surfaces can modulate cellular interac- 
tions and are under investigation as research 
agents. In a similar fashion, saccharide agents 
or their glycomimetics can modulate carbohy- 
drate biosynthetic and processing enzymes 
that can block the assembly of specific saccha- 
ride structures. Modulators of carbohydrate 
recognition and biosynthesis can reveal the bi- 
ological functions of the carbohydrate epitope 
and its target receptors. Carbohydrate biosyn- 
thetic pathways are often amenable to inter- 
ception with synthetic saccharides, corre- 
sponding glycomimetics or xenobiotic natural 
products. Table 7.3 summarizes carbohydrate 
based agents in research. 

3 CARBOHYDRATE CHEMISTRY 

Carbohydrate-based therapeutics is now es- 
tablished, and the research and development 
pipeline for these agents is well outlined, all of 
which promises a robust future for carbohy- 
drate drugs. 

3.1 Chemistry 

To fully realize the potential of carbohydrate- 
based therapeutics, new chemical methods to 
discover, characterize, and supply carbohy- 
drates is needed. 

3.1.1 Challenges and Opportunities. The 
one characteristic of carbohydrates that most 
vividly demonstrates both the opportunities 
and challenges of carbohydrate chemistry is 
the potential of this class of biomolecules to 
form diverse structures. 

With oligosaccharides, carbohydrates of 
low-to-intermediate complexity, the shear 
number of possible isomers becomes difficult 
to calculate. For example, considering a rela- 
tively small tetrasaccharide and using only 
nine common monosaccharides found in hu- 
mans, there is greater than 15 million possible 
isomers that can be assembled (93). 

Traditionally, carbohydrates have been 
prepared by synthesis or natural product iso- 
lation. 

3.1.2 Solution Phase. In general, saccha- 
rides are a challenge to synthesize because 
monosaccharides have both regiochemistry 
and stereochemistry in both open and closed 
ring forms. If monosaccharides are combined, 
either a- or p-covalent bonds can link the re- 
sulting molecules. And if many monosacchar- 
ides are covalently bonded, the linkages may 
be linear or branched, including multiple 
branch points with a given monosaccharide. 
Also, oligosaccharide synthesis requires mul- 
tiple selective protection and deprotection 
steps. 

The inevitable comparison of polysac- 
chrides to other biopolymer types helps put 
the challenge into perspective. Nucleic acids 
are made in a linear manner through chemical 
and biological synthetic techniques. Likewise, 
protein sequences are also linear and can be 
easily determined, produced, and manipulated 
through a combination of recombinant DNA 
technology and solid phase synthesis. 

Nature has evolved very sophisticated 
mechanisms for making exact polypeptides 
and polynucleotides. In contrast, saccharides 
are made in an apparent random fashion with 
a diverse set of enzymes competing to produce 
very diverse products. Although random in ap- 
pearance, carbohydrates do possess precise 
structures that are on the surface of complex 
large molecules and that affect function. 
These precise carbohydrate structures are tar- 
gets of isolation and synthesis. 

The creation of the glycosidic linkage be- 
tween carbohydrate monomers is a strategi- 
cally important step in oligosaccharide syn- 
thesis and requires stereocontrol of the newly 
formed linkage. Glycosides that have a trans 
relationship of the C-1 and C-2 substituents 
are synthesized by taking advantage of neigh- 
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boring group participation from the 2 position. 
With acyl type protecting groups at C-2, the 
reaction proceeds through an acyloxonium 
cation intermediate that reacts with a nucleo- 
phile to give 1,2-trans stereochemistry in the 
product, whereas the oxocarbonium ion is ex- 
pected to give mixtures of the 1,2-cis and 1,2- 
trans products (Scheme 7.1). For the synthesis 
of 1,2-cis glycosides, a prerequisite is the use of 
non-participating blocking groups at the 2 po- 
sition. Using a non-participating substituent, 
however, does not necessarily result in the for- 
mation of 1,2-cis glycosides; the stereoselectiv- 
ity depends on the chemical reactivity of the 
glycosyl donor and acceptor, the strength of 
the promoter used for the reaction, the sol- 
vent, and the reaction temperature. Note that 
the protecting groups used influence the 
chemical reactivity of the glycosyl donors and 
acceptors, and in some cases, changing a single 
protecting group at a remote position may re- 
sult in changes in stereoselectivity and yields. 

The Koenigs-Knorr method of coupling gly- 
cosy1 halides (X = halogen in Scheme 7.1) is 
one of the most widely used techniques (94). 
The relative instability of the sugar halide ne- 
cessitates the construction of the saccharide 
from the reducing end. Alternative leaving 
groups have been developed that are more 
stable. 

Trichloroacetimidates and glycosyl sulfox- 
ides are now commonly used for coupling (95, 
96). Other coupling functional groups include 
phosphites, phosphates, thioglycosides, and 
pentenyl glycosides (97-99). 

The multi-functional nature of the carbo- 
hydrate molecules requires the use of protect- 
ing groups on hydroxyls or other functional 
groups not involved in the reaction to provide 
an unambiguous synthesis. Blocking groups 
are required for functional groups that are not 
involved in the whole synthetic scheme, 
whereas temporary protecting groups are re- 
quired on functional groups that must be ma- 
nipulated at a later stage of the synthesis. 
Benzyl ethers are most commonly used as 
blocking groups in combination with tempo- 
rary acyl protecting groups. 

Carbohydrates with an N-acetyl group at 
the 2 position are found in many important 
biological structures; however, methods for 
synthesizing such sugars require many steps 
and often yield complex mixtures of stereoiso- 
mers. A single vessel method that allows eas- 
ier access to this key class of oligosaccharides 
is now available (100). The method uses a new 
sulfonium reagent that activates glycals for di- 
rect addition of the acetamido group and cou- 
pling with a variety of glycosyl acceptors. 

Note that N-silylated amide must be used 
to carry out the nitrogen-transfer process and 
use of unprotected primary amides as nitro- 
gen nucleophiles does not seem to be effective. 

Two major advances used to streamline the 
chemical synthesis of oligosaccharides are 
one-pot reactions (101) and polyrner-sup- 
ported synthesis (see Section 3.1.4) (102). 

One promising approach at developing au- 
tomated synthesis uses single-vessel reaction 
schemes that take advantage of the reactivity 
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profile of different protected monosaccharides 
to determine the outcome (103). The reactiv- 
ity of a monosaccharide is highly dependent on 
the protecting groups and the anomeric-acti- 
vating group used. By adding substrates in se- 
quence from most reactive to least reactive, 
the predominance of a desired target com- 
pound is assured. 

The key to this approach is to have exten- 
sive quantitative data regarding the relative 
reactivities of different protected monosac- 
charides. Thus, a reactivity database on pro- 
tectedp-methylphenyl thioglycosides was gen- 
erated and used as the basis of a computer 
program that selects the best reactants for 
one-vessel synthesis of oligosaccharides (104). 

This approach has been used in the synthe- 
sis of a large number of oligosaccharides, in- 
cluding the cancer antigen globo H hexasac- 
charide (see Section 2.2.6) (105). Work is 
needed to design a complete set of building 
blocks for use in the synthesis of most bioac- 
tive saccharides. By using disaccharide thio- 
glycosides as reactants in the linear scheme, 
branch points are incorporated. These reac- 
tions are typically performed in solution. 

A novel exception to generalities above is 
demonstrated in the stereospecific synthesis 
of sucrose (Scheme 7.2) (106). The problems 
faced by the sucrose synthesis are that the two 
monosaccharides are connected through ter- 
tiary anomeric centers, and one anomeric cen- 
ter has the capability of isomerization. The 
synthesis was accomplished by remote tether- 
ing the two ends of the donor part so that only 
one possible coupling stereochemistry is pos- 

sible. However, the generality of remote teth- 
ering for ordinary oligosaccharide syntheses is 
not clear. 

Chemical synthesis and enzyme-based 
routes are complementary. Chemical synthe- 
sis offers exceptional flexibility. Natural and 
non-natural saccharide building blocks can be 
assembled with natural or non-natural link- 
ages. In comparison, enzymes can be used to 
effect glycosylation with absolute regio- and 
stereo-control. If the necessary enzyme is 
available, the desired bond can be formed, of- 
ten with high efficiency. Although some en- 
zymes will act on alternative substrates, 
chemical synthesis provides the means to gen- 
erate any oligosaccharide, glycoconjugate, or 
glycomimetic. 

3.1.3 Enzymatic. Enzymes are useful re- 
agents in oligosaccharide synthesis (107,108). 
Many reagent enzymes accept unnatural sub- 
strates, operate at room temperature under 
neutral aqueous conditions, and can form ste- 
reochemical and regiochemical reaction prod- 
ucts with rate acceleration. Of particular 
value, enzymatic transformations are per- 
formed on unprotected carbohydrates. Both 
glycosyltransferases and glycosidases are em- 
ployed in the enzymatic synthesis of oligo- 
saccharides. 

As an exception, mutant glycosidases can 
be employed in connection with novel donor 
substrates, such as glycosyl fluorides of the 
opposite anomeric configuration, and are used 
to produce both oligosaccharides (109) and 
polysaccharides (1 10). 
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The major problem with enzymatic synthe- 
sis is generating the required catalysts and 
substrates. Few glycosyltransferases are readily 
available, and the substrates for these en- 
zymes are the nucleotide-activated monosac- 
charides that are also not readily available and 
must be prepared from monosaccharides 
through enzymatic or biological methods (111). 
Although glycosidases use available substrates, 
such as monosaccharide halides and p-nitro- 
phenyl glycosides, yields are lower. Other 
novel donor substrates used in enzymatic re- 
actions include oxazolines for the synthesis of 
artificial chitin (112) and 6-0x0-glycosides for 
the synthesis of N-acetyl-D-lactosamine deriv- 
atives (113). 

Other novel enzymatic examples include 
the synthesis of cyclic imine saccharides 
through the use of the fructose diphosphate 
aldolase (114). This enzyme has also been used 
for the synthesis of bicyclic carbohydrates 
(115). 

Reaction on solid phase requires soluble en- 
zymes that are either recovered for recycling 
or discarded. Many resins can be used, includ- 
ing Sepharose, polyethylene-based resins, 
polyacrylamide, silica, and polystyrene (116, 
117). Solution phase supports have the prob- 
lem of product recovery. An alternative ap- 
proach is to couple the substrate to a water- 
soluble polymer that can be removed from 
solution by precipitation of the polymer or size 
exclusion chromatography. Water-soluble 
supports have been used in the enzymatic syn- 
thesis of pseudo-GM3 (118). 

The endoglycosidase, ceramide glycanase, 
is used to transfer an oligosaccharide group 
from a water-soluble polymer to ceramide. 
This enzymatic tool provides an efficient new 
method for polymer-supported synthesis of 
glycosphingolipids (1 19). 

3.1.4 Solid Phase. Solid phase synthesis of 
oligosaccharides and glyconjugates similarly 
offers powerful advantages for oligosaccharide 
synthesis in comparison with conventional 
methods because it circumvents multiple pu- 
rification steps needed in traditional solution 
syntheses (120). Newly developed glycosyla- 
tion methods and advances in solid phase or- 
ganic chemistry increased interest in solid 
phase oligosaccharide synthesis in the 1990s 

(121). The productivity from these efforts is 
evident from the diversity and complexity of 
oligosaccharides that have been synthesized, 
including sequences containing up to 12 resi- 
dues (122). 

Although of limited scope, one approach for 
solid phase carbohydrate synthesis has actu- 
ally incorporated coupling chemistry into an 
automated solid phase oligosaccharide synthe- 
sizer (123). In addition, there is the use of gly- 
cosyltransferase-regenerating beads that are 
potentially applicable to automated oligosac- 
charide synthesis (124). 

Many oligosaccharides are linked co- 
valently to peptides, and the integration of oli- 
gosaccharides into glycopeptides has started. 
Several laboratories have used protected gly- 
cosylated amino acids as building blocks for 
automated solid phase peptide synthesis to 
generate glycosylated peptide fragments rem- 
iniscent of natural glycoproteins (125). Mod- 
ern 9-fluorenyl methoxy carbonyl (FM0C)- 
based peptide synthesis methods are sufficiently 
mild that the oligosaccharide remains intact 
throughout the synthesis. For example, a gly- 
copeptide' derived from the mucin-like leuko- 
cyte antigen leukosialin was made using tri- 
saccharide-amino acid as a building block 
(126). Chemical linkage of saccharides to pep- 
tides is affected in several ways. The acceptor 
amino acid can be part of the evolving chain in 
solid phase peptide synthesis and reacted with 
a saccharide to produce the target glycopep- 
tide. For example, glycosylated amino acids 
containing one to three sugars have been in- 
corporated in solid phase synthesis of glyco- 
peptides (127), and mucin glycopeptides con- 
taining common core structures have been 
synthesized (128). 

Another example, glycopeptide segments 
prepared on solid phase, can be condensed us- 
ing serine proteases. Incorporation of addi- 
tional monosaccharides using glycosyltrans- 
ferases is a novel method of glycoprotein 
synthesis (129). 

A problem with attempting to couple large 
oligosaccharide side-chains to a polypeptide is 
low yield, which may be attributed to steric 
factors. A method that overcomes the steric 
problem was developed in the case of coupling 
a high mannose-type pentasaccharide to a va- 
riety of tripeptides (130). Alternatively, amino 
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:i charides with as many as 11 primary sugars in 
: a triantennary structure were prepared (131). 

3.1.5 Clycoprotein. The degree and heter- 
ogeneity of glycosyl groups on glycoproteins 
produced in nature is not only a challenge in 
synthetic methodology but also is a problem in 
characterization and in target product speci- 
fication. 

Currently, cell fermentation is used to gly- 
cosylate proteins. Unfortunately, fermenta- 
tion produces many different protein glyco- 
forms. The resulting mixture, however, can be 
used in subsequent digestion reactions where 
the sugar chains are cleaved to produce a near 
homogeneous glycoprotein that, in turn, can 
be further reacted enzymatically. For exam- 
ple, glycans on N-glycosylated proteins are 
digested to the core N-acetylglucosamine by 
endoglycosidases, and then elaborated enzy- 
matically to increase size and complexity of 
the glycan by using enzyme-catalyzed trans- 
glycosylation (132). 

3.1.6 Carbohydrate Library. Although sup- 
ply continues to be a major challenge to carbo- 
hydrate chemists, a new tool for drug discov- 
ery, library synthesis, is now becoming 
available. Efficient methods for the combina- 
torial synthesis of carbohydrates on the solid 
support and in solution are known (133). 
Progress on this front has resulted in the gen- 
eration of oligosaccharide libraries (134,135). 
Thus, complex oligosaccharides and oligosac- 
charide libraries are becoming accessible to 
non-chemists. 

Early on, random glycosylation of unpro- 
tected disaccharides, involving the nonselec- 
tive coupling of a fucosyl donor, was used to 
produce three sub-libraries of a-fucosylated 
disaccharides in one step (136). Nearly statis- 
tical mixtures of all possible trisaccharides 
were obtained after chromatography. Linear 
and branched trisaccharide libraries were pre- 
pared by the latent-active glycosylation (137, 
138). This concept made use of the convenient 
access to both glycosyl donors and acceptors 
from common ally1 glycoside precursors. 

Solution phase split-and-pool methods are 
capable of generating diverse libraries con- 
taining large numbers of compounds. Prob- 

lems include hit identification and isolation, 
especially with oligosaccharide libraries that 
contain identical molecular weight com- 
pounds that only differ in the stereochemistry 
of the anomeric center. A split-and-pool ap- 
proach was used to generate a small library of 
chondroitin sulfate disaccharides containing 
all eight possible sulfated forms (139). A 1000- 
compound library of acylated amino di- and 
trisaccharides were produced by a split-and- 
pool protocol employing glycosyl sulfoxides as 
donors for solid phase glycosylations and re- 
acting with C2 azidosugars first, and then 
mono- and disaccharides second. Reductive 
conversion of the azides into mines  allowed 
for further differentiation using acyl groups. 
Screening against a bacterial lectin, two car- 
bohydrates that exhibited a higher affinity 
than the known natural ligand were identified 
(140). 

Monosaccharides are ideal scaffolds for the 
preparation of libraries because they are enan- 
tiomerically pure, often possess a rigid confor- 
mation, and exhibit a high degree of function- 
alization. Monosaccharides used as scaffolds 
include D-glucose (141), D- and L-glucose and 
L-mannose (142), 2-deoxy-2-aminoglucuronic 
acid and 3-deoxy-3-aminoglucuronic acid (1431, 
and tunicamycin (144). 

In preparing a large number of resin-bound 
carbohydrates in a combinatorial fashion, it 
was observed that the bead-bound carbohy- 
drates exhibited multivalent behavior. When 
screening a resin-bound library against a car- 
bohydrate binding protein, it was found that 
the protein bound with high selectivity to only 
one carbohydrate among more than 1300 
closely related compounds in the library (145). 

Combinatorial methods for the identifica- 
tion of biologically active carbohydrates are 
evolving. Generation of random glycosylation- 
based libraries as heterogeneous mixtures 
have given way to focused libraries that em- 
ploy discrete saccharide cores. 

Progress in solid phase saccharide chemis- 
try (120), in combination with techniques em- 
ployed in glycomimetic chemistry, will ad- 
vance carbohydrate library methodology and 
be a source for promising new therapeutic 
agents. 
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3.2 Analysis 

To gain an insight into the biological and phys- 
icochemical functions of complex carbohy- 
drates at the molecular level, knowledge of 
their primary and secondary structures is a 
required. The complete structural character- 
ization of complex carbohydrates involves de- 
termining the type, number, and primary se- 
quence of the constituent saccharide residues. 
This includes the occurrence of branch points 
and the location of appended non-carbohy- 
drate groups and the three-dimensional con- 
formation(~) and dynamics in solution. 

3.2.1 Mass Spectrometry. Soft ionization 
techniques of fast atom bombardment (FAB), 
electrospray ionization (ES), or matrix-as- 
sisted laser desorption ionization (MALDI) 
have advanced carbohydrate analysis (146, 
147). 

Of the three ionization technologies, 
MALDI-Q-TOF is arguably the most sensitive 
and useful type instrument for complex carbo- 
hydrate analysis (148). 

Chemical derivatization methods as an aid 
to MS analysis continue to be important. Der- 
ivatization can be divided into tagging of re- 
ducing ends and protection of most or all of the 
functional groups. Permethylation is still an 
important type of full derivatization. 

Devising strategies to optimize fragment 
ion information include the following: induc- 
ing fragmentation by collisional activation, 
monitoring natural ionization-induced frag- 
mentation, and selecting derivatives that en- 
hance and direct fragmentation. 

Highly sensitive mass spectrometric meth- 
ods for defining the primary structures of gly- 
coprotein glycoforms is advancing structural 
carbohydrate chemistry (149). 

Linkage and monosaccharide analysis by a 
combination of derivitization and LC/MS con- 
tinues to provide useful carbohydrate charac- 
terization, especially in development, but 
where more structural detail is needed, NMR 
still remains a powerful tool. 

3.2.2 NMR. Nuclear Magnetic Resonance 
(NMR) spectroscopy is critical in determining 
the complete structure of a carbohydrate. The 
natural allocation of hydrogen and carbon at- 

oms in carbohydrate molecules lends itself to 
the revelation of their full primary structure 
through H-1 and C-13 NMR analysis. 

The main emphasis of current carbohy- 
drate structural analysis is the applicability 
of modern multi-dimensional NMR for solv- 
ing the two crucial problems in complex car- 
bohydrate structural analysis, namely, the 
elucidation of the sequence of glycosyl resi- 
dues and the solution conformation and dy- 
namics of a carbohydrate (150). Techniques 
include 2D Total Correlation Spectroscopy 
(TOCSY), Nuclear Overhauser effect spec- 
troscopy (NOESY), rotational nuclear Over- 
hauser effect spectroscopy (ROESY), hetero- 
nuclear single quantum coherence (HSQC), 
heteronuclear multiple quantum correlation 
(HMQC), heteronuclear multiple bond cor- 
relation (HMBC), and (pseudo) 3D and 4D 
extensions. 

NMR techniques used in combination with 
databases is helpful for carbohydrate analysis. 
For example, SUGABASE is a carbohydrate- 
NMR database that combines CarbBank com- 
plex carbohydrate structure data (CCSD) with 
proton and carbon chemical shift values (151). 

3.3 Natural Products Isolation 

Natural products isolated from higher plants 
and microorganisms have provided novel, clin- 
ically active drugs. The key to the success bf 
discovering naturally occurring therapeutic 
agents rests on bioassay-guided fractionation 
and purification procedures. A traditional 
area of carbohydrate isolation is bacterial cap- 
sular polysaccharide chemistry for vaccine 
production (see Section 2.1.4). Although not a 
major focus for research, unique discoveries 
are made in carbohydrate natural products 
isolation. 

In the study of the structure of the cell-wall 
polysaccharides of a poorly characterized Pro- 
teus microorganism, a new type of disaccha- 
ride linkage, structure (24), in bacterial poly- 
saccharides was discovered (152). Presumably, 
this is the first example of an open-chain gly- 
cosidic linkage; however, it is not clear 
whether this new linkage has important bio- 
logical meaning. 

With the potential structural diversity of 
carbohydrates, it is curious that novel link- 
ages, and for that matter novel monosacchar- 
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ides, are not found more often in nature. Per- 
haps a study of the carbohydrate chemistry of 
microbes that exist in extreme conditions may 
yield additional novel carbohydrate-based 
structures and perhaps new therapeutics. 

3.4 Multivalency 

Carbohydrate function is often contingent on 
multiple repeat saccharide presentation and 
subsequent multidentate binding. The bind- 
ing of monosaccharides to target sites on pro- 
teins is generally weak, yet the affinity and 
specificity required for effecting a physiologi- 
cal response is high. Carbohydrate multiva- 
lency is the simultaneous attachment of two or 
more binding sites on one oligosaccharide, 
polysaccharide, or glycoconjugate to multiple 
receptor sites on another molecule, which is 
usually a protein. 

Naturally occurring carbohydrate multiva- 
lent displays are widespread in nature and in- 
clude mucins, pathogen, and mammalian cell 
surfaces. Lectins, carbohydrate-binding pro- 
teins, often present multiple repeat carbohy- 
drate binding domains. The interaction of 
multivalent presentations can result in the 
formation of numerous simultaneous non-co- 
valent bonds that proceed to afford the ob- 
served high avidity of carbohydrates (153). 

Because successful drugs usually bind 
tightly to target receptors with binding affini- 
ties often in the nanomolar range and mono- 
meric carbohydrates generally have low recep- 
tor binding with binding affinities in the 
millimolar range at best, employing multiva- 

lent presentations found in nature is a seduc- 
tive strategy for drug discovery. Indeed, the 
use of multivalency is also a new approach to 
drug design (154). 

3.4.1 Viral Inhibitors. A multivalency ap- 
proach was used to inhibit influenza virus in- 
fectivity. Several sialic acid-based polymers 
have been synthesized that inhibit flu virus 
receptor-binding activity, which in turn im- 
pedes flu viruses from sticking to cell surfaces 
and subsequent viral infection of cells (see also 
Section 2.1.4) (155, 156). 

Flu viruses attach to cell surfaces through 
multivalent interactions. Sialic acid-based 
polymeric agents can inhibit the interaction of 
trimers of hemagglutinin and sialic acid. Sig- 
nificant affinity enhancements are observed in 
these studies. For example, in hemagglutina- 
tion or the cross-linking of erythrocytes by a 
virus, the monomer shows inhibition in the 
millimolar range; however, when presented 
on a polymer, effective inhibition is observed 
in the picomolar range (157). 

Multivalent sialic acid-containing lipo- 
somes have been shown to inhibit flu virus 
(158). Indeed, a combination of a sialic acid 
liposome and a lysoganglioside/poly-L-glu- 
tamic acid conjugate act as inhibitors of flu 
virus hemagglutinin at picomolar concentra- 
tions (159). The multivalent liposome inhibits 
not only hemagglutinination but also the viral 
surface protein neuraminidase activity. The 
liposome's potency is about 1000-fold higher 
than that of the corresponding monomeric 
sialic acid ligand, and the potency of the ly- 
soganglioside is a million-fold higher than that 
of the monomeric ligand. 

3.4.2 RNA Target. Multivalent inhibitors 
can be used to target not only proteins but also 
RNA. A bifunctional dimeric aminoglycoside 
antibiotic that binds to bacterial RNA can be 
made to bind three orders of magnitude more 
tightly than the monomeric antibiotic. The 
linked dimer also inhibits the bacterial en- 
zyme-catalyzed modification of aminoglyco- 
side drugs that is an antibiotic-resistance 
mechanism (160). This new antibiotic is active 
against several bacteria, including tobramy- 
cin-resistant strains. 
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3.4.3 Toxin Inhibitors. Multivalent inhibi- 
tors are being designed to inhibit disease-caus- 
ing bacterial agents including Shiga-like toxin 
and enterotoxin. Shiga-like toxins from E. coli 
can be classified into two subgroups, SLT-I 
and SLT-I1 (161). One tailored multivalent 
carbohydrate ligand, starfish, is reported to 
neutralize Shiga-like toxins (162). The struc- 
ture of starfish (25) consists of two trisaccha- 
ride units at the t i ~ s  of five tethers that radi- - 
ate from a central glucose core yielding a 
decadent presentation. The resulting inhib- 
itor binds to multiple sites on a target bacte- 
rial toxin that is closely related to cholera " 

toxin. The binding prevents the toxin from at- 
taching itself to carbohydrates on cell sur- 
faces, which is the biological mode of action. 
This multivalent carbohydrate ligand exhibits 
more than six orders of magnitude increase in 
inhibition over trisaccharide unit. This sub- 
nanomolar activity is within the range desired 
for an anti-toxin thera~eutic. - 

An X-ray crystallographic study of the com- 
plex formed between the B-subunit pentamer 
of SLT-I and starfish (25) revealed the mode of 
binding. Instead of binding to the theoretical 
two sites per monomer, it binds only to one. 

That is, only five of starfish's trisaccharide 
arms are engaged, leaving the other five free to 
bind another B-subunit. Thus, starfish (25) is 
sandwiched between two subunits. 

A bacterial enterotoxin related to cholera 
toxin is also a target for a multivalent inhibi- 
tor. When ingested, the enterotoxin's five 
identical binding sites recognize and bind to 
ganglioside carbohydrate groups in the gut 
lining (163). 

Another approach is to develop synthetic 
strategies for attaching carbohydrate residues 
to different parts of cyclodextrin molecules. 
Photoaddition of thiols to ally1 ethers in an 
anti-Markovnikov fashion is used as a key step 
in the multiple attachment of carbohydrates 
to cyclodextrin cores (164). 

3.4.4 Mechanism of Multivalency. Mecha- 
nisms that contribute to the high avidity ob- 
served for multivalent ligands include neigh- 
boring site participation, target protein 
clustering, a chelate effect, and a precipitation 
process. In neighboring site participation, 
many target proteins possess multiple or sec- 
ondary sites adjacent to the initial binding site 
(165). The avidity of many multivalent carbo- 



hydrate molecules is caused by their ability to 
cluster target receptors (166). When a chelate 
effect operates, multiple interactions occur af- 
ter formation of the first contact, which are 
facilitated because of the high effective con- 
centration of the intramolecular binding 
groups (167). 

Another model is that most of the enhance- 
ment in avidity observed in multivalent binding 
arises from an aggregation and precipitation 
process that follows the initial intermolecular 
binding step (168) If the avidity increases be- 
cause of aggregation, apparent avidities will 
be strongly dependent on concentration, and if 
multivalency effects have aggregation events 
as their origin, there will be no avidity at bio- 
logically relevant concentrations. Thus, the 
use of multivalent compounds as systemic 
drugs will be limited. 

An additional problem with multivalent 
presenting molecules is that by their very na- 
ture they are high molecular weight mole- 
cules. Divalent and trivalent compounds could 
have low enough molecular weights (less than 
a 1000 Da) to be orally active. 

Polymeric multivalent structures will have 
high molecular weights and as such will not 
likely to be orally active and would require other 
routes of administration such as parented de- 
livery. Also, high molecular weight materials 
tend to be mixtures that are difficult to charac- 
terize and to control in manufacturing. 

3.5 Heparin 

3.5.1 Synthesis. The coagulation of blood is 
the result of a biochemical cascade catalyzed 
by enzymes called activated blood-coagulation 
factors, which include thrombin. The protein 
antithrombin (AT) is the main physiological 
inhibitor of these factors, and its action is am- 
plified after binding to heparin. This accounts 
for the anticoagulant and antithrombotic ac- 
tivities of heparin. Heparin is a complex mix- 
ture of heterogeneously sulphated polymers 
consisting of alternating L-iduronic and n-glu- 
cosamino sugars and is produced and stored in 
mast cells present throughout animal tissues. 
Heparin has numerous biological activities 
that can be attributed to binding interactions 
between these anionic groups and the posi- 
tively charged groups on proteins. 

Ideally, heparin mimetics should discrimi- 
nate between thrombin and other proteins, 
particularly platelet factor-4 (PF4), which is 
related to heparin-induced thrombocytopenia 
(see also Section 2.1.5). 

The total synthesis of a series single glyco- 
mimetics of heparin- was recently announced 
(169). One structurally optimized oligosaccha- 
ride heparin mimetic is 10 times more potent 
in vivo than both standard heparin and low 
molecular weight heparins and is also devoid 
of the undesired side effect, thrombocytope- 
nia, that is associated with heparin treatment. 
Thus, chemical synthesis was employed to op- 
timize the length and the charge of the syn- 
thetic oligosaccharides. 

Synthetic heparin mimetics consisting of 
20 monosaccharides (20-mers) exhibited anti- 
thrombotic activity similar to that obtained 
for heparin. However, the cross-reactivity of 
these compounds with PF4 prompted the ex- 
ploration of related molecules structurally 
closer to heparin. 

In a synthetic series that explored chain 
length, it was clear that reducing the size to 
the minimum that still allowed thrombin inhi- 
bition was not sufficient to abolish the unde- 
sired interaction with PF4. The next step was 
to reduce the charge of the molecule for anti- 
thrombin, and that provided the structurally 
optimized oligosaccharide heparin mimetic. 

Indeed, the optimized oligosaccharide hep- 
arin mimetic has 10 times the antithrombotic 
potency relative to that obtained for heparin 
but is unable to activate platelets in the pres- 
ence of plasma from patients with heparin- 
induced thrombocytopenia and is devoid of 
other side effects attributed to the anionic 
charges of heparin, such as hemorrhage. 

3.5.2 FGF. An X-ray structure of a hepa- 
rin-linked biologically active dimer of fibro- 
blast growth factor was described (170). The 
fibroblast growth factors (FGFs) form a large 
family of structurally related, multifunctional 
proteins that mediate cellular functions by 
binding to transmembrane FGF receptors 
(171, 172). 

Complexes of the decasaccharides with 
both native and selenomethionyl aFGF were 
purified and crystallized, providing two crys- 
tal forms each containing a total of four inde- 
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pendent heparin-linked aFGF dimers. In the 
structures of all four dimers, the decasaccha- 
ride chains are ordered and bind through sul- 
phate groups to residues in the heparin-bind- 
ing loop of aFGF residues. 

The crystal structure of the biologically ac- 
tive, heparin-decasaccharide-linked dimer of 
aFGF exhibits a unique mode of ligand-in- 
duced protein dimerization. This aFGF dimer 
is bridged by heparin and does not have a pro- 
tein-protein interface. Instead, the protomers 
are positioned to bind sulphate groups of five 
to six monosaccharide units on opposite sides 
of the heparin helix axis. 

3.5.3 Heparin Analytical Tool. Recently, a 
heparin sequencing technology called prop- 
erty-encoded nomenclature/MALDI sequenc- 
ing was developed (173). 

To sequence a heparin-related compound, 
using property encoded nomenclature/MALDI 
method, the polysaccharide is first fragmented 
by enzymatic and/or chemical means. Mass 
signatures of the fragments are then obtained 
by MALDI-MS, and the signatures are used as 
constraints to search a database of possible 
sequences for the correct match. 

The database was constructed as follows. 
First, a unique code for each of the 32 GAG 
building blocks was generated. Each code is 
read by computers and also indicates struc- 
tural information. The next step is a composi- 
tional analysis in which the sample is frag- 
mented into its individual building blocks and 
counted as to how many of 32 GAG building 
blocks it contains. Then, each building block is 
identified by its mass, which is in turn deter- 
mined by MS. 

With the list of building blocks and the cor- 
responding codes for a given sample in hand, a 
computer analysis generates a list of all possi- 
ble sequences that satisfy the overall composi- 
tion. The correct sequence is among the ones 
listed and is defined by a process of elimi- 
nation. 

The process involves the use enzymatic and 
chemical techniques to cut a second, intact 
sample into smaller and smaller pieces. Be- 
cause these techniques cut heparin fragments 
at specific sites, each piece provides structural 
information at reducing and non-reducing 
ends. In addition, the mass of each of these 

smaller pieces is determined, which gives the 
number and kind of building blocks in each. 
Repeating this process for smaller and smaller 
pieces eventually gives the correct sequence. 

Carbohydrate chemistry is contributing 
both to the understanding of biological func- 
tions of saccharides and glycoconjugates and 
to the discovery and development of carbohy- 
drate-based therapeutics. Advances in carbo- 
hydrate chemistry have solved some problems 
associated with carbohydrate research and " 

have provided new strategies for solving chal- 
lenges in glycobiology. Technical problems 
that hinder carbohydrate research still exist. 
A crucial milestone in the maturation of car- 
bohydrate chemistry will be the development 
of robust automated systems for the synthesis 
of oligosaccharides and glycoconjugates. The 
maturation of carbohydrate chemistry sys- 
tems that are easily accessible to both biolo- 
gists and chemists will have an important im- 
pact on our understanding of glycobiology and 
on the discovery of carbohydrate-based thera- 
peutics. Collectively, chemical tools have 
proven indispensable for studies in glycobiol- 
ogy (174). 

Glycobiology is now an established discipline 
that is expanding rapidly, and an understand- 
ing of the major advances in this discipline is 
essential for the discovery of new carbohy- 
drate-based therapeutics. What follows is a 
discussion of a few of the interesting develop- 
ments and trends that have occurred in this 
field over the past 10 years. 

4.1 Driving Forces 

Several forces drive the surge in interest in the 
field of glycobiology. They include the se- 
quencing of the human genome, glycoconju- 
gate structure-function studies, and immuno- 
gen and lectin research. 

4.1.1 Human Genome. One force is the se- 
quencing of the human genome. As it becomes 
clear that the number of genes encoded by the 
genome cannot alone explain the complexity 
of life, post-translation modifications have be- 
come obvious explanation for the source of 



this complexity. The complexity of saccharide 
side-chains could more than sufficiently pro- 
vide micro-specificity between proteins. For 
instance, it has been calculated that a hexa- 
saccharide has 1012 isomeric permutations. 
Furthermore, the glycans are readily modified 
after synthesis of the core structure (175). Ad- 
ditionally, gradients of carbohydrate side- 

r chains could play key roles in processes such 
I as development. 
i 
i 

4.1.2 Therapeutic Glycoproteins. Second, 
as the use of glycoproteins as therapeutic 

$ 

agents increases, so does the need for under- 
standing the role that sugars play in their 
function. For example, correct glycosylation of 
the top-selling drug, erythropoietin (EPO), is 
critical to maintaining a reasonable circulat- 
ing half-life, and Arngen regularly rejects 
batches of EPO because of incorrectly at- 
tached sugars (176). Glycosylation of monoclo- 
nal antibodies is important for their recogni- 
tion by Fc y receptors (1771, and removal of 
glycosylation sites in therapeutic monoclonal 
antibodies could result in reduced immunoge- 
nicity and "first-dose" cytokine release syn- 
drome (178). Modification of glycosylation 
sites has also led to second generation drugs, 
such as reteplase, a tissue plasminogen activa- 
tor (TPA) molecule in which the glycosylation 
sites have been removed, resulting in an en- 
zyme with a slightly higher half-life and lower 
fibrin-binding affinity than recombinant TPA 
(179). 

4.1.3 Structure-Function. Third, there have 
been successes within the last 10 years in mak- 
ing effective drugs that are based on carbohy- 
drate structure, including glycomimetics and 
an understanding of glycobiology. The use of 
neuriminidase inhibitors to prevent the es- 
cape of the influenza virus from its host cell 
and the conversion of heparin that is a com- 
plex mixture with poly-pharmacy into a single 
chemical entity with a well-defined pharma- 
cology are real drug discovery success stories. 
Future success stories will depend in part on 
an understanding of glycobiology including 
structure-function of the principal biomolecu- 
lar conjugate structures. 

4.2 Glycoconjugates 

Glycoconjugates are expressed primarily as 
three different forms: glycolipids, glycopro- 
teins, and the very complex proteoglycans 
found in the extracellular matrix. In this sec- 
tion, the glycobiology of glycolipids and glyco- 
proteins and their ligands and proteoglycans 
are reviewed, focusing on how the basic re- 
search may effect the discovery on new carbo- 
hydrate-based therapeutics. 

4.2.1 Glycolipids. Glycolipids are made 
up of oligosaccharides linked covalently to a 
fatty acid portion by means of inositol or 
sphingosine moieties. The association of the 
non-polar function with the cell membranes 
effectively anchors these molecules to the 
extracellular surface. Glycolipids are subdi- 
vided into (1) glycosphingolipids, (2) glyc- 
erol-type glycolipids or glycosylated glycer- 
ols having fatty acid substituents on the 
glycerol, (3) ester-type glycolipids or esters 
of carbohydrates with fatty acids, (4 )  steryl 
glycosides or glycosylated derivatives of ste- 
rol, (5) polyisoprenyl-type glycolipids in 
which the sugar is normally linked through 
a phosphate bridge to the polyisoprenols, 
and (6)  glycosylphosphatidyl-inositols. 

The role of glycolipids extends well beyond 
the essential structural role they play in cell 
membrane lipid bilayers, including cell-cell 
and cell-matrix interactions. The examples 
are numerous, including glycophosphatidyl 
inositol anchors, which act as sites of attach- 
ment for proteins to the cell membrane, and 
gangliosides, a form of glycosphingolipids, 
which are thought to be crucial in the develop- 
ment of nervous tissue. In the last 10 years, 
there has been a great deal of research and 
high expectations that glycolipid-based thera- 
peutics would be successful. For example, the 
glycosphingolipid GM1 was in clinical trials to 
determine whether it could play a role in re- 
pairing damaged nervous tissue caused by 
stroke or spinal injury (see Section 2.2.2). 
Whereas its mechanism of action was unclear 
at that time, animal studies have suggested 
this use. It was also expected that glycosphin- 
golipids would have use in the diagnosis and 
treatment of cancer, because it had been es- 
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tablished that almost all human cancers ex- 
hibit aberrant glycosylation patterns. 

4.2.2 Proteoglycans. Proteoglycans are very 
large extracellular glyconjugates (up to mil- 
lions of Daltons) composed of a protein core 
with polysaccharide chains extending out per- 
pendicularly in brush-like structures. In fact, 
the polysaccharides account for 90-95% of 
the proteoglycan's size by weight. With GAGs 
for example, chains are built up of long lin- 
ear sequences of alternating hexamine (D-glu- 
cosamine or D-galactosamine) and hexuronic 
acid (D-glucuronic acid or L-iduronic acid) 
units, and despite the regularity in this alter- 
nating sequence, GAGs show substantial 
structural heterogeneity. Their attachment to 
the polypeptide backbone, in general, occurs 
through a trisaccharide linker to an O-glyco- 
sidic bond at serine residues. GAGs provide 
viscosity, and as a result, impart low com- 
pressibility, which makes proteoglycans ideal 
molecules for the joint extracellular matrix, 
including cartilage. The predominant proteo- 
glycan in the cartilaginous matrix is aggrecan 
(180) and is degraded in osteoarthritis (OA), a 
progressive disease in which the joint cartilage 
is gradually eroded. The GAGs on aggrecan 
consist of chondroitin sulfate and keratin sul- 
fate and play an important role in the hydra- 
tion of the cartilage. Clinical trials are ongoing 
to determine whether chondroitin sulfate can 
be used as a treatment for OA (181). 

Heparin is now known to play a key role in 
packaging proteases in mast cells granules 
(see Section 2.1.5) (182). In mice, a gene nec- 
essary for the production of fully functional 
heparin was disrupted or knocked out. The 
gene encodes glucosaminyl N-deacetylasel 
N-sulphotransferase-2, an enzyme that adds 
sulfur trioxide to heparin. Loss of this enzyme 
results in improper packaging of key compo- 
nents of the storage granules in mast cells, 
which serve as the first line of defense for the 
immune system. The components affected are 
several enzymes called mouse mast-cell pro- 
teases. These proteases are used by the im- 
mune system to destroy foreign proteins. The 
knockout mice thus indicate a physiologic 
function for heparin unrelated to its ability to 
prevent blood clots. 

4.2.3 Clycoproteins. Glycoproteins are by 
far the most complex glycoconjugates, and 
there are two major classes of glycoproteins, 
0-linked and N-linked, depending on whether 
the oligosaccharide chain is linked to the pro- 
tein through threonine or serine side-chains 
(0-linked) or aspargine (N-linked). Attach- 
ment and maturation of the carbohydrate 
side-chains occurs within the endoplasmic re- 
ticulum (ER) and Golgi in a highly ordered 
manner. In the case of N-linked oligosaccha- 
rides, the process begins with the attachment, 
through a dolichol lipid carrier, of Glc3Man9- 
GlcNAc2 structures containing trimannosyl- 
chitobiose cores to polypeptides as they enter 
the ER. Specifically, the carbohydrate precur- 
sor is attached to asparagine residues within 
the recognition sequence Asn-X-Ser/Thr. It 
has been estimated that 90% of all of these 
sequences are glycosylated (183). After the 
transfer from the dolichol lipid, the sugar side- 
chains are "trimmed" by exoglycosidases. 

Trimming by a-mannosidases, without 
subsequent glycosyl addition, results in 
ManxGlcNAc2 side-chains called "high man- 
nose" structures. In the case of "complex- 
type" carbohydrate side-chains, "trimming" is 
followed by the stepwise addition of new sugar 
residues by glycosyltransferases. The bio- 
synthetic processes of elongation and cgp- 
ping of oligosaccharides varies, resulting in 
carbohydrate moieties of differing size and 
terminal sugars. In addition to high man- 
nose and complex-type N-linked oligosac- 
charides, there is a third, less common fam- 
ily referred to as "hybrid." Members of this 
family share structural features of the other 
two families (184). 

0-linked oligosaccharides are attached to 
the hydroxyl component of serines and 
threonines, and unlike N-linked glycans, no 
consensus sequence is known. Attachment is 
initiated in the Golgi and the initiating sugar 
is usually a GlcNAc. 0-linked side-chains can " 

vary in size from a single GlcNAc residue to 
structures as large as complex-type N-linked 
oligosaccharides. Unlike N-linked oligosac- 
charides. there are at least seven 0-linked oli- 
gosaccharide core structures; however, many 
of the processing steps are similar, resultingin 
similar terminal sugars between the two oligo- 
saccharide types. 



4 Clycobiology 

The carbohydrates groups on glycoproteins 
confer important physical properties such as 
conformational stability, protease resistance, 
and charge and water-binding capacity. Addi- 
tionally, the carbohydrates can act as epitopes 
for ligand binding and as sinks for carbohy- 
drate-binding growth factors (185). Most of 
the protein therapeutics on the market today 
are glycoproteins. Understanding the func- 
tions of the carbohydrate in these molecules 
could lead to improved second-generation pro- 
tein products with improved efficacy and po- 
tency and reduced side effects. One of the ar- 
eas where the role of carbohydrates and 
glycoproteins is best understood and is most 
likely to stimulate new carbohydrate-based 
therapeutic discovery is in the immune system 
(186). This may not be surprising given that 
many of the biologics on the market are im- 
mune modulators, and almost all the key mol- 
ecules involved in the innate and adaptive im- 
mune system are glycoproteins. 

4.3 lmmunogens 

With the ever-increasing number of monoclo- 
nal antibody (mAb) therapies entering the 
clinic, the interest for understanding the role 
of carbohydrates in antigen recognition and in 
mAb function has also increased. Over the last 
several decades, there has been sustained in- 
terest in developing therapeutic mAbs that 
bind specific carbohydrate epitopes on dis- 
eased cells such as cancer. For example, two 
antibodies, A33 and R24, which recognize a 
novel palmitoylated surface glycoprotein (187) 
and the GD3 ganglioside (1881, respectively, 
were taken into clinical trials (189). Unfortu- 
nately to date, none of these efforts has re- 
sulted in a therapeutic agent. 

A newer strategy has emerged in which 
people are immunized with carbohydrates 
immunogens for certain diseases. A real suc- 
cess story in this area was the development 
of the Hib vaccine, in which the immunogen 
is the Hib capsular polyribosylribitolphos- 
phate polysaccharide (190). Additionally, 
clinical trials are underway to determine - 
whether vaccinating patients with conju- 
gates of carbohydrate antigens expressed on 
tumor cells and keyhole limpet hemocyanin 
(KLH) can be effective therapeutics at 

breaking immune tolerance to cancer cells 
(see Section 2.1.4) (191). 

4.3.1 immunoglobulins. There is also 
much interest in understanding role of glyco- 
sylation in monoclonal antibody and Fc y re- 
ceptor (Fc yRI, Fc yRIIA, Fc yRIIB, Fc yRIIIA, 
and Fc yRIIIB) interactions. Binding of the Fc 
portion of the IgG to the Fc y receptors leads to 
release of inflammatory mediators, endocyto- 
sis of immune complexes, phagocytosis of mi- 
croorganisms, antibody-dependent cellular cy- 
totoxicity (ADCC), and regulation of immune 
cell activation (192-195). Manipulation of this 
interaction could lead to designer antibodies 
with varying levels of antibody effector func- 
tions. IgG and the Fc yRIIIA have been co- 
crystallized, and the solved structure is at the 
binding interface (196). Furthermore, the 
binding sites on the Fc portion of IgG for all 
classes of Fc y receptors has been mapped to 
high resolution (197). The CH, region of the 
Fc domain is important for both the dimeriza- 
tion of the immunoglobulins and for binding 
of the IgGs to Fc y receptors. Crystallographic 
studies showed that within the CH, domains, 
the oligosaccharides attached to Asn297, and 
not protein-protein interactions, help to drive 
the dimerization of the IgG monomers. While 
the crystal structure suggests that the carbo- 
hydrates are on the periphery of the binding 
interface between IgGs and the Fc yreceptors, 
deglycosylation studies demonstrated that 
carbohydrates are required for this interac- 
tion. Gradual truncation of the carbohy- 
drates in the CH, domain gradually reduced 
the CH, domain thermal stability and bind- 
ing to a soluble form Fc yRIIb (1981, suggest- 
ing these oligosaccharides play a role in 
maintaining the proper geometry of that the 
Fc domain. 

Reducing the ability of therapeutic mAbs to 
bind to Fc y receptor could be an effective way 
to reduce the side effect of "first dose" cyto- 
kine release syndrome often experienced by 
patients. In fact, an Asn297-mutated variant 
of the anti-CD3 mAb, 0KT3 (muronomonab- 
CD3), an approved therapeutic for the preven- 
tion of transplant rejection, has been tested in 
phase I studies with some success. Conversely, 
engineering in improved Fc y receptor-bind- 
ing activity could be beneficial for anticancer 
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mAbs in which recruitment of immune system 
to kill target cells could be desired. 

4.3.2 Hemagglutinins. Increasingly, carbo- 
hydrate-based therapeutics are being explored 
for anti-viral therapies. There are already two 
marketed drugs, zanamivir and oseltamivir, 
which are neuraminidase inhibitors, available 
for the treatment of influenza A and B. The 
neuraminidase enzyme, which cleaves sialic 
acid, is one of the coat protein spikes on these 
viruses and is reauired for release of the new 

A 

virions from the host cells. In the presence of 
these neuraminidase inhibitors, which are 
sialic acid analogs, the new virions remain ag- 
gregated at the host cell surface through their 
coat hemagglutinin, thereby reducing infec- 
tivity (199). Similarly, mimetics of N-acetyl- 
neuraminic acid thioglycosides, which seem to 
block rotavirus adhesion to host cells, are be- 
ing investigated for their ability to inhibit ro- 
tavirus infection (see Section 2.1.4) (200). 

Other anti-viral strategies involve the use 
of glycosylation inhibitors to interfere with 
the folding of viral envelope proteins, and 
hence production of viable viruses. There is 
increasing evidence that N-butyl deoxynojiri- 
mycin (15), which inhibits the ER resident 
a-glycosidases I and I1 and is important for 
trimming terminal glucoses in the maturation 
pathway of precursor N-glycans (2011, could 
be an effective treatment for both hepatitis B 
virus (HBV) and HIV (202). In HBV, N-butyl 
deoxynojirimycin (15) treatment resulted in 
hyperglucosylated M coat proteins that were 
misfolded, and as a result, not incorporated 
into the viral coat. This prevented viral secre- 
tion. 

In the case of HIV, treatment with N-butyl 
deoxynojirimycin (15) did not prevent viral 
coat assembly, but it did greatly impair infec- 
tivity. This is believed to be because of confor- 
mation changes in gp120 coat protein, which 
prevented its shedding after CD4 binding, and 
as a result, prevented gp41 exposure, preclud- 
ing fusion and entry into the cells (see Sec- 
tions 2.2.3 and 2.2.6) (203). 

4.4 Lectins 

A discussion on proteins that specifically rec- 
ognize the carbohydrate-containing mole- 
cules, the lectins, is of special interest to the 

design and discovery of carbohydrate-based 
therapeutics. In recent years there has been a 
surge in identification and clarification of the 
biological role of the lectin family of proteins. 
Lectins are defined as those proteins that spe- 
cifically bind to carbohydrate ligands. They 
are often complex, multi-domain proteins, but 
the sugar-binding activity can usually be as- 
cribed to a single protein module within the 
lectin polypeptide. Such a module is desig- 
nated a carbohydrate-recognition domain 
(CRD). For the most part, lectins do not con- 
tain enzymatic activity, and they are classified 
by their carbohydrate-specificities and defined 
protein domains. Lectins are found through- 
out multiple organisms; however, in this re- 
view, the discussion will be limited to the ani- 
mal lectins. The animal lectin family can be 
loosely divided into seven subfamilies based 
on their binding specificities and require- 
ments: (1) The Ca2+-dependent (C-type) lec- 
tins, which are a diverse group of proteins con- 
taining a highly conserved CRD and the 
requirement of Ca2+ for binding, (2) the galec- 
tins, which are metal independent in their 
binding activity and bind galactose through 
globular galectin-type CRDs, (3) the annexins, 
which were originally defined as Ca2+ and 
phosholipid binding proteins; however, recent 
studies have determined they also bind to gly- 
coconjugates, (4) siglecs (I-type lectins), which 
are sialic acid-binding proteins that contain 
I-type CRDs derived from the immunoglobu- 
lin fold, (5) calnexin and calreticulin, which 
bind to N-linked oli~osaccharides and retain - 
misfolded glycoproteins in the endoplasmic re- 
ticulum, (6) the P-type lectins, which bind 
mannose-6-phosphate moieties, and (7) the R- 
type lectins, which contain CRDs similar to 
those found in ricin. 

4.4.1 C-Type Lectins. Currently, the larg- 
est subfamily of lectins is the Ca2'-dependent 
(C-type) lectins. The Ca2+ is not directly in- 
volved with the CRD binding, but is important 
for the maintenance of a structure that per- 
mits receptorlligand interactions. The C-type 
lectins are further subdivided as those family 
members that are membrane proteins (selec- 
tins, type I1 receptors, and transmembrane 
lectins with tandem CRDs) and that are solu- 
ble proteins (lecticans and collectins). Perhaps 



the best understood among 
the selectins, consisting of I 
tin. The selectins are t.ype 

-type lectins are 
P-, and E-selec- 
membrane pro- 

teins, with a single CRD; and are involved in 
the leukocyte-endothelial cell interactions in 
the initial homing of leukocytes to sites of in- 
flammation. L-selectin is expressed on leuko- 
cytes and binds to ligands on activated endo- 
thelial cells. Conversely, E- and P-selectins are 
expressed on activated endothelial cells and 
bind ligands on leukocytes. Selectins bind to 
oligosaccharides with sLex and sialylated 
Lewis a oligosaccharide determinants. Early 
on, molecule glycomimetics that could inhibit 
selectin interactions were tested for efficacy in 
treating of a number of inflammatory dis- 
eases. Unfortunately, they were unsuccessful. 
Recently efomycine M, a macrolide antibiotic 
produced by Streptomyces with a molecular 
structure similar to sLex, showed selective se- 
lectin inhibition (204). Another approach for 
targeting selectin-mediated inhibition is 
through the glycosylases that modify their li- 
gands, such as the carbohydrate sulfotrans- 
ferases (205) and the fucosyltransferases 
(206). For example, HEC-GlcNAcGST, whose 
expression is restricted to high endothelial 
venules, is a sulfotransferase responsible for 
addition of the critical binding determinant of 
GlcNAc-6-sulfate to L-selection ligands. Mice 
null for HEC-GlcNAcGST activity showed 
markedly reduced L-selectin activity (207). 

PSGL-1 (P-selectin glycoprotein ligand-l), 
originally identified as a ligand for P-selectin, 
has been shown to bind to all the selectins. 
Interestingly, the important T-cell homing re- 
ceptor to the skin, cutaneous lymphocyte an- 
tigen (CLA), is slight variant of PSGL-1 con- 
taining a carbohydrate element that has likely 
been modified by fucosyltransferase VII (208). 
Evidence strongly suggests that CLA is impor- 
tant for T-cell homing to the skin in psoriatic 
patients (209), suggesting that blocking this 
selectin interaction could be an effective pso- 
riasis treatment. In a similar strategy, 
rPSGL-Ig was advanced to the clinic for isch- 
emia/reperfusion injury. It is hoped that this 
strategy will be more effective than the previ- 
ous attempts using drugs that mimicked the 
sLex and sialylated Lewis epitopes. Perhaps 
this molecule will be more potent; however, no 
data has been published on the affinity of 

PSGL-1 for the selectins, making it hard to 
predict whether this molecule will be any 
more clinically effective than its carbohy- 
drate-based prc?decessors (see Section 2.2.4); 

4.4.2 Mannan-Binding Lectin. Mannan- 
binding lectin (MBL) is a soluble C-type lectin 
in the collectin family. The collectins (colla- 
gen-like lectins) consist of a carboxyl terminal 
C-type lectin domain and an amino-terminal 
collagen domain (Gly-Xaa-Yaa triplet), which 
acts to trimerize the molecule. The collectins 
bind to the terminal non-reducing sugar resi- 
dues mannose, GlcNAc, fucose, and glucose 
and play important roles in innate immunity 
(210). MBL is part of the complement system 
and plays a key role in immune defense. In the 
presence of Ca2+, it recognizes a wide spec- 
trum of oligosaccharides (211) and binds 
through multiple lectin domains to the re- 
peated arrays of carbohydrate residues 
present on the cell surface of many microor- 
ganism. This results either in the recruitment 
of the complement system through an associ- 
ated serum protease, MASP-2 (2121, or bind- 
ing to phagocyte cell surface receptors. Inter- 
estingly, a number of immune diseases have 
been correlated with low MBL activity. 

Mutations in codon 52,54, or 57 have been 
reported to occur naturally in humans and dis- 
rupt MBL secondary structure. There seems 
to be a higher frequency of these mutations 
and low MBL serum levels in patients experi- 
encing high numbers of unexplained infec- 
tions or those with systemic lupus erythema- 
tosus. There is also evidence suggesting that 
HIV-positive men harboring these MBL muta- 
tions experience more rapid AIDS progres- 
sion. Furthermore, MBL has been implicated 
in contributing to the pathology of rheuma- 
toid arthritis (RA). 

In RA, galactosyl transferase levels are de- 
creased, resulting in increased concentrations 
of the agalactosyl glycoforms of IgG (IgGO) in 
the serum, synovial fluid, and synovial tissues 
of RA patients. MBL recognizes these trun- 
cated carbohydrate side-chains, which may al- 
low for inappropriate activation of the innate 
immune system. Conceivably, inhibiting MBL 
binding activity or increasing galactosyl trans- 
ferase activity in RA patients could reduce the 
severity of disease. 
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4.4.3 Siglecs. Perhaps the lectin family 
that has seen the biggest growth in the past 
couple of years is the siglec family. Siglecs are 
sialic acid-binding Ig-like lectins, which are 
expressed abundantly on cells within the im- 

- 

mune system. There are at least 11 family 
members, and 6 of these have been identified 
only within the last 4 years. While the exact 
mechanisms of action of these molecules are 
unknown, it is hoped that these molecules will 
have therapeutic value because a number of 
them seem to play a role in both the adaptive 
and innate immune system. For example, si- 
glec-2 (CD22) is an inhibitory receptor for B- 
cell receptor (BCR) signaling. High levels of 
siglec-1 (sialoadhesinlCD169) are expressed 
on tumor infiltrating macrophages in breast 
cancer, and these macrophages bind to carci- 
nomas expressing MUC-1, a membrane mucin 
that can be bound specifically by siglec-l(213). 
Additionally, like other inhibitory receptors in 
the immune system, many siglecs contain im- 
mune receptor tyrosine-based inhibitory mo- 
tifs (ITIMs) in the membrane proximal region 
of their cytoplasmic domains. 

Studies examining binding specificities 
have determined that siglecs bind with vary- 
ing preferences to at least four different termi- 
nal sugars: a-2-3-linked sialylactosamine, 
a-2-6-linked sialylactosamine, a-2-8-linked 
sialic acid, and the sialyl Tn epitope 
(Neu5Aca2-GGlcNAc), a tumor marker asso- 
ciated with poor prognosis. With the exception 
of the sialyl Tn antigen, these sialic acid struc- 
tures are commonly found on the cell surface 
and in extracellular spaces. Different sialic 
acid side-chains, underlying sugars, and the 
presence of a-1-&linked frucose all influence 
siglec binding to their ligands (214). Con- 
versely, glycosylation on the siglecs them- 
selves also affect binding (215). Sialic acid 
binding also serves to regulate siglec-mediated 
cell-cell interactions. 

All siglecs, with the exception of siglec-1, 
are "masked" bv cis interactions with sialic " 

acids on the same cell surface, thereby pre- 
venting cell-cell interactions. On cell activa- 
tion, by an unknown mechanism, the siglecs 
seem to be "unmasked." Modulation of siglec 
binding can also be controlled by post-transla- 
tional modifications in their cytoplasmic do- 
mains. For example, protein kinase C phos- 

phorylation of serinelthreonine residues in 
the siglec-3 cytoplasmic domain modulated it 
sialic acid binding, and presumably this mech- 
anism could apply to other siglecs, which also 
contain putative serinelthreonine phosphory- 
lation sites (216). While the number of thera- 
peutics based on siglecs is limited, there is 
- 

clinical trial data suggesting that humanized 
antibodies against siglec-3 (CD33) could be 
used for selective ablation of acute myeloid 
leukemia (217), and anti-CD22 (siglec-2) 
monoclonal antibodies have shown promise as 
a lymphoma therapy (218). 

4.5 Health and Disease 

The role of carbohydrates in health and dis- 
ease is increasingly being appreciated, and 
while initially it looked like carbohydrate 
therapeutics would not be feasible drugs, 
there are currently at least several biotechni- 
cal companies taking carbohydrate-based 
therapies into the clinic. Most of the biological 
therapeutics already on the market are glyco- 
proteins, and there is a number of examples of 
successful glycomimetics. For many of these 
glycoproteins, as well as monoclonal antibody 
therapies, the complete role of their carbohy- 
drate structures is not fully understood. Fur- 
thermore, production of these glycoproteins is 
still not perfected, and improving cell lines so 
that they consistently glycosylate these thera- 
peutics correctly will be an important step for 
future developments. As scientists dissect the 
heterogeneity of carbohydrates and under- 
stand their role in proteintlipid structure, 
function, and ligand interactions, there should 
be a greater ability to produce "designer" 
drugs with potentially longer half-lifes and 
fewer side effects. 

5 SUMMARY-CONTINUE THE PACE 

Now that we are in the 21st century, it is clear 
that carbohydrates have emerged as a signifi- 
cant new approach to drug discovery. At least 
two new carbohydrate-based drugs were reg- 
istered on an annual basis as therapeutics dur- 
ing the last decade (Table 7.1). Considering 
the therapeutics now in development (Table 
7.2), this pace should continue into the near 
future. A sustained launch of two new prod- 



ucts annually is an enviable accomplishment 
even to a large, global pharmaceutical com- 
pany. 

For new carbohydrate-based therapeutics 
to continue at this pace of product registration 
in the intermediate and long term, several ob- 
jectives must be reached. Technologies sup- 
plying carbohydrates in quality as well as in 
quantity must be refined or discovered. This 
includes any combination of automated, solid 
and solution phase, and enzymatic synthesis. 
Work to determine whether carbohydrate 
multivalency is a successful approach to new 
drug discovery, or at best, a way to make in- 
teresting research tools needs to be done. 
Likewise, examples that illustrate how carbo- 
hydrate-based libraries can actually acceler- 
ate drug discovery need to be shown. 

Despite the failures of carbohydrate com- 
panies, the venture community should con- 
tinue to fund the carbohydrate-based technol- 
ogies and drug discovery efforts because there 
will be a significant return on investment. 
Also needed to continue the pace of product 
introduction is the application of a multi-dis- 
ciplinary approach to drug discovery. An im- 
portant factor for the success of carbohydrate- 
based therapeutics in the last decade is the 
combination of glycobiology and carbohydrate 
chemistry. 

REFERENCES 
1. J. H. Musser, P. Fugedi, and M. B. Anderson in 

M. A. Wolff, Ed., Burger's Medicinal Chemis- 
try, 5th ed., Vol. 1, John Wiley and Sons, New 
York, 1994, p. 901. 

2. J. A. Balfour and D. McTavish, Drugs, 46, 
1025-1054 (1993). 

3. P. Kleist, A. Ehrlich, Y. Suzuki, W. Timmer, N. 
Wetzelsberger, P. W. Liicker, and H. Fuder, 
Eur. J. Clin. Pharmacol., 53, 149 (1997). 

4. H. Ishida, S. Kato, M. Nishimura, N. Mizuno, 
S. Fujimoto, E. Mukai, M. Kajikawa, Y. 
Yamada, H. Odaka, H. Ikeda, and Y. Seino, 
Horm. Metab. Res., 30,673-678 (1998). 

5. S. Kageyama, N. Nakamichi, H. Sekino, and S. 
Nakano, Clin. Ther., 19, 720-729 (1997). 

6. P. J. Kingma, P. P. C. A. Menheere, J. P Sels, 
and A. C. Nieuwenhuijzen-Kruseman, Diabe- 
tes Care, 15, 478-483 (1992). 

7. R. Mosquera, L. Labeaga, and A. Orjales, II 
Congresso Congiunto Italiano-Spagnolo di 
Chimica Farmaceutica, August 30September 
3, (1995). 

8. E. Faught, B. J. Wilder, R. E. Ramsay, R. A. 
Reife, L. D. Kramer, G. W. Pledger, and R. M. 
Karim, Neurology, 46,1684-1690 (1996). 

9. K. Edwards, J. Hulihan, L. Kraut, et al., Up- 
dates Clin. Neurology, June 22-23, 2001, Mi- 
lano, Italy. 

10. A. Kucers, S. Crowe, M. L. Grayson, and J. 
Hoy, The Use ofhtibiotics: A Clinical Review 
of Antibacterial, Antifungal and Antiviral 
Drugs, 5th ed., Butterworth-Heinemann, Bur- 
lington, MA, 1997. 

11. T. Watanabe, K. Ohashi, K. Matsui, and T. 
Kubota, J. Antimicrob. Chemother., 39, 471- 
476 (1997). 

12. D. P. Calfee and F. G. Hayden, Drugs, 56,537- 
553 (1998). 

13. P. Palese and R. W. Compans, J. Gen. Virol., 
33,159-163 (1976). 

14. MIST (Management of Influenza in the South- 
ern Hemisphere Trialists), Lancet, 352, 1877- 
1881 (1998). 

15. J. J. Treanor, P. S. Vrooman, F. G. Hayden, N. 
Kinnersley, P. Ward, and R. G. Mills, Final 
Program and Exhibits Addendum of the 38th 
Interscience Conference on Antimicrobial 
Agents and Chemotherapy. American Society 
for Microbiology, Washington, DC, 1998. 

16. F. Aoki, A. Osterhaus, G. Rimmelzwaan, N. 
Kinnersley, and P. Ward, Final Program and 
Exhibits Addendum of the 38th Interscience 
Conference on Antimicrobial Agents and Che- 
motherapy. American Society for Microbiology, 
Washington, DC, 1998. 

17. W. G. Laver, N. Bischofberger, and R. G. Web- 
ster, Sci. Am., Jan 06, 1-10 (1999). 

18. G. R. Bernard, J.-L. Vincent, P.-F. Laterre, 
S. P. LaRosa, J.-F. Dhainaut, A. Lopez-Rodri- 
guez, J. S. Steingrub, G. E. Garber, J. D. Hel- 
terbrand, E. W. Ely, and C. J. Fisher, N. Engl. 
J. Med., 344, 699-709 (2001). 

19. W. G. Adams, et  al., J. Am. Med. Assoc., 269, 
221-226 (1993). 

20. M. B. Rennels, K. M. Edwards, H. L. Keyser- 
ling, K. S. Reisinger, D. A. Hogerman, D. V. 
Madore, I. Chang, P. R. Paradiso, F. J. Mali- 
noski, and A. Kimura, Pediatrics, 101, 604- 
611 (1998). 

21. J. Hirsh, R. Raschke, T. E. Warkentin, et al., 
Chest, 108,2589-2753 (1995). 



Carbohydrate-Based Therapeutics 

22. J. I. Weitz, N. Engl. J. Med., 337, 688-698 
(1997). 

23. M. T. Nurmohamed, H. ten Cate, and J. W. ten 
Cate, Drugs, 53,736-751 (1997). 

24. J. J. Goy, Lancet, 354,694-695 (1999). 
25. M. Cohen, C. Demers, E. P. Gurfinkel, A. G. G. 

Turpie, G. J .  Fromell, S. Goodman, A. Langer, 
R. M. Califf, K. A. A. Fox., J. Premmereur, F. 
Bigonzi, J. Stephens, and B. Weatherley, 
N. Engl. J. Med., 337,447 (1997). 

26. P. Mismett, A. Kher, and S. Laporte-Simitsi- 
dis, Sang Thrombose Vaisseaux, 12, 76-82 
(2000). 

27. Z. S. Goldhaber, R. B. Morrison, L. L. Diran, 
M. A. Creager, and T. H. Lee Jr., Arch. Intern. 
Med., 158,21 (1998). 

28. H. N. Magnani, Thromb. Haemost., 70, 554- 
561 (1993). 

29. J. W. ten Cate, Haemostasis, 22, 109-111 
(1992). 

30. K. A. Bauer, B. I. Eriksson, M. R. Lassen, and 
A. G. G. Turpie, N. Engl. J. Med., 18, 345 
(2001). 

31. K. L. Goa and P. Benfield, Drugs, 47,536-566 
(1994). 

32. R. D. Altman, R. Moskowitz, and R. Hyalgan, 
J. Rheumatol., 25, 2203-2012 (1998). 

33. J. Peyron, J. Rheumatol., 20( suppl39),10-15 
(1993). 

34. H. Takanashi, K. Yogo, K. Ozaki, M. Ikuta, M. 
Akima, H. Koga, and H. Nagata, Gastroenter- 
ology, 106, A575 (1994). 

35. M. Satoh, T. Sakai, I. Sano, K. Fujikura, H. 
Koyama, K. Ohshima, Z. Itoh, and S. Omura, 
J.  Pharm. Exp. Therap., 271,574-579 (1994). 

36. J. S. Schneider, D. P. Roeltgen, D. S. Rothblat, 
J. Chapas-Crilly, L. Seraydarian, and J Rao, 
Neurology, 45,1149-1154 (1995). 

37. F. H. Geisler Gangliosides in P. L. Peterson 
and J. W. Phillis, Eds., Traumatic and Isch- 
emic Injuries to the Brain and Spinal Cord: 
Prevention and Repair, CRC Press, Boca Ra- 
ton, FL, 1995, pp. 291-310. 

38. F. M. Aarestrup, Microb. Drug Resist., 4, 137- 
141 (1998). 

39. K. C. Nicolaou, H. Suzuki, R. M. Rodriguez, 
K. C. Fylaktakidou, and H. J. Mitchell, Angew 
Chem. Int. Ed., 38,3334-3345 (1999). 

40. K. Pihl-Carey, BioWorld Today, Dec. 21 
(1999). 

41. Neose Technologies, Inc., Press Release, No- 
vember 21,1996. 

42. M. A. Fischl, L. Resnick, R. Coombs, et al., J. 
Acquir. Immune Defic. Syndr. Hum. Retrovi- 
rus, 7, 139-147 (1994). 

43. http://www.aegis.com. 
44. P. S. Sunkara, M. S. Kang, T. L. Bowlin, P. S. 

Liu, A. S. Tyms, and A. Sjoerdsma, Ann. NY 
Acad. Sci., 616,90-96 (1990). 

45. E. Y. Konodu, J. C. Parke, H. T. Tran, D. A. 
Bryla, J. B. Robbins, and S. C. Szu, J. Infect. 
Dis., 177,383 (1998). 

46. J. Shrine, BioWorld Today, (1999). 
47. A. Kumar, XIVth World Congress of Pharma- 

cology, San Francisco, CA, July 7-12, 2002. 
48. J.-F. Tanguay, P. Geoffroy, M. G. Sirois, J.-F. 

Theoret, R. G. Schaub, A. Kumar, and Y. 
Merhi, Canadian Cardiovascular Congress, 
Halifax, Nova Scotia, 2001. 

49. T. F. Greten and E. M. Jaffee, J. Clin. Oncol., 
17, 1047 (1999). 

50. B. M. Sandmaier, D. V. Oparin, L. A. Holm- 
berg, M. A. Reddish, G. D. MacLean, and B. M. 
Longenecker, J Immunother., 22, 54-66 
(1999). 

51. G. Ragupathi, S. F. Slovin, S. Adluri, D. Sames, 
I. J. Kim, H. M. Kim, M. Spassova, W. G. Born- 
mann, K. 0. Lloyd, H. I. Scher, P. 0. Living- 
ston, and S. J .  Danishefsky, Angewandte Che- 
mie Intern. Ed., 38,563-566 (1999). 

52. T. Gilewski, G. Ragupathi, S. Bhuta, L. J. Wil- 
liams, C. Musselli, X.-F. Zhang, K. P. Bencsath, 
K. S. Panageas, J. Chin, C. A. Hudis, L. Noyton, 
A. N. Houghton, P. 0. Livingston, and S. J. 
Danishefsky, Proc. Natl. Acad. Sci. USA, 98, 
3270-3275 (2001). 

53. S. F. Slovin, G. Ragupathi, S. Adluri, G. Un- 
gem, K. Terry, S. Kim, M. Spassova, W. G. 
Bornmann, M. Fazzari, L. Dantis, K. Olk- 
iewicz, K. 0. Lloyd, P. 0. Livingston, S. J. Dan- 
ishefsky, and H. I. Scher, Proc. Natl. Acad. Sci. 
USA, 96,5710-5715 (1999). 

54. P. B. Chapman, D. Morrissey, J .  Ibrahim, T. 
Richards, D. Lawson, R. J. Israel, M. B. Atkins, 
and J. M. Kirkwood, Am. Soc. Clin. Oncol., Or- 
lando, FL, 1999. 

55. J. M. Kirkwood, J. Clin. Oncol., 19,2370-2380 
(2001). 

56. N. Pavlakis, C. Parish, R. Davey, D. Podger, 
and H. Wheeler, Clin. Cancer Res., 6, abstract 
290 (2000). 

57. H. Inohara and A. Raz, Glycoconj. J., 11,527- 
532 (1994). 

58. J. Roberts, J. Klein, R. Palmantier, S. Dhume, 
M. George, and K. Olden, Cancer Detect. Preu., 
20, 514 (1996). 



rences 

G. Delpierre, M. H. Rider, F. Collard, V. Strool- 
bant, F. Vanstapel, H. Santos, and E. Van 
Schaftingen, Diabetes, 49, 1627-1634 (2000). 
A. Dubois, Emerg. Infect. Dis., 1, 79 (1995). 
H. Miller-Podraza, M. Abul Milh, J. Berg- 
strom, and K.-A. Karlsson, Glycoconj. J., 13, 
453 (1996). 
H. Miller-Podraza, J. Bergstrom, M. Abul 
Milh, and K.-A. Karlsson, Glycoconj. J., 14, 
467 (1997). 
P. M. Simon, P. L. Goode, A. Mobasseri, et al., 
Infect. Immun., 65, 750 (1997). 
S. J. DeArmond, H. Sanchez, Y. Qiu, A. Nin- 
chak-Casey, V. Daggett, A. Paminiano-Cam- 
erino, J. Cayetano, F. Yehiely, M. Rogers, D. 
Groth, M. Torchia, P. Tremblay, M. R. Scott, 
F. E. Cohen, and S. B. Prusiner, Neuron, 19, 
1337-1348 (1997). 
M. PBrez, F. Wandosell, C. Colaqo, and J. Avila, 
Biochem. J., 335,369-374 (1998). 
D. Kahne and M. Ge, J. Am. Chem. Soc., 120, 
11014 (1998). 
W. Roush, R. A. Hartz, and D. J. Gustin, J. Am. 
Chem. Soc., 121, 1990 (1999). 
D. McKenney, K. L. Pouliot, Y. Wang, V. Mur- 
thy, M. Ulrich, G. Doring, J. C. Lee, D. A. Gold- 
mann, and G. B. Pier, Science, 284,1523-1527 
(1999). 
K. K. Ng, M. G. Kris, V. A. Miller, L. M. Krug, 
N. Michaelson, P. 0 .  Livingston, G. Ragupathi, 
and H. Jennings, Am. Soc. Clin. Oncol., 20, 
2644 (2001). 
T. M. Block, X. Lu, A. S. Mehta, et  al., Nut. 
Med., 610-614 (1998). 
L. Osborn, Cell, 62,3 (1990). 
L. A. Lasky, M. S. Singer, T. A. Yednock, D. 
Dowbenko, C. Fennie, H. Rodriguez, T. 
Nguyen, S. Stachel, and S. D. Rosen, Cell, 66, 
1045 (1989). 
R. D. Cummings in A. Varki, R. D. Cummings, 
J .  Esko, H. Freeze, G. Hart, and J. Marth, Eds., 
Essentials of Glycobiology, Cold Spring Harbor 
Laboratory Press, New York, 1999, pp. 391- 
415. 
B. K. Brandley, S. J. Sweidler, and P. W. Rob- 
bins, Cell, 63,861 (1990). 
M. J. Pauley, M. L. Phillips, E. Warner, E. 
Nudleman, A. K. Singhal, S. I. Hakomori, and 
J. C. Paulsen, Proc. Natl. Acad. Sci. USA, 88, 
6224 (1991). 
D. Sako, X. J. Chang, K. M. Barone, G. 
Vachino, H. M. White, G. Shaw, G. M. Veld- 
man, K. M. Bean, T. J. Ahern, and B. Furie, 
Cell, 75, 1179-1186 (1993). 

77. K. Ley, D. C. Bullard, M. L. Arbones, R. Bosse, 
D. Vestweber, T. F. Tedder, and A. L. Beaudet, 
J. Exp. Med., 181, 669-675 (1995). 

78. R. Kannagi and A. Kanamori, Trends Glycosci. 
Glycotechnol., 11,329-344 (1999). 

79. S. Hemmerich, H. Leffler, and S. D. Rosen, 
J.  Biol. Chem., 270, 12035 (1995). 

80. C. R. Bertozzi, S. Fukuda, and S. D. Rosen, 
Biochemistry, 34,14271 (1995). 

81. A. Leppanen, S. P. White, J. Helin, R. P. 
McEver, and R. D. Cummings, J. Biol. Chem., 
275, 39569 (2000). 

82. C.-Y. Tsai, X. Huang, and C.-H. Wong, Tetra- 
hedron Lett., 41,9499 (2000). 

83. E. E. Simanek, G. J. McGarvey, J. A. Jab- 
lonowski, and C.-H. Wong, Chem. Rev., 98,833 
(1998). 

84. R. Banteli, P. Herold, C. Bruns, J. T. Patton, 
J. L. Magnani, and G. Thoma, Helv. Chim. 
Acta, 83, 2893 (2000) 

85. K. Hiruma, T. Kajimoto, G. Weitz-Schmidt, I. 
Ollmann, and C.-H. Wong, J.  Am. Chem. Soc., 
118,9265-9270 (1996). 

86. D. Sames, X. T. Chen, and S. J. Danishefsky, 
Nature, 389,587-591 (1997). 

87. J. R. Allen, C. R. Harris, and S. J. Danishefsb, 
J. Am. Chem. Soc., 123,1890-1897 (2001). 

88. V. Kudryshov, P. W. Glunz, S. Hintermann, 
S. J. Danishefsky, and K. 0. Lloyd, Proc. Natl. 
Acad. Sci. USA, 98, 3264 (2001). 

89. J. W. Dennis, M. Granovsb, and C. E. Warren, 
Biochim. Biophys. Acta, 1473,21-34 (1999). 

90. J. Dennis, M. Granovsky, J .  Pawling, J. Fata, 
R. Khokha, and W. J. Muller, Nut. Med., 6, 3 
(2000). 

91. S. L. Shames, E. S. Simon, C. W. Christopher, 
W. Schmid, G. M. Whitesides, and L. L. Yang, 
Glycobiology, 1, 187-191 (1991). 

92. L. K. Mahal, K. J. Yarema, and C. R Bertozzi, 
Science, 276, 1125-1128 (1997). 

93. P. Sears and C.-H. Wong, Science, 291,2344- 
2350 (2001). 

94. H. Paulsen, Angew Chem. Int. Ed. Engl., 21, 
155 (1982). 

95. R. Liang, L. Yan, J. Loebach, M. Ge, Y. Uo- 
zumi, K. Sekanina, N. Horan, J. Gildersleeve, 
C. Thompson, A. Smith, K. Biswas, W. C. Still, 
and D. Kahne, Science, 274,1520-1522 (1996). 

96. J .  Rademann, A. Geyer, and R. R. Schmidt, 
Angew Chem. Int. Ed. Engl., 37,1241 (1998). 

97. B. Fraser-Reid, J. R. Merritt, A. L. Handlon, 
and C. W. Andrews, Pure Appl. Chem., 65,779 
(1993). 



Carbohydrate-Based Therapeutics 

98. T. J. Martin and R. R. Schmidt, Tetmhedron 
Lett., 33,6123 (1992). 

99. S. Hashimoto, T. Honda, and S. Ikegami, 
J. Chem. Soc. Chem. Commun., 685 (1989). 

100. D. Y. Gin, V. Di Bussolo, J. Liu, and L. G. Huff- 
man, Angew Chem. Int. Ed. Engl., 39, 204 
(2000). 

101. K. M. Koeller and C. H. Wong, Chem. Rev., 
100,4465 (2000). 

102. P. H. Seeberger and W.-C. Haase, Chem. Rev., 
100,4549 (2000). 

103. N. L. Douglas, S. V. Ley, U. Liicking, and S. L. 
Warriner, J. Chem. Soc. Perkin Trans., 1, 51 
(1998). 

104. Z. Zhang, I. R. Ollmann, X.4. Ye, R. Wischnat, 
T. Baasov, and C.-H. Wong, J. Am. Chem. Soc., 
121, 734 (1999). 

105. P. Sears and C.-H Wong, Science, 291,2344- 
2350 (2001). 

106. S. Oscarson and F. W. Sehgelmeble, J. Am. 
Chem. Soc., 122,8869 (2000). 

107. K. M. Koeller and C.-H. Wong, Nature, 409, 
232-240 (2001). 

108. K. M. Koeller and C.-H. Wong, Chem. Rev., 
100,4465 (2000). 

109. L. F Mackenzie, Q. Wang, R. A. J. Warren, and 
S. G. Withers, J. Am. Chem. Soc., 120, 5583- 
5584 (1998). 

110. S. Fort, V. Boyer, L. Greffe, G.  J. Davies, 0. 
Moroz, L. Christiansen, M. Schulein, S. Cot- 
taz, and H Driguez, J. Am. Chem. Soc., 122, 
5429-5437 (2000). 

111. J. E. Heidlas, K. W. Williams, and G. M. Whi- 
tesides, Acc. Chem. Res., 25,307 (1992). 

112. S . Kobayashi, T. Kiyosada, and S. Shoda, 
J. Am. Chem. Soc., 118,13113-13114 (1996). 

113. T. Kimura, S. Takayama, H. Huang, and C.-H. 
Wong, Angew Chem. Int. Ed. Engl., 35,2348- 
2350 (1996). 

114. T. D. Machajewski and C.-H. Wong, Angew 
Chem. Int. Ed. Engl., 39,1352-1374 (2000). 

115. M. T. Zannetti, C. Walter, M. Knorst, and 
W.-D. Fessner, Chem. Eur. J., 5, 1882-1890 
(1999). 

116. K. Witte, 0. Seitz, and C.-H. Wong, J. Am. 
Chem. Soc., 120,1979 (1998). 

117. P. M. St. Hilaire and M. Meldal, Angew Chem. 
Int. Ed. Engl., 39,1162 (2000). 

118. K. Yamada and S.-I. Nishimura, Tetrahedron 
Lett., 36, 9493 (1995). 

119. S.-I. Nishimura and K. Yamada, J. Am. Chem. 
SOC., 119, 10555-10556 (1997). 

120. P. H. Seeberger, Ed., Solid Support Oligosac- 
charide Synthesis and Combinatorial Carbo- 
hydrate Libraries, J .  C. Wiley, West Sussex, 
UK, 2001. 

121. D. Kahne, Curr. Opin. Chem. Biol., 1, 130 
(1997). 

122. K. C. Nicolaau, N. Winssinger, J. Pastor, and 
F. DeRoose, J. Am. Chem. Soc., 119, 449 
(1997). 

123. 0. J. Plante, E. R. Palmacci, and P. H. See- 
berger, Science, 291, 1523-1527 (2001). 

124. X. Chen, J. Fang, J. Zhang, Z. Liu, J. Shao, P. 
Kowal, P. Andreana, and P. G. Wang, J. Am. 
Chem. Soc., 123,2081-2082 (2001). 

125. H. Herzner, T. Reipen, M. Schultz, and H. 
Kunz, Chem. Rev., 100,4495 (2000). 

126. D. Sames, X.-T. Chen, and S. J. Danishefsky, 
Nature, 389,587 (1997). 

127. H. Herzner, T. Reipen, M. Schultz, and H. 
Kunz, Chem. Rev., 100,4495 (2000). 

128. N. Mathieux, H. Paulsen, M. Meldal, and K. 
Bock, J. Chem. Soc. Perkin Trans., 1, 2359 
(1997). 

129. K. Witte, 0. Seitz, and C.-H. Wong, J. Am. 
Chem. Soc., 120,1979-1989 (1998). 

130. S. J. Danishefsky, S. Hu, P. F. Cirillo, M. Eck- 
hardt, and P. H. Seeberger, Chem. Eur. J., 3, 
1617 (1997). 

131. E. Meinjohanns, M. Meldal, H. Paulsen, R. A. 
Dwek, and K. Bock, J. Chem. Soc. Perkin 
Trans., 1,549 (1998). 

132. L.-X. Wang, M. Tang, T. Suzuki, K. Kitajima, 
Y. Inoue, S. Inoue, J.-Q. Fan, and Y. C. Lee, 
J. Am. Chem. Soc., 119,11137-11146 (1997). 

133. P. H. Seeberger and W.-C. Haase, Chem. Rev., 
100, 4349-4394 (2000). 

134. R. Liang, L. Yan, J. Loebach, M. Ge, Y. Uo- 
zumi, K. Sekanina, N. Horan, J. Gildersleeve, 
C. Thompson, A. Smith, K. Biswas, W. C. Still, 
and D. Kahne, Science, 274, 1520 (1996). 

135. M. J. Sofia, et  al., J. Med. Chem., 42, 3193 
(1999). 

136. Y. Ding, J. Labbe, 0. Kanie, and 0. Hindsgaul, 
Bioorg. Med. Chem., 4,683-692 (1996). 

137. G.J.  Boons, B. Heskamp, and F. Hout, Angew 
Chem. Znt. Ed. Engl., 35,2845-2847 (1996). 

138. G.J .  Boons and S. J. Isles, J. Org. Chem., 61, 
4262-4271 (1996). 

139. A. Lubineau and D. BonnaffB, Eur. J. Org. 
Chem., 2523-2532 (1999). 

140. M. H. J. Ohlmeyer, R. N. Swanson, L. W. Dil- 
lard, J. C. Reader, G. Asouline, R. Kobayashi, 



rences 

M. Wigler, and W .  C. Still, Proc. Natl. Acad. 
Sci. USA, 90,10922-10926 (1993). 
R. Hirschmann, K. C. Nicolaou, S. Pietranico, 
E.  M.  Leahy, J. Salvino, B. Arison, M. A. Cichy, 
P. G. Spoors, W .  C. Shakespeare, et al.; J. Am. 
Chem. Soc., 115,12550-12568 (1993). 
R. Hirschmann, et al., J. Med. Chem., 41, 
1382-1391 (1998). 
M .  J. Sofia, R. Hunter, T .  Y .  Chan, A. Vaughan, 
R. Dulina, H. Wang, and D. Gange, J. Org. 
Chem., 63,2802-2803 (1998). 
D. J. Silva and M. J .  Sofia, Tetrahedron Lett., 
41,855-858 (2000). 
R. Liang, L. Yan, J. Loebach, M. Ge, Y .  Uo- 
zumi, K. Sekanina, N .  Horan, J. Gildersleeve, 
C. Thompson, A. Smith, K. Biswas, W .  C. Still, 
and D. E. Kahne, Science, 274,1520 (1996). 
J .  B. Fenn, M. Mann, C. K. Meng, S. F .  Wong, 
and C. M. Whitehouse, Mass Spectrom. Rev., 9, 
37 (1990). 
M .  Karas, A. Ingendoh, U .  Bahr, and F.  Hillen- 
kamp, Biomed. Environ. Mass Spectrom., 18, 
841 (1989). 
D. J. Harvey, R. H. Bateman, R. S. Bordoli, and 
R. Tyldesley, Rapid Commun. Mass Spec- 
trom., 14, 2135 (2000). 
A. Dell and H. R. Morris, Science, 291,2351- 
2356 (2001). 
A. S. Serianni in S. Hecht, Ed., Bioorganic 
Chemistry: Carbohydrates, Oxford University 
Press, Oxford, UK, 1999. 
A. van Kuik, Experimental Sugabase, avail- 
able online at http://www.boc.chem.uu.nl/ 
static/sugabase/sugabase.html, accessed on 
September 25,2002. 
E.  Vinogradov and K. Bock, Angew Chem. Int. 
Ed. Engl., 38,671-674 (1999). 
M .  Mammen, S.-K. Choi, and G. M. Whitesides, 
Angew Chem. Int. Ed. Engl., 37,2754 (1998). 
G. M. Whitesides and S.-K. Choi, Angew Chem. 
Int. Ed. Engl., 37,2754 (1998). 
G. M Bovin, et al., FEBSLett., 272,209 (1990). 
A. Spaltenstein and G. M. Whitesides, J. Am. 
Chem. Soc., 113,686-687 (1991). 
G. M Whitesides, Chem. Biol., 3, 757 (1996). 
J. E. Kingery-Wood, K. W .  Williams, G. B. Si- 
gal, and G. M. Whitesides, J. Am. Chem. Soc., 
114,7303-7305 (1992). 
C.-H. Wong, Angew Chem. Int. Ed. Engl., 37, 
1524 (1998). 
S. J. Sucheck, A. L. Wong, K. M. Koeller, D. D. 
Boehr, K.-A. Draker, P. Sears, G. D. Wright, 
and C.-H. Wong, J. Am. Chem. Soc., 122, 
52305231 (2000). 

A. D. O'Brien, et al., Curr. Top. Microbiol. Im- 
munol., 180, 65-94 (1992). 
P. I. Kitov, J. M. Sadowska, G. Mulvey, G. D. 
Armstrong, H. Ling, N. S. Pannu, R. J .  Read, 
and D. R. Bundle, Nature, 403, 669-672 
(2000). 
E. Fan, Z .  Zhang, W .  E.  Minke, Z .  Hou, 
C .  L. M. J. Verlinde, and W .  G. J. Hol, J.  Am. 
Chem. Soc., 122,2663-2664 (2000). 
D. A. Fulton and J. F .  Stoddart, Org. Lett., 2, 
1113-1116 (2000). 
W .  I .  Weis and K. Drickamer, Annu. Rev. Bio- 
chem., 65,441 (1996). 

S. D. Burke, Q. Zhao, M. C. Schuster, and L. L. 
Kiessling, J. Am. Chem. Soc., 122,4518 (2000). 

M. I. Page and W .  P. Jencks, Proc. Natl. Acad. 
Sci. USA, 68,1678 (1971). 
E. J. Toone, Tetrahedron, 11,95 (2000). 
M. Petitou, J.-P. Hkrault, A. Bernat, P.-A. 
Driguez, P. Duchaussoy, J . 4 .  Lormeau, and 
J.-M. Herbert, Nature, 398,417-422 (1999). 

A. D. Digabriele, et al. Nature, 393, 812-817 
(1998). 
C. Basilica, D. Moscatelli, Adv. Cancer Res., 59, 
115-165 (1992). 
J. M. Schlessinger and J. C. Dionne, Biochem. 
Biophys. Acta, 1135,185-199 (1992). 
R. Sasisekharan, Science, 286,537 (1999). 
C. R. Bertozzi and L. L. Kiessling, Science, 291, 
2357-2364 (2001). 
S. Roseman, J. Biol. Chem., 276,41527-41542 
(2001). 
J. Alper, Science, 291,2338-2343 (2001). 
S. Radaev and P. Sun, Mol. Immunol., 38, 
1073-1083 (2002). 
P. J .  Friend, G. Hale, L. Chatenoud, et al., 
Transplantation, 68,1632-1637 (1999). 
M. B. Wooster and A. B. Luzier, Ann. Pharma- 
cother., 33,318-324 (1999). 
C. B. Knudson and W .  Knudson, Semin. Cell 
Dev. Biol., 12,69-78 (2001). 
B. Mazieres, B. Combe, A. Van  Phan, et al., 
J. Rheumatol., 28, 173-181 (2001). 

D. E. Humphries, et al., Nature, 400, 769 
(1999). 

Y. Gavel and H. G. von Heijne, Protein Eng., 3, 
433-442 (1990). 

A. Dell and H. R. Morris, Science, 291, 2351- 
2356 (2001). 

K. L. Bennett, D. G. Jackson, J .  C .  Simon, et 
al., J. Cell Biol., 128,687-698 (1995). 



Carbohydrate-Based Therapeutics 

186. P. M. Rudd, T. Elliott, P. Cresswell, I. A. Wil- 
son, and R. A. Dwek, Science, 291,2370-2376 
(2001). 

187. G. Ritter, L. S. Cohen, E. C. Nice, et al., Bio- 
chem. Biophys. Res. Commun., 236, 682-686 
(1997). 

188. H. C. Maguire Jr., D. Berd, E. C. Lattime, et al., 
Cancer Biother. Radiopharm., 13, 13-23 
(1998). 

189. J. Tschmelitsch, E. Barendswaard, C. Williams 
Jr., et al., Cancer Res., 57,2181-2186 (1997). 

190. J. 0. Hendley, J. G. Wenzel, K. M. Ashe, et al., 
Pediatrics, 80, 351-354 (1987). 

191. C. Musselli, P. 0. Livingston, and G. Ragu- 
pathi, J. Cancer Res. Clin. Oncol., 127(suppl 
2), R20-R26 (2001). 

192. J. E. Gessner, H. Keiken, A. Tamm, et al., Ann. 
Hematol., 76,231-248 (1998). 

193. A. Gavin, M. Hulett, and P. M. Hogarth, The 
Immunoglobulin Receptors and Their Physio- 
logical and Pathological Roles in Immunity, 
Kluwer Academic Publishers Group, Dordre- 
cht, The Netherlands, 1998, pp. 11-35. 

194. C. Sautes, Cell-mediated Effects of Immuno- 
globulins, R. G. Landes Co., Austin, TX, 1997. 

195. M. Da'ron, Annu. Rev. Immunol., 15,203-234 
(1997). 

196. P. Sondermann, R. Huber, V. Oosthulzen, et  
al., Nature, 406,267-273 (2000). 

197. R. L. Shields, A. K. Namenuk, K. Hong, et  al., 
J. Biol. Chem., 276, 6591-6604 (2001). 

198. Y. Mimura, P. Sondermann, R. Ghirlando, et 
al., J. Biol. Chem., 276,45539-45547 (2001). 

199. P. Palese and R. W. Compans, J. Gen. Virol., 
33,159-163 (1976). 

200. A. Fazli, S. J. Bradley, M. J. Kiefel, et al., 
J. Med. Chem., 44,3292-3301 (2001). 

201. R. Kornfeld and S. Kornfeld, Ann. Rev. Bio- 
chern., 54,631-664 (1985). 

202. A. Mehta, N. Zitzmann, P. M. Rudd, et al., 
FEBS Lett., 430, 17-22 (1998). 

203. P. B. Fischer, G. B. Karlsson, R. A. Dwek, et al., 
J. Virol., 70, 7153-7160 (1996). 

204. M. P. Schon;T. Krahn, M. Schon, et al., Nut. 
Med., 8,366-372 (2002). 

205. S. Hemmerich, Drug Discov. Today, 6, 27-35 
(2001). 

206. W. Weninger, L. H. Ulfman, G. Cheng, et  al., 
Immunity, 12, 665-676 (2000). 

207. S. Hemmerich, A. Bistrup, M. S. Singer, et al., 
Immunity, 15,237-247 (2001). 

208. R. C. Fuhlbrigge, J. D. Kieffer, D. Armerding, 
et al., Nature, 389,978-981 (1997). 

209. H. Sigrnundsdottir, J. E. Gudjonsson, I. 
Jonsdottir, et al., Clin. Exp. Immunol., 126, 
365-369 (2001). 

210. J. Lu, Bioessays, 19, 509-518 (1997). 

211. M. W. Turner, Immunobiology, 199, 327-339 
(1998). 

212. M. W. Turner and R. M. Hamvas, Rev. Immu- 
nogenet., 2, 305-322 (2000). 

213. P. R. Crocker and A. Varki, Immunology, 103, 
137-145 (2001). 

214. E. C. Brinkman-Van der Linden and A. Varki, 
J. Biol. Chem., 275,8625-8632 (2000). 

215. S. Freeman, H. C. Birrell, K. D'Alessio, et al., 
Eur. J. Biochem., 268,1228-1237 (2001). . 

216. K. Grob and L. D. Powell, Blood, 99, 3188- 
3196 (2002). 

217. I. D. Bernstein, Clin. Lymphoma, 2(suppl I), 
S 9 S l l  (2002). 

218. R. 0 .  Dillman, Cancer Pract., 9, 71-80 (2001). 



CHAPTER EIGHT 

! Membrane Transport Proteins 
i and Drug Transport 

i PETER W. SWAAN 
L : Division of Pharmaceutics 

Ohio State Biophysics Program 
b OSU Heart & Lung Institute Core Laboratory 
; for Bioinformatics and Computational Biology 
: The Ohio State University 
i Columbus, Ohio 

Contents 

1 Introduction, 250 
2 Strategies to Enhance Drug Permeability, 251 

2.1 Penetration Enhancers, 251 
2.2 Lipid-Based Oral Drug Delivery, 252 
2.3 Prodrugs, 252 

2.3.1 Definition of Prodrugs, 253 
2.3.2 Prodrug Design by Increasing 

Lipophilicity, 253 
2.3.3 Rationale and Considerations for the 

Use of Prodrugs, 254 
2.4 Absorption Enhancement by Targeting 

to Membrane Transporters, 254 
3 Passive Diffusion, 255 

3.1 Kinetics of Passive Diffusion, 256 
4 Facilitated and Active Transport Pathways, 257 

4.1 Receptor-Mediated Transport, 257 
4.1.1 Receptor-Mediated Endocytosis, 258 
4.1.2 Structure of Cell Surface Receptors, 259 
4.1.3 Transcytosis, 259 
4.1.4 Potocytosis, 260 

4.2 Receptor-Mediated Oral Absorption Systems, 
261 
4.2.1 Immunoglobulin Transport, 261 

4.2.1.1 Maternal and Neonatal IgG 
Transport, 261 

4.2.1.2 Polymeric IgA and IgM 
Transport, 262 

4.2.2 Bacterial Adhesins and Invasins, 262 
4.2.3 Bacterial and Plant Toxins, 263 
4.2.4 Viral Hemagglutinins, 263 

Burger's Medicinal Chemistry and Drug Discovery 4.2.5 Lectins (Phytohemagglutinins), 263 
Sixth Edition, Volume 2: Drug Development 4.3 RME of Vitamins and Metal Ions, 264 
Edited by Donald J. Abraham 4.3.1 Folate, 264 
ISBN 0-471-37028-2 O 2003 John Wiley & Sons, Inc. 4.3.2 Riboflavin, 264 

249 



250 Membrane Transport Proteins and Drug Transport 

4.3.3 Vitamin B,,, 265 
4.3.4 Transferrin, 265 

5 Transport Proteins, 265 
5.1 The ATP-Binding Cassette (ABC) and Solute 

Carrier (SLC) Genetic Superfamilies, 267 
5.2 Therapeutic Implications of Membrane 

Transporters, 267 
5.3 Structural Models of Transport Proteins and 

Methods to Design Substrates, 269 
5.4 Techniques for Studying Integral Membrane 

Protein Structure, 270 
5.4.1 Membrane Insertion Scanning, 270 
5.4.2 Cys-Scanning Mutagenesis, 271 
5.4.3 N-Glycosylation and Epitope Scanning 

Mutagenesis, 271 
5.4.4 Excimer Fluorescence, 271 
5.4.5 Site-Directed Chemical Cleavage, 271 

5.5 Case Studies, 272 
5.5.1 P-Glycoprotein: Understanding the 

Defining Features of Regulators, 
Substrates, and Inhibitors, 272 

1 INTRODUCTION 

To exert their desired pharmacological activ- 
ity, drugs must reach their sites of action with 
certain minimal effective concentration. With 
the exception of a few drug classes, such as 
general anesthetics and osmotic diuretics, 
most therapeutic agents produce their effects 
by acting on specific membrane proteins or in- 
tracellular enzymes. To gain access to these 
cellular targets, drugs must first reach the sys- 
temic circulation by penetrating the epithelial 
barriers covering the absorptive surfaces of 
the body, such as skin, intestine, and lung. 

In most biological epithelia, drug molecules 
confront two obstacles in reaching the sys- 
temic circulation: (1) a biochemical barrier re- 
sulting from enzymatic degradation; and (2) a 
physical barrier originating from the lipid bi- 
layer. The first obstacle can be overcome by 
changing the route of administration or drug 
formulation, for example, by encapsulating 
drugs in vehicles impenetrable to metabolic 
enzymes. However, for hydrophilic drugs and 
drugs with high molecular weight, especially 
macromolecules, epithelial membranes still 
impose a formidable barrier to drug entry. 

Epithelia may vary in thickness or func- 
tions among different tissues, but the general 
transepithelial transport mechanisms for 
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drug molecules are similar (Fig. 8.1). Based on 
the route that drug molecules penetrate, epi- 
thelial transport can be classified into two 
pathways: paracellular and transcellular. In 
paracellular transport, molecules move across 
the epithelium through intercellular junctions 
between adjacent cells, whereas molecules 
cross the epithelium through the cells when 
they use the transcellular pathway. Depend- 
ing on the nature of the driving force, trans- 
cellular transport can be further categorized 
into passive diffusion and either receptor-me- 
diated or active carrier-mediated transloca- 
tion. In passive diffusion, movement of drug 
molecules is derived by its concentration gra- 
dient. In active carrier-mediated transport, 
a membrane-embedded transport protein 
transports molecules against a concentration 
gradient using an energy supply provided by 
either adenosine 5'-triphosphate (ATP) hy- 
drolysis or cotransport of ions moving down 
their concentration gradient, often Naf or 
Ht. Originally thought to play only a minor 
role in the overall drug absorption process, 
transport proteins have been appreciated re- 
cently to be involved in all aspects of drug ab- 
sorption, distribution, and elimination. The 
significance of their role in drug transport is 
discussed later in this chapter. 
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2.1 Penetration Enhancers 

Permeation-enhancing agents, including com- 
pounds such as surfactants, bile salts, salicy- 
lates, chelating agents (e.g., EDTA), or short- 
chained fatty acids, have been used to improve 
transport of poorly absorbed drugs. Most 
agents enhance uptake of drugs by compro- 
mising the integrity of the cell membrane. ' 
Generally, the increased absorption results 
from either disrupting the tight junctions or 
altering the membrane fluidity or both. The 
mechanism behind the increased permeability 
observed for various compounds after the co- 
administration of salicylates is thought to be 
an opening of the tight junctions. The aspecific 
nature of this opening of the tight junction 
could possibly lead to severe side effects when 
applied in vivo. The intestinal barrier becomes 
permeable not only for the drugs studied, but 
it can also become more permeable for toxic 
xenobiotics or even antigens, the latter lead- 
ing to severe immunological side reactions. 
Furthermore, morphological studies indicate 
that salicylates cause epithelial cell damage 
and widen both the intercellular junctional 
spaces and the pores of the epithelial cell (1). 
Although the basement membrane and subep- 
ithelial structures are not damaged, it is not 
yet completely understood whether this tissue 
damage is reversible. 



Membrane Transport Proteins and Drug Transport 

Notwithstanding its obvious disadvan- 
tages, the opening of tight junctions between 
enterocytes by chemical modifiers is still a 
promising technique to increase epithelial 
permeability of macromolecules, including in- 
sulin. Despite a surge in research in the late 
1980s and early 1990s, this approach has 
found rather limited clinical application be- 
cause of the nonspecific behavior of many 
tight junctional perturbants. A greater under- 
standing of the factors that govern junction 
control has led to the discovery and develop- 
ment of more specific and potent permeation 
enhancers. 

Vibrio cholera, which infects the intestinal 
tract and causes severe diarrhea, produces a 
protein known as the zonula occludens toxin 
(ZOT), which is able to increase the permeabil- 
ity of tight junctions. ZOT specifically targets 
the actin filaments associated with the tight 
junction without compromising the overall in- 
testinal integrity or function. Interestingly, 
ZOT protein seems to be effective only at re- 
ceptors in the jejunum and ileum but not the 
colon. As a result, this regulation of the para- 
cellular pathway has been shown to be a safe, 
reversible, and time- and dose-dependent- 
strategy, and limited to intestinal tissue. This 
controlled permeation enhancement would be 
preferred to the nonspecific disruptions 
caused by fatty acids, bile salts, and chelators. 
In vivo, ZOT has been shown to increase the 
absorption of insulin by 10-fold in rabbit ileum 
and jejunum without affecting colonic absorp- 
tion (2). In diabetic animals, those treated 
with ZOT and insulin orally showed compara- 
ble survival and decreases in blood glucose to 
those diabetic animals treated with insulin 
parenterally. These early findings are very 
promising, in that ZOT may be used to en- 
hance the intestinal absorption of proteins by 
safely modulating the paracellular pathway. 
Furthermore, ZOT in combination with other 
targeted delivery techniques such as nanosys- 
tems could become a highly versatile ap- 
proach. 

Another promising class of permeation en- 
hancers is the biocompatible polymer chitosan 
and its analogs (31, which were shown to sub- 
stantially increase the bioavailability of sev- 
eral macromolecules across the intestinal epi- 
thelium. 

2.2 Lipid-Based Oral Drug Delivery 

In recent years there has been an increased 
interest in the utility of lipid-based delivery 
systems to enhance oral bioavailability (4). It 
is generally known that membrane permeabil- 
ity is directly correlated to a drug's water- 
lipid partition coefficient; however, the sys- 
temic availability of highly lipophilic drugs is 
impeded by their low aqueous solubility. In an 
effort to improve this solubility-limited bio- 
availabiliy, formulators have turned to the use 
of lipid excipients to solubilize the compounds 
before oral administration. Several formula- 
tions are currently on the market, for exam- 
ple, Sandimmun/Neoral (cyclosporin micro- 
emulsion), Norvir (ritonavir), and Fortovase 
(saquinavir) . 

From a mechanistic point of view, the in- 
teraction of lipid-based formulations with the 
gastrointestinal system and associated diges- 
tive processes is not completely understood 
and appears to be more complex than mere 
solubility enhancement. For example, an in- 
creasing body of evidence has shown that cer- 
tain lipid excipients can inhibit both presys- 
temic drug metabolism and intestinal drug 
efflux mediated by P-glycoprotein (PGP). Fur- 
thermore, it is well known that lipids are ca- 
pable of enhancing lymphatic transport of hy- 
drophobic drugs, thereby reducing d~%g 
clearance resulting from hepatic first-pass me- 
tabolism. As more mechanistic studies emerge 
we can expect more extensive application of 
this flexible oral drug delivery approach. 

2.3 Prodrugs 

The dominant factor governing passive drug 
transport is the lipophilicity of the compound, 
generally described by the oillwater partition 
coefficient (P) or related parameters (e.g., dis- 
tribution coefficient D, which takes into ac- 
count partitioning with respect to aqueous 
pH). Transport across a lipid bilayer mem- 
brane involves a number of steps: diffusion 
across a stagnant aqueous boundary layer, in- 
terfacial transfer into the membrane, passage 
across the membrane, interfacial transfer out 
of the membrane, and diffusion across the sec- 
ond stagnant aqueous layer. It is now gener- 
ally accepted that the overall transfer rate 
across the membrane increases initially with 



2 Strategies to Enhance Drug Permeability 

CH20R vrNH R = - H  6-azauridine (6-AZA) 

H R = -COCH3 2', 3', 5'-triacetyl-6-AZA 
OR OR 

Figure 8.2. Structural formulas of 
R = - COC6H5 2', 3', 5'-tribenzoyl-6-AZA 6-azauridine and its prodrug analogs. 

lipophilicity, but eventually reaches a maxi- 
mum as diffusion across the aqueous bound- 
ary layer becomes a rate-limiting step (see be- 
low). Whereas many nutrients and drugs are 
readily transported across the intestinal mem- 
brane, there are a large number of highly wa- 
ter soluble compounds whose transfer across 
the intestinal membrane is limited as a result 
of extremely low P values. 

An approach to increase epithelial perme- 
ation of these compounds is to alter the li- 
pophilicity of drugs through chemical modifi- 
cations. In general, a prodrug is synthesized 
from the parent compound by converting its 
hydrophilic residues into less polar moieties. 
During or after absorption, the parent drugs 
are then released from their lipophilic deriva- 
tives by hydrolysis or specific enzymatic ac- 
tions. This strategy has successfully improved 
absorption of numerous drugs, especially for 
compounds with relatively small molecular 
weight. However, not all poorly absorbed 
drugs can be subjected to structural modifica- 
tions. For example, macromolecules such as 
polypeptides and proteins, whose structures 
are closely related to their biological activities, 
can potentially aggregate on chemical modifica- 
tion. Upon hydrolysis, the aggregated parent 
molecule may no longer be biologically active. 

2.3.1 Definition of Prodrugs. Historically, 
the term prodrug was first introduced by 
Albert (5), who used the wordprodrug orpro- 
agent to describe compounds that undergo 
biotransformation before exhibiting their 
pharmacological effects. Consequently, he 
suggested that this concept could be used for 
many different purposes. 

Nowadays, the term "prodrug" is used to 
describe a compound that is converted to the 
pharmacologically active substance after ad- 

ministration (6). Although many drugs are 
known to be inactive until biotransformed. 
their utility as prodrugs was based on seren- 
dipity. Today, however, rational prodrug de- 
sign is widely used to overcome problems of 
absorption, distribution, and biotransforma- 
tion associated with certain drug molecules. 
The prodrug concept has been most success- 
fully applied to: 

facilitate absorption and distribution of 
drugs with poor lipid solubility 
stabilize against metabolism during oral ab- 
sorption 
increase the duration of action of drugs that 
are rapidly eliminated 
overcome problems of poor product accep- 
tance by patients 
eliminate stability and other formulation' 
problems 
promote site-specific delivery of a drug 
increase the aqueous solubility 
lower the toxicity of a drug 

In fact, the vast majority of prodrugs are 
designed to increase the intestinal absorption of 
polar drugs-that is, to increase lipophilicity. 

2.3.2 Prodrug Design by Increasing Lipophi- 
licity. An example of highly polar, nonli- 
pophilic molecules with resulting poor perme- 
ability characteristics and therefore low 
bioavailability is the structural analogs of the 
natural purine and pyrimidine nucleosides. 
The regular use of the nucleoside analog 
6-azauridine (Fig. 8.2) in the treatment of pso- 
riasis and neoplastic diseases was impractical 
because of its poor oral bioavailability. This 
low bioavailability can be mainly attributed to 
poor permeability characteristics. 



Membrane Transport Proteins and Drug Transport 

The synthesis of various ester prodrugs of 
6-azauridine (6-AZA), such as 2',3',5'-triacetyl- 
6-AZA, 2',3',5'-tribenzoyl-6-AZA, as well as 
other mono- and polyacyl derivatives, was car- 
ried out in an effort to obtain orally bioavail- 
able 6-MA. It was shown that the triacetyl 
ester can be administered every 8 h and is ab- 
sorbed completely. On oral dosing, the tri- 
acetyl ester is converted for 80% into 6-AZA 
and 17% as its 5'-monoacetyl derivative. 
Orally administered 2',3',5'-triacetyl-6-MA 
caused the same clinical effects as an equiv- 
alent intravenously administered dose of 
6-AZA (7). 

Numerous other examples of successful es- 
ter prodrug design are presented by Yalkowski 
and Morozowich (8). The pivaloyl ester pro- 
drug of the antibiotic drug ampicillin, pivam- 
picillin, shows about 90% bioavailability upon 
oral administration in humans, whereas am- 
picillin shows about 33%; the ester has a log P 
value about 2.7 log units higher than that of 
the parent compound. Psicofuranine is not ab- 
sorbed upon oral administration in humans, 
having a log P of - 1.95; the triacetate ester log 
P = 0.72 is well absorbed. 

Evidently, lipophilization seems straight- 
forward enough to create orally absorbable 
prodrugs of many polar substances. 

2.3.3 Rationale and Considerations for the 
Use of Prodrugs. In the rational design and 
synthesis of the ideal prodrug derivative, sev- 
eral factors should also be considered. 

1. Prodrugs should be easily synthesized and 
purified. Elaborate synthetic schemes 
should be avoided because of increased 
costs. Multistep syntheses increase opera- 
tor time and decrease yield. 

2. Prodrugs must be stable in bulk form and 
dosage form. 

3. Neither the prodrug nor its metabolic deriv- 
atives should be toxic. Not only the newly 
created prodrug but also the derivatives 
formed after bioconversion should be non- 
toxic. Relatively safe moieties include 
amino acids, short to medium length alkyl 
esters and many inorganic and organic acid 
and base salt combinations. Nowadays, piv- 
aloyl (e.g., in pivampicillin, pivcephalexin), 

palmitoyl, propyl, and ethyl ester groups 
are frequently used in prodrug design. 

As discussed below, the lipophilicity of a 
drug cannot be increased indefinitely to im- 
prove epithelial absorption. Because of the low 
permeation at both low and high log P values, 
an optimal lipophilicity (e.g., -1 < log P < 2) 
has to be considered in prodrug design. 

2.4 Absorption Enhancement by Targeting 
to Membrane Transporters 

Several strategies have been developed to en- 
hance the bioavailability of drugs with limited 
membrane permeability. These approaches 
can be categorized into methods that manipu- 
late the membrane barrier properties or in- 
crease drug solubility. 

Whereas charged, hydrophilic compounds 
and pharmaceutical macromolecules encoun- 
ter difficulties in permeating the cell membrane, 
the systemic absorption of many water-solu- 
ble nutrients (e.g., sugars, vitamins), endoge- 
nous proteins (e.g., insulin, growth factors), 
and toxins (e.g., ricin, cholera toxin) appears 
to be highly efficient. The effective transcellu- 
lar movement of these molecules is facilitated 
by specialized transport processes in the epi- 
thelia, that is, carrier-mediated transport 
and receptor-mediated endocytosis/transcyto- 
sis (discussed in more detail in subsequent sec- 
tions). Both processes are operated by specific 
membrane-associated proteins and share com- 
mon features of active-that is, concentra- 
tion-, energy-, and temperature-dependent- 
transport mechanisms, and subject to structural 
analog inhibition. On the other hand, they 
also differ significantly in ways that trans- 
porter proteins are anchored in the membrane 
and in their ligand internalization mecha- 
nisms. 

Apart from naturally occurring substrates, 
it is now well recognized that many drugs can 
be selectively taken up by active transport pro- 
cesses. For pharmaceutical scientists, these 
membrane transporters provide alternative 
routes for the delivery of drugs that would 
normally be impermeable to the biological bar- 
riers. Using a method similar to the conven- 
tional prodrug approach, absorption is en- 
hanced by formation of conjugates between 
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drugs and the endogenous ligands of the mem- 
brane transporters. Consequently, through 
specific interaction of ligands between the 
moiety and its transporter, drug candidates 
can be shuttled across or into the cells and 
eventually be released from the ligands. 

Taking advantages of recent advances in 
molecular biology and computer modeling, 
scientists are now starting to design pro- 
drugs based on the structural requirements of 
the transporter systems. In general, prodrug 
strategies involving carrier-mediated path- 
ways have the advantage of high uptake capac- 
ity. However, the size of drug conjugates is 
relatively limited (-1000 Da), probably be- 
cause larger conjugates fail to be shuttled 
through the restricted space within the carrier 
protein. For peptide and protein delivery, car- 
rier-mediated pathways could facilitate pep- 
tides only up to four amino acids. 

Compared to active carriers, receptor-me- 
diated endocytosis (RME) systems have a 
rather limited uptake capacity, which in some 
cases is insufficient to elicit pharmacological 
activities. Yet, because of the endocytic pit for- 
mation (up to several hundred nanometers) 
and the vesicular internalization mechanism, 
RME pathways are perfectly suited to accom- 
modate large molecular weight peptide and/or 
protein conjugates. More important, recent 
success in transport of RME ligand-drug ve- 
hicle conjugates (e.g., nanoparticles, lipo- 
somes) by way of RME pathways opens new 
possibilities for macromolecular delivery across 
biological barriers. First of all, formulating 
pharmaceuticals in drug vehicle systems com- 
pensates the limited capacity of RME systems, 
resulting in lo3- to lo6-fold increase in uptake. 
Second, drug vehicle systems also protect drug 
molecules from possible enzymatic degradation 
in the biological membrane. Furthermore, this 
type of conjugation avoids direct chemical reac- 
tion between drug molecules and ligands, allow- 
ing incorporation of drugs with more diverse 
structural properties. 

3 PASSIVE D I F F U S I O N  

In general, drug transport across any epithe- 
lium is dictated by the characteristics of the 
cell membrane and the physicochemical prop- 

erties of drugs. In absorptive epithelia such as 
enterocytes, the intercellular space is sealed 
by tight junctions or zonula occludens (ZO). 
The junctional proteins ZO-1 and 20-2 play 
essential roles in epithelial barrier function; 
they not only maintain cell polarity by confin- 
ing surface proteins to their appropriate mem- 
brane domains but also prevent diffusion of 
water-soluble molecules and backflow of the 
absorbed nutrients. 

Studies in rat small intestine have shown 
that only water and small hydrophilic solutes 
with molecular radius smaller than 25 A can 
move across the paracellular pathway (9). De- 
spite intense interest in the structure and reg- 
ulation of the human intestinal tight junction, 
its functional dimensions have remained poorly 
defined. Madara and Dharmsathaphorn (10) 
suggested a pore size for human colonic T84 
cells in the range 3.6-15 A based on the ability 
of two probes of widely different size, mannitol 
and inulin, to cross T84 monolayers. Simi- 
larly, Ma and colleagues (11) proposed that the 
paracellular pore in rat colon was accessible to 
molecules with a radius > 11 A on the basis of 
significant permeation of inulin. Knipp and 
coworkers (12) used a group of structurally 
unrelated compounds of known hydrody- 
namic radii and estimated the pore radius of 
human Caco-2 cells to be 5.2 A, although the 
fact that all of the probes used were smaller 
than the estimated pore size was an acknowl- 
edged limitation. Using a series of polyethyl- 
eneglycol (PEG) beads of known radii that 
span that of the restrictive paracellular pore, 
Watson and colleagues (13) calculated a pore 
radius of 4.5 and 4.3 A for Caco-2 and T84 cell 
monolayers, respectively. In vivo PEG absorp- 
tion profiles in rat, dog, and human (14) show 
a significant molecular mass cutoff at about 
600 Da, corresponding to a hydrodynamic ra- 
dius of about 5.3 4 which compares well with 
data obtained in cell culture. 

The overall surface area available for tran- 
scellular transport is significantly greater 
than that of the paracellular pathway. There- 
fore, the transcellular pathway is n aturally 
the preferred route of transport for most mol- 
ecules. Lipophilic and small amphiphilic com- 
pounds can traverse the epithelium efficiently 
by partitioning into and out of the lipid bilay- 
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ers. In constrast, large hydrophilic molecules 
cannot diffuse freely through the cells, even 
when thermodynamic conditions (e.g., con- 
centration gradient) favors such action. Fac- 
tors influencing the transcellular passive 
diffusion of drugs have been thoroughly char- 
acterized. Analyzing the physicochemical 
properties and permeability characteristics of 
several thousand drug molecules, Lipinski 
(15) deduced that only compounds with a mo- 
lecular weight lower than 500, a logP less than 
5, and less than 5 hydrogen bond donors and 
10 hydrogen bond acceptors are likely to per- 
meate efficiently across the cell membrane by 
passive diffusion. This set of characteristics 
for well-permeating molecules is now popu- 
larly known as Lipinski's "rule of five" and has 
served in the drug industry as an extremely 
helpful screening mechanism for recognizing 
drug permeability issues early on in the drug 
discovery process (15). 

3.1 Kinetics of Passive Diffusion 

Passive diffusion refers to movement of a sol- 
ute along its concentration gradient. As long 
as the diffusing molecule does not interact 
with elements of the membrane, the driving 
force behind the diffusion of a molecule 
through the lipid bilayer is the electrochemi- 
cal potential difference of the compound on 
both sides of the membrane. The change in 
'mass (M) of a solute as a function of time (t) 
during its diffusion through a membrane bar- 
rier with area S is known as the flux J: 

The flux, in turn, is proportional to the con- 
centration gradient dC/dx: 

where D is the diffusion coefficient of the sol- 
ute in cm2/s, Cis its concentration in mol/cm3, 
and x is the distance in cm of movement per- 
pendicular to the surface of the barrier. The 
diffusion constant D or diffusivity does not or- 
dinarily remain constant and may change at 

higher concentrations, and is affected by tem- 
perature, pressure, solvent properties, and the 
chemical nature of the solute. 

Equation 8.2 is known commonly as Fick's 
first law. Important boundary conditions to 
the first law are (1) steady state (i.e., a con- 
stant rate of diffusion) and (2) sink conditions 
(i.e., homogeneously mixed compartments on 
both sides of the barrier). Without these 
boundary conditions, Fick's second law ap- 
plies: 

which is usually differentiated to express 
changes in concentration in three dimensions 
(x, y, z )  in the general form 

The reader should appreciate that this form 
of Fick's law does not have to be taken into 
consideration if the aforementioned bound- 
ary conditions are met (steady state, i.e., 
dC/dt = 0). 

In experimental situations, a barrier (e.g., 
epithelial tissue) usually separates two ;om- 
partments of a diffusion cell of cross-sectional 
area S and thickness h. If the concentrations 
in the membrane on the donor and receptor 
sides are C, and C,, respectively, Fick's first 
law may be written as 

where (C, - C,)/h is an approximation of dC/ 
dx. The concentrations C, and C2 within the 
membrane generally are not known but can be 
replaced by the partition coefficient K 
multiplied by the concentration C, on the 
donor side or C, on the receiver side. The 
distribution or partition coefficient K is ex- 
pressed by 



Figure 8.3. Empirical relation- 
ship between in situ intestinal 
absorption rate constants (k,,) 
and apparent partition coeffi- 
cients. The curve is described by 

2 3 log k,, = 0.1031og P - 0.09(log 
PI2 - 0.833 (16). 
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tine and observed a bell-shaped relationship 
between the absorption rate and the partition 
coefficient (Fig. 8.3). The reader should be 
aware that P in this case is used to denote the 
partition coefficient and not permeability. It is 
common to express the partition coefficient in 
terms of log P. At low P values (log P < -2), 
the compound cannot penetrate the lipid 
membrane because of an excessive thermody- 
namic barrier. Conversely, at high P values 
(log P > 3), the compound becomes so lipid 
soluble that the diffusion through the un- 
stirred water layers flanking both sides of the 
membrane becomes the rate-limiting step in 
the overall absorption process. Moreover, a de- 
crease in water solubility takes place that 
would make the compound highly insoluble; 
this, in turn, would prevent the compound from 
reaching the membrane surface. Because of the 
low intestinal permeation at both low and high P 
values, an optimal P value (e.g., - 1 < logP < 2) 
has to be considered in drug design. 
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Thus, 

Cd - Cr 
J=DK(  ) (8.7) 

In general, under physiological conditions, 
sink conditions will apply in the receptor com- 
partment, C, - 0, 

DKCd 
J =  h 

= P . C d  (8.8) 

The variables D, K, and h cannot always be 
determined independently and commonly are 
lumped together to provide the permeability 
coefficient P with units of linear velocity 
(cmls). P can be assessed in experimental sys- 
tems and provides a relative parameter to clas- 
sify solute penetration through a lipid bilayer. 

Numerous studies support the idea that 
drug molecules are absorbed through lipid bi- 
layer membranes in the un-ionized state by 
the process of passive diffusion. The rate of 
absorption, the pK, of the diffusing solute, and 
the pH at the absorption site are interrelated. 
Equation 8.8 demonstrates that the absorp- 
tion rate of solutes through biological mem- 
branes is directly proportional to the value of 
the oillwater partition coefficient. Houston et 
al. (16) studied the absorption of a series of 
carbarnate esters through rat everted intes- 

A distinct difference between carrier- and re- 
ceptor-mediated systems should be pointed 
out. Carrier-mediated systems involve trans- 
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port proteins that are anchored to the mem- 
brane by multiple membrane-spanning frag- 
ments or protein loops, whereas receptor- 
mediated systems use receptor proteins that 
span the membrane only once. Carriers oper- 
ate by shuttling their substrates across the 
membrane by means of an energy-dependent 
(ATP or cotransport) flip-flop mechanism and 
receptors are internalized in vesicles after 
binding to their substrate, as explained in 
more detail below. 

4.1.1 Receptor-Mediated Endocytosis. Mam- 
malian cells have developed an assortment of 
mechanisms to facilitate the internalization of 
specific substrates and target these to defined 
locations inside the cytoplasm. Collectively, 
these processes of membrane deformations 
are termed "endocytosis," consisting of phago- 
cytosis, pinocytosis, receptor-mediated endo- 
cytosis (clathrin-mediated), and potocytosis 
[nonclathrin (caveo1in)-mediated RME] . The 
emphasis of this section is receptor-mediated 
endocytosis in the intestinal tract, but the in- 
terested student may consult alternative re- 
views covering the complete spectrum of endo- 
cytotic processes in other cell types (17, 18). 

RME is a highly specific cellular biologic 
process by which, as its name implies, various 
ligands bind to cell surface receptors and are 
subsequently internalized and trafficked 
within the cell. In many cells the process of 
endocytosis is so active that the entire mem- 
brane surface is internalized and replaced in 
less than 0.5 h (19). 

RME can be dissected into several distinct 
events. Initially, exogenous ligands bind to 
specific externally oriented membrane recep- 
tors. Binding occurs within 2 min and is fol- 
lowed by membrane invagination until an in- 
ternal vesicle forms within the cell [the early 
endosome, "receptosome," or CURL (com- 
partment of uncoupling receptor and ligand) 
(20)l. Localized membrane proteins, lipids, 
and extracellular solutes are also internalized 
during this process. When the ligand binds to 
its specific receptor, the ligand-receptor com- 
plex accumulates in coated pits. Coated pits 
are areas of the membrane with high concen- 
trations of endocellular clathrin subunits. The 
assembly of clathrin molecules on the coated 
pit is believed to aid the invagination process. 

Specialized coat proteins, which are actually a 
multisubunit complex, called adaptins, trap 
specific membrane receptors (which move lat- 
erally through the membrane) in the coated 
pit by binding to a signal sequence (Tyr-X- 
Arg-Phe, where X = any amino acid) at the 
endocellular cai-boxy terminus of the receptor. 
This process ensures that the correct recep- 
tors are concentrated in the coated pit areas 
and minimizes the amount of extracellular 
fluid that is taken up in the cell. RME appears 
to require the GTP-binding protein dynamin, 
but the process by which dynamin is recruited 
to clathrin-coated pits remains unclear (21). 

After the internalization process, the clath- 
rin coat is lost through the help of chaperone 
proteins and proton pumps lower the endoso- 
mal pH to approximately 5.5, which causes 
dissociation of the receptor-ligand complex 
(22). CURL serves as a compartment to segre- 
gate the recycling receptor (e.g., transferrin) 
from the receptor involved in transcytosis 
(e.g., transcobalamin) (23). Endosomes may 
then move randomly or by saltatory motion 
along the microtubules (24) until they reach 
the trans-Golgi reticulum, where they are be- 
lieved to fuse with Golgi components or other 
membranous compartments and convert into 
tubulovesicular complexes and late endo- 
somes or multivesicular bodies. The fate of the 
receptor and ligand are determined in these 
sorting vesicles. Some ligands and receptors 
are returned to the cell surface, where the li- 
gand is released into the extracellular milieu 
and the receptor is recycled. Alternatively, the 
ligand is directed to lysosomes for destruction, 
whereas the receptor is recycled to the cell 
membrane. Figure 8.4 presents an overview of 
the existing possibilities in the fate of ligands 
and receptors. 

The endocytotic recycling pathways of po- 
larized epithelial cells (Fig. 8.51, such as en- 
terocytes, are generally more complex than 
those in nonpolarized cells. In these entero- 
cytes there is a common recycling compart- 
ment (CRC) that receives molecules from both 
apical and basolateral membranes and is able 
to correctly return them to the appropriate 
membrane or membrane recycling compart- 
ment (ARC or BLRC) (25). The signals re- 
quired for this sorting step have not been de- 
fined as of yet, but are presumably similar to 
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1 Receptor recycles, Receptor recycles, Receptor transported, Receptor recycles, 
ligand degraded ligand recycles ligand transported ligand released 

L = low-density L = transferrin L = IgA L = viruses, 
lipoprotein toxins 

Figure 8.4. Intracellular sorting pathways of RME. The initial binding and uptake steps [including 
receptor clustering in coated or noncoated pits, internalization of the receptor-ligand complex into 
coated vesicles (noncoated in the case of potocytosis), and fusion of vesicles to form endosomes] are 
common to all pathways. After entry into acidic endosomes, ligand and receptors are sorted and 
trafficked independently, which may result in degradation, recycling or transcytosis of either mole- 
cule (see text). L, ligand; R, receptor; lysosomes are depicted as shaded circles. (Adapted from Ref. 10.) 

the peptide sequences required for proper 
sorting in the trans-Golgi network. 

4.1.2 Structure of Cell Surface Receptors. 
Our general understanding of RME receptor 
structure and related structure-function rela- 
tionships has been significantly enhanced by 
ongoing efforts to clone mRNA sequences cod- 
ing for endocytotic receptors. It appears that 
most RME receptors share several structural 
features, such as an extracellular ligand bind- 
ing site, a single hydrophobic transmembrane 
domain (unless the receptor is expressed as a 
dimer), and a cytoplasmic tail encoding endo- 
cytosis and other functional signals (26). Two 
classes of receptors are proposed based on 
their orientation in the cell membrane: the 
amino terminus of Type I receptors is located 
on the extracellular side of the membrane, 
whereas Type I1 receptors have this same pro- 
tein tail in the intracellular milieu. Although 
protein orientation may appear trivial, it 
strongly influences the eventual endocytotic 
mechanism (26). 

4.1.3 Transcytosis. One of the least under- 
stood aspects in vesicular trafficking and sort- 
ing, and possibly one of the most important 
aspects for successful oral drug delivery by 
RME, is the transport of endocytotic vesicles 
to the opposite membrane surface, more com- 
monly referred to as transcytosis. Recent stud- 
ies in the area of cellular biology have reported 
specific proteins, named TAPS (transcytosis- 
associated protein), that are particularly 
found on transcytotic vesicles and are believed 
to be required for fusion with target mem- 
brane (27, 28). Other methods to stimulate 
transcytosis have been recently explored. 
Transcytosis of transferrin (Tf) was found to 
be stimulated in the presence of Brefeldin A 
(BFA), a fungal metabolite that has profound 
effects on the structure and function of the 
Golgi apparatus. Shah and coworkers (29) 
showed in Caco-2 cell monolayers that BFA 
causes a marked decrease in the number of 
basolateral Tf receptors (TfR) along with a 
slight increase in the number of apical TfR. 
BFA enhanced the TfR-mediated transcytosis 
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Apical 

CP Basolateral 

Figure 8.5. Schematic representation of endocytotic pathways in polarized cells. Question marks 
along an arrow indicate that only circumstantial evidence exists for those pathways a t  the present 
time. Double-headed arrows indicate that similar magnitudes of transfer occur in either direction: 
Ligand and receptor complex is initially taken up from coated pits (CP) into coated vesicles (CV). The 
CV loses its clathrin coat as described in the text and transforms into an apical sorting endosome 
(ME).  The fate of receptor and ligand can be: a degradative pathway where the material is passaged 
to multivesicular bodies (MVB) and eventually late endosomes (LEI, which fuse with lysosomes (LY); 
a recycling pathway to the central recycling compartment (CRC) andlor the apical recycling compart- 
ment (ARC), which eventually exocytose the contents of the vesicle; or direct exocytosis of the M E  to 
apical membrane. In polarized cells, similar pathways occur a t  the basolateral membrane. The CRC, 
in combination with the trans-Golgi network (TGN), interconnects the apical and basolateral sorting 
pathways and enables the potential for transcytosis. BLRC, basolateral recycling compartment; 
BLSE, basolateral sorting endosome; G, Golgi apparatus; N, cell nucleus; TJ, tight junction. 

of both 1251-Tf and the horseradish peroxi- 
dase-Tf conjugate across Caco-2 cells in both 
apical-to-basolateral and basolateral-to-apical 
directions. Prydz and colleagues found that 
BFA treatment rapidly increased apical endo- 
cytosis of both ricin and HRP in MDCK cells, 
whereas basolateral endocytosis was unaf- 
fected (30). 

4.1.4 Potocytosis. It  was not until recently 
that potocytosis has been accepted as a dis- 

tinct RME pathway (31-33). Potocytosis, or 
non-clathrin-coated endocytosis takes place 
through caveolae, which are uniform omega- 
or flask-shaped membrane invaginations (50- 
80 nm diameter) (17) and was first described 
as the internalization mechanism of the vita- 
min folic acid in a mouse keratinocyte cell line 
(34). Years before the term "potocytosis" was 
coined, various ligands had been reported to 
localize in non-clathrin-coated membrane re- 
gions, including cholera and tetanus toxins (35). 
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Morphological studies have implicated 
caveolae in (1) the transcytosis of macromole- 
cules across endothelial cells; (2) the uptake of 
small molecules by potocytosis involving GPI- 
linked receptor molecules and an unknown 
anion transport protein; (3) interactions with 
the actin-based cytoskeleton; and (4) the com- 
partmentalization of certain signaling mole- 
cules involved in signal transduction, includ- 
ing G-protein-coupled receptors. Caveolae are 
characterized by the presence of an integral 
22-kDa membrane protein termed VIP21- 
caveolin, which coats the cytoplasmic surface 
of the membrane (36,371. 

From a drug delivery standpoint, the ad- 
vantage of potocytosis pathways over clathrin- 
coated RME pathways lies in the absence of 
the pH-lowering step, thereby circumventing 
the classical endosomal~lysosomal pathway 
(32). This may be of invaluable importance to 
the effective delivery of pH-sensitive macro- 
molecules. 

4.2 Receptor-Mediated Oral Absorption 
Systems 

RME in Enterocytes versus M-Cells. Accord- 
ing to Walker and Sanderson (38) the pre- 
ferred route of intestinal uptake of low con- 
centrations of antigens is through the M-cells 
(microfold or membranous), located in Peyer's 
patches, although at higher concentrations 
the regular enterocytes are also involved. M- 
cells are specialized epithelial cells of the gut- 
associated lymphoid tissues (GALT) that 
transport antigens from the lumen to cells of 
the immune system, thereby initiating an im- 
mune response or tolerance. Soluble macro- 
molecules, small particles (39), and also entire 
microorganisms are transported by M-cells. 
The importance of M-cells in the uptake of 
particles is still a point of discussion. Recently, 
Hussain and colleagues (40) deduced from 
their own work and the work of others that 
"the importance of Peyer's patches as the 
principal site of particulate absorption may 
have been overemphasized, and that normal 
epithelial cells can also be induced, with ap- 
propriate ligands such as plant lectins and 
bacterial adhesins, to absorb particulate mat- 
ter." In this light, it should be stressed that the 
surface area of M-cells is only 10% compared to 
the surface area of normal epithelial cells. 

4.2.1 immunoglobulin Transport 
4.2.1.1 Maternal and Neonatal IgG Trans- 

port. Receptor-mediated transcytosis of im- 
munoglobulin G (IgG) across the neonatal 
small intestine serves to convey passive immu- 
nity to many newborn mammals (41). In rats, 
IgG in milk selectively binds to neonatal Fc 
receptors (FcRn) expressed on the surface of 
the proximal small intestinal enterocytes dur- 
ing the first 3 weeks after birth. FcRn binds 
IgG in a pH-dependent manner, with binding 
occurring at the luminal pH (6-6.5) of the je- 
junum and release at the pH of plasma (7.4). 
The Fc receptor resembles the major histo- 
compatibility complex (MHC) class I antigens, 
in that it consists of two subunits: a trans- 
membrane glycoprotein (gp50) in association 
with p2-microglobulin (41). In mature absorp- 
tive cells both subunits are colocalized in each 
of the membrane compartments that mediate 
transcytosis of IgG. IgG administered in situ 
apparently causes both subunits to concen- 
trate within endocytic pits of the apical plasma 
membrane, suggesting that the ligand causes 
redistribution of receptors at this site. These 
results support a model for transport in which 
IgG is transferred across the cell as a complex 
with both subunits. Interestingly, Benlounes 
and coworkers (42) recently showed that IgG 
is effectively transcytosed at lower concentra- 
tions (<300 pg/mL), whereas a degradative 
pathway dominates at higher mucosal IgG 
concentrations. 

Site-directed mutagenesis of a recombi- 
nant Fc hinge fragment has been used to local- 
ize the site of the mouse IgGl (mIgG1) mole- 
cule that is involved in the intestinal transfer 
of recombinant Fc hinge fragments in neona- 
tal mice. These studies definitively indicate 
that the neonatal Fc receptor, FcRn, is in- 
volved in transcytosis across both yolk sac and 
neonatal intestine, in addition to the regula- 
tion of IgG catabolism (43, 44). Continued 
binding to vesicle membranes appears to be 
required for successful transfer, given that un- 
bound proteins are removed from the trans- 
port pathway before exocytosis. These results 
favor the proposal that IgG is transferred 
across cells as an IgG-receptor complex (45). 

Drug carriers such as liposomes are not 
readily transported intact across epithelial 
barriers. Pate1 and Wild (46) showed that coat- 
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ing liposomes with appropriate IgG enhances 
their transport across rabbit yolk sac 
endoderm and enterocytes of suckling rat gut 
proximal small intestine. They measured the 
effect of liposomal transcytosis both by radio- 
label assay of entrapped [1251]PVP and 
[3H]inulin, and by the hypoglycemic effect of 
entrapped insulin. These results suggested 
that transported liposomes followed a path- 
way of transcytosis in clathrin-coated vesicles, 
thus escaping lysosomal degradation. 

4.2.1.2 Polymeric IgA and IgM Transport. 
Polymeric IgA is produced by plasma cells and 
found in all external excretions, including bile 
and saliva (47,481. In the small intestine, poly- 
meric IgA and IgM bind to the polymeric im- 
munoglobulin receptor (pIgR), which is lo- 
cated on the basolateral surface of the cell. 
pIgR expression can be upregulated by cyto- 
kines (49). The pIgR-IgA complex is internal- 
ized into endosomes, where it is sorted into 
vesicles that transcytose it to the apical sur- 
face. At the apical surface the pIgR is proteo- 
lytically cleaved, and the large extracellular 
fragment (known as secretory component) is 
released together with the ligand. The pIgR 
contains a cytoplasmic domain of 103 amino 
acids that contains several sorting signals. 
Targeting from the trans-Golgi network to the 
basolateral surface is determined by the mem- 
brane-proximal 17 residues of this domain. 
For endocytosis there are two signals, both of 
which contain tyrosines. Transcytosis of the 
pIgR is signaled by serine phosphorylation 
and may be regulated by the heterotrimeric Gs 
protein, protein kinase C, and calmodulin. IgG 
is transcytosed from the apical to basolateral 
surface in several epithelial tissues such as the 
placenta and the small intestine of newborn 
rats. The receptor for intestinal transport of 
IgG is structurally similar to class I MHC mol- 
ecules (Mostov, 1994, No. 2735; Mostov, 1993, 
No. 2734). 

4.2.2 Bacterial Adhesins and invasins. For 
many bacterial species, adherence to host cells 
is the initial key step toward colonization and 
establishing an infectious disease. Two com- 
ponents are necessary for the adherence pro- 
cess: a bacterial "adhesin" (adherence or colo- 
nization factor) and a "receptor" on the host 
(eukaryotic) cell surface. Bacteria usually ex- 

press various cell adherence mechanisms, de- 
pending on the environmental conditions and 
nature of the adhesins as well as receptors. In 
a study on the colonization mechanism of 
Klebsiella, Enterobacter, and Serratia strains, 
Livrelli and coworkers (50) found no relation- 
ship between the adhesive pattern and the 
production of specific fimbriae, suggesting 
that several unrecognized adhesive factors are 
involved that remain to be identified. 

Bacteria causing gastrointestinal infection 
need to penetrate the mucus layer before at- 
taching themselves to the epithelial surface. 
This attachment is usually mediated by bacte- 
rial fimbriae or pilus structures, although 
other cell surface components may also take 
part in the process. Adherent bacteria colonize 
intestinal epithelium by multiplication and 
initiation of a series of biochemical reactions 
inside the target cell through signal transduc- 
tion mechanisms (with or without the help of 
toxins) (51). 

Several adhesin and invasin molecules 
have been identified, such as a mannose-spe- 
cific adhesin in Lactobacillus plantarum (52) 
and V. cholerae (53). Metcalfe and coworkers 
(54) found that adherence of Escherichia coli 
K-12(K88ab) to immobilized porcine small in- 
testine mucus was caused by a 40- to 42-kDa 
glycoprotein K88-specific receptor. Using 
monoclonal antibodies against fimbrial id-  
hesins of porcine enterotoxigenic E. coli, Kg9 
and K88 adhesin were detected, but not F41 
and 987P adhesins (55). 

The colonization mechanism of the entero- 
pathogenic bacterium Yersinia pseudotuber- 
culosis has been studied in great detail. In con- 
trast to other infective agents, such as 
Salmonella strains or enteroinvasive E. coli 
(EIEC), invasion and transcytosis of Y. 
pseudotuberculosis is mediated by a single 986 
amino acid protein, invasin, on the bacterial 
surface that binds to a501 integrin (56). This 
single factor is sufficient to promote entry of 
inert particles by binding multiple integrin re- 
ceptors during cellular uptake (57). This phe- 
nomenon has also recently been found by 
Mengaud and coworkers, who identified 
E-cadherin as the ligand for internalin, a Lis- 
teria monocytogenes protein essential for en- 
try into epithelial cells. The internalization 
process of many microorganisms is impres- 
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sively fast: it was recently shown that within 
45 min after introduction of Y. pseudotubercu- 
losis into the lumen of BALBIC mice, wild- 
type bacteria can be found in the Peyer's patch 
(58). Mutants expressing defective invasin de- 
rivatives were unable to promote efficient 
translocation into the Peyer's patch and in- 
stead colonized on the luminal surface of the 
intestinal epithelium. 

The study of bacterial adhesins and inva- 
sins for the application in drug delivery strat- 
egies has recently become the focus of much ' attention. Paul and colleagues used an invasin 
fusion protein system for gene delivery strat- 
egies (59) and Easson and coworkers (60, 61) 

t used a similar approach for intestinal delivery 
j of nanoparticles. The latter group found that 
f latex microspheres up to 1 pm coupled to mal- 
: tose-binding protein, which was fused with in- ' vasin, can be internalized by MDCK cell 

monolayers (60, 61). 

4.2.3 Bacterial and Plant Toxins. After 
reaching early endosomes by RME, diphtheria 
toxin (DT) molecules have two possible fates. 
A large pool enters the degradative pathway, 
whereas a few molecules become cytotoxic by 
translocating their catalytic fragment A 
(DTA) into the cytosol(62). 

The B subunit of the E. coli heat-labile 
toxin binds to the brush border of intestinal 
epithelial cells in a highly specific, lectinlike 
manner. Uptake of this toxin and transcytosis 
to the basolateral side of the enterocytes was 
observed both in vivo (63) and in vitro (64). 

Fisher and coworkers expressed the trans- 
membrane domain of di~htheria toxin in E. 
coli as a maltose-binding fusion protein and 
coupled it chemically to high molecular weight 
poly-L-lysine. The resulting complex was suc- 
cessfully used to mediate the internalization 
of a reporter gene in vitro (65). 

Staphylococcus aureus produces a set of 
proteins [e.g., staphylococcal enterotoxin A 
(SEA), SEB, toxic shock syndrome toxin 1 
(TSST-111, which act both as superantigens 
and toxins. Hamad and coworkers (66) found 
dose-dependent, facilitated transcytosis of 
SEB and TSST-1, but not SEA, in Caco-2 cells. 
They extended their studies in mice in vivo by 
showing that ingested SEB appears in the 
blood more efficiently than does SEA. 

Various plant toxins, mostly ribosome-in- 
activating proteins (RIPS), have been identi- 
fied that bind to any mammalian cell surface 
expressing galactose units and are subse- 
quently internalized by RME (67). Toxins 
such as nigrin b (681, a-sarcin (691, ricin and 
saporin (70), viscumin (71), and modeccin (72) 
are highly toxic upon oral administration (i.e., 
are rapidly internalized). The possibility ex- 
ists, therefore, that modified and, most impor- 
tant, less toxic subunits of these compound 
can be used to facilitate the uptake of macro- 
molecular compounds or microparticulates. 

4.2.4 Viral Hemagglutinins. The initial 
step in many viral infections is the binding of 
surface proteins (hemagglutinins) to mucosal 
cells. These binding proteins have been iden- 
tified for most viruses, including rotaviruses 
(73,  varicella zoster virus (74), Semliki Forest 
virus (75), adenoviruses (76), potato leafroll 
virus (77), and reovirus (78). 

Recently, Etchart and colleagues (79) com- 
pared the immune response to a vaccinia virus 
recombinant, expressing the measles virus 
hemagglutinin (W-HA), after parented or 
mucosal immunizations in mice. Oral immu- 
nizations with 10' pfu (plaque-forming units) 
of W-HA generated low numbers of HA-spe- 
cific IgA-producing cells in the lamina propria 
of the gut, whereas oral coimmunization with 
W-HA and cholera toxin greatly enhanced 
the level of HA-specific spot-forming cells (IgA 
> IgG). Interestingly, intrajejunal immuniza- 
tions with 10' pfu W-HA alone induced high 
levels of anti-HA IgG-producing cells in the 
spleen and anti-HA IgA-secreting cells in the 
lamina propria of the gut. This study shows 
that W -A can induce measles-specific immu- 
nity in the intestine, provided that it is pro- 
tected from degradation in the gastrointesti- 
nal tract, or that cholera toxin is used as an 
adjuvant. 

4.2.5 Lectins (Phytohemagglutinins). Lec- 
tins are plant proteins that bind to specific 
sugars, which are found on the surface of gly- 
coproteins and glycolipids of eukaryotic cells. 
Such binding may result in specific hemagglu- 
tinating activity. Because lectins are relatively 
heat stable, they are abundant in the human 
diet (e.g., cereals, beans, and other seeds). 
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Concentrated solutions of lectins have a "mu- 
cotractive" effect as a result of irritation of the 
gut wall, which explains why so-called high 
fiber foods (rich in ledins) are thought to be re- 
sponsible for stimulating bowel motility (80,81). 

In another study demonstrating the rapid 
RME uptake of lectins, Weaver and colleagues 
(82) directly infused concanavalin A, conju- 
gated with 10 nm colloidal gold particles, into 
the lumen of the jejunum in neonatal guinea 
pigs. Within 60 min, both villous and crypt ep- 
ithelial cells contained gold particles, demon- 
strating the rapid accessibility of crypt cells to 
the lectin. 

Hussain and coworkers showed that the 
uptake mechanism for lectins can be used for 
intestinal drug targeting in vivo (40). They co- 
valently coupled polystyrene nanoparticles 
(500 nm) to tomato lectin and observed 23% 
systemic uptake after oral administration to 
rats. Control animals exerted a systemic up- 
take of <0.5%, indicating a 50-fold increase in 
oral absorption. Interestingly, they showed 
the intestinal uptake of tomato lectin-conju- 
gated nanoparticles through the villous tissue 
to be 15 times higher than uptake by gut-asso- 
ciated lymphoid tissue (GALT) (40). 

Although lectins are generally believed to 
be transported by means of an RME mecha- 
nism, there is substantial evidence that these 
compounds have significant affinity to intesti- 
nal M-cells (83, 84). Binding studies have re- 
vealed that M-cells exhibit pronounced re- 
gional and species variation in glycoconjugate 
expression. Sharma and colleagues (85) stud- 
ied the nature of cell-associated carbohydrates 
in the human intestine that may mediate 
transepithelial transport of bacterial and di- 
etary lectins and their processing by the lym- 
phoid cells of Peyer's patches. Upon compari- 
son of human and mouse glycoconjugates of 
follicle-associated epithelium and GALT, they 
found a distinct difference in glycosylation be- 
tween mouse and human Peyer's patches and 
their associated lymphoid cells. Thus, choos- 
ing the appropriate lectin is apparently impor- 
tant when considering cell surface glycoconju- 
gates as target molecules for intestinal drug 
delivery strategies. In the future, knowledge 
of the site and species-related variations in M- 
cell surface glycoconjugate expression may al- 
low lectins to be used to selectively target an- 

tigenic material and oral vaccines to the 
mucosal immune system at specific locations 
(84). Again, it should be pointed out that the 
overall contribution of M-cells to the absorp- 
tive surface area of the gastrointestinal tract 
is minimal, which could jeopardize the wide- 
spread application of drug targeting to these 
specialized cells. 

4.3 RME of Vitamins and Metal Ions 

4.3.1 Folate. The cellular uptake of free fo- 
lic acid is mediated by the folate receptor 
and/or the reduced folate carrier. The folate 
receptor is a glycosylphosphatidylinositol (GP1)- 
anchored 38-kDa glycoprotein clustered in 
caveolae mediating cell transport by photocy- 
tosis (32). Whereas the expression of the reduced 
folate carrier is ubiquitously distributed in eu- 
karyotic cells, the folate receptor is principally 
overexpressed in human tumors. Two homol- 
ogous isoforms (a and p)  of the receptor have 
been identified in humans. The a-isoform is 
found to be frequently overexpressed in epi- 
thelial tumors, whereas the p-isoform is often 
found in nonepithelial lineage tumors (86). 
Consequently, this receptor system has been 
used in drug-targeting approaches to cancer 
cells (871, but also in protein delivery (881, 
gene delivery (89), and targeting of antisense 
oligonucleotides (90) to a variety of cell types. 
Although considerable success has been met 
in other areas of drug targeting, to our knowl- 
edge there are currently no reports in the lit- 
erature describing the use, or attempt, of this 
system for intestinal drug delivery purposes. 
This may, in part, be attributable to the low 
expression level of the receptor in (healthy) 
enterocytes. However, given that the a-iso- 
form of the folate receptor is overexpressed in 
epithelial cell lines, local targeting to intesti- 
nal cancer cells (e.g., colon carcinoma) appears 
to be a fertile approach. 

4.3.2 Riboflavin. Although not as exten- 
sively investigated as the transferrin and fo- 
late pathways, it was recently shown by Low 
and coworkers (91) that serum albumin cou- 
pled to riboflavin showed RME-mediated up- 
take in distal lung epithelium. In this paper- 
study the authors speculate that a similar 
uptake process exists in the small intestine. 



Indeed, Huang and Swaan (92, 93) recently 
showed that riboflavin is taken up in human 
small intestinal and placental epithelial cells 
by a riboflavin-specific RME process. 

4.3.3 Vitamin B,,. Vitamin B,,, the collo- 
quial name for cobalamin (Cbl), is a large polar 
molecule that must be bound to specialized 
transport proteins to gain entry into cells. Af- 
ter oral administration it is bound to intrinsic 
factor (IF), a protein released from the pari- 
etal cells in the stomach and proximal cells in 
the duodenum. The Cbl-IF complex binds to 
an IF-receptor located on the surface of the 
ileum, which triggers a yet undefined endocy- 
totic process. After internalization, the fate of 
the IF-Cbl complex has yet to be clarified. It 
was reported that IF-Cbl complex dissociates 
at acidic pH, and Cbl is transferred to transco- 
balarnin I1 by Ramasamy and coworkers (941, 
whereas Dan and Cutler (95) found evidence 
of free Cbl in endosomes and the basolateral 
side of the membrane after administration to 
the apical surface of Caco-2 cell monolayers. It 
is clear, however, that Cbl is transported into 
all other cells only when bound to transcobal- 
arnin 11. 

The vitamin B,, RME system is probably 
the most extensively studied system for the 
oral delivery of peptides and proteins. In hu- 
mans, the uptake of cobalamin is approxi- 
mately 1 nmol per intestinal passage, with a 
potential for multiple dosing (2-3 times per 
hour) (96). Russell-Jones and coworkers have 
shown that this particular system can be em- 
ployed for the intestinal uptake of luteinizing 
hormone releasing factor (LHRH) analogs 
(97), granulocyte colony-stimulating factor 
(G-CSF, 18.8 kDa), erythropoietin (29.5 kDa), 
a-interferon (98, 991, and the LHRH antago- 
nist ANTIDE (96). More recently, they 
showed (both in vitro and in vivo) the intesti- 
nal uptake of biodegradable polymeric nano- 
particles coupled to cobalamin to be two- to 
threefold higher compared to that of control 
(nonspecific uptake of nanoparticles) (98, 
100). Thus far, the universal application of 
this transport system for the oral delivery of 
peptides and proteins seems to be hampered 
only by its limited uptake capacity: 1 nmol per 
dose. Even though this amount of uptake may 
be adequate for molecules such as LHRH or 

erythropoietin, it is clearly not sufficient for 
the delivery of insulin or G-CSF. However, the 
recent successes with cobalamin-conjugated 
nanoparticles in vivo (100,101) are promising 
and eliminate the requirement of covalently 
coupling cobalamin and the substrate to be 
delivered. This, in turn, would permit the de- 
livery of any macromolecule through the vita- 
min B,, uptake mechanism. 

4.3.4 Transferrin. Transferrin. an 80-kDa 
iron-transporting glycoprotein, is efficiently 
taken up into cells by the process of carrier- 
mediated endocytosis. Transferrin receptors 
are found on the surface of most proliferating 
cells, in elevated numbers on erythroblasts, 
and on many kinds of tumors. According to 
current knowledge of intestinal iron absorp- 
tion. transferrin is excreted into the intestinal 
lumen in the form of apotransferrin and is 
highly stable to attacks from intestinal pepti- 
dases. In most cells, diferric transferrin binds 
to transferrin receptor (TfR), a dimeric trans- 
membrane glycoprotein of 180 kDa (102), and 
the ligand-receptor complex is endocytosed 
within clathrin-coated vesicles. After acidifi- 
cation of these vesicles, iron dissociates from 
the transferrin1TfFi com~lex and enters the * 

cytoplasm, where it is bound by ferritin (Fn). 
The role that transferrin, TfR, and Fn have in 
regulating dietary iron uptake and maintain- 
ing total body iron stores is unknown. Both 
the TfR and Fn genes can be detected on small 
intestinal mRNA (102), and both proteins 
have been isolated from intestinal enterocytes 
(103,104). The uptake of iron in the intestinal 
tract amounts up to 20 mglday and is primar- 
ily mediated by transferrin. Recently, Shah 
and Shen (105) showed that insulin covalently 
coupled to transferrin, was transported across 
Caco-2 cell monolayers by RME. More re- 
cently, they showed that oral administration 
of this complex to streptozotocin-induced dia- 
betic mice significantly reduced plasma glu- 
cose levels (-28%), which was further poten- 
tiated by BFA pretreatment (-41%) (106). 

5 TRANSPORT PROTEINS 

Membrane transporters in general are a large 
group of membrane proteins that have one (bi- 
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topic) or more (polytopic) hydrophobic trans- 
membrane segments. These transporters are 
involved in almost all facets of biological pro- 
cesses in the cell. Their involvement in cellu- 
lar function can be classified as follows [after 
Saier (10711: 

1. Mediate entry of all essential nutrients into 
the cytoplasmic compartment and subse- 
quently into organelles, thus facilitating 
the metabolism of exogenous sources of 
carbon, nitrogen, sulfur, and phosphorus. 

2. Provide a means for regulation of metabo- 
lite concentrations by catalyzing the efflux 
of end products of metabolic pathways 
from organelles and cells. 

3. Mediate the active extrusion of drugs and 
other toxic substances from either the cy- 
toplasm or the plasma membrane. 

4. Mediate uptake and efflux of ion species 
that must be maintained at concentrations 
dramatically different from those in the ex- 
ternal milieu. 

5. Participate in the secretion of proteins, 
complex carbohydrates, and lipids into and 
beyond the cytoplasmic membrane. 

6. Transfer of nucleic acids across cell mem- 
branes, allowing genetic exchange between 
organisms and thereby promoting species 
diversification. 

7. Facilitate the uptake and release of phero- 
mones, hormones, neurotransmitters, and 
a variety of other signaling molecules that 
allow a cell to participate in the biological 
experience of multicellularity. 

8. Transporters allow living organisms to 
conduct biological warfare, secreting, for 
example, antibiotics, antiviral agents, anti- 
fungal agents, and toxins of humans and 
other animals that may confer upon the or- 
ganisms producing such an agent a selec- 
tive advantage for survival purposes. Many 
of these toxins are themselves channel- 
forming proteins or peptides that serve a 
cell-disruptive transport function. 

Polytopic membrane proteins are indis- 
pensable to the cellular uptake and homeosta- 
sis of many essential nutrients. During the 
past decade it has become clear that a vast 

number of drugs share transport pathways 
with nutrients. Moreover, a critical role has 
been recognized for transport proteins in the 
absorption, excretion, and toxicity of drug 
molecules, as well as in their pharmacokinetic 
and pharmacodynamic ( P W D )  profiles. Be- 
cause cellular transporter expression is often 
regulated by nuclear orphan receptors that si- 
multaneously regulate the translation and ex- 
pression of metabolic enzymes in the cell (e.g., 
P-glycoprotein and cytochrome P450 regula- 
tion by the pregnane X receptor), they indi- 
rectly control drug metabolism. Thus, trans- 
port proteins are involved in all facets of drug 
ADME and ADMET (absorption, distribution, 
metabolism, excretion, and toxicology), con- 
ferring an important field of study for pharma- 
ceutical scientists involved in these areas. As 
a result, in-depth knowledge of membrane 
transport systems may be extremely useful in 
the design of new chemical entities (NCE). Af- 
ter all, it is now well appreciated that the most 
critical parameter for a new drug to survive 
the drug development pipeline on its way to 
the market is its ADMET profile. 

Despite the involvement of solute trans- 
porters in fundamental cellular processes, 
most are poorly characterized at the molecular 
level. As a result, we are unable to predictsthe 
interaction of drugs with this important class 
of membrane proteins a priori, and detection 
of drug-transporter interactions remains un- 
acceptably serendipitous. 

This section aims to give an overview of 
current strategies for modeling transporter 
systems illustrated by three well-character- 
ized transport systems: (1) the P-glycoprotein 
efflux pump, a prototypical ABC-transporter 
and a product of the multidrug resistance 
(MDR-1, ABC-B1) gene, which exports metab- 
olites as well as drugs from various cell types; 
(2) the small peptide transporter (PepT1, 
SLClSAl), which transports di- and tri-pep- 
tide as well as numerous therapeutic com- 
pounds; and (3) the apical sodium-dependent 
bile acid transporter (ASBT, SLClOA2), which 
plays a key role in intestinal reabsorption and 
enterohepatic recycling of bile salts, choles- 
terol homeostasis, and as a therapeutic target 
for hypocholesterolemic agents (108-110). 



5.1 The ATP-Binding Cassette (ABC) and 
k Solute Carrier (SLC) Genetic Superfamilies 
B 

Organic solutes such as nutrients (amino ac- 
ids, sugars, vitamins, and bile acids), neuro- 
transmitters, and drugs are transferred across 
cellular membranes by specialized transport 
systems. These systems encompass integral 
membrane proteins that shuttle substrates 
across the membrane by either a passive pro- 
cess (channels, facilitated transporters) or an 
active process (carriers), the latter energized 
directly by the hydrolysis of ATP or indirectly 
by coupling to the cotransport of a counterion 
down its electrochemical gradient (e.g., Na+, 
H+. c1-1. 

Our understanding of the biochemistry and 
molecular biology of mammalian transport 
proteins has significantly advanced since the 
development of expression cloning tech- 
niques. Initial studies in Xenopus leavis oo- 
cytes by Hediger and colleagues resulted in 
the isolation of the intestinal sodium-depen- 
dent glucose transporter SGLTl (111, 112). 
To date, sequence information and functional 
data derived from numerous transporters 
have revealed unifying designs, similar en- 
ergy-coupling mechanisms, and common evo- 
lutionary origins (107). The plethora of iso- 
lated transporters motivated the Human 
Gene Nomenclature Committee to classify 
these proteins into a distinct genetic super- 
family named SLC (for SoLute Carrier). Cur- 
rently, the SLC class contains 37 families with 
205 members and is rapidly expanding (http:/J 
www.gene.ucl.ac.uk/nomenclature/). The ABC 
superfamily contains 7 families with 48 mem- 
bers (113); class B contains the well-known 
multidrug-resistance gene (MDR1) derived P- 
glycoprotein (ABCBl), whereas class C is com- 
posed of members of the multidrug-resistance 
protein (MRP) subfamily. With the comple- 
tion of the Human Genome Project, it can be 
anticipated that a vast number of membrane 
transport proteins will be identified without 
known physiological function. 

Paulsen and colleagues (114, 115) deter- 
mined the distribution of membrane trans- 
port proteins for all organisms with com- 
pletely sequenced genomes and identified 81 
distinct families. Two superfamilies, the ATP- 
binding cassette (ABC) and major facilitator 

(MFS) superfamilies account for nearly 50% of 
all transporters in each organism. The other 
half of these genes will be members of the SLC 
superfamily. Furthermore, Paulsen predicts 
that 15% of all genes in the human genome 
will code for transport proteins. With a cur- 
rent number of estimated sequence-tagged 
sites (STS) of 30,000 (116), we can expect an 
additional 4500 membrane transporters to 
emerge. Thus, the SLC superfamily is antici- 
pated to consist of at least 2300 members; at 
this moment, only a fraction (10%) has been 
characterized in certain detail (i.e., membrane 
topology, substrate specificity, organ expres- 
sion pattern). Table 8.1 present a concise over- 
view of ABC and SLC members that have been 
classified and characterized. 

The current status of transporter nomen- 
clature and classification is in a similar state of 
disarray to that which the cytochrome P450 
enzyme field found itself in during the early 
1980s. However, the Human Gene Nomencla- 
ture Committee (HUGO) has taken on the 
task of directing gene classification and defin- 
ing distinct subclasses in the ABC and SLC 
families. Eventually, this may eradicate the 
rampant use of trivial names for these classes 
of proteins. 

5.2 Therapeutic Implications of Membrane 
Transporters 

It has been generally acknowledged that 
transporters play an important role in clinical 
pharmacology (Table 8.2). Several classes of 
pharmacologically active compounds share 
transport pathways with nutrients (117). A 
substantial role has been recognized for trans- 
port proteins in oral absorption and drug bio- 
availability (118); drug resistance [e.g., efflux 
of antineoplastic compounds from tumor cells 
mediated by multidrug resistance (MDR) gene 
products (119, 120)l; excretion of drugs and 
their metabolites, mediated by transporters in 
the kidney and liver; drug toxicity (121); and 
drug pharmacokinetics and pharmacodynam- 
ics (122-124). Furthermore, the pathophysiol- 
ogy of several hereditary diseases (i.e., clearly 
defined phenotypes shown to be inherited as 
monogenic Mendelian traits) has been attrib- 
uted to mutations in transport proteins. Most 
of these mutations in human genes and ge- 
netic disorders have been recorded and can 



268 Membrane Transport Proteins and Drug Transport 

Table 8.1 Overview of the ABC and SLC Genetic Superfamilies: 
Nomenclature and Expression 

Gene 
Symbol NameISubstrate Trivial Names Organ Expression 

ATP-Binding Cassette Family 

ABC-A (12) 

ABC-B (11) 

ABC-C (12) 

ABC-D (4) 

ABC-E (1) 
ABC-F (3) 

ABC-G (6) 

SLCl (7) 

SLC2 (11) 
SLC3 (2) 

SLC4 (10) 

SLC5 (7) 

SLC6 (16) 
SLC7 (11) 

SLC8 (3) 

SLC9 (6) 

SLClO (2) 
SLCll  (3) 

SLC12 (1-7) 
SLC13 (2) 

SLC14 (2) 
SLC15 (2) 
SLCl6 (7) 

SLC17 (5) 
SLC18 (3) 
SLC19 (2) 

SLCZO (2) 
SLC21(14) 

Cholesterol efflux regulatory proteins, 
photoreceptor proteins 

Efflux transporters, multiple drug 
resistance 

Cytic fibrosis transconductance 
regulators, multiple drug resistance 
associated proteins 

Cholesterol, fatty acid transporters, 
adrenoleukodystrophy-associated 

Rnase L inhibitor 
TNF-a-stimulated ABC-member, non- 

membrane-bound 
Eye pigment transmembrane permeases 

CERP, RMP 

MDR, TAP, 
p - a  

CFTR, MRP 

ALD, ALDL 

OABP, RNS4I 
ABC50, 

GCN20 
WHITE 

Solute Carrier Family 

High affinity glutamate transporter EAAT 

Facilitated glucose transporters 1 GLUT 
Cystine, dibasic, and neutral amino acid ATR, RBAT 

transporters 
Anion exchangers (1-31, sodium EPB, AE1, 

bicarbonate cotransporter (4-10) NBC 

Sodium/glucose cotransporter, iodide SGLT, SMVT, 
transporter (A5), vitamin NIS 
transporters (A6), choline (A71 

Neurotransmitter transporters, GABA GAT, GLYT 
Cationic amino acid transporter, y+  LAT, CAT 

Sodium/calcium exchangers NCX 

Sodium/hydrogen exchangers NHE 

Sodium/bile acid cotransporters Ntcp, ASBT 
Proton-coupled divalent metal ion NRAMP, DCT 

transporters 
Sodium/potassium/chloride transporters NKCC 
Sodium/sulfate and dicarboxylate NaSi, NADC 

symporters 
Urea transporters UT 
Oligopeptide transporters PepT 
Monocarboxylic acid transporters MCT 

Sodium phosphate transporters NPT 
Vesicular monoamine transporters VAT 
Folatelthiamine transporters FOLT, THTR 

Phosphate transporters GLVR 
Organic anion transporters OAT, OATP 

Epithelial cells, tumor cells 

Lung (CFTR), liver (MRP) 

Brain 

Ubiquitous 
Synoviocytes 

Eye 

Neurons, kidney, intestine, 
brain, retina 

Most cells 
Kidney and intestine 

Erythrocytes, brain, GI 
tract, kidney, 
reproductive organs 

Intestine, kidney, brain, 
thyroid 

Brain 
Ubiquitous (intestine, 

kidney) 
Heart, brain, retina skeletal 

and smooth muscles 
Ubiquitous (intestine, 

kidney) 
Liver, Ileum 
Ubiquitous 

Ubiquitous (kidney) 

Kidney and red cells 
Intestine, kidney 
Erythrocytes, muscle, 

intestine, and kidney 
Kidney, intestine 
Brain 
Placenta, small intestine 

and other tissues 

Liver, kidney, intestine 
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Table 8.1 (Continued) 

Gene 
Symbol NameISubstrate Trivial Names Organ Expression 

SLC22 (8) Organic cation transporters OCT Kidney, liver, intestine 
SLC23 (2) Nucleobase transporters SVCT Brain, eye, intestine, 

kidney, liver 
SLC24 (4) Sodium/potassium/calcium exchangers NCKX Ubiquitous 
SLC25 (21) Mitochondria1 carriers (citrate, adenine, CTP, ANT Liver, gut, heart 

carnitine) 
SLC26 (11) Solute carrier family 26 (sulfate, mostly SAT, DTD Cartilage and intestine 

undefined) 
SLC27 (6) Fatty acid transporters FATP Adipocytes, skeletal muscle, 

heart, and fat 
SLC28 (2) Sodium-coupled nucleoside transporters CNT 
SLC29 (2) Nucleoside transporters ENT Ubiquitous 
SLC30 (4) Zinc transporters ZNT Ubiquitous 
SLC31 (2) Copper transporters COPT Most organs 
SLC32 (1) GABA vesicular transporter VGAT 
SLC34 (2) Sodium phosphate NaPi3, NPT Kidney, lung, pancreas 
SLC35 (3) CMP-sialic acid and UDP-galactose CST, UGALT Ubiquitous 

transporter 
SLC37 (1) Glycerol-3-phosphate transporter 

be found online at the National Institute for 
Biotechnology Information (http://www.ncbi. 
nlm.nih.gov) OMIM database (Online Mende- 
lian Inheritance in Man). For example, con- 
genital glucose-galactose malabsorption syn- 
drome is caused by a defect (D28N, D28G) in 
SGLTl(125) and bile acid malabsorption syn- 
drome can be attributed to a single C to T 
transition in the ASBT gene, resulting in a 
P290S mutation that abolishes bile acid re- 
uptake (126). 

In summary, solute transporters play an 
invaluable role in fundamental cellular pro- 
cesses in health and disease, and function as 
important mediators governing all aspects of 
drug therapy. Despite the apparent clinical 
importance of SLC proteins, the knowledge of 
their structure and mechanism of action has 
lagged far behind the knowledge of these prop- 
erties of proteins in general; however, this 

Table 8.2 Top-Selling 100 FDA-Approved 
Drugs 

Molecular Target Market (%) 

Transporterslchannels 30 
Membrane receptors 25 
Enzymes 20 
Nuclear receptors 15 
Foreign molecules (pathogens) 5 

might change in the future if more research 
and technologies are applied to this area. 

5.3 Structural Models of Transport Proteins 
and Methods to Design Substrates 

The primary and, to a lesser extent, secondary 
structures of many transport systems are 
known. Because of the absence of suitable 
crystallization methods, however, only a few 
polytopic membrane proteins have yielded to 
X-ray crystallographic analyses (127-1301, re- 
sulting in high resolution three-dimensional 
structural information. Recently, combinato- 
rial approaches have been applied to success- 
fully crystallize membrane proteins in a high 
throughput approach, resulting in the struc- 
ture of a homolog of the multidrug-resistant 
ATP-binding cassette transporters to a resolu- 
tion of 4.5 A (131). In this study, approxi- 
mately 96,000 crystallization conditions using 
about 20 detergents were tested to yield crys- 
tals with good quality for X-ray structure de- 
termination. Unfortunately, the resulting 
protein was not functionally active, but the 
structural information corroborated several 
previously obtained experimental results. The 
combinatorial crystallization approach used 
by Chang and Roth (131) will likely stimulate 
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other researchers to attempt crystallization of 
other important membrane proteins. 

Meanwhile, we base our views of sol- 
ute transport on molecular models that pro- 
vide working models of transport systems 
(132-134). It is well recognized that any two 
proteins that show sequence homology (i.e., 
share sufficient primary structural similarity 
to have evolved from a common ancestor) will 
prove to exhibit strikingly similar three-di- 
mensional structures (135). Furthermore, the 
degree of tertiary structural similarity corre- 
lates well with the degree of primary struc- 
tural similarity. Phylogenetic analyses allow 
application of modeling techniques to a large 
number of related proteins and additionally 
allow reliable extrapolation from one protein 
family member of known structure to others 
of unknown structure. Thus, once three- 
dimesnional structural data are available for 
any one family member, these data can be ap- 
plied to all other members within limits dic- 
tated by their degrees of sequence similarity. 

5.4 Techniques for Studying Integral 
Membrane Protein Structure 

There are various approaches to study the to- 
pography of integral membrane proteins in 
the absence of a resolved crystal structure. In  
vitro and in vivo translation of constructs con- 
taining one or more transmembrane se- 
quences, epitope localization, reaction with 
sided reagents, and proteolysis of the purified 
membrane-inserted protein have all been used 
individually or in combination. (Table 8.3). 
Each has advantages and disadvantages, and 
only rarely does one method enable conclusive 
topographic analysis of the membrane-embed- 
ded segments of a polytopic integral mem- 
brane protein. 

Considerable progress has been made over 
the past 10 years by the group of Kaback at 
UCLA, who have taken numerous biophysical 
approaches toward studying the structure of 
the bacterial transporter lactose permease 
(136). Table 8.3 lists the techniques that this 
and other groups have used to solve the struc- 
ture and topology of membrane transporters 
in the absence of a crystal structure. 

5.4.1 Membrane Insertion Scanning. Mem- 
brane topology of transporter proteins can be 

Table 8.3 Techniques for Studying 
Polytopic Membrane Protein Structure 

1. Site-directed Ala scanning 
2. Membrane insertion scanning 
3. Site-directed thiol crosslinkers 
4. Excimer fluorescence 
5. Engineered divalent metal-binding sites 
6. EPR 
7. Metal-spin-labeling interactions 
8. Site-directed chemical cleavage 
9. Identification of discontinuous monoclonal 

antibody probes 
10. N-glycosylation site engineering 

predicted by various computer algorithms; 
however, none of the existing methods can de- 
finitively define these regions, often producing 
a "sliding window" of groups of hydrophobic 
amino acid residues that are suitable candi- 
dates for the formation of a membrane-span- 
ning segment. Examples of these software 
programs are TopPred I1 (137) (http://www. 
biokemi.su.se), the PHD Topography neural 
network system developed by Rost and co- 
workers (138) (http://www.embl-heidelberg. 
de/predictprotein), or the hidden Markov 
model recently described by Tusnady and Si- 
mon (139) (http://www.enzim.hu/hmmtop). 
Sachs and colleagues at UCLA pioneered a 
technique aptly named "membrane insertion 
scanning" to determine whether a sequence of 
amino acids is capable of spanning a mem- 
brane. They tested the ability of individual 
protein segments to function as signal anchors 
for membrane insertion by placement be- 
tween a cytoplasmic anchor encompassing the 
first 101 amino acids of the rabbit Ht,K+- 
ATPase (HK MO) subunit and a glycosylation 
flag sequence consisting of five N-linked glyco- 
sylation sites located in the C-terminal 177 
amino acids of the rabbit HK MO subunit 
(140). Stop transfer properties of hydrophobic 
sequences can be examined in a similar man- 
ner using the first 139 N-terminal amino acids 
of the rabbit Hf ,K+-ATPase subunit (HK MI) 
containing the first membrane sequence of the 
Ht,K+-ATPase as a signal anchor upstream of 
individual predicted transport transmem- 
brane sequences linked to the N-glycosylation 
flag. The membrane insertion scanning tech- 
nique has been used to determine the mem- 
brane topology of various transporters, chan- 
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nels, and receptors. A common criticism of 
membrane insertion studies is the placement 
of a hydrophobic amino acid sequence out of 
its physiological or environmental context, 
thus "forcing" an abbreviated sequence 
through the membrane. Transmembrane re- 
gions in polytopic membrane proteins may re- 
quire flanking topogenic information to be- 
come integrated into the lipid bilayer and, 
thus, topology determination by this tech- 
nique alone may not be definitive. 

5.4.2 Cys-Scanning Mutagenesis. Studying 
the lactose permease of Escherichia coli, a 
polytopic membrane transport protein that 
catalyzes p-galactoside/H+ symport, Frill- 
ingos and colleagues (141) used Cys-scanning 
mutagenesis to determine which residues play 
an obligatory role in the mechanism and to 
create a library of mutants with a single-Cys 
residue at each position of the molecule for 
structure/function studies. In general, this 
type of study will define amino acid side chains 
that play an irreplaceable role in the transport 
mechanism and positions where the reactivity 
of the Cys replacement is altered upon ligand 
binding. Furthermore, helix packing, helix 
tilt, and ligand-induced conformational changes 
can be determined by using the library of mu- 
tants in conjunction with a battery of site- 
directed techniques. 

5.4.3 N-Glycosylation and Epitope Scanning 
Mutagenesis. A technique that can be used in 
addition to membrane insertion scanning is 
based on the fact that N-glycosylation occurs 
only on the luminal side of the endoplasmic 
reticulum. This method has been successfully 
used to determine which domains of the recep- 
torslchannels are located extracellularly. In 
general, a glycosylation-free mutant is first de- 
signed and subsequently, N-glycosylation con- 
sensus sequences (NXSIT) are engineered into 
hydrophilic regions of an aglycomutant. Based 
on the positioning of the glycosylation groups 
within the extracellular membrane, a molecu- 
lar weight shift may indicate successful glyco- 
sylation and reveals definitive information on 
protein topology. A drawback of this tech- 
nique is the dependency of glycosylation on 
efficiency and accessibility of the concensus 
sequence to the glycosylation machinery; 

thus, nonglycosylated mutants do not provide 
conclusive information about the topology and 
these data should be interpreted carefully. Re- 
gardless, the topology of various proteins has 
been successfully solved using this technique, 
including the sodium-dependent glucose 
transporter (SGLTI) (142) and the y-ami- 
nobutyric acid transporter GAT-1 (143). 

Alternatively, small peptide epitopes can be 
inserted into the extramembranous parts of 
an SLC prote in that are recognized by a well- 
characterized monoclonal antibody. Covitz 
and colleagues (144) used this technique to de- 
termine the topology of the peptide trans- 
porter, PepT1. An epitope tag, EYMPME, was 
inserted into different extramembranous 
locations of hPEPTl by site-directed mu- 
tagenesis. The membrane topology was solved 
by labeling reconstituted, functionally active, 
EYMPME-tagged hPEPTl mutants with an 
anti-EYMPME monoclonal antibody in non- 
permeabilized and permeabilized cells. 

5.4.4 Excimer Fluorescence. Site-directed 
excimer fluorescence (SDEF) and site-directed 
spin labeling (SDSL) are two particularly use- 
ful techniques to study proximity relation- 
ships in membrane helices. The experiments 
are based on site-directed pyrene labeling of 
combinations of paired Cys replacements in a 
mutant devoid of Cys residues. Because 
pyrene exhibits excimer fluorescence if two 
molecules are within about 3.5 A, the proxim- 
ity between paired labeled residues can be de- 
termined. Moreover, interspin distances in 
the range of 8-25 A between two spin-labeled 
Cys residues can be measured in the frozen 
state. Using this technique, Kaback and co- 
workers showed that ligands of the lac per- 
mease cause a dramatic increase in reactivity 
that is consistent with the notion that the mu- 
tated amino acid positions are transferred into 
a more hydrophobic environment (145,146). 

5.4.5 Site-Directed Chemical Cleavage. The 
insertion of short reporter sequences (e.g., fac- 
tor Xa protease cleavage sites) into hydro- 
philic loops has proved to be a useful alterna- 
tive to N-glycosylation scanning mutagenesis. 
However, this approach requires isolation of 
homogeneous preparations of intact mem- 
branes and many tedious control experiments, 
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and experimental difficulties associated with 
protease accessibility are well documented 
(147). In general, in-frame factor Xa protease 
sites are inserted into a target sequence at po- 
sitions within the NH,- and COOH-terminal 
domains, and into hydrophilic loops. The fac- 
tor Xa protease recognizes the tetrapeptide 
motif IEGR and specifically cleaves the pro- 
tein sequence COOH-terminal of the arginine 
residue (148). Generally, the recognition motif 
is tandomly (IEGRIEGR) inserted to increase 
the probability of cleavage (149). After diges- 
tion of purified protein vesicles with the factor 
Xa enzyme, fragments are isolated on SDS- 
PAGE and can be analyzed to further deter- 
mine membrane topology. 

5.5 Case Studies 

5.5.1 P-Clycoprotein: Understanding the 
Defining Features of Regulators, Substrates, and 
Inhibitors. The ABC efflux transporter P-gly- 
coprotein (P-gp) is a large 12 transmembrane- 
domain bound protein initially noted to be 
present in certain malignant cells associated 
with the multidrug resistance (MDR) phe- 
nomenon that results from the P-gp-mediated 
active transport of anticancer drugs from the 
intracellular to the extracellular compart- 
ment (150). However, P-gp is normally ex- 
pressed at many physiological barriers includ- 
ing the intestinal epithelium, canalicular 
domain of hepatocytes, brush border of proxi- 
mal tubule cells, and capillary endothelial cells 
in the central nervous system (CNS) (150). Ex- 
pression of P-gp in such locations results in 
reduced oral drug absorption and enhanced 
renal and biliary excretion of substrate drugs 
(151). Moreover, P-gp expression at the blood- 
brain barrier is a key factor in the limited CNS 
entry of many drugs. The expressed level of 
P-gp as well as altered functional activity of 
the protein attributed to genetic variability in 
the MDRl gene also appears to impact the 
ability of this transporter to influence the dis- 
position of drug substrates (152). 

Interestingly, cytochrome P450 3A4 
(CYP3A4), a drug-metabolizing enzyme with 
broad substrate specificity, appears to coexist 
with P-gp in organs such as the intestine and 
liver. These observations led to the hypothesis 
that there may be a relationship between 

these two proteins in the drug disposition pro- 
cess. Wacher et al. have described the overlap- 
ping substrate specificity and tissue distribu- 
tion of CYP3A4 (153) and P-gp. Schuetz et al. 
found that modulators and substrates coordi- 
nately upregulate both proteins in human cell 
lines (154). Siniilarly, P-gp-mediated trans- 
port was found to be important in influencing 
the extent of CYP3A induction in the same cell 
lines and also in mice (155). More recent data 
have suggested that there may be a dissocia- 
tion of inhibitory potencies for molecules 
against these proteins. Although some mole- 
cules can interact with CYP3A4 and P-gp to a 
similar extent, for the most part the potency of 
inhibition for CYP3A4 did not predict the po- 
tency of inhibition for P-gp, and vice versa 
(58). Moreover, not all CYP3A substrates such 
as midazolam and nifedipine are P-gp sub- 
strates (156). The key to this linkage between 
P-gp and CYP3A4 appears to be their coregu- 
lation by the pregnane-X-receptor at the level 
of transcription (157, 158). Recently, with the 
description of the X-ray crystal structure of 
this protein with SR12813 bound, we may be 
closer to understanding the structural fea- 
tures necessary for PXR ligands. In addition, a 
pharmacophore for PXR ligands may also en- 
able us to select new drugs that are less likely 
to induce P-gp and CYP3A4 (159). 

To account for the observed broad sub- 
strate specificities for both CYP3A4 and P-gp, 
the presence of multiple drug binding sites has 
been proposed (160-163). The first elegant ex- 
perimentally determined signs of a complex 
behavior for P-gp appeared in 1996 when co- 
operative, competitive, and noncompetitive 
interactions between modulators were found 
to interact with a t  least two binding sites in 
P-gp (164). The multiple site hypothesis was 
confirmed by other groups (165-167). Subse- 
quent results have indicated there may be 
three or more binding sites (168). Steady-state 
kinetic analyses of P-gp-mediated ATPase ac- 
tivity using different substrates indicate that 
these sites can show mixed-type or noncom- 
petitive inhibition indicative of overlapping 
substrate specificities (169). Other research- 
ers have determined that immobilized P-gp 
demonstrates competitive behavior between 
vinblastine and doxorubicin, cooperative allo- 
steric interactions between cyclosporin and 
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vinblastine or ATP, and anticooperative allo- 
steric interactions between ATP, vinblastine, 
and verapamil (170). Clearly allosteric be- 
havior by multiple substrates, inhibitors, or 
modulators of CYP3A4 or P-gp complicates 
predicting the behavior and drug-drug inter- 
actions of new molecules in vivo and has im- 
portant implications for drug discovery. 

In terms of understanding P-gp structure- 
activity relationships, photoaffinity experi- 
ments have been valuable in defining the cy- 
closporin binding site in hamster P-gp (171) 
and indicating that trimethoxybenzoylyohim- 
bine (TMBY) and verapamil bind to a single or 
overlapping sites in a human leukemic cell line 
(172). Additional studies have shown that 
TMBY is a competitive inhibitor of vinblastine 
binding to P-gp (173). The P-gp modulator LY 
335979 has been shown to competitively block 
vinblastine binding (1731, whereas vinblastine 
itself can competitively inhibit verapamil 
stimulation of P-gp-ATPase (172). With the 
growth in knowledge derived from these and 
other studies, it would be valuable to use 
structural information to define whether un- 
related molecules are likely to interact with 
P-gp. 

Interestingly, there has been over a de- 
cade's worth of studies that have identified 
pharmacophores for this efflux pump that 
could have been used to help predict P-gp- 
related bioavailability issues. Early computa- 
tional studies using P-gp modulators such as 
verapamil, reserpine, 18-epireserpine, and 
TMBY showed that they could be aligned, sug- 
gesting the importance of aromatic rings and a 
basic nitrogen atom in P-gp modulation (174, 
175). A subsequent, more extensive study with 
232 phenothiazines and structurally related 
compounds indicated that molecules with a 
carbonyl group that is part of an amide bond 
plus a tertiary arnine were active P-gp inhibi- 
tors (176). A model built with 21 molecules of 
various structural classes that modulate P-gp- 
ATPase activity suggested these molecules 
competed for a single binding site (177). Sim- 
ilarly, 19 propafenone-type P-gp inhibitors 
were then used to confirm the requirement for 
a carbonyl oxygen, suggested to form a hydro- 
gen bond with P-gp (178). 

Others have used MULTICASE to deter- 
mine important substructural features like 

CH2-CH2-N-CH2-CH, (179), and linear 
discriminant analysis with topological de- 
scriptors (180). In 1997 the first 3D-QSAR 
(quantitative structure-activity relationships) 
analysis of phenothiazines and related drugs 
known to be P-gp inhibitors was described 
(181). This was followed by Hansch-type 
QSAR studies with propafenone analogs 
(182), CoMFA studies of phenothiazines and 
related drugs (1831, and simple regression 
models of propafenone analogs (184, 185). 
These latter models confirmed the relevance 
of hydrogen bond acceptors and the basic ni- 
trogen for inhibitors (184, 185) and multiple 
hydrogen bond donors in substrates 2.5-4.6 A 
apart (186). One study using a diverse array of 
inhibitors with P-gp-ATPase activity noted 
that size of the molecular surface, polarizabil- 
ity, and hydrogen bonding had the largest im- 
pact on the ATPase activity (187). A number 
of computational approaches and models of 
P-gp have yielded useful information that is 
usually derived from a series of structurally 
related molecules. This is not surprising, 
given that in vitro studies with P-gp inhibitors 
frequently take this approach. A recent exam- 
ple suggested P-gp inhibitors with high li- 
pophilicity and polarizability were found to be 
more likely to be high affinity ligands for the 
verapamil-binding site (188). However, some 
complexity arises if one considers more struc- ' 

turally diverse molecules because they may 
bind to different sites within P-gp. This hy- 
pothesis derives from experimental results de- 
scribing a complex behavior for P-gp, such 
that cooperative, competitive, and noncom- 
petitive interactions between modulators may 
occur (164), indicative of multiple binding 
sites within P-gp (165-167). 

Recently, specific models addressing the in- 
dividual P-gp binding sites using a diverse ar- 
ray of inhibitors have been described. The use 
of a computational approach to model in vitro 
data derived from structurally diverse inhibi- 
tors of digoxin transport in Caco-2 cells, vin- 
blastine and calcein accumulation in P-gp 
expressing LLC-PK1 (L-MDR1) cells, vinblas- 
tine binding in vesicles derived from CEMI 
VLBlOO cells, and verapamil binding in 
Caco-2 cells (159) suggested there may be 
some overlap in the binding sites for these four 
substrates. The inhibitor pharmacophores 
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were suggested to be mainly large with hydro- 
phobic and hydrogen bonding features. I t  is 
hypothesized that vinblastine, digoxin, and 
verapamil are likely to bind a single site, given 
that strong correlations between these models 
were observed. A simple P-gp substrate phar- 
macophore was generated using the align- 
ment of verapamil and digoxin, onto which 
vinblastine was aligned (159). This model also 
contained many hydrophobic and hydrogen 
bond acceptor features. 

As models are generated for the other bind- 
ing sites and substrates, they may help in elu- 
cidating important structural differences be- 
tween ligands for each site. Such models will 
be of value for modulating the bioavailability 
of drugs and understanding the locations of 
the P-gp binding site(s). The latter may be of 
particular importance because we are now in 
an era in which membrane proteins are being 
crystallized. The 22-A resolution X-ray struc- 
ture of the monomer for the related ABC fam- 
ily member (MRPlIABCCl) is suggested to be 
structurally similar to P-gp, in that it appears 
to possess a pore region ringed by protein 
(189). The recent determination of the 4.5-A 
resolution X-ray structure of the lipid flippase 
MsbA from E. coli, another ABC family mem- 
ber, provides a further structure on which to 
build homology models for P-gp because its 
amino acid sequence is similar (73%) (131). It 
is suggested that P-gp pharmacophores could 
be docked into these structures and the amino 
acids likely to correspond on both monomers 
defined. The question of whether P-gp be- 
haves like this flippase or like more traditional 
pores still remains, but computational tech- 
niques will be at the forefront of continuing to 
provide some enlightenment and aid in drug 
discovery. 

5.5.2 The Intestinal Peptide Transporter 
(PepT1) 

5.5.2.1 introduction. Over the past two de- 
cades, targeting delivery to nutrient transport 
systems in the gastrointestinal tract has 
emerged as a strategy to increase oral avail- 
ability of poorly absorbed drugs and it has met 
with several successes. In this approach, drug 
penetration is enhanced by coupling a drug 
molecule to natural ligands for nutrient trans- 
porters. The toxicity and immunogenicity of 

drug-ligand conjugates is expected to be in- 
herently low because of the use of endogenous 
substrates. Alternatively, an approach named 
"substrate 'mimicry" can be used; this ap- 
proach aims to create novel drug entities that 
mimic the three-dimensional features of nat- 
ural ligands. Both approaches should result in 
compounds that are recognized by a specific 
transport protein embedded in the enterocyte 
brush-border membrane, thereby facilitating 
transport across the intestinal wall. 

5.5.2.2 Physiology of PepT1. In general, 
the intestinal small peptide carrier (PepT1) is 

- 

a proton-coupled, low affinity, active, oli- 
gopeptide transport system with a broad sub- 
strate specificity. In addition to transporting 
its natural substrates, di- and tripeptides oc- 
curring in food products (190-194), it shows 
affinity toward a broad range of peptidelike 
pharmaceutically relevant compounds, such 
as p-lactam antibiotics (195, 196) and angio- 
tensin-converting enzyme (ACE) inhibitors 
(197-207). In fact, these molecules can often- 
times be viewed as "peptidelike" in their mo- 
lecular composition (Fig. 8.6). For this reason, 
the transporter has been recognized as an 
important intermediate in the oral bioavail- 
ability of peptidomimetic compounds (199). 
However, the lack of knowledge regarding 
structural specificity toward its substrates has 
prevented the use of this transporter on a 
more rational basis. In addition, its cellular 
localization to the apical membrane does not 
provide a mechanism for cellular exit into the 
basal compartment (208, 209). Currently 
there is a keen interest in understanding the 
structural determinants for substrates and in- 
hibitors of this transport protein. 

PepTl belongs to a larger family of oli- 
gopeptide transporters, the proton/oligopep- 
tide transporter (POT) family, where cur- 
rently only two members have been identified 
in humans, hPepTl and hPepT2. POT family 
members have two characteristic protein sig- 
natures assigned by Steiner and Becker, 
known as the PTR2 family signatures (210, 
211). The first of these signature sequences 
includes the end of transmembrane span 2 
(TMDZ), the intracellular loop, and TMD3. 
The second PTR2 signature corresponds to 
the core of TMD5. A third consensus sequence 
(GTGGIKPXV), proposed by Fei and cowork- 
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Figure 8.6. Molecular building blocks of the p-lactam antibiotic cephalexin. The three amino acids 
phenylalanine, valine, and cysteine are shown to merge through (pseudo)peptide bonds, to form a 
peptidomimetic compound with the molecular features of a tripeptide. 

ers (212), is well conserved between mamma- 
lian and C. elegans peptide transporters CPTA 
and CPTB, but is not specific to or well con- 
served in other members of the POT super- 
family. 

5.5.2.3 Structure-Transport Relationship of 
PepT1. Structural information on PepTl has 
been limited to its primary sequence and pre- 
dicted structural membrane topology. Hy- 
dropathy analysis of the human, rabbit, and 
rat PepTl isoforms have predicted the pres- 
ence of 12 transmembrane domains (TMD) in 
each isoform (212). This model has been par- 
tially proved by other investigators (144,213). 

The human PepTl sequence has been pre- 
dicted to contain a 2127 base-pair (bp) open 
reading frame that encodes a 708 amino acid, 
79-kDa protein, with an estimated pI of 8.58 
(212). Hydropathic analysis also predicts that 
the N- and C-termini are located on the cyto- 
plasmic side of the membrane. Site-directed 
mutagenesis, using EYMPME (EEbepitope 
tag insertion at different locations of the hu- 
man PepTl transmembrane regions have 
identified the COOH-terminal to be intracel- 
lular, whereas epitope tags at positions 106 
and 412 showed that the predicted loops be- 
tween 3TM and 4TM. and 9TM and 10TM. 
respectively, were extracellularly localized 

(144). These results support the predicted loop 
and TMD numbers and orientations from 
TMD4 through the C-terminus (144). The re- 
sults using EE epitope insertions in the amino 
terminal region were inconclusive, possibly 
because of EE effects on function, leaving am- 
biguity to the predicted structure from the N- 
terminus to TMD3. 

Because no three-dimensional structure of 
the transporter is available, design of new sub- 
strates for PepTl has relied on indirect struc- 
ture-affinity relationships. Early studies were 
directed to define a pharmacophoric pattern 
for this transporter (214-216). A pharma- 
cophore or "recognition site" is defined based 
on a common arrangement of essential atoms 
or groups of atoms appearing in each active 
molecule. In many published studies the ac- 
tive analog approach (AAA), originally devel- 
oped by Marshall and coworkers (217), has 
proved to be useful in rationalizing and pre- 
dicting pharmacological data of active and in- 
active substrates. In the AAA, the structural 
requirements common to a set of compounds 
showing affinity for the same transporter may 
be used to define a pharmacophoric pattern of 
atoms or groups of atoms mutually oriented in 
space, which are necessary for binding to this 
transporter. Two factors have to be considered 
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for the successful application of this tech- 
nique: the included compounds should be 
structurally homogeneous and the individual 
compounds should have a low level of confor- 
mational flexibility. Because the natural sub- 
strates, di- and tripeptides, contain many 
freely rotatable bonds, most studies have con- 
centrated on substrates with more rigid back- 
bones, such as a p-lactam nucleus (214, 215, 
218, 219). Therefore, the AAA is limited, in 
that it requires structurally similar rigid mol- 
ecules. One study used p-lactams and showed 
that a carboxylic carbon (likely to position in a 
positively charged pocket), two carbonyl oxy- 
gen atoms (hydrogen bond acceptors), a hy- 
drophobic site, and finally an amine nitrogen 
atom (hydrogen bonding region) were impor- 
tant features of substrates (218). 

Another study examined the three-dimen- 
sional structural features of three structurally 
closely related PepTl substrates: enalapril, 
enalaprilat, and lisinopril (Fig. 8.7) (220). 
Enalapril is an ester prodrug of the pharmaco- 
logically active enalaprilat. After oral admin- 
istration of enalapril, the active compound 
(enalaprilat) is formed by bioconversion of 
enalapril. Enalaprilat, a diacid, binds slowly 
and tightly to ACE, producing well-defined 
clinical effects, but is poorly absorbed from the 
gastrointestinal tract (3-12% bioavailability) 
(221). The prodrug approach of esterifying 
enalaprilat to enalapril is required to enhance 
the oral bioavailability to 60-70%. By use of a 
combined in vitro and molecular modeling ap- 
proach, we showed that intramolecular hydro- 
gen bond formation between the lysyl side 
chain in enalaprilat and its carboxylic acid 
groups may explain decreased affinity for 
PepTl (220). 

Structural studies of PepTl substrates 
were extended using comparative molecular 
field analysis (CoMFA) of 10 known substrates 
for the peptide transporter with data derived 
from an in situ rat model (222). The CoMFA 
approach required manual alignment of rela- 
tively rigid molecules; however, it allowed ex- 
planation of the variation in the permeability 
with respect to steric and electrostatic interac- 
tion energies of the molecules (222). This 3D- 
QSAR produced by our laboratory provided a 
valuable starting point for future prediction of 

Enalapril -C2H5 - CH3 

Enalaprilat - H - CH3 

Figure 8.7. Molecular structure of the ACE-inhib- 
itors enalapril, enalaprilat, and lisinopril. Enalapril 
and lisinopril are substrates for PepTl. 

the affinity of substrates for this transporter 
and at the same time confirmed the earlier 
findings from AAA studies. 

Studies by other research groups have 
sought to address the requirements for bind- 
ing and transport by PepTl. The allowable 
backbone distance between the amine and the 
carboxylic acid terminals for binding to and 
transport by PepTl have been demonstrated 
in part with a series of o-amino fatty acids 
(w-AFA) (223). These studies clearly demon- 
strated that 4-10 methylene carbon groups 
(CH, units) could be accommodated between 
the termini and allow direct binding with 
PepTl. Binding of o-AFAs was demonstrated 
to inhibit D-Phe-Ala uptake competitively in 
transiently transfected hPepTl cells, with the 
competitive inhibition (EC,, values) appear- 
ing not to change substantially with chain 
lengths from 5-11 CH, units between the ter- 
minal functional groups (223). The conclu- 
sions of this study indicate that a peptide bond 
is not essential for substrates of PepTl, and 
that two ionized amino or carboxyl groups 
with at least four CH, units, providing a dis- 
tance of 500 to 635 pm between them, are re- 
quired for transport by PepTl (223). This 
study also raised considerable concerns about 
conformation during presentation because the 
CH,--CH, midsection has considerable flexi- 
bility in contrast to that of a peptide bond. 

The distance between the charged func- 
tionalities for PepTl recognition has been 
demonstrated to be critical (223). Insights into 
the affinity of p-amino groups were also eluci- 
dated in these studies, where 8-amino-o~- 
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tanoic acid effectively inhibited D-Phe-Ala up- 
take, whereas 2-amino-octanoic acid had no 
inhibitory effect (223). Interestingly, further 
studies have demonstrated that the a- or 
p-amino carbonyl functionality may affect 
PepTl substrate affinity, and serve as the key 
determinant in PepT2 affmity preference over 
PepTl, where coexpressed (224). For example, 
the presence of a p-amino group resulted in 
the substrate having a higher affinity for 
transport by PepT2 than by PepTl (224). 
However, anionic p-lactam antibiotics, lack- 
ing an a-amino group, demonstrated a prefer- 
ence for PepTl. 

A recent study has taken this understand- 
ing of PepT1 further by using a meta-analysis 
of Ki data for 42 substrates across eight classes 
of molecules (225). The findings by these au- 
thors were in agreement with previous studies 
and provided a template consisting of an N- 
terminal NH, site, a hydrogen bond to the car- 
bony1 group of the first peptide bond, a hydro- 
phobic pocket, and a carboxylate binding site 
(225). This model was also used to classify the 
compounds as possessing high, medium, or 
low affinity for PepTl. Another group has gen- 
erated Ki values for 23 p-lactams and sug- 
gested their data supported the need for all of 
the structural features previously described 
for recognition by the transporter (226). Re- 
cent studies have used Caco-2 cells and as- 
sessed the inhibition (Ki) of Gly-[3Hl-~-Pro 
transport by ACE inhibitors as a means to un- 
derstand dipeptide transport. A two-dimen- 
sional model was constructed that indicated 
the types of functional groups favored for in- 
hibition (197). 

Other studies have shown the importance 
of certain amino acid residues in determining 
PepTl peptide transport activity (227, 228). 
Site-directed mutations of single amino acids 
located within the PepTl transmembrane do- 
mains (TMDs) showed that Trp at position 
294 and Glu at position 595 reduced signifi- 
cantly the glycylsarcosine uptake by human 
embryonic kidney cells (HEK293), whereas 
Tyr at position 167 (TMD5) inactivated the 
transporter completely (227). PepTl has 
shown to present another important struc- 
tural characteristic: the presence of conserved 
histidyl residues (H) in several transmem- 
brane regions. Sequence alignment demon- 

strated the presence of H57, H121, and H260 
residues (corresponding positions in the 
PepTl sequence) in PepTl and PepT2. This 
group is speculated to be involved in the Hf - 
binding, and thus being fundamental for 
transport function. Histidyl residues at posi- 
tions 57 and 121 have been demonstrated to be 
essential to maintain PepTl function, 
whereas the residue at position 260 remains to 
be completely defined (228). The molecular 
mechanismb) by which these residues may in- 
teract with H+ remains to be elucidated. 

5.5.3 The Apical Sodium-Dependent Bile 
Acid Transporter (ASBT) 

5.5.3.1 Introduction. The "apical sodium- 
dependent bile acid transporter" (ASBT) has 
been targeted for oral drug delivery as well. 
The high efficacy of ASBT combined with its 
high capacity makes this system an interest- 
ing target for drug delivery purposes, includ- 
ing local drug targeting to the intestine and 
improving the intestinal absorption of poorly 
absorbable drugs. ASBT has recently received 
much attention because of its pivotal role in 
cholesterol metabolism. Inhibition of intesti- 
nal bile acid reabsorption elicits increased he- 
patic bile acid synthesis from its precursor 
cholesterol, thereby lowering plasma choles- 
terol levels (229). Application of this approach 
has met considerable clinical success using un- 

' 

specific bile acid sequestrants, such as cho- 
lestyramine and colestipol (230). Currently, 
several novel ASBT inhibitors are in clinical 
trials for the treatment of hypercholesterol- 
emia (231). 

5.5.3.2 Physiology of ASBT. Bile acids me- 
diate the digestion and absorption of fat and 
fat-soluble vitamins (232). The total bile acid 
pool in humans, 3-5 g, circulates 6-10 times a 
day, giving rise to a daily bile acid turnover of 
20-30 gin humans. Only 0.2-0.5 g of bile acids 
is lost in feces per day and this amount is re- 
pleted by the de novo synthesis of bile acids 
(233). A detailed description of the enterohe- 
patic circulation of bile acids may be found in 
several reviews (234-239). The primary bile 
acids cholate and chenodeoxycholate are syn- 
thesized from cholesterol in the liver mediated 
by the enzyme cholesterol 7a-hydroxylase 
(CYP7A) (Fig. 8.8). The activity of this enzyme 
is under inhibitory feedback control by bile 
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Figure 8.8. Biosynthesis of bile acids and the enterohepatic circulation. Bile acids are synthesized 
from cholesterol in the liver under feedback regulation of the nuclear orphan receptors farnesoid X 
receptor (FXR) and lignane X receptor (LXR). They are stored in the gallbladder and released 
through the bile duct into the duodenum, where they aid in the digestion of dietary fats. Intestinal 
uptake of bile acids takes place along the entire length of the small intestine, but active reabsorption 
is confined to the distal ileum to minimize loss of bile salts in the feces. The portal circulation carries 
bile acids from the intestine to the liver, where they are actively absorbed by hepatocytes and secreted 
into bile. 

acids. In light of the importance of this path- Within the cytoplasm of the enterocyte, a 
way for the removal of cholesterol, the mech- second 14- to 1BkDa soluble protein binds the 
anisms for transcription regulation of the absorbed bile acid and mediates its transfer 
CYP7A gene have been extensively studied. In across the cell. This protein is generally 
the ileum, conjugated bile acids are reab- known as ileal bile acid binding protein 
sorbed by ASBT (also named IBAT) gene (IBABP) (240), although it was originally 
SLClOA2. named gastrotropin (241, 242). The exact in- 
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teraction between ASBT and IBABP is cur- 
rently unknown, but there has been specula- 
tion that IBABP may bind to ASBT at the 
cytosolic surface and may play a role in medi- 
ating bile acid affinity for ASBT (243). In ad- 
dition to IBABP, 20-, 35-, and 43-kDa proteins 
that have remained unidentified appear to 
bind bile acids in the cytosol (244), although 
the specific affinity of these proteins for bile 
acids is probably low. For example, the puta- 
tive 43-kDa protein was shown to share high 
homology with actin, which plays a role in 
many transport processes in the cell (245). 

Expression of IBABP and ASBT is regu- 
lated by the farnesoid X receptor (FXR), a nu- 
clear orphan receptor (246, 247). A specific 
binding site for FXR was found on the promo- 
tor region of the IBABP gene, named bile acid 
response element (BARE) (248). The response 
was greatest in the presence of chenodeoxy- 
cholic acid (CDCA), whereas cholic acid was 
much less effective and the secondary bile ac- 
ids deoxycholic and lithocholic acid had vari- 
able responses. 

Molecular regulation of CYP7A appears to 
be regulated by the liver X receptor (LXR), a 
member of the steroid receptor superfamily 
that, in turn, appears to be regulated by oxys- 
terols (249). Two isoforms of LXR, a and P, 
have been identified; the a isoform is respon- 
sible for regulating CYP7A and some SAR and 
pharmacophore studies suggest the 24-0x0 li- 
gands acting as hydrogen bond acceptors bind 
tightly to ma and may be candidates for the 
natural ligand (250, 251). ASBT is primarily 
expressed on the apical membranes of ileal en- 
terocytes in mammals, although weak trans- 
lation has been observed in the jejunum; how- 
ever, these observations remain controversial 
and may have resulted from (patho)physio- 
logic induction. Furthermore, ASBT has been 
detected in rat bile duct epithelial cells 
(cholangiocytes) (252), where it probably func- 
tions as part of a bile acid secretion feedback 
mechanism. Microinjection of guinea pig and 
rabbit ileal mucosal Poly (A+) mRNA into Xen- 
opus laevis oocytes resulted in translation of a 
functional Naf/bile acid carrier that is ex- 
pressed in the surface membrane (253). As ex- 
pected, incubation with rabbit jejunal-mucosa 
Poly (A+) mRNA did not result in expression 
of the bile acid transporter. Timed photoaffin- 
ity labeling techniques revealed the brush- 

border (254), cytosolic (244), and basolateral 
proteins (255) involved in the transfer of bile 
acids across the rat ileal enterocyte. A putative 
transport protein involved in coupled Naf - 
bile acid transfer across the ileal brush-border 
membrane had a molecular weight of 99 kDa 
(254, 256). Dawson and coworkers (257, 258) 
were the f i s t  to clone and characterize a 43-kDa 
protein as the rat ileal bile acid transporter pro- 
tein. The 99-kDa protein that was detected pre- 
viously can be explained as a dimeric form of the 
glycosylated transport protein (Fig. 8.9). 

Subsequent electrophsyiological character- - 

ization revealed that ASBT is an electrogenic, 
active cotransporter driven by a Na+-gradient 
across the apical membrane of ileocytes with a 
2:l Nat:bile acid coupling stoichiometry 
(259). To date, structural information on 
ASBT has been limited to its primary (se- 
quence) and secondary (membrane topology) 
structures. Topography models of ASBT pre- 
dict seven transmembrane (7TM) regions 
(258), but eight or nine membrane-spanning 
regions have been suggested by topology/hy- 
dropathy analysis (260). Experimental evi- 
dence indicates a trans position of the N- and 
C-terminal protein domains (Ne,JCcfl) (126, 
258,261), which effectively eliminates the pu- 
tative 8TM model. Based on membrane inser- 
tion scanning techniques, a 9TM model was 
recently suggested by Hall6n and coworkers 
(260); however, this model suggests the pres- 
ence of two very short TM domains, presum- 
ably in the p-helix conformation. Overall, the 
7TM model appears to be the most feasible 
topology for ASBT to date (Fig. 8.10). Studies 
with antibodies raised against the terminal 
amino acid sequences verify that the amino 
terminal is located extracellularly, whereas 
the carboxy terminal is located at the cytoplas- 
mic side of the membrane (262). This unique 
topology makes ASBT different from other 
members of the SLC family in that it does not 
adhere to the "positive-inside" rule (263). Hu- 
man ASBT contains 13 cysteine residues, of 
which 12 are conserved in the hamster, rat, 
rabbit, and mouse. Only four of these 12 cys- 
teines are conserved in the human hepatic bile 
acid transporter (Ntcp), which has 37% ho- 
mology and 48% similarity with ASBT, and 
only two cysteines are conserved in the P3- 
protein, a related orphan transporter. 

Because bile acids are biosynthesized from 
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Figure 8.9. Physiology and molecular biology of intestinal bile acid transport. Bile acids are activel: 
absorbed in enterocytes through a sodium-dependent cotransporter, ASBT. The sodium gradient i 
maintained by the sodium-potassium ATPase, located at the basolateral membrane. In the cytosol 
bile acids are shuttled through the cell by the aid of various proteins, most importantly the ileal bill 
acid binding protein, iBABP. An anion exchanger transports bile acids across the basolateral mem 
brane into the portal circulation. 

cholesterol and are the only forms for choles- 
terol to be excreted in uiuo, a specific nonab- 
sorbable inhibitor of the ileal bile acid trans- 
porter system would lower plasma cholesterol 
level by blocking the intestinal reabsorption of 
bile acids and consequently raising the conver- 
sion of cholesterol to bile acids. Recently, sev- 
eral compounds have been shown to be able to 
lower serum cholesterol in animal studies by 
specifically inhibiting ASBT (264-267). These 
findings substantiate the feasibility of using 
ASBT as the new pharmacological target for 
cholesterol-lowering therapy. 

5.5.3.3 Structure-Activity Relationships for 
ASBT. The studies with endogenous bile acids 
have led to physiological understanding of the 
function of bile acids and the enterohepatic 
circulation. The search for a deeper under- 
standing of the molecular mechanism behind 
the affinity and recognition of molecules by 
the bile acids carriers in both ileum and liver 
has led researchers to modify bile acids and 
study the carrier affinity of these compounds. 
These modifications typically entail either the 
substitution of the hydroxyl groups at the 3,7, 
or 12 positions by other functionalities or the 

addition to or alterations at the C-17 
chain (Fig. 8.11). 

In a series of seminal experiments, I 
and Weiner were the first to establish a 1: 
structure-activity relationship for intes 
bile acid transport using the rat evertec 
model (268). Important additional find 
were recorded by the group of Kramer. 
following general observations were repol 

1. The K, is related to whether the bile a( 
conjugated or unconjugated (269, 270 
general, conjugated bile acids have a 
fold higher K ,  value than that of thei~ 
conjugated parent compounds (271). 

2. The V,, is independent of conjugatior 
appears to be related to the number o: 
droxyl groups attached to the sterol 
cleus: trihydroxy 8- dihydroxy > mon 
droxy (271, 272). However, no single 
droxy group is essential for trans] 
Triketo bile acids, such as taurodehy 
cholic acid, are devoid of all hydr 
groups and show considerably less tr 
port capacity (273, 274). Krag and Pk 
(275) found similar structure-V,, : 
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igure 8.10. Membrane topology of ASBT. Hydropathy analysis proposes a seven transmembrane 
pology for ASBT. Studies with antibodies to terminal epitopes have confirmed the inside-out 
ientation of this membrane protein. 

inships in humans; however, no correla- mer showed very weak affinity and was un- 
n was observed between KT values and able to inhibit taurocholic acid transport. 
njugation. 
r efficient transport, a bile acid molecule 
1st possess a single negative charge (276) 
~t should be located on the C-17 side- 
sin of the sterol nucleus (277). 
;hough bile acids with two negative 
arges around the C-17 position give min- 
al active transport, the addition of an ex- 
: negative charge in the form of sulfon- 
on at the C-3 position does not preclude 
;ive transport (278). Replacing the an- 
~ic  moiety from the C-17 side-chain to 
&ion 3 results in a complete loss of af- 
ity (277). 
!reospecificity of the hydroxyl groups on 

Lack and coworkers have proposed that the 
recognition site for carrier-mediated bile acid 
transport is a hydrophobic pocket on the mem- 
brane surface that consists of three compo- 
nents: a recognition site for interaction with 
the steroid nucleus; a cationic site for coulom- 
bic interaction with the negatively charged 
side chain; and an anionic site for interaction 
with Na+. Supposedly, this anionic site could 
be responsible for the reduced affinity of bile 
acid derivatives with a dianionic side chain 
(280). Generalizations on the structural re- 
quirements for ASBT affinity include: 

! sterol nucleus was shown by substitu- 
n of this group at the 3-position with a 1. The presence of at least one hydroxyl group 

lroxyethoxy moiety (279). The 3a-iso- on the steroid nucleus at position 3, 7, or 
r was able to inhibit transport of 12. 
I]taurocholate in rabbit ileal brush-bor- 2. A single negative charge in the general vi- 
membrane vesicles, whereas the 3P-iso- cinity of the C-17 side-chain; however, an 
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-OH -OH -H -OH -OH - 
-OH -OH -H -OH -H Chenodeoxy- 
-OH -OH -H -H -OH Deoxy- 
-OH -OH -H -H -H Litho- 
-OH -OH -H -OH (B) -OH Urso- 
-OH -OH -H -OH (,@ -H Ursodeoxy- 
-OH -OH (p )  -H -OH (B) -H Isoursodeoxy- 
-OH -OH -H -H -OH (B) Lagodeoxy- 
-OH -OH -OH -OH -H Hyo- 

-NHCH2COOH - - - GIYCO-' 

-NH(CH2)2S03H - - - ~auro- l 

'The prefixes glyco- and tauro- prevail all others, i.e. glyco-hyocholic acid. 

Figure 8.11. Structure and nomenclature of bile acids. 

additional negative charge at the C-3 posi- 
tion does not prevent active transport. 

3. Substitutions at the C-3 position do not in- 
terfere with active transport. 

4. Substitutions at the C-17 position do not 
interfere with transport as long as a nega- 
tive charge around the C-24 position re- 
mains present. 

5. A cis configuration of rings A and B within 
the sterol nucleus. 

More recently, our group and the joint lab- 
oratories of Baringhaus and Kramer have re- 
ported on the three-dimensional structural re- 
quirements of ASBT that will be of specific use 
in the development of novel substrates for this 
transport protein. By use of a training set of 17 
chemically diverse inhibitors of ASBT, Bar- 
inghaus and colleagues (281) developed an en- 
antiospecific catalyst pharmacophore that 
mapped the molecular features essential for 
ASBT affinity: one hydrogen bond donor, one 
hydrogen bond acceptor, and three hydropho- 

bic features. For natural bile acids they found 
that (1) ring D in combination with methyl-18 
mapped one hydrophobic site and methyl-21 
mapped a second; (2) an a-OH group at posi- 
tion 7 or 12 constituted a hydrogen donor; (3) 
the negatively charged side chain constituted 
the hydrogen bond acceptor; and (4) the 
3a-OH group does not necessarily map a hy- 
drogen bond functionality. The ASBT phar- 
macophore model is in good agreement with 
the 3D-QSAR model we previously developed 
using a series of 30 ASBT inhibitors and sub- 
strates (282). In this study, the electrostatic 
and steric fields around bile acids were 
mapped using comparative molecular field 
analysis (CoMFA) to identify regions of puta- 
tive interaction with ASBT. This model en- 
abled the in silico design of substrates for 
ASBT, especially for conjugation at the C-17 
position. It should be pointed out that our 
model was silent on biological diversity 
around the C-3 position because of limited mo- 
lecular variability in this region; however, al- 
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tions at that position have been described 
etail by Kramer and coworkers (283). The 
indirect models outlined above should fa- 
ate the rational design of (pro)drugs for 
eting to ASBT. There may also be the pos- 
ity of combining models from different 
IPS, although this may present its own 
dems. 
h e  serious limitation of indirect structu- 
ctivity models is the inherent lack of in- 
iation on substrate-transport protein in- 
ctions at the molecular level. Currently, 
e is no crystal structure for ASBT and it is 
:ipated that suitable methods for crystal- 
g intrinsic membrane proteins will not be 
lable for several years. As an alternative to 

resolution molecular information, we 
I recently constructed a model for the li- 
l binding of the ASBT transport protein 
g knowledge-based homology modeling 
). Using the transmembrane domains of 
~riorhodopsin as a scaffold, the extracel- 
' loop regions were superposed and opti- 
md with molecular dynamics simulations. 
robing the protein surface with cholic acid 
dentified five binding domains, three of 
h are located on the outer surface of the 
tin (Fig. 8.12). Another binding domain 
ocated between two extracellular loops in 
enough proximity to the first binding re- 
to accommodate dicholic acid conjugates; 
~bservation explains the extreme inhibi- 
:apacity of this class of compounds (110). 
dition to the previously described phar- 
phore and 3D-QSAR models, the molec- 
pepresentation of ASBT may provide a 
*ful tool in the design of novel substrates 
~ibitors for this transporter. 
L3.4 Use of ASBT for Enhancing Intesti- 
bsorption. Bile acids display a physio- 
~rganotropism for the liver and the small 
ine, which suggests that bile acid trans- 
athways can be exploited in two ways: to 
e compounds across the intestinal epi- 
m or to target them to the liver and the 
~biliary system. This approach was first 
med in 1948 by Berczeller in a U.S. 
; application (No. 2,441,1291, describing 
nthesis of sulphonylcholylamide, which 
simed to be particularly suitable for the 
lent of "germ and virus diseases which 
the liver." It was not until the mid- 

Figure 8.12. Putative three-dimensional structure 
of ASBT and its binding sites. 

1980s when Ho (285) suggested several poten- 
tial therapeutic applications of using the bile 
acid transport systems for: (1) the improve- 
ment of the oral absorption of an intrinsically, 
biologically active, but poorly absorbed hydro- 
philic drug; (2) liver site-directed delivery of a 
drug to bring about high therapeutic concen- 
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trations in the diseased liver with the minimi- 
zation of general toxic reactions elsewhere in 
the body; and (3) gallbladder-site delivery sys- 
tems of cholecystographic agents and choles- 
terol gallstone dissolution accelerators. His 
experimental evidence was based on bile acid 
analogs with minor structural modifications 
(i.e., 3-iodo, 3-tosyl, and 3-benzoylcholate) 
that were handled like natural bile acids by 
the liver and intestine during in situ perfusion 
experiments. The feasibility and viability of 
using the bile acid transport pathway for tar- 
geting of drug-bile acid derivatives was more 
definitively demonstrated by the laboratory of 
Kramer, who primarily used the 3-position for 
drug conjugation. Our recent studies with 
small peptides attached to the C-24 position 
further demonstrate the general applicability 
of this transport system for drug targeting and 
delivery purposes (286). 

From a structural perspective, largely 
based on the above-outlined structure-activ- 
ity relationships, the following drug-targeting 
strategies are feasible with bile acids: 

1. Attachment of drugs to the bile acid side- 
chain ((2-17) with positional retention of 
the negatively charged group. 

2. Attachment of drugs to the steroid nucleus 
at hydroxyl positions 3, 7, or 12 with con- 
servation of the C-17 side-chain. 

5.5.3.5 Therapeutic Applications of ASBT. 
The uses of carrier-mediated bile acid for drug 
delivery purposes can be divided in three 
groups: liver- and gallbladder-directed deliv- 
ery, oral absorption enhancement, and lower- 
ing serum cholesterol. Oral absorption en- 
hancement can be directed to either the liver 
or gallbladder or systemic delivery. 

5.5.3.5.1 Liver and Gallbladder Delivery. 
So far, most studies have focused on using the 
bile acid transport system for liver targeting. 
The research groups of Kramer (287-289) and 
Stephan (290) have successfully shown spe- 
cific hepatic delivery of chlorambucil, HMG- 
CoA reductase inhibitors, and L-T3, respec- 
tively. These studies prove that the coupling of 
drug entities to bile acids does not cause a loss 
of affinity for the hepatic bile acid carrier. 
Apart from the necessity of a negatively 

charged group around the C-24 position, Kim 
and colleagues (291) have shown that some 
size restrictions apply when compounds are 
coupled to the C-3 position. Both the 3-posi- 
tion and the 24-position appear to be usable 
coupling points for a prodrug strategem. The 
24-position appears to be an attractive site in 
the bile acid molecule for coupling purposes. 
The carboxylic acid moiety is easily linked to 
an amine using conventional peptide-synthe- 
sizing techniques (292-294), making the syn- 
thesis of these compounds relatively easy. It 
should be stressed, however, that the need for 
a negatively charged group around the C-24 
position is required. 

5.5.3.5.2 Systemic Delivery. When one com- 
pares the maximal transport flux (J-) values 
of taurine conjugated bile acids measured in rat 
liver and distal ileum, a trend for relatively 
higher hepatic maximal transport rates can be 
observed. This observation can have important 
consequences when using the bile acid trans- 
porter for oral drug delivery. By use of a prodrug 
approach, with a bile acid molecule as a shuttle, 
liver targeting is easily accomplished, whereas 
systemic drug delivery needs to address the 
problem of rapid biliary excretion. Thus far, no 
single study has unequivocally shown the re- 
lease of the parent compound from the conju- 
gate after passage across the intestinal wall. It 
has to be mentioned, however, that no studies so 
far have attempted to develop a prodrug ap- 
proach in which the drug will be released before 
arrival in the liver. In that case, the drug moiety 
must be released from the bile acid it is coupled 
to, within either the enterocyte or the portal 
vein. Only if these conditions are met, will sys- 
temic delivery using a prodrug approach be suc- 
cessful. Although promising, the suitability of 
this transport system for systemic drug delivery 
remains to be demonstrated. 

5.5.3.5.3 Cholesterol-Reducing Agents. Hy- 
percholesterolemia is well known as a major 
risk factor for coronary heart disease. In clin- 
ical practice, two main hypocholestrolemic 
agents are commonly used. One is the 3-hy- 
droxy-3-methylgrutaryl coenzyme A (HMG- 
CoA) reductase inhibitors (such as Lipitor); 
another is the bile acid sequestrants, such as 
cholestyramine and colestipol(97), which bind 
bile acid in the intestinal lumen and thus in- 
crease their excretion. The main drawback of 
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Figure 8.13. Structure of specific bile acid transporter inhibitors. See text for additional details. 

these agents is poor compliance of patients 
stemming from adverse side effects, such as 
high dosages of 10-30 g per day, constipation, 
maldigestion, and malabsorption syndromes. 
As an alternative method to bile acid seques- 
trants, any reagent that can inhibit the bile 
acid active transport system could block the 
reabsorption of bile acids and consequently re- 
duce the serum cholesterol level. So far, sev- 
eral molecules have been found to possess this 
effect in animal studies (108-110,295). 

The first such inhibitors consisted of the 
coupling of two bile acid molecules by means of 
a spacer to allow simultaneous interaction 
with more than one transporter site, resulting 
in an efficient inhibition of bile acid reabsorp- 
tion without or with only low absorption of the 
inhibitor itself (110) (Fig. 8.13). Recently, it 
was shown that a benzothiazepine derivative, 
2164U90, was able to selectively inhibit active 
ileal bile acid absorption in rats, mice, mon- 

keys, and humans (296, 297). Similarly, an- 
other compound, S-8921 (Fig. 8.131, a lignan 
derivative, was able to reduce serum choles- 
terol in hamsters, mice, and rabbits. The inhi- 
bition of the intestinal bile acid transport 
system is thought to be the underlying mech- 
anism for an increased fecal bile acid excretion 
and lower plasma LDL cholesterol levels after 
oral administration of these drugs. 

6 CONCLUSIONS AND FUTURE 
DIRECTIONS 

It is clear that over the past decade we have 
gained a great deal of knowledge around the 
functioning of SLC proteins and how they can 
be manipulated as drug targets for maximiz- 
ing absorption and bioactivity through pro- 
drug approaches. Although we are still with- 
out a crystal structure for the SLC proteins, 
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there has been an explosion in interest in 
structure-activity relationships. This has been 
seen largely as part of a wider growth in using 
computational approaches for understanding 
in vitro data, particularly in the fields of drug 
design, optimization, and ADME properties 
(298). The resolution of the three-dimensional 
structures of solute transporter protein mod- 
els is presumably low; however, they can be 
justified by their ability to confirm biologically 
relevant phenomena. As with all models, the 
continued input of novel experimental data 
and revalidation of the model may eventually 
lead to highly predictive systems capable of in 
silico detection and design of novel solute 
transporter substrates. Furthermore, we can 
expect that a combination of indirect (3D- 
QSAR) and direct (homology models) tech- 
niques may lead to newer, higher resolution 
screening systems. It is likely that the integra- 
tion of bioinformatics and both computational 
and in vitro models will drive our understand- 
ing of SLC proteins to new levels and afford an 
opportunity for further possible therapeutic 
targets and drug design opportunities. 
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1 I N T R O D U C T I O N  

The concept of allostery for the regulation of 
protein function has been known for approxi- 
mately half a century. However, medicinal 
chemists have only recently been successful in 
developing allosteric effectors as therapeutic 
agents. Allosteric modifiers do not act as ago- 
nists or antagonists; instead they regulate 
substrate binding or release, or catalysis. Allo- 
steric proteins regulate some of the most im- 
portant biochemical pathways in living sys- 
tems. Allosteric effectors represent a new 
mechanistic approach in drug therapy. Phar- 
macologists have explored similar and closely 
related areas using different terminology such 
as inverse agonists. The purpose of this chap- 
ter is to integrate the underpinnings grounded 
in structural biology and mechanistic bio- 
chemistry with drug discovery. Because an in- 
creasing number of human illnesses are now 
know to result from mutations affecting the 
allosteric regulation of various enzymes (I), it 
is safe to assume that a number of new drug 
entities will emerge in the near future that 
modulate allosteric interactions. The major 
barrier to more rapid discovery of allosteric 
effectors has been the lack of detailed struc- 
tural information about the different alloste- 
ric states that an allosteric protein assumes. 
Until recently, hemoglobin represented the 
only well-defined allosteric protein with a 
plethora of structural and mechanistic stud- 
ies. However, those involved in unraveling the 
mechanistic details of the allosteric transition 
still argue over what triggers it, and what is 
the order of tertiary and quaternary confor- 
mational changes. 

Despite the difficulty in obtaining struc- 
tural information for each allosteric state in 
any given protein or receptor, drug discovery 
with allosteric systems is well under way and 
bearing fruit. The purpose of this chapter is to 
review the underlying principles of allosteric 
proteins and how these may be used to design 
"allosteric" drugs. 

3 Allosteric Targets for Drug Discovery and Future 
Trends, 313 

2 ALLOSTERIC THEORY A N D  MODELS 

Enzymes function as monomers, multido- 
mained protomers, or complex oligomeric spe- 
cies. They bind substrates, cofactors, and/or 
effectors, and stabilize transition states to in- 
crease the rate of catalysis and release prod- 
uct. Aside from regulation arising at the tran- 
scriptional, translational, or posttranslational 
levels, the control of an enzymatic reaction re- 
lies on the enzyme's ability to regulate sub- 
strate binding or product release (so called K- 
type allosteric effects), or the rate of catalysis 
(so-called V-type allosteric effects) in response 
to cellular and whole organism changes. 

Most proteins exhibit hyperbolic satura- 
tion curves; however, a number of important 
biological processes involve multi-subunit 
proteins whose overall activities are regulated 
by allosteric effects. These proteins exhibit 
saturation curves that deviate from the nor- 
mal hyperbolic curve (Fig. 9.1), and may in- 
volve effects where the activity increases dis- 
proportionately with saturation [a so-called 
positive cooperativity, giving a sigmoidal sat- 
uration curve (Fig. 9.1)] or decreases rela- 
tively as saturation is increased (a so-called 
negative cooperativity), giving rise to a satu- 
ration curve (Fig. 9.1) that is proportionally 
too steep below half saturation, and less steep 
relative to a normal saturation curve. Above 
half saturation a further deviation from a nor- 
mal (hyperbolic) saturation curve (Fig. 9.2 a) 
that is often seen is the phenomenon of sub- 
strate inhibition, which also (among other al- 
ternatives) can have its root in allosteric inter- 
actions. In a Lineweaver-Burk plot, substrate 
inhibition results in a distinct upturn at high 
substrate concentrations (Fig. 9.2b). 

Mathematically, cooperativity observed in 
ligand binding has been described by both the 
Hill and Adair equations. The derivations of 
these equations are modeled on the classic 
textbook example of first ligand binding, and 
then specifically the Hill and Adair equations 
(2, 3). First, consider the simple binding of L 
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Saturation curves for multisubunit and allosteric proteins 
120 1 

- 

-o- Non-cooperative 
- + Negative cooperativity 

+ Positive cooperativity 

- 

I I I I I I 

0 20 40 60 80 100 120 
Ligand concentration 

Figure 9.1. Saturation curves for a protein exhibiting no cooperativity (a), negative cooperativity 
(01, and positive cooperativity (V). 

[ligand] to P [protein], P + L % PL with a 
dissociation constant of K, given by 

Rearrangement of the preceding equation 
gives 

The concentration of bound sites divided by 
the total number of sites available, 

represents the fractional saturation Y. Substi- 
tuting Equation 9.2 into Equation 9.3 gives 

A normal saturation curve is observed when Y 
is plotted as a function of [Ll. 

In 1910 Archibald Hill (4) derived an equa- 
tion similar to Equation 9.4 to describe the 
hemoglobin: 0, sigmoidal curve of Y versus 
[L] plots. Hill assumed that a protein has n 

sites to bind ligand. Upon binding one site, the 
remaining n - 1 sites are immediately occu- 
pied. This all-or-none binding does not allow 
for accumulation of intermediates and may be 
represented as P + nL = PL,, with the disso- 
ciation constant of L given by 

The fractional saturation Y is now 

Substituting Equation 9.5 for [PL] gives 

Equation 9.7 can be rearranged to give 

where n represents the Hill coefficient. The 
log of Equation 9.8 gives 

log[Y/(l - Y)1 = n log[Ll - log Kd (9.9) 
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Ligand concentration 

(b' 0.08 0 
- 

Figure 9.2. Substrate inhibi- 
tion manifested in (a) a satura- 0.00 I I I I I I 

tion plot and (b) a Lineweaver- 0.0 0.2 0.4 0.6 0.8 1 .O 1.2 

Burk plot of data. 

The plot of log[Y/(l - Y)] versus log[L] is 
linear (Fig. 9.3) with a slope of n. The all-or- 
none binding assumes extreme cooperativity 
in ligand binding. Under such conditions n 
should equal the number of sites within the 
protein. Few proteins exhibit extreme cooper- 
ativity. Therefore, the value for n is usually 
less than the number of sites but, when posi- 
tive cooperativity occurs, n is greater than 1. 
In the case of negative cooperativity n is less 
than 1. An n value of 1 reduces the fractional 
saturation for the Hill equation (Equation 9.7) 
to that of simple ligand binding (Equation 
9.4). 

The Hill derivation accounts for only two 
states, liganded and unliganded protein. The 
observation of partially oxygenated hemoglo- 
bin led Gilbert Adair (5) in 1924 to propose 
that ligand binding could occur in a sequential 
fashion: 

P + L % P L  

PL + L %  PL, 

PL, + L % PL, 

PL,-, + L % PL, 
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Figure 9.3. Hill plots of data indicating no cooperativity, negative cooperativity, and positive 
cooperativity. 

The individual binding steps could be de- 
scribed by a dissociation constant: 

The fractional saturation, defined as the con- 
centration L bound divided by total concentra- 
tion of sites for n sites, would give the equation 

Substituting Equation 9.10 into Equation 
9.11 and factoring out [PI results in the Adair 
equation: 

An advantage to assessing ligand binding 
data with the Adair equation is that this deri- 
vation does make assumptions about the type 
or presence of cooperativity. Instead, cooper- 
ativity is evaluated using K,,, the macroscopic 
or apparent dissociation constants, and the 
statistically related microscopic or intrinsic 
dissociation constants [K,'], which describe 
the individual dissociation constants for the 
ligand binding sites. For a protein containing 
four binding sites, the relationship between 
the macroscopic and microscopic dissociation 
constants is as follows: 

No cooperativity is observed when K, ' = K,' = 
K,' = K,'; the Adair equation reduces to the 
fractional saturation equation of simple ligand 
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Figure 9.4. Schematic of the MWC, KNFIDE, and unified mechanistic models of cooperativity. The 
first and fifth columns represent the nonexclusive MWC model. In this model an equilibrium between 
the T and R states exists before ligand binding. Ligand may bind to either the T or R state but will 
bind preferentially to the R state. Upon ligand binding the equilibrium is reestablished, causing a 
shift from the T to the R state. The newly formed, high affinity sites are quickly bound by ligand, 
resulting in positive cooperativity. The diagonal represents the KNFIDE sequential model. As ligand 
binds it induces a conformation change within that subunit, which is relayed as either increased or 
decreased affinity for ligand to surrounding binding sites/subunits. The MWC and KNFIDE models 
are two restrained examples of a much more general scheme that is represented by the entire figure. 
Because of the complexity of the general scheme and its mathematical derivations, systems are 
generally evaluated as following a concerted or sequential pathway. 

binding. When Kll > K,' > K3' > K,', positive 
cooperativity occurs as each ligand binds. If 
the inverse, Kll < K,' < K3' < K,', is true, 
ligand binding proceeds with negative cooper- 
ativity. 

2.1 The Monod-Wyman-Changeux 
and Koshland-Nemethy-Fimer/ 
Dalziel-Engel Models 

With the mathematical evaluation of cooper- 
ativity based on the Hill and Adair equations, 
the question remains, How does the enzyme 
convey ligand binding between sites? Histori- 
cally, the mechanisms by which proteins con- 
vey cooperativity in ligand binding have been 
described by two models: Monod-Wyman- 
Changeaux (6) (MWC) and Koshland-Nem- 
ethy-Filmer (7)lDalziel-Engel (8) (KNFIDE). 
These two models serve as starting points to 

describe what conformational changes within 
an enzyme may lead to the observed coopera- 
tivity. 

2.1.1 Monod-Wyman-Changeaux: The Con- 
certed Model. In 1965 Monod, Wyman, and 
Changeaux (MWC) proposed the first model to 
explain the mechanism by which cooperativity 
may be transmitted within an oligomer. The 
MWC model begins with two unliganded 
states, (1) the low affinity, taut state T, and (2) 
the high affinity, relaxed state R, at equilib- 
rium predominated by the T state (refer to 
Fig. 9.4). Each complete oligomer may contain 
either the T or R but not a mixture such that 
the molecule is symmetric. A ligand molecule 
binds to the R state, following Le Chatelier's 
principle; the equilibrium between the T and 
R states is reestablished, creating another R 
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state molecule. Ligand will rapidly bind to the curs within its binding site. This change is 
newly formed, unoccupied high affinity sites, 
resulting in positive cooperativity. The MWC 
model explains positive cooperativity by the 
transition from low to high affinity states. 
Heterotropic effectors, activators, or inhibi- 
tors fit into the model by stabilizingldestabi- 
lizing the T or R state. The major disadvan- 
tage to the MWC model is its inability to 
describe negative homotropic cooperativity. 
Because the MWC model begins with a preex- 
isting equilibrium of the T and R state and the 
binding of ligand stabilizes the R state, the 
constraints of the model (9) do not allow an 
increase in the proportion of the T state, neg- 
ative cooperativity. 

The model is described mathematically by 
the equation: 

Y = a!(l + a)"-' + LaC(1 + aC)"/ 
(9.13) 

(1 + a)" + L(1 + aC)" 

In this equation, L is the apparent conforma- 
tional equilibrium constant in the absence of 
substrate: 

where n is the number of equivalent, indepen- 
dent binding sites for the ligand and corre- 
sponds to the number of identical subunits, 
and a! and C are constants related to the in- 
trinsic dissociation constants of the two states 
(K, and KT) and the free ligand concentration 
O by 

a = FIK (9.16) 

2.1.2 Koshland-Nemethy-FilmerIDalziel- 
Engel: The Sequential Model. A second model 
to describe cooperativity within systems was 
proposed independently by both the Koshland 
and Dalziel groups. Unlike the concerted 
model, the sequential model does not con- 
strain the oligomer to either the T or R state 
and therefore no preequilibrium of states is 
present. The sequential model, also known as 
the induced-fit model, hypothesizes that when 
a ligand binds, a conformational change oc- 

then transmitted to adjacent protomers, in- 
ducing either increased or decreased affinity 
for the binding of the next ligand. The 
KNFIDE model, because it is not locked into a 
preexisting equilibrium, can adequately de- 
scribe both positive and negative homotropic 
cooperativity. Heterotropic effectors, again, 
stabilize one form of the enzyme. The sequen- 
tial model is a mechanistic explanation of the 
Adair equation and the observed intrinsic dis- 
sociation constants. 

The MWC and KFNPE models need not be 
mutually exclusive. M. Eigen (10) took these 
two models as limiting cases of a general 
scheme, represented by Fig. 9.4, as a whole for 
a tetrameric protein. The mathematical anal- 
ysis for so many components is complex. Un- 
der most circumstances, therefore, coopera- 
tivity is generally evaluated under the 
simplified cases of either the MWC or KNFPE 
models. 

2.2 Hemoglobin: Classic Example 
of Allostery 

The classic example of allostery and coopera- 
tivity is the binding of oxygen to hemoglobin. 
Hemoglobin (Hb) is a heterotetramer com- 
posed of two a- and two /3-chains. An a- and 
P-chain associate to form a dimer, alp, and 
a,&; the dimers then associate to form the 
tetramer. Figure 9.5 illustrates the topology of 
both the tetramer and the subunit. Within a 
subunit the heme is located in a hydrophobic 
pocket between helices E and F. The coordina- 
tion of the Fe(I1) atom depends on the oxygen- 
ation state. In the deoxy state the Fe(I1) is 
5-coordinated by the four pyrrole nitrogen at- 
oms and the proximal histidine vs. the oxygen- 
ated state, where the Fe(I1) is 6-coordinated 
with the sixth site occupied by the 0,. The 
main subunit-subunit interactions in the tet- 
ramer occur between the alPl and a,& inter- 
faces and their symmetry-related counter- 
parts. A central cavity, resulting from the 
arrangement of the subunits, has been shown 
to accommodate allosteric effectors such as 
2,3-bisphosphoglycerate. 

From crystallographic studies Hb has been 
shown to exist in at least two structurally dis- 
tinct states, referred to as the T (deoxy) and R 
(oxy) states. In the T or constrained state the 
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I 

(b) 
Distal 

Proximal 

Figure 9.5. Structural overview of hemoglobin. (a) The T-state of the heterotetramer of Hb is 
composed of two a (black) and two P (white) subunits. The packing of the subunits creates a central 
cavity, which is the binding site of the allosteric effector, 2,3-bisphosphoglycerate. (b) Both subunits 
are a-helical. The P-subunit shows the position of the porphyrin ring, located in a hydrophobic pocket 
between two helices with a proximal and distal histidine capable of coordinating the Fe(I1). Valine-67 
of the p subunit in the deoxy state partially blocks 0, from binding. (c) The two-way switch between 
the Rand T state involves His-97 of the P, chain and Thr-41 and Thr-38 of the a, chain. In the deoxy 
state a salt bridge exists between H97 and T41. When the Fe(I1) moves into the plane of the heme 
upon binding 0,, H92 and helix F must also move closer to the heme. To allow this movement, the 
H97:T41 bridge is broken and moved down one turn of the helix to T38. A transition between T41 and 
T38 is unfavored because of steric clashes. A salt bridge that stabilizes the T state is also depicted: 
His-146 at the C-terminus of P, coordinates its carboxyl to the amino group of Lys-40 in the a, chain 
and the N E  of His-146 is coordinated to the COS of Asp-94. With the rearrangement of the H97 when 
0, is bound, the salt bridge between H146 and K40 is broken. (d) Salt bridges between the a-subunits 
also stabilize the T state. Arg-141 of the a1 chain forms a hydrogen bond with the amino group of 
Lys-127 of the a, chain through its carboxy terminus. The guanidino group of Arg-141 forms bonds 
with C06 of Asp-126, CO of Val-34, and the C-terminus of Val-1, all in the a, subunit. Again, these 
bonds are disrupted when 0, binds. 

Fe(I1) is about 0.6 A out of the heme plane stabilized by salt bridges between the a, and 
toward the proximal histidine. In the P-sub- a, chains (R141 of the a, to D126a,, CO oi 
units Val-62 partially occludes 0, binding on V34P,, and C-terminus of Vla,) and the PI- 
the distal side of the heme ring. The T state is and P,-chains (Y145P2 to COV98P2, H146P2 tc  
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Figure 2.7. Demonstration of a p-lactamase reporter cell line. In a final volume of 0.02 mL, 
5000-10,000 cells were seeded overnight at 37°C before being stimulated with excess agonist or 
antagonist for 4 h. The resultant p-lactamase activity was measured after a 1-h incubation with 
CCF2 (Aurora Biosciences) a t  the indicated wavelengths in an LJL Analyst fluorometer. (a) The 
unstimulated cells, (b) the cells incubated with agonist, and (c) cells treated with agonist and 
excess antagonist. 

o Tm = 62.1 (C12-DMSO) 
45000 - o Tm = 67.2 (D21 -CBS) 

Figure 2.9. An example of a 
Thermofluor ligand-binding exper- 
iment where carboxybenzene sul- 
fonamide (CBS) binds to carbonic 
anhydrase (CA). The fluorescence 
intensity was measured over a 
30-80°C temperature range using 
50 pM CBS (red) or dimethyl 

30 35 40 45 50 55 60 65 70 75 80 sulphoxide (blue) and 0.15 mg/mL 
Temperature CA. 
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Figure 4.5. DEBS combinatorial library. Colors indicate the location of the engineered carbon(s) 
resulting from catalytic domain substitutions in module 2 (red), module 5 (green), module 6 (blue), 
or modules 1,3, or 4 (yellow). 

Figure 9.8. The malate dehydroge- 
nase dimer, indicating the location of 
the active sites in each protein plus 
the dimer interface. Malate dehydro- 
genase demonstrates substrate inhi- 
bition that has been attributed to 
subunit interactions and allosteric 
regulation by citrate, although the 
crystal structure of the protein 
reveals the absence of a separate 
allosteric site for citrate. 



Figure 9.12. Subunit contacts in aspartate tran- 
scarbamoylase show heterologous contacts in the 
catalytic trimers, isologous contacts between regu- 
latory dimers, and regulatory subunit-catalytic 
subunit interactions. 

9.10. The quaternary structure of gluta- 
dehydrogenase reveals a complex array of 

tour represents the magnitude of the interactions. 

Figure 9.13. HINT analysis of interactions between the confactor NAD nicotinamide moiety and 
surrounding 3-phosphoglycerate dehydrogenase residues. Protein carbons are light gray and NAD 
carbons are black. Nitrogen atoms are blue and oxygen atoms are red. HINT contours are color 
coded to represent the different types of noncovaleat interactions as follows: blue = favorable 
hydrogen bonding and acid-base interactions; green = favorable hydrophobic-hydrophobic inter- 
actions; and red = unfavorable acid-acid and base-base interactions. The volume of the HINT con- 



Figure 9.14. HINT analysis of interactions between residues at  the interface between two sub- 
units of 3-phosphoglycerate dehydrogenase. The carbons of the two distinct subunits are colored 
light and dark gray, respectively. Nitrogen atoms are blue, oxygen atoms are red, and sulfur atoms 
are yellow. HINT contour maps visually displaying interactions between residues at the subunit 
interface are color coded according to the type of interaction: blue represents hydrogen bonding 
and favorable acid-base interactions, green displays favorable hydrophobic-hydrophobic contacts, 
red indicates unfavorable base-base and acid-acid interactions, and purple indicates unfavorable 
hydrophobic-polar interactions. The volume of the HINT contour represents the magnitude of the 
interaction. For the analyzed phosphoglycerate dehydrogenase subunits, HINT indicates that a 
balance between favorable and unfavorable interactions characterizes the interface. 

Figure 11.2. Architecture of whole receptor, 
emphasizing the external surface and openings to 
the ion-conducting pathway on the outer (extracel- 
lular) and inner (cytoplasmic) sides of the mem- 
brane. The positions of the two a subunits, the 
binding pockets (asterisks), gate of the closed 
channel (upper arrow), and the constricting part of 
the open channel (lower arrow) are indicated. 

Figure 11.3. Helical net plot of the amino acid 
sequence around the membrane-spanning segment 
M2 (Torpedo a subunit). The leucine residue near 
the middle of the membrane (yellow) is the con- 
served leucine L251 (at the 9' position), which may 
be involved in forming the gate of the channel. The 
dots denote other residues that have been shown to 
affect the binding affinity of an open channel 
blocker (17,18) and ion flow through the open pore 
(19). The numbers shown refer to the numbering 
scheme for M2 residues used in the text. 



Figure 11.4. Three subunits of the 
Lymnaea AChBP viewed perpendicular to 
the fivefold axis of symmetry and from the 
tw.h&he a5 the penkamer. T h e  h e r  ana 
outer sheets of the p-sandwich are blue 
and red, respectively, whereas the puta- 
tive ligand HEPES is purple. The approxi- 
mate positions of the or carbons of residues 
discussed in the text are marked with 
arrows on the foremost subunit. The 
approximate positions of the cell mem- 
brane and of the M2-M3 loop are shown 
diagrammatically. The inner P-sheet 
(blue) is thought to rotate after agonist 
binding and to interact with the M2-M3 
loop (as indicated by the asterisk). 

Figure 11.6. The binding site of AChBP. The ligand (HEPES) is in yellow. Blue and red regions 
denote the inner- and outer-sheet parts of the P-sandwich (30). The views in (a) and (b) are with 
the fivefold axis vertical, and the "membrane" a t  the bottom. (a) The structure shown is analogous 
to the binding site of the Torpedo or human a1 subunit, to which the numbering of identified 
residues refers. Numbers in parentheses refer to AChBP. (b) Surface of the neighboring protomer 
that faces the binding site of the AChBP. In the receptor this would be part of the y, E, or 6 sub- 
unit. Numbers in parentheses refer to the AChBP. W53 aligns with W55 in mouse y, E, and 6 nico- 
tinic receptor subunits, but most of the residues have no obvious analog in the y, E, or 6 subunits 
of the nicotinic receptor. For example, Q55 aligns with mouse yE57, ~ G 5 7 ,  and 6D57; L112 aligns 
with mouse yY117 or 6T119, and Y164 is A or G in the nicotinic subunits. 

ACh 

Figure 11.9. Arrangements of the 
inner (blue) and outer (red) p-sheet 
parts of the (a) a and (b) non-a sub- 
units (see Figs. 11.4 and 11.6), after 
fitting to the densities in the 4.6-A 
map of the receptor. The arrange- 
ment of the sheets in the a subunits 
switches to that  of the non-a sheets 
when ACh binds. The views are in the 
same direction, toward the central 
axis from outside the pentamer. 
Arrows and angles in A denote the 
sense and magnitudes of the rota- 
tions relating the LX to the non-a 
sheets. The traces are aligned so that 
the inner sheets are superimposed. 
[Adapted from Unwin et al. (30).] 
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Figure 11.12. Aligned sequences of the human a1 and E subunits, to show the position of some 
of the mutations that are discussed in the text. The (approximate) positions of the M1 region and 
the beginning of M2 are shown. 

e Open Shut 

Apparent open time (ms) Apparent shut time I t < t,.& (ms) 

Apparent open time (ms) Apparent shut time I t < to* (ms) 

Figure 11.14. Distributions of (logarithms 00 the apparent open time (left) and apparent shut 
time (right) for wild-type human receptors (top) and for mutant ~L221F receptors (bottom). The 
histogram shows the experimental observations. The continuous lines were not fitted directly to 
the data in the histograms, but were calculated from the rate constants for the mechanism that 
was fitted (Fig. 11.10, scheme B, with the two sites constrained to be independent). The distribu- 
tions were calculated with appropriate allowances for missed events (HJC distributions) (65, 66). 
The fact that they superimpose well on the histograms shows that the mechanism was a good 
description of the observations. The dashed lines show the distributions calculated from the fitted 
rate constants in the conventional way (45), without allowance for missed events, so they are our 
estimate of the true distributions of open and shut times (296). 
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for openings that were adjacent to short shut times (25-100 ps in duration). The continuous 

times calculated from the fitted rate constants (67). The fact that they superimpose well on 

times (as shown as solid lines in Fig. 11.14, left). 

Wld type ~ L 2 2 f  F 

R-AR' R-AR* 

Figure 11.16. (Left) Schematic representation of reaction scheme B in Fig. 11.10, with examples 
of the sort of channel activations that are produced by the wild-type receptor with either one or 
both of the binding sites occupied by ACh. (Middle and right) Reaction scheme B (Fig. 11.10), with 
the results of a particular HJCFIT fitting marked on the arrows (the binding sites were assumed 
to be independent). 

I 

Mutant 
r =  16.3 ms 

Wild type 
r = 2.33 ms 

Figure 11.17. The predict- 
ed macroscopic current. 
The rate constants that 
have been fitted to results 
from equilibrium record- 
ings (see Figs. 11.14-11.16) 
were used to calculate the 
macroscopic response to a 
0.2-ms pulse of ACh (1 
mM), as in Colquhoun and 
Hawkes (44). This calcula- 
tion predicts that the muta- 
tion will cause a sevenfold 
slowing of the decay of the 
synaptic current, much as 
observed (102). 



Figure 15.11. Overlapping pharmacophore struc- 
tures of corticosteroids. (a) Clobetasol propionate 
(in gray) and the soft corticosteroid loteprednol 
etabonate (26) (in black). The view is from the a 
side, from slightly below the steroid ring system. (b) 
Loteprednol etabonate (in black) and a 17a- 
dichloroester soft steroid (in gray). This view is from 
the p side, from above the steroid ring system. 

3. Enzymatic hydresis 
(esterasehipase) 

I 

Figure 15.40. CPK structures illustrating the 
sequential metabolism of the molecular package used 
for brain delivery of a leucine enkephalin analog. 

Figure 16.7. Graphical user interface ofArrayScan HCS System. Staurosporine treatment of BHK 
cells in 96-well microplate. Drug concentrations increase fkom left to right (controls in first two 
columns). Well color coding reflects (1) well status (current well being scanned is shown in white 
whereas unscanned wells are shown in grey) and (2) well results (pink wells have insufficient cell 
number, blue wells are below user-defined threshold range, red wells are above range, and green 
wells are in range for the selected cell parameter). Images correspond to current well, with three 
monochrome images reflecting three respective fluorescence channels, and composite (three-chan- 
nel) color overlay in upper left panel. Nuclei are identified by the Hoechst dye (blue), microtubules 
by fluorescently labeled phalloidin (green), and mitochondria by Mitotracker stain (red). 
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D94, C-terminus P, to K40al). Upon oxygen- 
ation the Fe(I1) atom moves into the plane of 
the heme. The proximal His also reorients and 
moves with the Fe(I1) as does the F helix (of 
which the His is a part). For the F helix to 
move, a rearrangement at the alp2 interface is 
necessary. The contact between the H97 of the 
p-chain to the T41 of the a-chain must disso- 
ciate. H97 then is able to form a contact with 
T38, one turn down the helix. This movement 
is much like the knuckles of two hands sliding 
over one another. The result of these tertiary 
movements is a gross 15" rotation relative to 
the alp, dimer to the a,p, dimer and a nar- 
rowing of the central solvent-filled cavity. 
Physiologically, the cooperativity of 0, bind- 
ing allows Hb to take up and release 0, over a 
small range of 0, pressures, comparable to 
pressure changes between the lungs and tar- 
get tissues. (For a complete review of hemoglo- 
bin, refer to Ref. 16 and references therein.) 

The binding of 0, to hemoglobin can be 
mathematically explained by both the MWC 
and KNFDE models. Given the crystallo- 
graphic snapshots of the R and T states and 
abundant biochemical data, which model best 
explains the cooperativity in Hb? Both. 

The quaternary transition of Hb between 
the T and R state is consistent with the con- 
certed or MWC model. The two potential in- 
teractions between His-97 of the p-chain and 
either T41 or T38 of the a-chain sterically does 
not allow intermediary states within the tet- 
ramer. Coupled with the constraints of the 
more rigid alpl and a,P, interfaces, this bi- 
nary switch (T41 or T38) forces the transition 
of the entire molecule concomitantly, T 3 R. 

The X-ray structure of human hemoglobin, 
in which only the a-subunits are oxygenated, 
offers some evidence for an induced-fit model 
(11). The partially oxygenated structure re- 
sembles the T state, with the exception of the 
a-chain Fe(I1) atoms, which have moved about 
0.15 A closer to the heme plane. Perutz had 
postulated that the movement of the Fe(I1) 
atom intolout of the heme plane in the oxy/ 
deoxy states would exert a tension on the 
Fe(I1) atom proximal His bond. This tension 
was measured spectroscopically by setting up 
Hb with NO, which binds with higher affinity 
than 0,, to pull Fe(I1) into the plane of the 
heme and IHP, which acts as a mimic of BPG 

and induces the T state, to pull Fe(I1) out of 
the plane. The opposing forces on the Fe(II), if 
it triggers the transition from T -+ R, would 
exceed the strength of the bonds and they 
would break. Therefore, the observation of the 
human Hb intermediary position of the Fe(I1) 
atom suggests that as more 0, binds to the T 
state, this tension builds within the tertiary 
structure until the molecule is forced to un- 
dergo the T 3 R transition. 

In part Hb fits both the MWC and KNFDE 
models and underlies the premise that the 
models provide a starting point for interpret- 
ing the mechanistic machinations of a protein, 
but cannot be exclusive of one another or 
other potential intermediates. The examina- 
tion of Hb's transition between its "T" and 
"R" states exemplifies the means by which 
proteins may transmit and communicate 
within and between subunit's ligand binding 
events. To summarize, Hb utilizes salt bridge 
formationldisruption at the C terminus, 
movement of secondary structure (F helix) in- 
duced by ligand coordination to a metal, and 
changes in a subunit-subunit interface (alp,) 
that, although not changing the nature of the 
hydrogen bonding pattern, does trigger gross 
quaternary movement. The knowledge of Hb's 
T + R transition and other proteins, such as 
ATCase, form the basis of structural changes 
that can be used to identify triggering mecha- 
nisms in other allosterically regulated and co- 
operative processes in proteins. 

Although the above discussion has focused 
primarily on ligand affinity, it should be 
pointed out that the induced conformational 
changes or the differences between preexis- 
tent states may be reflected in altered catalytic 
activity, not just ligand affinity. This latter 
point illustrates another aspect of allosteric 
regulation, which can best be described in the 
concepts of K-type and V-type effects. A K- 
type effect is one that affects ligand affinity, 
whereas a V-type effect is one that affects the 
catalytic activity of the protein. Although the 
majority of allosteric enzymes are K-type sys- 
tems, in recent years a number of V-type en- 
zymes have been identified, and in many ways 
may be the more important as potential tar- 
gets for drug design. 
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-c No cooperativity ++ Positive cooperativity 
+ Negative cooperativity 

3 0.01 0.02 0.03 0.04 0.05 
[Bound ligand]/[Free ligand] or rate/[Substrate] 

Figure 9.6. Scatchard or Eadie-Hofstee plots of data indicative of no cooperativity, negative coop- 
erativity and positive cooperativity. 

2.3 Common Features of Allosteric Proteins 

Allosteric proteins are composed of multiple 
subunits and are regulated by both homo- 
tropic (substrate) and heterotropic ligands. In 
the case of heterotropic effects, this is usually 
a binding site quite different from that of the 
substrates or functional ligands of the protein, 
and may involve a separate subunit or domain 
of the overall protein. With homotropic ef- 
fects, the spatially separate site is another 
chemically identical active site in the oligo- 
mer. The substrate affinity of allosteric pro- 
teins is cooperative in n a t u r e t h e  binding of 
substrate to one subunit affects the substrate 
binding affinity of other subunits. Cooperativ- 
ity may be either positive or negative and is 
indicated experimentally by a curved ligand 
binding plot of protein activity versus sub- 
strate concentration (for comparison, a 
straight line is observed for non-allosteric pro- 
teins) (Fig. 9.6). A concave downwards curve 
(plot) indicates positive interactions/coopera- 
tivity, while a concave upwards plot indicates 
negative interactions/cooperativity. In an al- 
ternative analysis of the data, where the en- 
zyme velocity is measured (Lineweaver-Burk 
plot) or the saturation with ligand is deter- 

mined (Klotz Plot), a double-reciprocal repre, 
sentation (Fig. 9.7 of l/Rate (or l/[Bound Li. 
gand] vs. l/[Substrate] or l/[Free Ligandl) 
which is linear for an enzyme showing no allo. 
steric effects, is concave downward for nega, 
tive cooperativity or concave upward for i;osi, 
tive cooperativity. A coefficient of 1 indicates 
no cooperativity, whereas n > 1 equals posi, 
tive cooperativity and n < 1 equals negativt 
cooperativity. 

While either ligand binding or kinetic ob, 
servations are often used to invoke allosteric 
interactions, it is critically important to recog 
nize that such manifestations of cooperativt 
interactions are not unique. Kinetic plotr 
showing either "positive" or "negative" coop. 
erativity can simply be a manifestation of r 
complex kinetic mechanism, whereas binding 
studies indicative of "negative cooperativity' 
can result from multiple independent species 
capable of binding the same ligand with differ. 
ent affinities. Sigmoidal saturation curves o: 
binding data, however, can be attributed onlj 
to "positive" cooperative effects. As has beer 
extensively discussed (12-14), a clear demon. 
stration of an allosteric effect requires demon. 
stration of an induced conformational change 
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we 9.7. Lineweaver-Burk or Klotz plots of data indicative of (a) negative cooperativity, where at 
i t  two distinct linear regions are seen (as shown here), or (b) positive cooperativity. 

~g a distant site (for the Koshlandl 
-type models) or the demonstration of a 
;tent equilibrium between R and T 
~f the protein for Monod-type models. 

nderstanding Allosteric Transitions 
Molecular Level 

;lobin (Hb) was one of the first protein 
res  to be solved using X-ray crystallog- 

raphy, and, as it displays positive cooperativ- 
ity for oxygen binding, has served as the stan- 
dard for correlating atomic level interactions 
and allostery (15, 16). 

Structurally, Hb is a tetrameric protein 
composed of four subunits-two identical a 
subunits (referred to as a1 and a2) and two 
identical P subunits (referred to as P l  and P2). 
The subunits are arranged such that there are 
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Figure 9.8. The malate dehy- 
drogenase dimer, indicating the 
location of the active sites in each 
protein plus the dimer interface. 
Malate dehydrogenase demon- 
strates substrate inhibition that 
has been attributed to subunit in- 
teractions and allosteric regula- 
tion by citrate, although the crys- 
tal structure of the protein 
reveals the absence of a separate 
allosteric site for citrate. See 
color insert. 

six intersubunit interfaces: ala2, plp2, a l p l ,  
a2p2, alp2, and a2pl. In dilute solutions, the 
Hb tetramer dissociates into two ap  dimers: 
a lp1  and a2p2. Hence this protein is also re- 
ferred to as a dimer of dimers. 

Two structural end states of Hb have been 
determined through X-ray crystallography-a 
low affinity deoxy state (tense or T-state) (17, 
18) and a high affinity oxy state (relaxed or 
R-state) (19, 20). Analyses of these two struc- 
tures indicate that the allosteric transition 
from the non-liganded deoxy state to the fully 
liganded oxy state is accompanied by both ter- 
tiary and quaternary conformational changes. 
A 15" rotation of the alp1 dimer with relation 
to the a2P2 dimer is observed on ligation. This 
rotation is triggered by structural modifica- 
tion of the heme groups during oxygen binding 
and is accompanied by numerous changes in 
noncovalent contacts between residues at the 
dimer-dimer interface. The T-state dimer- 
dimer interface possesses more stabilizing 
noncovalent interactions, and is substantially 
more stable than the R-state dimer-dimer in- 
terface. 

Advances in X-ray crystallography and nu- 
clear magnetic resonance spectroscopy have 
facilitated the solution of a range of other al- 
losteric proteins. These structures have con- 
tributed significantly to our understanding of 
the nature of allostery and the complex atomic 
level changes that accompany transitions 
from activehigh affinity conformations to in- 

activellow affinity conformations. Examples in- 
clude: fructose-1,6-bisphosphatase (21), glucos- 
mine-6-phosphate deaminase (22), chorismate 
mutase (23), pyruvate kinase (241, hemocyanin 
(25), D-3-phosphoglycerate dehydrogenase (261, 
glutarnine-5-phospho-1-pyrophosphatase (27), 
and lactate dehydrogenase (28). 

2.5 The Molecular Mechanisms 
of Allosteric Changes 

It  is instructive to consider the various types 
of subunit structures that have been observed 
to be associated with allosteric behavior. Al- 
though such structures are usually discussed 
in terms of homo-polymers (consisting of two 
or more chemically identical subunits) or het- 
ero-polymers (consisting of two or more chem- 
ically distinct subunits, one often "catalytic" 
and the other "regulatory"; see examples 
later), it is perhaps better to consider the types 
of interfaces that exist in allosteric proteins, 
particularly when it comes to discussing how 
potential drugs may be designed to influence 
protein function at the level of allosteric regu- 
lation. It is across these interfaces that the 
conformational effects associated with alloste- 
ric proteins must occur. 

Consider first three "homo-polymeric" en- 
zymes, all shown to involve allosteric effects: 
malate dehydrogenase, 3-phosphoglycerate 
dehydrogenase, and glutamate dehydroge- 
nase. Malate dehydrogenase (Fig. 9.8), a 
dimer, has a single interface (29); 3-phospho- 
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re 9.9. Quaternary structure of 3-phosphoglycerate dehydrogenase (PGDH). The ribbon dia- 
represents the homotetramer of PGDH. Two subunits are shown in black vs. gray to distinguish 
lubunit. The NADH and serine are shown for one subunit in van der Wad's surfaces. PGDH is 
e in that i t  does not form a compact globular protein but rather a flexible donut-shaped moiety. 
lbunits form a string of three domains connected by hinge regions. The active site is located in 
between two of these domains. 

dehydrogenase (30) (Fig. 9.91, a tet- 
ias two quite distinct interfaces; 
~lutamate dehydrogenase (Fig. 9.101, a 
has an even more complex situation, 
e quite distinct interface regions (31, 
dimer such as MDH, only isologous 
are possible; the regions of the pro- 
ved are the same on both sides of the 
The same is true of the tetramer in 

oglycerate dehydrogenase, although 
! clearly two quite distinct types of 
both, however, are isologous. In the 
structure of glutamate dehydroge- 
,re complex situation is in effect. Al- 
he interaction between the top and 
.alves (trimers) of the molecule are 
iologous, the interactions between 
in each of the trimers are heterolo- 
hown schematically in Fig. 9.11; oth- 
lere would be enforced asymmetry in 
r. Superimpose on these pictures the 
11 aspects of the various regions of 

each protein other than malate dehydroge- 
nase. Of the two types of contacts in 3-phos- 
phoglycerate dehydrogenase, one is composed 
of regions of the protein directly involved in 
substrate binding and catalysis and the other 
is composed of regions (domains) of the pro- 
tein involved in regulator binding, in this case 
the binding of the V-type regulator serine. In 
glutamate dehydrogenase the isologous inter- 
face involves substrate binding domains; of 
the two heterologous interfaces, the one in the 
plane of the trimer also involves substrate 
binding domains, whereas the other involves 
regulator binding domains. 

This discussion of functional domains 
within an allosteric protein can be extended to 
the case of heteropolymeric allosteric en- 
zymes. Consider aspartate transcarbamoylase 
(33) (Fig. 9.12). This enzyme consists of cata- 
lytic and regulatory subunits as shown, and 
ligand binding must trigger conformational 
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Figure 
tamate 
of subu 

! 9.10. The quaternary structure of glu- 
dehydrogenase reveals a complex array 
nit interfaces. See color insert. 

changes that are transmitted through the reg- 
ulatory subunits to other catalytic subunits. 

How strong are such interfaces and what 
governs how the protein will change "shape" 
during an allosteric conformational change? 
Although the exact details of the overall 
"strength" of an interaction at an interface 
depend on the specific nature of the side 
chains and contacts between the two surfaces, 
to a first approximation the area of contact is 
directly proportional to the strength of the in- 
teractions across that interface. If one wants 
to rotate subunits relative to one another, or 
induce a conformational effect across an inter- 
face, these changes are most likely to involve 
the weakest link of the various interfaces in a 
given molecule. If one wants to block the in- 

duction of an allosteric conformational change 
(i.e., the R to T transition) there would be a 
need to strengthen the "weakest link" in the 
molecule to the extent that the conforma- 
tional change induced by ligand binding 
(whether heterotropic or homotropic) was no 
longer possible. 

Identifying the region of the molecule in- 
volved in the direct transmission of allosteric 
effects is clearly important for understanding 
how allosteric transitions might be manipu- 
lated for therapeutic purposes, particularly if 
one wished to block an allosteric transition. 
Understanding the structure-function rela- 
tionships of the ligands binding to their vari- 
ous sites in an allosteric protein is also criti- 
cally important. For a homotropic interaction 
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Trirner showing heterologous 
subunit interfaces 

Creation of isologous interfaces Figure 9.11. Heterologous interactions between 
leads to asymmetry subunits in a trimer. 

part of the ligand must interact with the active 
site of the protein and "trigger" the interac- 
tion between subunits. In a heterotropic inter- 
action parts of the regulatory ligand must pro- 
vide direct binding energy for the binding and 
one part must again act as a trigger for the 
induced conformational change. In either case 
dissecting which parts of the ligand contribute 
to which types of interaction is critical in the 
design of an allosteric drug. 

Over the last decade, major improvements 
in computer and graphics technology have fa- 
cilitated the generation of numerous compu- 

tational chemistry programs that allow inves- 
tigators not only to view protein and small 
molecule structures, but also to use semiem- 
pirical parameters to quantitate atomic-level 
interactions between species of biomolecules 
(protein-protein, protein-ligand, protein-li- 
gand-water). One such program, HINT (Hy- 
dropathic INTeractions; eduSoft, LC, Rich- 
mond, VA), allows for the analysis of all 
possible noncovalent biomolecular atom-atom 
interactions, including hydrogen bonding, 
coulombic, acid-base, and hydrophobic forces. 
In brief, HINT employs thermodynamic, 
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Figure 9.12. Subunit contacts in aspartate transcarbamoylase show heterologous contacts in the 
catalytic trimers, isologous contacts between regulatory dimers, and regulatory subunit-catalytic 
subunit interactions. See color insert. 

atom-based hydropathy values derived from 
solvent partitioning measurements of organic 
molecules, to quantitatively "score" interac- 
tions between the atoms of two species. These 
interactions can then be examined as color- 
coded contours. 

If the crystal structure of the protein-li- 
gand complex is available, HINT analysis can 
yield valuable insight into specific contribu- 
tions to the interaction. For example, in the 
binding of cofactor to the allosteric protein 
3-phosphoglycerate dehydrogenase, HINT 
analysis, as shown in Fig. 9.13 indicates re- 
gions of both the protein surface and the co- 

factor, which make either strong positive c 
negative contributions to the overall interac 
tion. Use of this type of analysis as a startin 
point can lead to the design of analogs of th  
cofactor, or mutants of the protein, to furthe 
dissect contributions to binding and induce 
conformational changes. An understanding ( 
the nature of ligand binding to an allosteri 
protein at this level is critical to the successf~ 
design of an "allosteric" drug (see next sec 
tion). Of equal importance is understandin 
the overall mechanism of transmission of th 
allosteric effect through the protein conformi 
tion to an adjacent subunit. As with the ana 
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Figure 9.13. HINT analysis of interactions between the cofactor NAD nicotinamide moiety and - 
jurrounding 3-phosphoglycerate dehydrogenase residues. Protein carbons are light gray and NAD 
xrbons are black. Nitrogen atoms are blue and oxygen atoms are red. HINT contours are color coded 
;o represent the different types of noncovalent interactions as follows: blue = favorable hydrogen 
~onding and acid-base interactions; green = favorable hydrophobic-hydrophobic interactions; and 
-ed = unfavorable acid-acid and base-base interactions. The volume of the HINT contour represents 
he magnitude of the interactions. See color insert. 

)f ligand interactions with a protein, dis- 
?d above, a combination of computational 
experimental approaches will be neces- 
to fully understand the mechanism of the 
smission of an allosteric effect through a 
!in. 
INT analysis, in addition to being useful 
le analysis of ligand-protein interactions, 
be used to examine potential contribu- 
to subunit interfaces in allosteric pro- 

. An example of such an analysis is shown 
g. 9.14, where the cofactor binding do- 
subunit interface has been subjected to 
I' analysis. Different regions of the sub- 
I contribute either positively or negatively 
le overall strength of the interface. Al- 
zh in Hb, as discussed earlier, much de- 
3 known about how the allosteric changes 
riggered, this is not true for most alloste- 

ric proteins. A few have had their three-di- 
mensional structures determined in both the 
so-called R and T states, but even this has 
failed to give significant insight into the na- 
ture of the trigger or transmission of allosteric 
changes. As discussed above, computational 
analysis of crystal structures of oligomeric 
proteins and of ligand-protein complexes can 
give insight that can lead to tests by direct 
experimentation. Similar approaches are be- 
ing developed to examine the ability of ligands 
to induce conformational changes. These in- 
volve docking substrates with the binding 
sites of the nonliganded form and using dy- 
namics calculations to assess how the protein 
may readjust its conformation. The use of 
snapshots of these dynamic simulations are 
suggestive evidence of how the protein adjusts 
its conformation. If such approaches can be 
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Figure 9.14. HINT analysis of interactions between residues a t  the interface between two subunits 
of 3-phosphoglycerate dehydrogenase. The carbons of the two distinct subunits are colored light and 
dark gray, respectively. Nitrogen atoms are blue, oxygen atoms are red, and sulfur atoms are yellow. 
HINT contour maps visually displaying interactions between residues at  the subunit interface are 
color coded according to the type of interaction: blue represents hydrogen bonding and favorable 
acid-base interactions, green displays favorable hydrophobic-hydrophobic contacts, red indicate; 
unfavorable base-base and acid-acid interactions, and purple indicates unfavorable hydrophobic- 
polar interactions. The volume of the HINT contour represents the magnitude of the interaction. For 
the analyzed phosphoglycerate dehydrogenase subunits, HINT indicates that a balance between 
favorable and unfavorable interactions characterizes the interface. See color insert. 

validated by direct experimentation (e.g., us- 
ing site-directed mutagenesis to change seem- 
ingly important residues in a predictable way), 
new insights into the triggers and transmis- 
sion of allosteric changes will be obtained. 
With detailed information about both the trig- 
gers and transmission of allosteric conforma- 
tional changes, the rational design of allosteric 
drugs will become more feasible. 

9.15 and 9.16. For heterotropic effects a drug 
might bind but not trigger the necessary allo. 
steric change. For either homotropic or het. 
erotropic effects a drug might be designed thal 
stabilizes the region of the molecule acros! 
which the allosteric change must be transmit. 
ted, thus blocking the required allosteric tran. 
sition. Finally, if an MWC type model is ir 
effect, yet a third type of "allosteric" drug car 
be envisaged, one that stabilizes either the Ii 

2.6 The Basis for Allosteric Effectors as or T state as appropriate without directly im. 
Potential Therapeutic Agents 

pacting either the normal allosteric regulato~ - - - 
Types of considerations suggesting how "allo- binding or the regions of the molecule involvec 
steric" drugs of various types might be de- in the normal conformational change. Such 2 
signed are schematically illustrated in Figs. drug would bind to some aspect of the confor. 
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Type 2 Allosteric drug binds to newly 
designed allosteric site and produces 

desired effect 

Natural allosteric 

Figure 9.15. Schematic outline of the 
Type 1 Allosteric drug binds to basics of allosteric drug design in li- 

normal allosteric site and produces desired effect gand agonists and antagonists. 

mation of either the R or T state distinct for 
that state and displace the equilibrium be- 
tween R and T toward the appropriate state, 
as shown in Fig. 9.16. 

1 3 ALLOSTERIC TARGETS FOR DRUG 
I DISCOVERY AND FUTURE TRENDS 

i Small molecule allosteric effectors of allosteric 
3 proteins represent a growing class of potential 

therapeutic agents. With continued progress 
in the elucidation of the three-dimensional 
structures of both the high and low affinity 
states of allosteric proteins, opportunities to 

Heterotropic activator 
stabilize R state 

design state-specific synthetic effectors will 
become increasingly feasible. As opposed to 
designing drugs that bind directly to an active 
site, which can often be limited by the need to 
generate molecules with receptor affinity that . 
is severalfold that of the natural substrate, al- 
losteric effectors offer the unique opportunity 
of binding to a location that is removed from 
the substrate binding site, and hence will elicit 
an effect (e.g., destabilizing an allosteric pro- 
tein's active state), regardless of the concen- 
tration of endogenous substrate present. In 
addition, allosteric binding sites offer a poten- 
tial for greater specificity for target proteins 

R State T State 
active inactive Figure 9.16. Allosteric drugs could stabilize 

Heterptropic inhibitors either the R or T state in a Monod-Wyman- 
stabilize T state Changeux type allosteric enzyme. 
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Table 9.1 Allosteric Protein Targets and Small Molecule Effectors 

Allosteric Targets 

Hemoglobin 

HIV reverse 
transcriptase 

HIV fusion 
proteins 

Proteases and 
protease 
zymogens 

Ion channels1 
neuroreceptors 

Glycogen 
phosphorylase 

Description Allosteric Effectorb) 

Hemoglobin (Hb) is a tetrameric protein Hb effectors of both the low and high 
composed of two identical alpha subunits afiinity forms of the protein have been 
and two identical beta subunits. X-ray generated. Effectors such as vanillin (11, 
crystal structures of the low (18) and whichbind to the high affinity (R) state 
high (20) affinity states of this protein (35), are potential therapeutics for sickle- 
have been solved at high resolution. cell anemia; effectors such as RSR-13 (2), 

which bind to the low affinity state (36, 
37), are under clinical evaluation for the 
treatment of ischemic conditions. 

HIV reverse transcriptase (RT) is a NNRTIs are chemically diverse compounds 
heterodimeric protein. The structure of that are largely hydrophobic (43). Many 
HIV RT has been elucidated by X-ray NNRTIs fall into the HEPT (3), TIBO, 
crystallography in several forms, a-APA, and nevirapine (4) families of 
including the unliganded enzyme (38), in compounds (44). 
complex with nonnucleoside RT 
inhibitors (NNTRIs) (39,40), and bound 
to template primer with (41) and without 
dNTP substrate (42). 

Viral fusion with host cell membranes is The normal "allosteric effector" in this 
mediated by the HIV protein gp41, which system is the host cell receptor. A variety 
upon interaction with a host cell receptor of "fusion blocking" drugs are under 
undergoes a conformational change, development, which bind to gp41 and 
leading to membrane fusion and infection "allosterically" prevent (i.e., stabilize the 

inactive conformation) the induced 
conformational change from occurring. 

Although most protease inhibitors are active site directed, mutants such as the "flap" 
mutants of H N  protease (47) suggest that "allosteric" drugs can be developed that 
inhibit by blocking conformational changes necessary to reveal the active site of some 
proteases (48). 

Many proteases undergo a zymogen activation process that, like the protease involved in 
steroid signaling (49-50), may be allosterically triggered, indicating possible "allosteric" 
drug development targeted at preventing or promoting zymogen activation as necessary. 

P53 can exist as multiple-weight aggregates 
(34). P53's tetramerization domain has 
been elucidated by NMR and X-ray 
crystallography (51-56). 

Several ion channels and neuroreceptors 
are allosterically modulated by small 
molecules. These include calcium 
channels, sodium channels, GABA 
receptors, and nicotinic receptors, among 
others. 

Glycogen phosphorylase (GP) is a dimeric 

Researchers at Pfizer have discovered two 
compounds [CP-31398 (5) and CP-257041 
that are allosteric activators of P53 
mutants (57). A potential allosteric 
inhibitor of P53, pifithrin-a (6) has also 
been reported (58). 

Anxiolytic compounds classified as 
benzodiazepines [e.g., diazepam (7)] bind 
to an allosteric site on GABA receptors 
(59). The compound galanthamine (8), 
which is a cholinesterase inhibitor, has 
been found to modulate nicotinic 
receptors (60). Dihydropyridines act upon 
calcium channels (61). 

The allosteric effector W1807 (9) has been 
enzyme that catalyzes the degradation of structurally shown to bind to and 
glycogen to glucose. Its structure in both stabilize the active form (GPa) of the 
the resting (GPb) (62) and activated protein (63). Compound CP320626 (10) 
(GPa) (26) forms has been solved in binds to an allosteric site of the resting 
complex with allosteric effectors. (GPb) form of the enzyme and may find 

therapeutic application as an antidiabetic 
drug (64). 
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1 INTRODUCTION 

Drug discovery, the process of identifying and 
developing novel compounds to treat human 
disease states, has entered a new century with 
an unheralded wealth of sophisticated tech- 
nologies and information generation plat- 
forms that theoretically will allow the more 
rapid development of medicines with im- 
proved selectivity and safety profiles. The suc- 
cesses of previous generations of products 
from the pharmaceutical industry, both drugs 
and vaccines, have led to an increase in human 
life expectancy with a concomitant anticipa- 
tion of new drugs for an aging population that 
will both improve the quality of life and add to 
its span. The draft map of the human genome 
(1) has led to the possibility of understanding 
diseases at a level of precision never before 
possible, with predictions of new drugs that 
will address the specific molecular lesion(s) of 
a given disease, theoretically avoiding interac- 
tions with targets that are responsible for the 
side effects that limit the use of currently 
available drugs. In the last decade, there has 
been an exponential increase in the under- 
standing of the pathophysiologies associated 
with disorders like pain, diabetes, and neuro- 
degenerative processes (Alzheimer's and Par- 
kinson's diseases). There is also a realistic ex- 
pectation of novel therapeutic treatments that 
will effectively treat cancer by targeting the 
mutated cells rather than agents that are pro- 
miscuously cytotoxic. 

The challenge in using the information 
now available for disease-related gene identi- 
fication and molecular targets involved in the 
cause(s) of various diseases is how to handle 
and productively focus the bewildering flow of 
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ies, 345 
13.2.2.1 Molecular Modeling, 346 
13.2.2.2 Privileged Pharmacophores, 

346 
13.2.3 Diversity-Based Ligand Libraries, 350 
13.2.4 Evolutionary Chemistry, 350 

13.3 Biologicals and Antisense, 351 
14 Future Directions, 351 
15 Acknowledgments, 351 

data to cost effectively discover and develop 
new drugs-a problem that has given rise 
to the disciplines of bio- and chemo-informat- 
ics. Irrespective of compound or drug target 
sources, more productive high-throughput 
screening (HTS) processes, and more detailed 
structural information, success in drug discov- 
ery will depend on the iteration and integra- 
tion of lead compound identification and opti- 
mization through the hierarchical complexity 
of in vitro and in vivo assays that measure 
efficacy, selectivity, side effect liability, ab- 
sorption, distribution, metabolism and excre- 
tion (ADME), and toxicology. To do this in an 
effective manner, it is critical to understand 
how existing knowledge of drug targets has 
evolved and what the realistic potential is for 
identifying, validating, and prioritizing new 
ones. 

2 CELLULAR COMMUNICATION 

The transfer of information between cells and 
the subsequent cellular integration of multi- 
ple information sources that is necessary to 
maintain cellular homeostasis and tissue via- 
bility-under both normal and adverse, dis- 
ease-related conditions-involves a variety of 
different external signaling modalities. These 
include temperature, membrane potential, 
mechanical distention and stress, alterations 
in ion (Hf/K+) concentrations, and phero- 
mones and oderants, as well as the more tra- 
ditional classes of neurotransmitters, neuro- 
modulators, and hormones. These physical 
stimuli and endogenous chemicals elicit their 
effects through interactions with cell surface 
targets, usually proteins, that are classified as 
receptors (Table 10.1). Once receptors are ac- 
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Table 10.1 Drug Recognition Sites Classifiable as Receptors 

Recognition Site Location Example 

Receptor Cell surface GPCR Muscarinic, doparnine 
P-adrenoceptor 
GABA, 

Cell surface LGIC NMDA, nicotinic 
TRPV, P2X, GABA, 

Steroid GR, ER 
Intracellular RxR, RAR 

PPAR, NFKB 
Cytokine IL-2, GM-CSF 

Toll, EPO 
Enzyme Cell surface/extracellular ACE, NOS, acetylcholinesterase 

HMG CoA reductase 
Intracellular Caspase 

DNA polymerase 

tivated by an agonist ligand, a compound ca- 
pable of producing a cellular response, they 
transduce or couple the energy associated 
with the binding event to an effect within the 
cell through a signal transduction process(es) 
involving protein-protein interactions or sec- 
ond messenger signaling systems, e.g., G-pro- 
teins, protein kinase modulation, lipid metab- 
olism, to produce acute or more long-term 
effects on cell and tissue function. Thus, neu- 
rotransmitters, neuromodulators, and hor- 
mones can produce transient increases in sec- 
ond messengers like cyclic AMP or inositol 
triphosphate (IP,) or more long-term changes 
that involve changes in gene expression 
through activation of transcription factors. 

Alterations in receptor function can occur 
in the following ways: (1) as the result of a 
functional overstimulation of receptors with 
their consequent desensitization resulting 
from excess ligand availability or an enhanced 
coupling of the ligand-activated receptor to 
second messenger systems, or (2) a reduction 
in stimulation resulting from decreased ligand 
availability or dysfunctional receptor coupling 
processes. These two events are described, re- 
spectively, as the "gain of function" and "loss 
of function" molecular lesions that are 
thought to underlie many disease pathophysi- 
ologies. 

Drugs that effectively treat human disease 
states by restoring disease-associated defects 
in signal transduction can act either by replac- 
ing endogenous transmitters, e.g., 1-dopa 
treatment to replace the dopamine (DA) lost 

in Parkinson's disease, or blockade of excess 
agonist stimulation, e.g., the histamine H, re- 
ceptor antagonist, cimetidine, which blocks 
histamine-induced gastric acid secretion and 
thus reduces ulcer formation. Of the approxi- 
mately 450 targets through which known 
drugs act, 71% of these are receptors (2). Of 
these drugs, approximately 90% produce their 
effects by antagonizing the actions of endoge- 
nous agonists (3). 

Enzymes, by producing products that reg- 
ulate second messenger availability, e.g., ad- 
enylyl cyclase-catalyzed production of cyclic , 
AMP or phosphodiesterase-mediated degrada- 
tion of CAMP, or act by modifying protein tar- 
gets, e.g., by adding (protein kinases) or re- 
moving (protein phosphatases) phosphates on 
serine or threonine residues. serve a similar 
role in cellular homeostasis, and as such, also 
represent key drug targets that can be concep- 
tually included in the category of receptors. 

The seminal concept that therapeutic 
agents produce their effects by acting as 
"magic bullets" at discrete molecular targets 
on tissues within the body is attributed (4) to 
Ehrlich and Langley at the beginning of the 
20th century who, independently, described 
experimental data that led to the evolution of 
the "lock and key" hypothesis. A ligand (L) 
thus acted as the unique "key" to selectively 
modulate receptor (R) activity, the latter func- 
tioning as the "lock" for the "entry" of exter- 
nal signals into the cell. In this model, an ag- 
onist ligand would form an RL complex and 
have the ability to "turn" the lock (Equation 
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10.1), whereas a receptor antagonist would 
simply occupy the lock and prevent agonist 
access. 

k + l  

Receptor + ligand F= 
k - 1  

(10.1) 
RL + Signaling event 

Despite quanta1 advances in the technology 
used to study receptor interactions that have 
emerged over the past century, the receptor- 
ligand (RL) concept and the similar enzyrne- 
substrate (ES) complex have remained the 
conceptual foundations for understanding re- 
ceptor and enzyme function, disease patho- 
physiology, and medicinal chemistry-driven 
approaches to drug discovery. Over the past 
decade, however, with the explosion in the 
number and diversity of receptors (5) driven 
by receptor cloning approaches and the map- 
ping of the human genome (1, 61, there has 
been an increased appreciation of the inherent 
complexity of their function. 

At one time it was thought that a receptor- 
mediated response was a predictable, linear 
process that involved ligand-induced activa- 
tion of a protein monomer and its signal trans- 
duction pathway independently, or with very 
little influence, from other membrane pro- 
teins. It has become increasingly evident, how- 
ever, that receptors can physically interact 
both with one another and other membrane 
proteins (7). Numerous examples exist of re- 
ceptor co-expression and interactions, e.g., 
GABABR1 and GABA,R2 (8-101, dopamine 
with somatostatin ( l l ) ,  and GABAA (12) re- 
ceptors and opioid receptors with &adreno- 
ceptors (13). These are necessary to obtain 
functional cell surface receptors and allow 
permissive interactions to modulate the ef- 
fects of one another. This can occur through 
modulation of function through allosteric sites 
(the benzodiazepine site in the GABA, recep- 
tor (14), the glycine receptor on the NMDA 
receptor complex (15), or by integration of the 

in the many hundreds and play key roles in 
cellular events like receptor trafficking from 
the endoplasmic reticulum to the cell surface 
(17) and modulation of cell surface responses. 
Examples of the complexity of receptor signal- 
ing at the postsynaptic level include the 
NMDA receptor; where proteomic analysis 
demonstrated more than 70 proteins other 
than the receptor potentially involved in the 
function of the receptor complex (18), and the 
ATP-sensitive P2X7 receptor, where a signal- 
ing complex comprised of 11 proteins includ- 
ing laminin a-3, integrin P2, P-actin, supervil- 
lin, MAGuK, three heat shock proteins, 
phosphatidylinositol 4-kinase, and the recep- 
tor protein tyrosine phosphatase-P (RPTP-P) 
was identified (19). RPTP-P seems to modu- 
late P2X7 receptor function through control of 
its phosphorylation state. 

3 RECEPTOR AND ENZYME CONCEPTS 

While the major focus of this chapter is on cell 
surface receptors, the theoretical concepts in- 
volved can be applied enzymes and the various 
classes of intracellular receptors. Thus, for the 
purposes of this review, any endogenous tar- 
get at which a drug can act is designated a 
receptor. 

Receptor theory is based on the classical 
Law of Mass Action as developed by Michaelis 
and Menten (20) for the study of enzyme ca- 
talysis. The extrapolation of classical enzyme 
theory to receptors is, however, an approxima- 
tion. In an enzyme-substrate (ES) interac- 
tion, the substrate S undergoes an enzyme- 
catalyzed conversion to a product or products. 
Because of the equilibrium established, prod- 
uct accumulation has the ability to reverse the 
reaction process. Alternatively, the latter can 
be used in other cellular pathways and is thus 
removed from the equilibrium situation or can 
act as a feedback modulator (21) to alter the 
ES reaction either positively or negatively 
(Equation 10.2). 

functional effects of signal transduction path- 
ways (receptor cross talk) (11-13). There also Enzyme + substrate e ES e E + Product 

exist several discrete classes of receptor-asso- (10.2) 
ciated proteins including receptor-activity- 
modifying proteins (RAMPS) (16) and traffick- For the receptor-ligand interaction, binding 
ing chaperones (171, which currently number of the ligand to the receptor to form the RL 
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Log [agonist] 

Figure 10.1. Dose-response curve. The addition of increasing concentrations of an agonist ligand 
causes an increase in a biological response. Plotted on a logarithmic scale, a sigmoidal curve is 
obtained. (a) A full agonist produced a maximal response, whereas a partial agonist reaches a plateau 
that is only part of the response seen with a fidl agonist. (b) In the presence of antagonist concentra- 
tions A, B, C, the dose-response curve is progressively moved to the right. Increasing agonist concen- 
trations overcome the effects of the antagonist. 

complex results in a response driven by the 
thermodynamics of the binding reaction 
that leads to functional changes in the target 
cell (Equation 10.1). Whereas conforma- 
tional changes occur in either the ligand, the 
receptor, or both, there is no chemical 
change in the ligand resulting from the RL 
interaction such that there is no chemical 
product derived from the ligand that results 
from the RL interaction. Theoretically, de- 
spite events such as receptor internaliza- 
tion, receptor phosphorylation, second mes- 
senger system activation, etc., the ligand is 
chemically unchanged by the binding event, 
and thus, there is no equilibrium established 
between the RL complex and the conse- 
quences of receptor activation. 

After the formation of an RL complex, a 
functional response to receptor activation can 
be related to the concentration of the ligand 
present (Fig. 10.la). Occupancy theory, devel- 
oped by Clark in 1926 (22), is based on a dose/ 
concentration-response relationship. This 
theory has undergone continuous refinement 
based on experimental data to aid in further 
delineating the increasingly complex concept 
of ligand efficacy (23) and to accommodate al- 
losteric site modulation of receptor function 
(21, 24, 25), ternary complex models, (26, 27) 
and their extension to constitutively active re- 

ceptor systems (23, 281, the latter being those 
that are functional in the absence of an iden- 
tified ligand. 

3.1 Occupancy Theory 

From observing that acetylcholine (ACh) re- 
ceptor antagonists such as atropine caused a 
rightward shift in the dose-response (DR) , 

curve in muscle preparations when plotted 
logarithmically, Clark introduced the concept 
of occupancy theory (22). Its basic premise, 
based on Michaelis-Menten theory (20), was 
that the effect produced by an agonist was de- 
pendent on the number of receptors occupied 
by that agonist, a reflection of the agonist con- 
centration present. The basic tenets of occu- 
pancy theory were as follows: (1) the RL com- 
plex was assumed to be reversible; (2) the 
association of the receptor with the ligand to 
form the RL complex was defined as a bimo- 
lecular process with dissociation being a 
monomolecular process; (3) all receptors in a 
given system were assumed to be equivalent to 
one another and able to bind ligand indepen- 
dently of one another; (4) formation of the RL 
complex did not alter the free (F) concentra- 
tion of the ligand or the affinity of the receptor 
for the ligand; (5) the response elicited by re- 
ceptor occupancy was directly proportional to 
the number of receptors occupied; and (6) the 
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Figure 10.2. Schild plot regression. Data from Fig. 
10.lb for antagonist concentrations A, B, and C can 
be plotted by the method of Schild (29) to yield a pA, 
value, a measure of antagonist activity. A slope of 
unity indicates a competitive antagonist. 

biological response was dependent on attain- 
ing an equilibrium between R and L according 
to Equation 10.1. 

Although it is not always possible to deter- 
mine the concentration of free ligand (F) or 
that of the RL complex, rearranging the latter, 
the equilibrium dissociation constant, K,, 
which equals k - Ilk + 1, can be derived from 
the equation: 

and is equal to the concentration of L that 
occupies 50% of the available receptors. 

Antagonist interactions with the receptor 
were further defined by Gaddum (29) as re- 
sulting in receptor occupancy without the abil- 
ity to elicit a functional response. Antagonists 
thus block agonist actions. By increasing their 
concentrations, agonists can overcome the ef- 
fects of a competitive (e.g., reversiblelsur- 
mountable) antagonist (Fig. 10.lb) such that 
in the presence of increasing fixed concentra- 
tions of a competitive antagonist, a series of 
parallel agonist DR curves can be generated 
that shift progressively to the right (Fig. 
10.lb). A Schild regression relationship (301, a 
plot of log (DR-1) versus the log concentration 
of antagonist (Fig. 10.2), can then be derived 
with the pA2 value for the antagonist being 
determined from the intercept of the abscissa. 
The pA2 value is the negative logarithm of the 
affinity of an antagonist for a given receptor in 

a defined biological system and is equal to 
-log,, K, where K, is the dissociation con- 
stant for a competitive antagonist with a slope 
of near unity. Not all antagonists act in a com- 
petitive manner. Non- or uncompetitive an- 
tagonists that act at sites distinct from the 
agonist binding site or that bind irreversibly 
to the agonist site have slopes that are signif- 
icantly less than unity. The Schild plot can 
thus be used to determine the mechanism by 
which an antagonist produces its effects. 

Ariens (31) modified occupancy theory 
based on experimental data showing that not 
all cholinergic agonists were able to elicit a 
maximal response in a skeletal muscle prepa- 
ration, even when administered at supramaxi- 
mal concentrations. This led to the introduc- 
tion of the concept of the intrinsic activity, a, 
of a ligand. A full agonist was defined as hav- 
ing an a value of 1.0 with the a value for an 
antagonist being 0. Intrinsic activity was thus 
originally defined on a zero to unity scale. 
However, many compounds were subse- 
quently identified that could bind to the recep- 
tor but produce only a portion of the response 
seen with a full agonist. These were defined as 
partial agonists (Fig. 10.la). By definition, 
these compounds were also partial antago- 
nists. 

Other agonists have also been identified 
that produce a response greater than unity. 
These have been termed "super agonists." 
One example is the muscarinic cholinergic re- 
ceptor agonist, L 670,207 (Fig. 10.3), a bioisos- 
tere of arecoline that had 70% greater activity 
than that observed with arecoline and thus 
had an intrinsic activity of 1.7 (32). From the 
activity seen in response to L 670,207, the sys- 
tem used to characterize these muscarinic 
agonists was obviously capable of a greater re- 
sponse than that seen with arecoline, making 
the latter compound a partial agonist. 

The partial agonist concept was addition- 
ally refined by Stephenson (33), who intro- 
duced the concept of eficacy, E ,  which differed 
from intrinsic activity in that the latter was 
defined as a proportion of the maximal re- 
sponse [effect = a (RL)]. This concept was ex- 
tended to situations where a maximal re- 
sponse to an agonist could occur when only a 
small proportion of the total number of recep- 
tors on a tissue were occupied, as in the situa- 
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Figure 10.3. Efficacy in quiescent and constitutively active systems. In a quiescent system, three 
types of ligand can be defined, full agonist, partial agonist, and antagonist, depending on the response 
elicited. In a constitutively active system (511, an antagonist from a quiescent system is defined as a 
neutral antagonist with ligands that inhibit the activity of the constitutively active system and are 
defined as fill and partial inverse agonists depending on the degree of inhibition. 

tions when receptors were inactivated by alky- 
lating agents using the method of Furchgott 
(34). This resulted in a non-linear occupancy 
relationship with the response then being de- 
fined as the stimulus, S, a product of the frac- 
tion of receptors occupied and the ligand effi- 
cacy (33). A non-linear functional response 
clearly complicates data interpretation, espe- 
cially when spare receptor or receptor reserve 
concepts are introduced to rationalize individ- 
ual data sets. An additional issue in defining 
efficacy was the degree to which the receptor 
activation event and its blockade by antago- 
nists was measured through events that were 
spatially and temporally removed from the re- 
ceptor activation event and also the degree to 
which the response could be amplified through 
cofactor and signal transduction cascades. 

Kenakin (35) has described ligand-medi- 
ated responses in a given tissue as being deter- 
mined by four parameters: (1) receptor den- 
sity; (2) the efficiency of the transductional 
process; (3) the equilibrium dissociation con- 
stant of the RL complex; and (4) the intrinsic 
efficacy of the ligand at the receptor. Receptor 
occupancy for exogenous ligands is primarily 
dependent on pharmacokinetic parameters, 
whereas that for native endogenous ligands is 
most probably under intrinsic homeostatic 
controls, leading Tallarida (36) to introduce a 

feedback function defined as @ that relates to 
the control of RL complex stability and is de- 
pendent on the relative concentrations of free 
and bound ligand. Using chaos theory, Tal- 
larida defined the stable RL complex as an "at- 
tractor," with situations that lead to loss of 
control for a given RL interaction leading to 
unstable points or "repellers." In addition to 
being both provocative and intellectually chal- 
lenging, chaos theory as related to classical 
receptor occupancy theory accommodates pul- 
satile and chronotropic transmitter availabil- 
ity and may also provide viable models for dis- 
ease states resulting from receptor dysfunction 
within a tissue. 

Classical receptor theory assumed that af- 
finity and efficacy were independent parame- 
ters (35). Thus, there was thought to be no 
consistent relationship between the affinity of 
a ligand and its ability to elicit a full response. 
A ligand with relatively low affinity (< M )  
could still be a full agonist when a sufficient 
concentration interacted with the receptor. 
More recently, with the discovery of constitu- 
tive receptor activity, it seems that this lack of 
a consistent relationship is more reflective of 
an inability to measure receptor-mediated ac- 
tivity than a potency disconnect (23). Thus, 
one may conclude that all ligands have efficacy 
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if the appropriate system is used to measure 
this parameter. 

The relationship between the receptor and 
ligand in the classical lock and key model with 
the RL interaction resulting in no change in 
the receptor conformation essentially de- 
scribed a static situation. In 1958, however, 
Koshland (37) described an induced fit model 
of the ES complex, where substrate binding to 
the enzyme caused a change in the three-di- 
mensional structure of the protein, leading to 
a change in activity. Together with the pio- 
neering work of Hill on hemoglobin alloster- 
ism (38), this led to the concept of allosteric 
modulation of receptor function. 

3.2 Rate Theory 

Based on experimental data showing the per- 
sistence of antagonist-mediated responses and 
agonist "fade" where maximal responses oc- 
cur transiently to be followed by lesser re- 
sponses of longer duration and agonist-medi- 
ated blockade of agonist effects, Paton (39) 
modified the concept of occupancy to include a 
chemically based rate term. According to rate 
theory, it was not only the number of recep- 
tors occupied by a ligand that determined the 
tissue response, but also the rate of RL forma- 
tion. The resultant effect, E, was considered 
equal to a proportionality factor, 9, that in- 
cluded an efficacy component and the velocity 
of the RL interaction, V. Thus, 

The rate of RL formation, like that of neuro- 
transmitter release, was measured in quan- 
tal terms with discrete "all or none" changes 
in receptor-mediated events. Pharmacoki- 
netic considerations also play a major role 
determining the rate of RL formation from 
exogenously applied ligands, which most 
drugs are, again invoking some consider- 
ation of aspects of Tallarida's chaos theory 
modeling of the RL complex (36). 

The primary factor delineating occupancy 
and rate theory seemed to be the dissociation 
rate constant. Thus, if this factor was large, 
the ligand was an agonist; if the factor was 
small, reducing the quantal response to recep- 
tor occupancy, the ligand functioned as an an- 

tagonist. The kinetic aspects of rate theory did 
not, however, take into account the efficacy of 
transductional coupling and the potential for 
amplification after the initial binding event 
leading to its description by Limbird (40) as "a 
provocative conceptualization . . . with limited 
applicability," aphrase that might equally be 
applied to many of the newer aspects of recep- 
tor theory. 

3.3 Inactivation Theory 

Receptor inactivation theory, initially pro- 
posed by Gosselin in 1977 has been widely dis- 
seminated by Kenakin (35) and to some degree 
is based on the two-state model originally pro- 
posed by Katz and Thesleff (41) for ion chan- 
nels, specifically the Torpedo nicotinic recep- 
tor. where the multimeric rece~tor exists in - 
active and inactive states, with ligand binding 
altering the equilibrium between these two 
states. Receptor inactivation theory reflects a 
synthesis of both occupancy and rate theories 
providing an alternative consideration for the 
study of the RL interaction. 

Inactivation theory assumes that the RL com- 
plex is an intermediate "active" state that 
gives rise to an inactive form of the receptor, 
R', which is part of an RL complex termed R'L. 
The rate term, k,,,  is the rate of association 
and k-, is the rate of dissociation of the RL 
complex (Equation 10.5). k ,  is the rate con- 
stant for the transition from RL to R'L with 
the rate constant for the regeneration of the 
active form of the receptor, R being k,. The 
response is proportional to the rate of R' for- 
mation which is equal to K, (R'L), a variable 
that is dependent on the number of receptors 
occupied and the rate of R' formation. Un- 
equivocal experimental data to support recep- 
tor inactivation theory has been difficult to  
obtain as has data to distinguish between oc- 
cupancy, rate and inactivation theories of the 
RL interaction. Nonetheless, the inclusion of 
an additional step in terms of the active recep- 
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Table 10.2 Allosteric Receptor Models 
- 

Monod, Wyman, Changeux Concerted Model (20) 
Receptor complex is a multicomponent oligomer comprised of a finite number of identical binding sites. 
Subunits are symmetrically arranged each having a single ligand binding site. 
Receptor complex exists in two conformational states, one of which has a preference for ligand binding. 
Conformational transition state involves a simulataneous shift in the state of all subunits. 
No hybrid states exist implying cooperativity. 

Koshland Nemethy Filmer Sequential Model (23) 
Receptor complex is a multicomponent oligomer with symmetrically arranged protomers each with a 

single ligand-binding site. 
Protomers exist in two conformational states with transition induced by ligand binding. 
Receptor symmetry is lost on ligand binding. 
Hybrid states of the receptor complex can be stabilized by protomers. 
Stabilization is equivalent to negative cooperativity. 

tor generation inherent in receptor inactiva- 
tion theory provides a further nuance related 
to the potential mechanisms by which antag- 
onists and allosteric modulatory ligands may 
elicit their effects on the RL interaction, the 
signal transduction process and receptor func- 
tion. 

4 RECEPTOR COMPLEXES A N D  
ALLOSTERIC MODULATORS 

Hill's studies (38) on the binding of oxygen by 
hemoglobin demonstrated that identical bind- 
ing sites on protein oligomers could influence 
one another such that the binding of the first 
ligand (in the case of hemoglobin in oxygen) 
facilitated the binding of a second, identical 
ligand and so on for sequentially bound li- 
gands such that the saturation curve describ- 
ing the interaction of the ligand with its rec- 
ognition site is steeper than that which would 
be predicted from classical Michaelis-Menten 
kinetics (20). The process of one ligand, ho- 
mologous or heterologous, interacting with 
the binding of another is thought to occur by a 
cooperative, conformational change in the 
binding protein for the second ligand from a 
site adjacent to the ligand recognition site. 
Koshland's induced fit model (37) built on 
these findings, leading to the development of 
two key models of cooperativity or allosterism. 
These were the sequential or induced fit model 
described by Koshland et al. (24) and the con- 
certed model of Monod et al. (21), the key ele- 
ments of which are summarized in Table 10.2. 

Both models assume the existence of oligo- 
meric protein units existing in two states that 

are in equilibrium with one another in the ab- 
sence of ligand. Ligand binding induces a con- 
formational change in the protein(s1, moving 
the equilibrium of the two states to favor that 
with the higher affinity for the ligand. This in 
turn alters the kinetic and functional proper- 
ties of the oligomeric complex. This model has 
been further refined in terms of ligand-stabi- 
lizing conformational ensembles (42). Confor- 
mational changes can also occur indepen- 
dently of the ligand, being driven by random 
thermal fluctuations (43). 

The site on a receptor that defines its phar- 
macology and membership of a particular re- 
ceptor superfamily, e.g., 5HT, nicotine, etc. is 
termed the orthosteric site. Ligands that bind 
to this receptor have a spatial overlap for the 
binding site such that their binding is mutu- 
ally exclusive (unless an antagonist covalently 
binds to the orthosteric site). In contrast, the 
allosteric site (of which there may be more 
than one associated with a single orthosteric 
site and which can affect that site) is distinct 
from the latter in that ligands that bind to the 
allosteric site(s) can produce effects on ligand 
binding and efficacy to the orthosteric site 
through an indirect, conformational modula- 
tion of this site that probably involves alter- 
ations in either the association or dissociation 
rates of the orthosteric ligand. While much of 
the early work on allosterism derived from 
studies on enzymes and ligand-gated ion chan- 
nels (LGICs), it is now clear that GPCRs that 
were once considered as monomeric proteins 
with only an orthosteric site now are known to 
contain allosteric sites and can form oligo- 
meric complexes (44). The concept of alloster- 
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ism increases in complexity when considering 
multiple ligand sites on a receptor that have 
different pharmacology, e.g., the ligand recog- 
nition sites are totally heterogenous. 

The identification of allosteric ligands that 
can have both positive and negative effects on 
the function of the orthsteric site has occurred 
in a largely serendipitous manner. The first 
drug identified as an allosteric modulator was 
the BZ, diazepam, which has anxiolytic, hyp- 
notic, and muscle relaxant activities and pro- 
duces its effects by facilitating the actions of 
the GABA, receptor (14). Unlike directly act- 
ing GABA, receptor agonists, diazepam has a 
relatively safe side effect profile. In contrast, 
GABA, receptor agonists have not advanced 
beyond early stage clinical trials because of 
marked side effect limitations. 

Allosteric modulators are viewed (25) as 
having three advantages over drugs that act 
through orthosteric sites: their effects are sat- 
urable such that there is a ceiling effect to 
their activity that results in a good margin of 
safety in human use; their effects are selec- 
tive, and as mentioned, frequently "use-de- 
pendent." Thus, the actions of an allosteric 
modulator occur only when the endogenous 
orthosteric ligand is present. In the absence of 
the latter, an allosteric modulator is theoreti- 
cally quiescent and may thus represent an 
ideal prophylactic treatment for disease states 
associated with sporadic or chronotropic oc- 
currence. Finally, allosteric modulators are 
considered to be more specific in their effects 
partly because of the nature of their binding 
sites that are distinct from the orthosteric site 
and partly because of the extent to which their 
effects depend on the degree of cooperativity 
between the allosteric and orthosteric sites. 
This is exemplified by the muscarinic alloste- 
ric modulator, N-chloromethylbrucine (45). 
While having identical affinity for muscarinic 
M, and M, receptors, this compound has a 
positive cooperative effect on the M, but is 
neutral, having little effect, on the M, recep- 
tor. 

The "cys-loop" (46) family of LGICs includ- 
ing the GABA,, glycine, 5HT3, and nicotinic 
cholinergic receptors are among the best char- 
acterized of the allosterically regulated re- 
ceptors. GPCRs are also subject to allosteric 
modulation. The families identified to date 

demonstrating this property include adeno- 
sine (Pl), a- and P-adrenergic, dopamine, che- 
mokine, GABA,, endothelin, metabotropic 
glutamate, neurokinin-1, P2Y, and musca- 
rinic cholinergic, as well as some members of 
the 5HT superfamiliy (25). Interestingly, the 
diuretic amiloride and some of its analogs are 
active at adenosine A,, A,,, a,, a,, and a, 
receptors, suggesting a common allosteric mo- 
tif of these receptors. Cone snail conotoxins 
including o-GVIA and p-TIA are allosteric 
modulators of the P2X3 (47) and the a,, adre- 
noceptor (48), respectively. Changes in GPCR 
function resulting from alterations in the 
ionic milieu also reflect the potential for allo- 
steric modulation of receptor function (25). 

5 TERNARY COMPLEX MODELS 

The ternary complex model (TCM) (26,271 de- 
scribes allosteric interactions between orthos- 
teric and allosteric sites present on a single 
protein monomer and can also be extended to 
reflect other two-state interactions involving 
sites on adjacent proteins and the effect of sig- 
naling proteins, e.g., G-proteins on the func- 
tion of the receptor. As noted by Christopoulos 
(25), allosteric interactions are reciprocal such 
that the effects of a ligand A on the binding 
properties of ligand B also imply an effect on 
the binding of ligand B on the properties of 
ligand A. Similarly, because GPCRs alter the 
conformation of G-proteins to elicit transduc- - 
tional events and an alteration in cell func- 
tion, changes in G-protein conformation and 
interactions alter receptor function, and this 
may be reflected in desensitization. 

6 CONSTITUTIVE RECEPTOR ACTIVITY 

A basic principle of receptor theory is that 
when a receptor is activated by a ligand, the 
effect produced by the ligand is proportional to 
the concentration of the ligand, e.g., it follows 
the Law of Mass Action (20). It is now becom- 
ing apparent that receptors spontaneously 
form active complexes as a result of interac- 
tions with other proteins. This is especially 
true when receptor cDNA is expressed in cell 
systems such that the relative abundance of a 
receptor is in excess of that normally occur- 
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ring in the native state or associates with pro- 
teins that reflect the host cell milieu in which 
the receptor is expressed, rather than an in- 
trinsic property of the receptor in its natural 
environment. This is a major issue in the char- 
acterization of ligand efficacy (49). A sponta- 
neous interaction between receptor and effec- 
tor can occur more frequently in a system 
where the moteins are in excess and where 

A 

factors normally present that control such in- 
teractions are absent. This is shown graphi- 
cally in Fig. 10.3, where constitutive activity is 
shown in the range of 0-50 and where the 
theoretical effects of inverse agonists, full and 
partial, are shown. A quiescent system that is 
more reflective of classical receptor theory 
shows a full agonist, partial agonist, and what 
is now defined as a neutral antagonist. Consti- - 
tutive receptor activation has been described 
in terms of protein ensemble theory (23) and 
in terms of allosteric transition (25), where 
changes in receptor conformation can occur 
through random thermal events (42,43) and 
may also be described in terms of chaos theory 
(36). 

7 EFFICACY CONSIDERATIONS 

Historical receptor theory describes a ligand 
efficacy continuum, with full agonism at one 
end and full antagonism at the other. Between 
the two ends of this continuum lie partial ago- 
nists that, as already noted, imply that ligands 
can also be partial antagonists. Antagonism 
per se implied that a ligand could bind to a 
receptor without producing any effect and lim- 
iting access to the native agonist-block re- 
ceptor activation. Such a compound is now 
called a neutral antagonist. 

With the ability to measure constitutive re- 
ceptor activity, some compounds like the P2- 
adrenoceptor antagonist, ICI 118551, were 
found to inhibit constitutive activity, thus 
functioning as an inverse agonist or negative 
antagonist (50). The concept of an inverse ag- 
onist was first proposed by Braestrup et al. in 
their studies of the GABAA/BZ receptor com- 
plex (51). 

Compounds can also have different efficacy 
properties depending on the system in which 
they are examined (52) and in an intact tissue 

Figure 10.4. Pharmacological versus functional 
antagonism. In the top panel, neurotransmitter A is 
released from neuron A, directly interacting with 
neuron B to produce a functional response. Antago- 
nist a blocks the effects of A, a direct pharmacolog- 
ical antagonism of the effects of A. In the bottom 
panel, neurotransmitter A is released from neuron 
A, directly interacting with neuron X, which in turn 
releases neurotransmitter X, which acts on cell Y to 
produce a functional response. Antagonist p blocks 
the effects of X on cell Y, but in the absence of other 
data on the actions of antagonist p, seems to block 
the functional effects of A because of the circuitry 
involved. Antagonist p thus acts as a functional an- 
tagonist. 

preparation can often have distinct agonist 
and antagonist properties at different recep- 
tor subtypes. 

Whereas the actions of a competitive antag- 
onism can be surmounted by the addition of 
increasing concentrations of the agonist li- 
gand, resulting in a functional dose-response 
curve that undergoes a rightward shirt with 
approximately the same shape and maximal 
effect (Fig. 10. I), noncompetitive or uncom- 
petitive antagonists interact at sites distinct 
from the agonist recognition site and can mod- 
ulate agonist binding either by proximal inter- 
actions with this site from a site adjacent to 
the recognition site or by allosteric modula- 
tion. The effects of noncompetitive antago- 
nists are usually not reversible by the addition 
of excess agonist. This type of antagonism, 
whether competitive or noncompetitive, oc- 
curring at a distinct molecular target is known 
as pharmacological antagonism and involves 
the interactions between ligands and the re- 
ceptor site (Fig. 10.4). In contrast, functional 
antagonism refers to a situation in which an 
antagonist that does not interact with a given 
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receptor can still block the actions of an ago- 
nist of that receptor and is typically measured 
in intact tissue preparations of whole animal 
models. 

In the hypothetical example shown in Fig. 
10.4, neurotransmitter A released from neu- 
ron A interacts with A-type receptors on neu- 
ron B. Antagonist a! can block the effects of A 
on cell B by interacting with A receptors. An- 
tagonist a is thus a pharmacological antago- 
nist of A receptors. In the second example in 
Fig. 10.4, neuron A releases neurotransmitter 
A, which interacts with A-type receptors lo- 
cated on neuron X. In turn, neuron X releases 
neurotransmitter X that interacts with X-type 
receptors on neuron Y. Antagonist P is a com- 
petitive antagonist that interacts with X,re- 
ceptors to block the effect of neurotransmitter 
X, and in doing so, indirectly blocks the actions 
of neurotransmitter A. Antagonist /3 is thus a 
pharmacological antagonist of receptors for 
the neurotransmitter X, but a functional an- 
tagonist for neurotransmitter A. In interpret- 
ing functional data in complex systems, it is 
always important to consider the possibility 
that a limnd has more than one effect medi- - 
ated through a single class of receptor. For 
this reason, in advancing new ligands from in 
vitro evaluation to more complex tissue sys- 
tems or animal models, it is extremely helpful 
to have a ligand-binding profile, e.g., the activ- 
ity of a compound at a battery of 70 or more 
receptors and enzymes (a Cerep profile), to 
fully understand any new findings. For in- 
stance, when a ligand for a new receptor is 
advanced to animal models and found to elicit 
changes in blood pressure, it would be ex- 
tremely helpful to know whether in addition 
to its activity at the new receptor, it has some 
other properties that relate to the blood pres- 
sure effects rather than assuming that some 
unknown mechanism related to activation of 
the new receptor has cardiovascular-related li- 
abilities. 

8 RECEPTOR DYNAMICS 

Receptors are very dynamic in their active 
presence at the cell surface. Both ligand bind- 
ing and alterations in gene function can alter 
the number, half-life, and responsiveness of 

receptors and channels. Receptors turn over 
as a normal consequence of cell growth, with 
half-lives that vary between hours and days. 
Ligand binding can result in receptor internal- 
ization through phosphorylation-dependent 
events often initiated as a result of the ligand- 
binding process, exposing serine and threo- 
nine residues in the receptor protein. Binding 
of substance P to the NK-1 receptors can lead 
to receptor internalization removing the RL 
complex from interaction with an antagonist. 
Histamine H, antagonists acting as inverse 
agonists in a constitutively active system can 
up-regulate their cognate receptors, poten- 
tially increasing cell sensitivity (53). Given 
what is known about the processes of neuro- 
transmission and neuromodulation, it is rea- 
sonable to assume that the target cells for en- 
dogenous effector agents, neurotransmitters, 
neuromodulators, and neurohormones are un- 
der tonic control, an implicit assumption of 
chaos theory (36).  This tonicity may be chro- 
notropic, varying with the circadian rhythm of 
the organism. In contrast, the effects of exog- 
enously administered ligands, e.g., drugs, are 
rarely under normal homeostatic control, and 
as a result, their effects frequently become 
blunted on repeated administration or when 
they are administered in controlled release 
forms. It should not be a surprise, therefore, 
that the majority of effective therapeutic 
agents are antagonists of receptor function. 

The molecular basis of many disease states 
reflects changes in cell surface receptor func- 
tion (54). In Parkinson's disease, the presyn- 
aptic nerve cells in the sustantia nigra that 
produce dopamine die as the result of an as yet 
unknown disease etiology. This transmitter 
defect results in a decrease in dopamine levels 
and a consequent hypersensitivity of postsyn- 
aptic responses as the homeostatic processes 
in the target cell attempt to compensate for a 
lack of endogenous ligand. Cells with the NGF 
receptor, p75, die in the absence of nerve 
growth factor (55). Familial hypercholesterol- 
emia and cystic fibrosis involve defects in the 
trafficking of their cognate receptors (54). Alz- 
heimer's disease is characterized by a loss of 
cholinergic innervation in the basal forebrain 
(56) that leads to a generalized neuronal loss, 
cognitive dysfunction, and death. 
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Agonists that rapidly desensitize a recep- gand-gated (LGIC), voltage-sensitive calcium 
tor, e.g., ATP at the P2X3 receptor, can seem and potassium (VSCC, Kir), and ion-modu- 

1 to be antagonists because their net effect is to lated (ASIC) subtypes, all of which have simi- 
i attenuate the normal receptor response. lar but very distinct structural motifs. Ion 
i channels can also be modulated by tempera- 
I 

9 RECEPTOR NOMENCLATURE 

Before the publication of the draft maps of the 
human genome, the techniques of molecular 
biology had already resulted in an explosion in 
the number of putative receptor families and 
subtypes within these as well as classes or re- 
ceptors known as orphan receptors, which 
were structurally members of receptor classes 
but for which the endogenous ligandand asso- 
ciated function was unknown. The latter are 
discussed further below. 

Because of the speed with which new recep- 
tors were identified and because different lab- 
oratories frequently identified the identical re- 
ceptor almost simultaneously and gave it their 
own unique name, leading to considerable 
confusion in the literature, the International 
Union of Pharmacology (IUPHAR) has under- 
taken the development of a systematic nomen- 
clature system (57). The deliberations of the 
various committees enlisted to devise a svs- - 
tematic nomenclature are published on a peri- 
odic basis in Pharmacological Reviews and in 
Trends in Pharmacological Sciences. Com- 
pendiums are also published at regular inter- 
vals in The Sigma-RBI Handbook (5) and the 
annual Trends in Pharmacological Sciences 
Receptor Nomenclature Supplement. Various 
Internet websites and a palm-based PDA da- 
tabase (58) are also valuable sources for keep- 
ing abreast of new developments in receptor 
identification and classification. 

9.1 Receptor Classes 

Receptors are divided into five major classes 
(Table 10.1): the heptahelical, 7-transmem- 
brane (7-TM) G-protein-coupled receptor 
(GPCR) class, the ion channel class, the ste- 
roid receptor superfamily, intracellular recep- 
tors, and the non-GPCR-linked cytokine re- 
ceptors. Of these, the 7-TM receptors have 
historically represented the most fertile class 
for drug discovery (2), perhaps primarily be- 
cause they have been the most studied. Ion 
channels can be further subdivided into li- 

ture, e.g., vanilloid receptors (59).  his latter 
family, TRPV, has now been reclassified as 
part of the transient receptor potential (TRP) 
ion channel family. The steroid receptor su- 
perfamily comprises glucocorticoid (GR), pro- 
gesterone (PR), mineralocorticoid (MR), an- 
drogen (AR), thyroid hormone (TR), and 
vitamin D, (VDR) receptors (60). Another di- 
verse class of targets that mediates or modu- 
lates the effects of drugs are the intracellular 
receptors, which includes the cytochrome 
P450 (CYP) family, the SMAD family of tumor 
suppressors, the retinoic acid receptor (RXR, 
RAR) superfamilies (611, receptor-activated 
transcription factors (RAFTS), and signal 
transducers and activators of transcription 
(STATs). The latter encompass AP-1, NFKB, 
NF-AT, STAT-1, PPARs, the hormone re- 
sponsive elements on DNA and RNA promot- 
ers, and ribozymes. The interferon, tumor ne- 
crosis factor (TNF), and receptor kinase 
families are grouped together in the cytokine 
receptor class because of similarities in their 
signal transduction mechanisms. 

In addition to this multitude of receptor 
classes, further complexity in conceptualizing 
receptors as distinct, classifiable entities is ex- 
emplified by recent findings related to GPCRs. 
By implicit definition, these receptors produce 
their physiological effects by coupling through 
the G-protein family. However, there are sev- 
eral instances where ion channels can produce 
their effects by coupling through G-proteins 
and also examdes where GPCRs can function * 

independently of G-proteins (62). Similarly, 
HCN-1 and HCN-3, members of the hyperpo- 
larizing activated, cyclic nucleotide-regulated 
receptor family are insensitive to cyclic nucle- 
otides. Receptor classification is thus a very 
dynamic process with few absolutes. 

9.1 .I C-Protein-Coupled Receptors. The 
7TM motif of GPCRs based on the X-ray struc- 
ture of rhodopsin is a relatively simple, single 
protein comprised of approximately 300-500 
amino acids with discrete amino acid motifs in 
the transmembrane regions and on the C- 
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terminal extracellular loop, determining the 
ligand specificity of the receptor and those on 
the amino terminal designating G-protein in- 
teractions (63) Postgenomic alternative splic- 
ing can alter the composition of the GPCR to 
create isoforms that may be species, tissue, 
and disease-state dependent (54). RL interac- 
tions are thought to take place within a pocket 
in the 7TM motif that can be generically des- 
ignated to lie between TMs 111, IV, and VI. 
Much of the current knowledge related to the 
structure of GPCRs is based on the high reso- 
lution structure of crystalline bovine rhodop- 
sin, a 7TM protein (64), which has provided 
proof of concept that GPCR-like structures 
can be isolated, purified, and crystallized, and 
has stimulated efforts to solve the crystal 
structures of GPCRs (65). 

The number of GPCRs present in the hu- 
man genome, including orphan receptors, has 
been estimated to be 1000-2000 (66,67), with 
over 1000 of these coding for odorant and 
pheromone receptors. 

GPCRs can be organized into six main 
families (66). There are approximately 150 
GPCRs, 18 m i n e  receptors, 50 peptide recep- 
tors, and 80 orphan GPCRs in family 1. This 
family also contains receptors for oderants 
with subfamilies: l a  that includes rhodopsin, 
P-adrenoceptors, thrombin, and the adenosine 
A,, receptor, with a binding site localized 
within the 7TM motif; l b  that includes recep- 
tors for peptides with the ligand-binding site 
in the extracellular loops, the N-terminal, and 
the superior regions of the TM motifs: and l c  
that comprises receptors for glycoproteins. 
Binding to this receptor class is mostly extra- 
cellular. Family 2 is morphologically, but not 
sequence, related to the l c  family and consists 
of four GPCRs activated by hormones like glu- 
cagon, secretin, and VIP-PACAP. Family 3 
contains four metabotropic glutamate recep- 
tors and three GABAB receptors. Family 4 
is a pheromone (VN) family and family 5 is a 
group of GPCRs that includes "frizzled" and 
"smoothened," both involved in embryonic de- 
velopment. The sixth receptor family is a group 
of CAMP receptors that to date has only been 
identified in the slime mold, D. discoidium. 

Interactions with G-proteins and other as- 
sociated signaling molecules have the poten- 
tial for considerable complexity (67) because 

there are four major G-protein families that 
interact with GPCRs: (1) G,, that activates 
adenylyl cyclase; (2) G,,, that inhibits adeny- 
lyl cyclase and can also regulate ion channels 
and activation of cGMP PDE; (3) G,, that ac- 
tivates phospholipase C; and (4) G,,, that reg- 
ulates Na+/H+ exchange. G-proteins are het- 
eromers formed from 20 or more a-, 5 P-, and 
10 y-isoforms that offer a considerable variety 
of potential functional G-proteins. Ras, Rac, 
and Rho are low molecular weight G-proteins 
involved in mitogenic signaling. Receptor- 
associated guanylyl cyclase activity is also reg- 
ulated by G-proteins. 

9.1.2 Other C-Protein-Associated or -Mod- 
ulating Proteins. The cyclic nucleotide phos- 
phodiesterases (PDEs) responsible for hydro- 
lytic degradation of the cyclic nucleotides, 
CAMP and cGMP, exist in more than 15 iso- 
forms (68), whereas the protein kinases, PKA 
and PKC, are responsible for protein phos- 
phorylation, the GPCR kinases, GRK 1-6, are 
responsible for GPCR phosphorylation (691, 
and the protein phosphatases are responsible 
for dephosphorylation, the latter potentially 
numbering in excess of 300, significantly in- 
creasing the complexity of GPCR-associated 
signaling processes. 

Superimposed on these signaling proteins 
are the calmodulins that mediate calcium 
modulation of receptor function, the p-ar- 
restins (70), involved in inactivation of phos- 
phorylated receptors (6 members), a group 
of 15 proteins termed RGS (regulators of G- 
protein signaling), RAMPS (15 receptor-acti- 
vated modulating proteins), and a protein 
known as Sst2p that is involved in receptor 
desensitization. 

The number of GPCRs present in the hu- 
man genome, including orphan receptors, has 
been estimated to vary between 600 and 800. 
With 35 G-protein isoforms, 300 phospha- 
tases, and the various GPCR-associated sig- 
naling proteins described above, there is obvi- 
ously considerable scope for complexity in cell 
signaling associated with the GPCR family. 

As noted, there is a considerable body of 
data showing that GPCRs can form homo- and 
heteromeric forms (e.g., GABAB, adenosine A, 
and A,,, angiotensin, bradykinin, chemokine, 
dopamine, metabotropic glutamate, musca- 
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rinic, opioid, serotonin, and somatostatin), in- 
creasing the potential complexity of ligand- 
driven GPCR signaling processes and offering 
an opportunity to explore new targets in me- 
dicinal chemistry. 

Applying an evolutionary trace method 
(ETM) to assess potential protein-protein in- 
teractions, functionally important residue 
clusters have been identified on transmem- 
brane (TM) helices 5 and 6 in over 700 aligned 
GPCR sequences (44). Similar clusters have 
been found on TMs 2 and 3. TM 5 and 6 clus- 
ters were consistent with 5,6-contact and 5,6- 
domain swapped dimer formation. Additional 
application of ETM to 113 aligned G-protein 
sequences identified two functional sites: one 
associated with adenylyl cyclase, Ply, and reg- 
ulator of G-protein signaling (RGS) binding, 
and the other extending from the ras-like to 
helical domain that seems to be associated 
with GPCR dimer binding. From such find- 
ings, it was concluded that GPCR dimeriza- 
tion and heterodimerization occur in all mem- 
bers of the GPCR superfamily and its 
subfamilies. 

From these findings, potential new ap- 
proaches to ligand design include the follow- 
ing: (1) antagonists that can act by inhibiting 
dimer formation, e.g., transmembrane peptide 
mimics; (2) bivalent compounds/binary con- 
jugates; and (3) compounds targeting the 
GPCR-G-protein interface. 

9.2 Ligand-Gated Ion Channels 

Ion channels consist of homo-or heteromeric 
complexes numbering between three (P2X) 
and eight (Kirs) subunits. Examples of these 
are the GABAA/benzodiazepine and NMDN 
glycine receptor, neuronal nicotinic receptors 
(nAChR), and P2X receptors. 

The GABAA/benzodiazepine (BZ) receptor 
(14) is an LGIC that is the target site for nu- 
merous clinically effective anxiolytic, anticon- 
vulsant, muscle relaxant, and hypnotic drugs 
that produce their therapeutic effects by en- 
hancing the actions of the inhibitory neuro- 
transmitter, GABA. It is a pentameric LGIC, 
the constituent subunits of which are formed 
from a family of six a, four p, one 6, and two p 
subunits, leading to the potential existence 
of several thousand different pentamers. 
The functional receptor complex contains a 

GABAA receptor, a BZ recognition site, and by 
virtue of its pentameric structure, a central 
chloride channel. Allosteric recognition sites 
on this complex include those for ethanol, 
avermectin, barbiturates, picrotoxin, and 
neurosteroids like allopregnanolone. The 
pharmacology and function of the allosteric 
sites depends on the actual subunit composi- 
tion with receptor knock-in studies showing 
that the y2 subunit is critical for BZ recogni- 
tion (71) and that the a subunits code for key 
features of this drug class (72). The a1 sub- 
unit, which is present in nearly 60% of GABA, 
receptors, in mouse brain mediates the seda- 
tive, anticonvulsant, and amnestic effects of 
diazepam; the a2, the anti-anxiety effects of 
diazepam; and the (115, associative temporal 
memory. With this knowledge, rather than 
screening new ligands for the GABA, receptor 
in various animal models to derive a profile for 
a non-sedating anxiolytic, by understanding 
the structural determinants of BZ interac- 
tions with a1 and a2 subunits and designing 
compounds that preferentially interact with 
the latter, the process of designing novel li- 
gands can be considerably enhanced. 

The NMDA LGIC is a member of the gluta- 
mate receptor superfamily that mediates the 
effects of the major excitatory transmitter, 
glutamate (15). It is composed of an NMDA 
receptor, a central ion channel that binds 
magnesium, the dissociative anesthetics, ket- 
amine and phencyclidine (PCP), the non-com- 
petitive NMDA antagonist, dizocilpine (MK 
801), glycine and polyamine binding sites, ac- 
tivation of which can marked alter NMDA re- 
ceptor function, and some 70 other ancillary 
proteins, the physiological function of which 
remains to be determined (18). The activation 
state of the receptor can define the effects of 
the allosteric modulators. Thus, some are 
termed "use-dependent," reflecting modula- 
tory actions only when the channel is opened 
by glutamate. 

The nicotinic cholinergic receptor, nAChR 
(73, 74), is another pentameric LGIC com- 
prised of distinct a, P,  y, and 6 subunits (75). 
The subunit composition of the receptor var- 
ies, imparting different functionality when 
the channel is activated by ACh (70). Alloste- 
ric modulators of neuronal nAChRs include 
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dizocilpine, avermectin, steroids, barbitu- 
rates, and ancillary proteins. 

The P2X receptor family is another LGIC 
family that is responsive to ATP, functioning 
as a trimer formed from a family of seven sub- 
units (76). 

Little is known regarding the structural el- 
ements involved in the ligand pharmacology 
and function of LGICs, such that signaling 
transduction pathways have not been exten- 
sively characterized. For nAChRs, it is known 
that the recognition site for acetylcholine 
(ACh) is formed between two subunits. Thus 
multiple orthosteric sites for ACh are possible, 
depending on the types of subunit forming the 
receptor. Many new classes of LGIC are still in 
the process of being discovered. 

9.3 Steroid Receptor Superfamily 

The steroid receptor superfamily comprises 
the glucocorticoid (GR), progesterone (PR), 
mineralocorticoid (MR), androgen (AR), thy- 
roid hormone (TR), and vitamin D, (VDR) re- 
ceptors (60). These receptors bind to steroid 
hormones and are translocated to the nucleus 
where they bind to hormone responsive ele- 
ments on DNA promotor regions to alter gene 
expression. While steroids are very effective 
anti-inflammatory agents, they have a multi- 
plicity of serious side effects that limit their 
full use. 

The anti-estrogen, tamoxifen, is the most 
commonly used hormonal therapy for breast 
cancer and has demonstrated positive effects 
on the cardiovascular and skeletal systems of - 
postmenopausal women but is associated with 
an increased risk of uterine cancer. Tamoxifen 
is described as a SERM, a selective estrogen 
receptor modulator with a tissue selective pro- 
file that is caused by the different distribution 
of the a- and P-subtypes of the estrogen recep- 
tor (ERa and ERP) that activate and inhibit 
transcription respectively (77). These selec- 
tive effects have been ascribed to differential 
interactions with gene promotor elements and 
coregulatory proteins depending on whether 
the ERa interacts directly, or in a tethered 
manner with DNA (78). In uterine tissue, ta- 
moxifen interacts with a specific coactivator, 
SRC1, that is abundant in uterine tissue. 

9.4 lntracellular Receptors 

Members of the intracellular receptor family 
include the cytochrome P450 (CYP) family, 
the SMAD family of tumor suppressors, in- 
tracellular kinases and phosphatases (67, 
79-81), nitric oxide synthases (82), caspases 
(83), the retinoic acid receptor (RXR, RAR) 
superfamilies (61), receptor activated tran- 
scription factors (RAFTS), and signal trans- 
ducers and activators of transcription (STATs) 
such as AP-1, NFKB, NF-AT, STAT-1, PPARs 
(84,85), various hormone responsive elements 
on DNA and RNA promoters, and ribozymes. 
These represent a bewildering number of po- 
tential drug targets especially in the metabolic 
disease and cancer areas. Given their roles in 
normal cell function, it will be a challenge to 
ensure specificity in ligands interacting with 
these targets. 

9.5 Non-GPCR-Linked Cytokine Receptors 

Cytokines are polypeptide mediators and are 
involved in the inflammatory/immune re- 
sponse (86). There are three cytokine families: 
hematopoietin, which includes IL-2-IL7, L-9- 
13; IL-15-IL-17; IL-19,lL-21, IL-22, GMCSF, 
GCSF, EPO, LIF, OSM, and CNTF, with pri- 
mary signal transduction through the Jakl 
STAT pathway; tumor necrosis factor, com- 
prising the receptors, TNFRSF1-18 that 
signal through NFKB, TRAF and caspases; 
and the interleukin 1/TIR family that includes 
IL-1RI and IL-lRII, IL-1Rrp2, and ILlRAPL. 
TIGGR-1, ST2, IL-18, and Toll 1-9 also signal 
through NFKB and TRAF. Some of these cyto- 
kine receptors mediate inflammatory re- 
sponses, whereas others are anti-inflamma- 
tory, making this a highly complex as well as 
multimembered family (87). 

9.6 Orphan Receptors 

Orphan receptors have been generally defined 
as proteins with a receptor motif that lack 
both a ligand and function (88). Approxi- 
mately 160-300 orphan GPCRs are thought to 
be in the draft sequence of the human genome 
and intense efforts are currently ongoing to 
identify the ligands for these and their func- 
tion as novel intellectual property for the drug 
discovery process. Orphan receptor validation 



can be done using expression profiling to iden- 
tify tissues rich in the expression of the recep- 
tor of interest and a technique known as re- 
verse pharmacology that can be used to 
identify a ligand for the orphan receptor. In 
the latter, the orphan receptor is used as 
"bait" to bind selective ligands. These can 
then be used to further characterize receptor 
function (6, 88). Nearly 30 orphan GPCRs 
have been validated in this manner. While 
most of the current interest on orphan recep- 
tors is focused on GPCRs because of the con- 
siderable body of existing knowledge about 
this receptor class, it is anticipated that or- 
phan receptors will also be discovered for 
other receptor classes. 

The orphan receptor approach to drug dis- 
covery is exemplified by the orphanin/FQ re- 

f ceptor, ORL1, a structural homolog of the opi- 
oid receptor family (89). Identified in 1995 
using a homology-based screening strategy, 
ORLl had low affinity for known opioid li- 
gands. A novel heptadecapeptide ligand for 
the ORLl receptor, orphanin/FQ, was subse- 
quently isolated from brain regions rich in 
ORLl (go), which provided the key tool to val- 
idate the target and identify a functional role 
for the receptor in stress-related situations in 
animal models. In turn, after an intensive 
screening program, an antagonist of this re- 
ceptor was identified, Ro 64-6198 (91), that 
represented a novel anxiolytic/antidepressant 
drug candidate. 

9.7 Neurotransmitter Binding Proteins 

A binding protein for corticotrophin releasing 
factor (CRF) was identified in the early 1990s 
and exploited as a potential drug discovery 
target (92). This protein, which acted as a res- 
ervoir for CRF, seemed to be unique to the 
CRF neurotransmitter system. However, a 
soluble acetylcholine-binding protein (AChBP) 
has recently been described that modulates 
synaptic transmission in the mollusk, L. stag- 
nalis (93), suggesting that neurotransmitter 
binding proteins may play a more general role 
in buffering synaptic message transfer. 
Equally importantly, the structure of this sol- 
uble AChBP has also provided important in- 
formation about the ligand-binding domain of 
nicotinic receptors (94) and is being used to 
model the receptor itself (75). 

9.8 Drug Receptors 

Most drugs interact with receptors (or en- 
zymes) for which the natural ligand (or sub- 
strate) is known. There are, however, a num- 
ber of receptors, distinct from the evolving 
class of orphan receptors, for which the syn- 
thesized drug is the only known ligand. The 
best example of this is the central benzodiaz- 
epine (BZ) receptor present on the GABA, ion 
channel complex that was originally identified 
using radiolabeled diazepam (14). Because 
this is the site of action of the widely used BZ 
anxiolytic drug class, this is a bona fide recep- 
tor with clinical relevance. However, despite 
considerable efforts and a number of interest- 
ing candidate compounds, no endogenous li- 
gand has yet been unambiguously identified 
that would represent an endogenous modula- 
tor of anxiety acting through this site. Other 
examples of drug receptors are the cannabi- 
noid receptor family, comprised of two mem- 
bers, CB, and CB,, through which the follow- 
ing compounds act: A9-tetrahydrocannibol, 
the active ingredient of the psychoactive rec- 
reational drug/analgesic/antiemetic drug mar- 
ijuana acts (95); the vanilloid receptor, VR-l, 
the known ligand for which is capsaicin, the 
ingredient in red pepper that evokes the sen- 
sation of heat (59); and the opioid receptor 
family (96), the site of action of morphine and 
other derivatives of the poppy. For each of 
these drug receptors, endogenous mammalian 
ligands, anandamide (951, the endovanilloid, 
N-arachidonyl-dopamine (NADA) (96) en- 
kephalins (971, and orphanin/FQ (90) have 
been identified. 

10 RECEPTOR MOLECULAR BIOLOGY 

Recombinant DNA methods have been exten- 
sively used to isolate and analyze the sequence 
of numerous receptors from various marnma- 
lian complimentary DNA (cDNA) libraries us- 
ing the polymerase chain reaction (PCR) tech- 
nique (98) to clone receptors that can then be 
expressed in various pro- and eukaryotic cell 
lines and Xenopus oocyte. Conserved regions 
in receptors that are involved in ligand bind- 
ing, coupling to transductional systems and 
ion channel formation, have thus been identi- 
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fied. Receptor cloning, sequencing, and ex- 
pression are now an intimate part of the drug 
discovery process. 

From the receptornigand modeling stand- 
point, the ability to specifically alter the struc- 
ture of cloned receptors through the modifica- 
tion of a small number of nucleotides, the 
process known as site-directed mutagenesis 
(99), the removal of specific regions of the re- 
ceptor gene "deletion mutagenesis," and the 
construction of hybrid (chimeric) receptor 
proteins containing the recognition site for 
a-adrenergic agonists and the G-protein re- 
gion for the p-adrenoceptor (100) can provide 
additional clues on the relative importance of 
individual amino acids in the process of ligand 
recognition and receptor function. 

11 TARGET VALIDATION A N D  
FUNCTIONAL GENOMICS 

The identification of novel receptor targets 
from the human genome and their subsequent 
use in the drug discovery process requires that 
the target be validated. Validation requires 
that the ligand and function of the receptor be 
known, and this topic has been addressed in 
relation to orphan receptors above. 

Target validation, especially that related to 
novel, genomically derived targets, is a highly 
complex and resource intense process and has 
added significantly to the cost of drug discov- 
ery (6, 101). In addition to orphan receptors, 
identified on the basis of their homology to 
members of known receptor classes (88), novel 
genomic targets can be identified by drug-re- 
lated differential gene expression analysis 
(102, 1031, by population genetic approaches 
(101, 1041, or a combination of both. Once a 
gene is associated with a disease, its protein 
product needs to be characterized and a bio- 
chemical function, e.g., receptor, enzyme, or 
transporter, ascribed to it. The probable func- 
tion of the protein can then be assessed and its 
cognate ligand or substrate identified (5). Not 
all proteins identified in this manner are obvi- 
ously involved in mammalian cell function. 
The protein product of a novel lithium-related 
(NLR) gene identified in mice exposed to lith- 
ium has sequence homology to a bacterial ni- 
trogen permease (105). The potential role of 

this protein in the etiology of bipolar affective 
disorder remains unclear. Patients can also be 
genotyped for susceptibility related to a drug 
target or drug side effects to identify "respon- 
sive" patients for more efficient and safer drug 
use (104). 

To identify what are termed "druggable" 
gene products, the still somewhat mystical 
process of functional genomics can be used to 
construct protein-protein interaction maps to 
identify other proteins in a pathwaylnetwork 
that can represent a more facile entry points 
to the protein cluster associated with the ge- 
netically identified target associated with the 
disease state (106,107). Using techniques like 
yeast two-hybrid and gal-pull down, the func- 
tion of an uncharacterized protein can be as- 
signed on the basis of the known function of its 
interacting partners, involving the extensive 
use of bioinformatics tools. 

Targeted gene disruption, antisense, and 
ribozyme inhibition (RNAi) are other tech- 
niques for assessing the phenotype of a given 
gene. Antisense to the rat P2X3 receptor had 
marked hyperalgesic activity showing an un- 
ambiguous role for this receptor in chronic in- 
flammatory and neuropathic pain states (108). 
Transgenic animals, where the function of a 
gene is knocked out by genetic techniques, are 
less useful in understanding the function of a 
protein. In addition to being restricted to the 
mouse, this approach is high in cost and time 
(taking 1-2 years to generate sufficient ani- 
mals for evaluation), and in many instances, 
the absence of a given protein has no overt 
effect on the phenotype of an animal because 
of compensatory changes during the develop- 
mental phase. Alternatively, the gene knock- 
out may lead to an animal that has a limited, if 
any, life span or reproductive capability. 

Another target validation approach in- 
volves the use of ligands to define the function 
of a new target. Already discussed in regard to 
orphan receptors (88), other ligand-directed 
target validation models fall under the rubric 
of chemical genomics (109). More driven by 
acronyms than novelty, such technologies in- 
clude ATLAS (any target affinity ligand 
screen), ALIS (automated ligand identifica- 
tion system), M T V  (rapid pharmacological 
target validation), and SCAN (screen for com- 
pounds with affinity for nucleic acids), as well 
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as well as NeoMorph (6); these technologies 
are designed to screen new identified proteins 
with unknown function against compound li- 
braries to identify high affinity binders. The 
latter can then be used to see what effects they 
produce on intact cellular systems to deduce 
the function of the protein to which they bind. 
A key to identifying useful ligands that selec- 
tively interact with proteins of unknown func- 
tion to define their function is a sufficient level 
pharmacophore diversity to ensure success 
(110). 

Assuming that a novel protein target is 
amenable to high-throughput screening ap- 
proaches to identify its cognate ligand, that 
the ligand is identified, and that other ap- 
proaches are able to define a putative function 
for the target, the next step in target valida- 
tion is to identify a "druggable" molecule that 
can be advanced to the clinic. For ORL1, an 
excellent example of this approach, this mole- 
cule is Ro 64-6198 (91). 

This raises the key test of target validation. 
Does a compound that has the appropriate po- 
tency, selectivity, and ADME properties, that 
is active in "predictive" animal models, and is 
free of other systems toxicology work in the 
targeted human disease state? This is the ul- 
timate test of a target-based drug discovery 
program. With the considerable compound at- 
trition rates in moving from animals to dis- 
eased humans, this has not proven to be a pre- 
dictable transition. A case in point is that of 
the NK1 receptor activated by the peptide, 
substance P. 

Data accumulated over the past decade 
from both animals and humans has implicated 
this receptor in a variety of human pain states 
including migraine and neuropathic pain 
(111). As the result of several successful HTS 
campaigns run in parallel at Pfizer, Lilly, 
Merck, and Sanofi, a number of highly effica- 
cious and selective antagonists of the NK1 re- 
ceptor were identified that were then chemi- 
cally optimized for use as drug candidates. 
These compounds, with varying degrees of po- 
tency, were active in animal models of pain 
and were free of overt side effects in phase I 
human clinical trials. But they uniformly 
failed in phase I1 studies as novel analgesic 
agents in patients with various pain condi- 
tions (112). 

The reasons for this remain unknown and 
have focused the relevance of animal pain 
models to the human condition, e.g., a lack of 
understanding of the true human disease con- 
dition and various nuances of substance P sig- 
naling pathways. However, before the results 
with NK1 antagonists, drug discovery in the 
analgesia area was considered one of the most 
robust. All known analgesics, e.g., aspirin and 
morphine, were active in one or more of the 
animal pain models; new receptors could be 
mapped in pain pathways and their function 
assessed using knockout and antisense proce- 
dures, and the occupancy of receptors in hu- 
man brain and pain-sensing pathways could 
be non-invasively imaged. The only limitation 
was whether the side effect profile of a puta- 
tive analgesic agent acting on a novel target or 
suboptimal ADME characteristics would limit 
human exposure. 

Based on the available data, the NK1 recep- - 
tor has not been validated as a target for pain 
treatment despite an overwhelming body of 
robust preclinical data (112). This example 
thus serves to underline the many significant 
challenges of validating targets in the drug 
discovery process at the present time. 

A second example, more directly related to 
the human genome, is the search for genes 
that are associated, and by inference may be 
causative, in producing the psychiatric disor- 
der schizophrenia. This disease affects nearly 
1% of the population and has a strong genetic 
association. From studies comparing schizo- 
phrenic patients with individuals lacking 
- 

symptoms of the disorder, 1.o.d. scores of 2.4- 
6.5 on markers between or close to markers 
DlS1653 and DlS1679 on chromosome l q  
have been reported (113,114). A 1.o.d. score of 
above a numerical value of 3 is considered by - 
experts in genetics to be indicative of a rele- 
vant association akin to a significant P value 
(P < 0.05) in statistics. With this information, 
a search for the gene on chromosome l q  and 
the delineation of its function in humans 
would be a logical approach to finding novel 
genomic targets that could lead to new drugs 
that would more effectively and safely treat 
schizophrenia. However, a subsequent study 
(115) using eight individually collected schizo- 
phrenia populations and a sample set that was 
"100% powered to detect a large genetic effect 
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under the reported recessive model," showed potential targets for each disease that need to 
no evidence for a linkage between chromo- be examined in parallel. Hopefully, the quality 
some l q  and schizophrenia; a finding that of the target finally validated using com- 
could not be ascribed to ethnicity, statistical pounds in the human disease state will be a 
approach, or population size. Another group magnitude of order superior to currently ex- 
(116) using two prefrontal cortex tissue from isting drugs and will thus justify the cost of 
two separate schizophrenic populations showed this approach. 
an up-regulation of apolipoprotein L1 gene ex- 
pression that was not seen in tissue from pa- 
tients with bipolar disorder or depression. The 12 COMPOUND PROPERTIES 

- - 
genes related to apolipoprotein L1 gene ex- 
pression are clustered on the chromosome lo- 
cus 22q12, providing another target for the 
functional genomic approach to target discov- 
ery and validation. Yet another locus at chro- 
mosome 3q has been reported (117). 

To the researcher embarking on a well- 
funded, science-driven approach to new tar- 
gets for schizophrenia in 1997, these new find- 
ings in 2002, as well as others showing gene 
association with schizophrenia on chromo- 
somes 6 and 13, would give pause to wonder 
how best to proceed. Do all five locations rep- 
resent bona fide targets for functional genom- 
ics? Should one continue work on the original - 
chromosome 1 findings in light of the failure to 
replicate? Is the only real validation, in light of 
conflicting findings, to proceed to the identifi- 
cation of multiple compounds that can be 
tested in schizophrenic populations-to vali- 
date the genome-based approach? Given that 
the cost of initiating a project, finding leads, 
optimizing these, and running a single clinical 
candidate to phase IIa clinical proof of princi- 
ple is in the range of $24-28 million, how 
many organizations can afford the $120 mil- 
lion+ cost to undertake scientifically logical 
yet financially prohibitive strategies? These 
are difficult questions that can be applied to 
many other psychiatric and neurological dis- 
eases, as well as any other disease state with a 
potential genetic causality, One answer to 
these questions obviously points to multifac- 
torial genetic causes in the genesis of many 
diseases and thus negates the overly simplistic 
"one gene, one disease" mantra that heralded 
the age of drug discovery based on the human 
genome map (114, 118). Strategies resulting 
from the answers to these questions also make 
the process of genome-based target and drug 
discovery a much more costly endeavor (6),  
with good evidence for two to three or more 

Once a suitable drug discovery target has been 
identified, the task is then to identify com- 
pounds that interact with the target and can 
be used as the basis of a lead optimization pro- 
gram to identify potential drug candidates. 

The ideal target compound must have the 
appropriately unique recognition characteris- 
tics to impart affinity and selectivity for its 
target, have the necessary efficacy to alter the 
assumed deficit in cell function associated 
with the targeted disease state, be bioavail- 
able, metabolically, and chemically stable, be 
chirally pure, and be easy and cost effective to 
synthesize. 

12.1 Structure-Activity Relationships 

The structure-activity relationship (SARI of a 
compound series is a means to relate changes 
in chemical diversity to the biological activity 
of the compound i n  uitro and in  uiuo, as well as 
the pharmacokinetic (gut/blood brain barrier 
transit, liver metabolic stability, plasma pro- 
tein binding, etc.) and toxicological properties 
of the molecule (119). These SARs, when 
known, are frequently distinct such that 
changes that improve the bioavailability of a 
compound often decrease its activity andlor 
selectivity. Compound optimization is thus a 
highly iterative and dynamic process. 

For the purposes of the present chapter, 
however, SAR will be used to describe classical 
compound efficacy unless otherwise stated. 
Quantitative SAR (QSAR) involves a more 
mathematical approach involving neural net- 
works and computer assisted design (120-123). 

With the characterization of the SAR and 
the documentation of the effects of different 
pharmacophores and various substituents on 
biological activity, it is possible to theoreti- 
cally model the way in which the ligand inter- 
acts with its target and thus derive a two- or 



three-dimensional approximation of the active 
site of the receptor or enzyme (119-123). 
Computer-assisted molecular design (CAMD) 
techniques can then be used to predict-some- 
times successfully-the key structural re- 
quirements for ligand binding, thus defining 
those regions of the receptor target that are 
necessary for ligand recognition andlor func- 
tional coupling to second messenger system to 
permit the design of new pharmacophores. 

The SAR can be further delineated in terms 
ofthe type of activity measured as the readout. 
In vitro, this can be displacement of a radiola- 
beled ligand from a receptor, receptor activa- 
tion as measured in a functional assay, block- 
ade of receptor function by an antagonist 
ligand, etc. An additional ligand property is 
that of selectivity, the degree to which a ligand 
interacts with the target of choice compared 
with related structural targets. The degree of 
selectivity typically determines the side effect 
profile of a new compound, given that the tar- 
geted mechanism itself does not produce unto- 
ward effects when stimulated beyond the 
therapeutic range. As already noted, the de- 
velopment of a ligand binding profile for a li- 
gand active at a new target is of considerable 
use in assessing its effects in more complex 
tissue systems. 

12.2 Defining the Receptor-Ligand 
Interaction 

The complex physiochemical interactions that 
describe the interaction of a small molecule 
with a protein despite the many sophisticated 
technologies used to study this interaction are 
still highly empirical, being implicitly defined 
by the SAR for a series of active and less active 
compounds. In an increasing number of in- 
stances however, the ability to clone, express, 
and readily derive crystals of a receptor or en- 
zyme and analyze the interaction of a ligand or 
substrate with these using X-ray crystallo- 
graphic, NMR, and amino acid point mutation 
approaches has provided information on the 
actual topography of the selected drug target 
that can then be used in de novo ligand design. 

There are a variety of approaches to deriv- 
ing information on the RL interaction for use 
in understanding the key features required in 
ligand necessary to dictate a potent and selec- 
tive interaction with its target. Analysis of the 

interactions of a series of structurally distinct 
pharmacophores, agonists, and antagonists 
with the target can be combined with point 
mutation changes in the target to elucidate 
key amino acids involved in compound recog- 
nition. This can be complimented by X-ray 
crystallographic data (123) and NMR-derived 
data (6,124) to design novel pharmacophores. 
However, many proteins of interest, especially 
membrane-bound receptors and ion channels, 
are not available in the soluble form amenable 
to the use of these techniques such that the 
design of new compounds is based on the 
conceptualization of the target, e.g., virtual re- 
ceptors (125). There are also limitations to 
structure-based design approaches, e.g., ap- 
proximations of the hydration state of the iso- 
lated protein, the impact of removal from its 
native environment, and three-dimensional 
structural issues with recombinantly derived 
proteins. Nonetheless, these technologies 
have added to knowledge regarding compound 
design. The secondary structure motif devel- 
oped by Kahn et al. (126) has been successfully 
used to design totally novel, non-protonated 
opioid pharmacophores (127). Similarly, the 
technique of SAR by NMR (124) has provided 
important insights into ligand design. Small 
molecules that bind to protein subsites are 
identified, optimized, and linked together to , 
generate high-potency ligands. The process 
combines random screening of low molecular- 
weight compounds whose binding is measured 
by NMR shifts using two-dimensional tech- 
niques with 15N-enriched proteins. Using SAR 
by NMR, two small molecules were detected 
that bound to FK binding protein with micro- 
molar and millimolar affinities. Combination 
of these two molecules, determined by model- 
ing techniques, led to molecules with nanomo- 
lar affinities. 

More recently, techniques have been devel- 
oped to allow automation and HTS techniques 
to be applied to X-ray crystallography, thus 
providing a more rapid means to generate in- 
formation on multiple ligand interactions 
with a given crystal (128). This technology has 
been used as the basis of three companies: As- 
tex, Structural GenomiX, and Syrrx. 

12.2.1 Receptor Binding Assays. Until the 
1950s, newly synthesized compounds and 
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compounds isolated from natural sources 
were assessed by a mixture of in uiuo, whole 
animal screens, and classical tissue assays. 
While many useful therapeutic agents were 
identified by this approach (3), the cost in 
terms of compound as well as time and animal 
use were significant. In  viuo test paradigms 
also suffered from the possible elimination of 
interesting compounds on the basis of un- 
known pharmacokinetic properties. Thus, test 
paradigms were usually rigid in terms of tim- 
ing, and as a result, many potentially interest- 
ing compounds that underwent rapid elimina- 
tion or exhibited short plasma half-lives were 
considered "inactive" because data on their 
actions was sought after their peak plasma 
concentration. This type of screening ap- 
proach also provided little information to the 
chemist regarding the discrete interaction of 
the drug with its target, limiting useful infor- 
mation that could be used in the design of an- 
alogs. The specificity of the response, ignoring 
caveats related to pharmacokinetics, was not 
ideal because the mechanism inducing the 
overt response and potential points of inter- 
vention to block the response were unknown. 

This empirical approach would predict, in 
the absence of any data related to interactions 
with a molecular target, that because p-adre- 
noceptor antagonists lower blood pressure, 
then any compound that lowers blood pres- 
sure is by definition a p-adrenoceptor antago- 
nist, an absurd conclusion, but one that 
happened nonetheless. The 1960s saw the de- 
velopment of a number of i n  vitro biochemical 
screens that moved the measurement of the 
RL interaction a little closer to the molecular 
level. Nonetheless, the major challenge was to 
develop assays that measured the RL interac- 
tion independently of "downstream" events 
such as enzyme activation and second and 
third messenger systems. By such means, the 
ability of a compound to bind to a receptor 
could be determined on the basis of the SAR 
and thus provide the chemist with a more di- 
rect means to model the RL interaction. 

Snyder, building on pioneering work by 
Roth (129), Cuatrecasas (26), and Rang (130) 
established radioligand binding as a valuable 
tool in the drug discovery process in 1973 
(131). This led to an explosion in the identifi- 
cation and characterization of new receptors 

and their subtypes, that in turn, was enhanced 
by the application of tools of recombinant 
DNA technology to the process. 

While the technique of radioligand binding 
has been largely supplanted by activity-based 
assays in many high-throughput settings, it 
remains the gold standard for compound char- 
acterization and SAR development. It is done 
by measuring the RL interaction (Equation 
10.1) i n  uitro using a radioactive ligand, R*, to 
bind with highly affinity and selectivity to re- 
ceptor sites. The interaction of unlabeled 
("cold") ligands with the receptor competes 
with the radioligand, decreasing its binding. 
This simple technique revolutionized com- 
pound evaluation in the 1970s7 allowing SARs 
to be determined with milligram amounts of - 
compound in a highly cost- and resource-effec- 
tive manner. At steady state, the RL" complex 
can either be separated out from free radioli- 
gand using filtration or assayed using a scin- 
tillation proximity assay. 

The parameters measured in a binding as- 
say are the dissociation constant, Kd, the re- 
ciprocal of the affinity constant, K,. The Kd is 
a measure of the affinity of a radioligand for 
the target site: the B,,, usually measured in 
moles per milligram protein, a measure of the 
concentration of binding sites in a given tissue 
source and the IC,, value. The K, and B,, 
values can be determined using a saturation 
curve where the concentration of radioligand 
is increased until all the ligand recognition 
sites are occupied or by measuring radioligand 
association and dissociation kinetics; the Kd is 
the ratio of the dissociation and association 
rate constants (132). 

The IC,, value is the concentration of un- 
labeled ligand required to inhibit 50% of the 
specific binding of the radioligand. This value 
is determined by running a competition curve 
(Fig. 10.5) with a fixed concentration of radio- 
ligand and tissue and varying concentrations 
of the unlabeled ligand. To accurately deter- 
mine the IC,,, it is essential that sufficient 
data points be included. As shown in Fig. 10.5, 
if the data used to derive the IC,, value are 
clustered over a range that reflects 40-60% of 
the com~etition curve, much useful informa- 
tion is iost. Ideally, the competition curve 
should encompass the range of 10-90% of the 
competition curve and include a minimum of 



1 Displacer concentration 

Figure 10.5. Measuring ligand interactions in a re- 
ceptor-binding assay. Binding of the radioligand is 
100%. In curve A, close to the 50% point, an IC,, 
value can be obtained but ignores complexities of 
the displacement curve. More complete displace- 
ment, as in curves B and C, provides more informa- 
tion on the ligand. Displacement curve B has a Hill 
coefficient of unity requiring an 82-fold difference in 
displacer concentration to displace 10-90% of bind- 
ing. Displacement curve C has a Hill coefficient of 
less than one, requiring a greater than 82-fold dif- 
ference in displacer concentration to displace 10- 
90% of binding and indicating the presence of more 
than one site. By extending the range of concentra- 
tions used, curves B and C can assess the possibility 
of multiple sites being present. 

20 data points. Based on Michalis-Menten ki- 
netics (20), when binding is the result of the 
interaction of the displacer with one recogni- 
tion site, 10-90% of the radioligand is inhib- 
ited over an 82-fold concentration range of the 
displacer. The slope of a competition curve can 
then be analyzed to assess the potential coop- 
eration of the RL interactions. When binding 
is complex resulting in the interaction of the 
displacer with more than one recognition site, 
a greater than 82-fold concentration of dis- 
placer is required to inhibit the same 10-90% 
of specific radioligand binding. 

The IC,, value for a given compound is de- 
pendent on the assay conditions: the concen- 
tration of the radioligand used, the receptor 
density, and the affinity of the receptor, the 
Kd, for the radioligand. To compare the activ- 
ity of a "cold" ligand across different radio- 
ligand binding assays, the Cheng-Prusoff 
equation (133) is used to compensate for dif- 
ferences in Kd and the radioligand concentra- 

tion to obtain a Ki value derived by the rela- 
tionship: 

where [Ll is the concentration of radioligand 
used and Kd is the dissociation constant for 
the radioligand at the receptor. This relation- 
ship corrects for inherent differences in assay 
conditions. 

Binding assays can be rapidly used to as- 
sess compound recognition characteristics but 
are generally limited in their ability to delin- 
eate agonists from antagonists, especially in a 
high-throughput setting. 

12.2.2 Functional Assays. Biochemical as- 
says involving the measurement of CAMP pro- 
duction or phosphatidylinositol turnover have 
given way in HTS scenarios to reporter sys- 
tems where receptor activation or inhibition 
can be measured using a fluorescence based 
readout. This depends on the use of sensitive 
calcium sensing dyes coupled with real time 
measurement using coupled charge device 
(CCD) cameras and data capture. A widely 
used system is the fluorescence imaging plate 
reader (FLIPR) from Molecular Devices (134). 
Using a 96- or 384-well microtiter plate for- , 

mat, the throughput on a FLIPR is such that a 
compound library of 0.5 million distinct com- 
pounds can be assayed in less than a month. 

Other approaches to functional assay in- 
clude various reporter gene constructs where 
formation of the RL complex leads to the ex- 
pression of a gene that produces a response 
that can be read immediately. These include 
various luciferase reporter gene or aequorin- 
based assays that produce light that can be 
measured by multiple photodiode arrays and a 
P-galactosidase reporter gene that leads to a 
colorimetric readout (135). GPCR-transfected 
frog melanocytes represent yet another ap- 
proach to determining whether a ligand is an 
agonist or antagonist that is independent of a 
reporter gene construct (136). Addition of mel- 
atonin to a transfected oocyte reduces intra- 
cellular CAMP concentrations resulting in the 
aggregation of the pigment in the cells. Ago- 
nist stimulation of the transfected cell in- 
creases CAMP resulting in pigment dispersal, 
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a reaction that can he immediately determined - 
visually on a plus/minus basis but can also be 
quantified in terms of light transmission. 

The ability to measure co-localization of 
two cellular components in living cells is an 
increasingly powerful technique in under- 
standing ligand-receptor and protein-protein 
interactions. Two such approaches are fluo- 
rescence resonance energy transfer (FRET) 
that measures the proximity of two proteins 
through the use of a luciferase tag on one part- 
ner and green fluorescent protein (GFP) on 
the other (137), and fluorescence polarization 
(FP) that relies on a polarized excitation light 
source to illuminate a binding reaction mix- 
ture (138). The smaller partner (e.g., the li- 
gand) must be fluorescently labeled, and if this 
is unbound then it will, by tumbling in solu- 
tion, emit depolarized fluorescence. This is 
thus a means of looking at the amount of un- 
bound ligand in the binding mixture and has 
the benefit of not requiring any washing steps. 
Current systems do not work well with turbid 
solutions or fluorescent compounds, although 
the latter has largely been dealt with through 
the use of red fluorescent dyes. 

For ion channels, patch-clamping electro- 
physiological techniques, FRET, and s6Rb+ 
efflux assays are used by have limited 
throughput. The FLIPR has proven useful for 
nicotinic and P2X receptors (134). 

12.3 Receptor Sources 

The choice of a tissue or cell line as a receptor 
source has a significant impact on the data 
generated. The natural receptor concentra- 
tion in most tissues is in the femtomole to pi- 
comole range; brain tissue has a much higher 
density of receptors because of more extensive 
nerve innervation. Expression of the drug tar- 
get in a cell line can, however, lead to differ- 
ences in the number of receptors expressed 
per clone, a factor dependent on the relative 
proportion of transient to stable expressed 
cells and the passage number of the transfec- 
tants. Thus, the number of receptors can vary 
affecting the apparent activity of unknown li- 
gands that compete for binding with the radio- 
ligand (49). 

As the drug targets of greatest interest are 
those in the human, the use of a human recep- 
tor or enzyme would seem ideal in defining the 

SAR of a potential drug series. The drawback, 
however, is that nearly all the toxicology and 
safety studies done in preparing a compound 
for clinical trials are conducted in rodents, 
dogs, and nonhuman primates. If there are no 
species differences between rat and human, 
this testing becomes a moot point. If on the 
other hand, the human target is substantially 
different from that in rat or dog or monkey, 
and there are many examples of this, the 
safety and toxicology studies may be con- 
ducted on a com~ound that has limited inter- . 
actions with the drug target in species other 
than human. One approach is to incorporate 
human receptor orthologs into mice (139). 

The use of transfected cell lines in com- 
pound evaluation can lead to a number of po- 
tential artifacts. Activation of transfected re- 
ceptor may result in an increase in CAMP, a 
second messenger effect that may already be 
known to be a consequence of ligand activa- 
tion of the receptor in its natural state. It is 
also possible that the transfected receptor 
may activate a cell signaling pathway in the 
transfected cell that is not linked to the recep- 
tor in its normal tissue environment. In this 
instance, the second messenger readout actu- 
ally functions as a "reporter," a G-protein- 
linked phenomenon that results from the in- 
troduction of the cDNA for a GPCR and $he 
generic or promiscuous interaction of the re- 
ceptor with the G-protein systems. The intro- 
duction of the cDNA for any GPCR may then 
act to elicit a similar response. It is then advis- 
able to use caution in extrapolating events oc- 
curring in the transfected cell to the physio- 
logical milieu of the intact tissue (491, and 
there is at least one case where a compound 
identified as an antagonist in a cell system 
overexpressing the receptor of interest was 
subsequently found to be a partial agonist af- 
ter it exacerbated disease symptomatology in 
phase I1 clinical trials. 

In evaluating new compounds, it is only in the 
past decade that the ability of a compound to 
reach its putative site of action has been a pri- 
ority in the discovery phase of compound iden- 
tification. For many years, it was naively 
assumed that there were some generic ap- 
proaches that could be used on compound with 
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poor bioavailability that would turn them into 
drug candidates. With attrition rates of lead 
compounds in the clinical development pro- 
cess of 50-60% range, with one estimate of 
greater than 90% (1401, this was clearly not 
the case. As Hodgson (141) has noted, "a 
chemical cannot be a drug, no matter how ac- 
tive nor how specific its action, unless it is also 
taken appropriately into the body (absorp- 
tion), distributed to the right parts of the 
body, metabolized in a way that does not in- 
stantly remove its activity and eliminated in a 
suitable manner-a drug must get in, move 
about, hang around and then get out." The 
factors involved in defining in vivo activity 
form the basis of Lipinski's "rule of 5" (142). 
In this widely read, retrospective study, a 
number of compounds have been assessed and 
used to design new molecules. The physical 
properties that were determined as limiting 
bioavailability were as follows: molecular 
weight greater than 500; more than 5 hydro- 
gen bond donors; more than 10 hydrogen bond 
acceptors; and a Clog P value less than 5. 

A retrospective evaluation of the oral bio- 
availability of 1100 novel drug candidates with 
an average molecular weight of 480 from 
SmithKline Beecham's drug discovery efforts 
in rats by Veber et al. (143) established that 
reduced molecular flexibility, measured by the 
number of rotatable bonds and low polar sur- 
face area or total hydrogen bond count (sum of 
acceptors and donors), were important predic- 
tors of good (>20-40%) oral bioavailability, 
independent of molecular weight. A molecular 
weight cutoff of 500 did not significantly sep- 
arate compounds with acceptable oral bio- 
availability from those with poor oral bioavail- 
ability, the predictive value of molecular 
weight was more correlated with molecular 
flexibility than molecular weight per se. From 
this retrospective analysis, Veber et al. sug- 
gested that compounds with 10 or fewer rotat- 
able bonds and a polar surface area equal to or 
less than 140 A2 (representing 12 or fewer H- 
bond acceptors and donors) have a high prob- 
ability of having good oral bioavailability in 
rats. Reduced polar surface area was a better 
predictor of artificial membrane permeation 
that lipophilicity (Clog P), with increased ro- 

tatable bond count having a negative effect on 
permeation and having no correlation with in 
vivo clearance. 

ADME is now a routine part of the efforts of 
a drug discovery team with the use of a num- 
ber of in vitro approaches, e.g., Caco 2 intesti- 
nal cell lines (144, 145), human liver slices, or 
homogenates to assess potential metabolic 
pathways (1191, in addition to classical rat, 
dog, and nonhuman primate in vivo studies, 
none of which has yet shown reliable predict- 
ability for the human situation. More recently, 
the use of proteomics to derive potential toxi- 
cological profiles has been assessed (146) as 
has increasing the throughput of compound 
evaluation in conjunction with increased com- 
putational support (147). 

12.5 Compound Databases 

With the exponential increase in information 
flow resulting from the ability to make many 
more compounds and test these in multiple 
assays, the capture, analysis, and manage- 
ment of data is a critical success factor in drug 
discovery. 

Many databases used in drug discovery are 
ISISIOracle-based using MDL structural soft- 
ware and a variety of data entry and analysis 
systems, some are PC/Mac-based, and some 
are on a server. The ability to capture data and , 
then reassess its value through in silico ap- 
proaches (148) has the potential to be a vast 
improvement over the "individual memory" 
systems that many drug companies used for 
the better part of the last century. Thus, with 
the retirement of a key scientist, the whole 
history of a project or even a department dis- 
appeared, and whatever folklore existed re- 
garding unexplained findings with compounds 
10 or 20 years before was lost with the individ- 
ual. 

13 LEAD COMPOUND DISCOVERY 

As evidenced by the compound code numbers 
used by pharmaceutical companies, many 
thousands of new chemical entities have been 
made since the industry began in the late 19th 
century. Until the advent of combinatorial 
chemistry, the chemical libraries at most of 
the major pharmaceutical companies num- 



Receptor Targets in Drug Discovery and Development 

bered from 50,000-800,000 compounds com- 
prised of newly synthesized compounds as 
well as those from fermentation and natural 
product sources. Approximately 2-5 million 
compounds were identified in the search for 
new drugs to treat human disease states over 
the past century. This number has obviously 
leaped to the billions with combinatorial ap- 
proaches. Given decomposition andlor deple- 
tion of compounds, the 2-5 million compounds 
could be rounded down to 1 million. 

The 2001 edition of the Merck Index, the 
compendium of drugs and research tools, lists 
a total of 10,250 compounds (149). Thus, from 
a hypothetical million compounds, only 1% 
have proven to be of sustained interest as ei- 
ther therapeutic agents or research tools. 

In the early 1980s, with the not yet materi- 
alized promise that compounds could be cre- 
ated and tested on a computer screen, the 
screening of large numbers of compounds 
against selected targets came to be viewed as 
irrational. Indeed, the head of research at one 
of the top 20 pharmaceutical companies told 
the medicinal chemists at that company in the 
early 1980s that the demand for their skills 
was becoming less and would cease by the 
1990s, a viewpoint somewhat akin to the apoc- 
ryphal story of the head of the U.S. Patent 
Office in the early 1900s who recommended its 
closure because "everything that could be dis- 
covered had been discovered." 

The breakthrough for screening came in 
1984 with the identification by Chang et al. at 
Merck of the CCK, antagonist, asperlicin 
(150), and its subsequent use as a lead struc- 
ture to discover the clinical candidate, MK 329 
(151). Considerable effort has been expended 
in the pharmaceutical industry worldwide to 
capitalize on this approach with significant 
successes that have enhanced the search for 
novel chemical entities as well as providing 
research tools to better understand receptor 
and enzyme function. 

13.1 High-Throughput Screening 

To identify compounds, it is imperative that a 
rapid, economical, and information-rich eval- 
uation of biological activities be available. The 
term high-throughput screening describes a 
set of techniques designed to permit rapid and 
automated (robotic) analysis of a library of 

compounds in a battery of assays that gener- 
ate specific receptor- or enzyme-based signals. 
These signals may be membrane-based (radio- 
ligand binding, enzyme catalysis) or cell-based 
(flux, fluorescence). The primary purpose of 
HTS is not to identify candidate drugs, but 
rather to identify lead structures, preferably 
containing novel chemical features, which 
may serve as a guide for more tailored itera- 
tive optimization. HTS should generate as few 
false-positive leads as possible because exploi- 
tation of leads is an expensive component of 
the drug discovery process. Presently, most 
HTS are designed to give information princi- 
pally about potency, and a combination of 
screens may provide information about selec- 
tivity and specificity. The increasing use of 
cell-based assays provides additional informa- 
tion, including agonistlantagonist characteris- 
tics, and a biological "read-out" under physio- 
logical or nearly physiological conditions. 
Additionally, cell-based assays can provide in- 
formation about the cytotoxicity and bioavail- 
ability of molecules. The increased use of "de- 
signer cells" with visual and fluorescent signal 
read-outs will continue to facilitate the screen- 
ing process, and in the future, will doubtlessly 
include measures of metabolism, toxicity, bio- 
availability, and other important pharmacoki- 
netic parameters. 

Using FLIPR and related techniques in 96-, 
384-, 1536-, and greater numbers of microtiter 
plate arrays, 100,000 or more compounds can 
be screened through 10-20 targeted assays in 
less than a week, and complete libraries num- 
bering in the millions can be assessed at single 
concentration points in less than 6 weeks. The 
issue is the success rate, typically in the 0.1% 
range, and the ability to capture and store the 
data for posterity. Clearly, the quality and di- 
versity of the compounds and the robustness 
of the assays play a key role in a successful 
screening program. 

13.2 Compound Sources 

New chemical entities (NCEs) are discovered 
or developed/optimized from the following: (1) 
natural products and biodiversity screening; 
(2) exploitation of known pharmacophores; (3) 
rationally planned approaches, e.g., computer- 
assisted molecular design; (4) combinatorial 
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or focused library chemistry approaches; and 
(5) evolutionary chemistry. 

13.2.1 Natural Product Sources. Approxi- 
mately 70% of the drugs currently in human 
use originate from natural sources (3, 152). 
These include morphine, pilocarpine, phy- 
sostigmine, theophylline, cocaine, digoxin, sal- 
icylic acid, reserpine, and a host of antibiotics 
(3). Medicinal and herbal extracts form the 
basis for the health care of approximately 80% 
of the world's population; some 21,000 plant 
species are used world-wide. Screening of nat- 
ural products led to the discovery of the immu- 
nosuppressants, cyclosporin, rapamycin, and 
FK 506 (153), and there is a continued search 
for new compounds, even in relatively well- 
explored areas such as China (154). 

The continued destruction of habitat with 
the accompanying loss of animal and plant 
species may impede further natural product- 
based drug discovery. Many interesting drugs 
have vanished (155). For example, a plant 
called silphion by the Greeks and sylphium by 
the Romans grew around Cyrene in North Af- 
rica. It may have been an extremely effective 
anti-fertility drug in the ancient world but was 
harvested to extinction (156). 

Whereas 100% of the world's mammals are 
known (155), as few as 1-5% of other species, 
notably bacteria, viruses, fungi, and most in- 
vertebrates, are well characterized. It has 
been estimated that only 0.00002% to 0.003% 
of the world's estimated 3-500 x lo6 species 
are used as a source of modern drugs (157). 
Exploration of environments previously as- 
sumed to be hostile to life has revealed bacte- 
rial species living at extreme depths, at ex- 
traordinary temperatures, and in the presence 
of high concentrations of heavy metals. 

The sea covers almost three-quarters of the 
earth's surface and contains a broader genetic 
variation among species relative to the terres- 
trial environment (155,158). Although a num- 
ber of important molecules have been derived 
from marine sources, including arabinosyl nu- 
cleotides, didemnin B, and bryostatin 1, there 
has been an inadequate focus on this poten- 
tially chemically productive biosphere. Sea 
snails, often called "nature's combinatorial 
chemistry factories," produce a bewildering 
array of novel conotoxins active at mamma- 

lian drug targets (159, 160) that are being ex- 
ploited for ion channel HTS by Xenome in 
Australia in collaboration with ICAgen, Ionix, 
and Antalium. These toxins are typically 
10-30 amino acid residues in length, contain 
several disulfide bridges, and are rigid in 
structure (160).   here are several hundred va- 
rieties of cone snails, and each may secrete 
more than 100 toxins. Therefore, there are 
likely to be several tens of thousands of these 
toxins, representing a library of substantial 
structural and functional diversity. These 
peptides are first synthesized as larger precur- 
sors from which the mature peptide is cleaved 
(159). In the mature peptide there is a con- 
stant N-terminus region and a hypervariable 
C-terminus region from which the biological 
diversity is derived. Conus toxins have proven 
to be invaluable as molecular probes for a va- 
riety of ion channels and neuronal receptors 
and as templates for drug design (160). 

Poison frogs of the Dendrobatidae family 
contain a wide variety of skin-localized poison- 
ous alkaloids that are presumably secreted for 
defensive purposes (161). Among the chemical 
structures present are the batrachotoxins, pu- 
miliotoxins, histrionicotoxins, gephyrotoxins, 
and decahydroquinolines (Fig. 10.6) that tar- 
get both voltage- and ligand-gated ion chan- 
nels. The alkaloid epibatidine (Fig. 10.61, 
present as a trace entity in Epipedobates tri- 
color, is of particular interest because it has 
powerful analgesic activities, being 200 times 
more potent than morphine (162). The alka- 
loid is a potent neuronal nicotinic channel ag- 
onist selective for the a4P2 subtype. Isolated 
by Daly and Myers in 1974, the structure of 
epibatidine was not elucidated until 1992. The 
discovery of epibatidine as a novel and potent 
analgesic led to the identification of ABT-594, 
which had equivalent analgesic efficacy to epi- 
batidine but with reduced side effect liabilities 
(163). Despite continued successes in isolating 
new compounds with pharmaceutical poten- 
tial from natural sources, the pharmaceutical 
industry has tended to loose interest in this 
approach limiting an important aspect of 
chemical diversity (164). 

13.2.2 Pharmacophore-Based Ligand Li- 
braries. The majority of pharmaceutical com- 
panies have relatively large chemical libraries 
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Epibatidine 

Figure 10.6. Alkaloids and related structures. 

representing the cumulative synthetic efforts 
of the medicinal chemists within the company. 
Typically, the chemical diversity in these li- 
braries is not extreme because the synthetic 
approach to drug design revolves around de- 
fined pharmacophores in lead series and the 
rational and systematic development of the 
SAR. Certain companies will thus have a large 
number of similar compounds based on the 
approaches and successes attendant to a ther- 
apeutic area. 

The systematic modification of existing 
structures, both natural and synthetic, is an 
approach to compound optimization with im- 
provements in potency, selectivity, efficacy, 
and pharmacokinetics being linked to discrete 
changes in molecular constituents on the basic 
pharmacophore. 

Angiotensin converting enzyme (ACE) in- 
hibitors are important cardiovascular drugs 
that block the conversion of angiotensin I, 
formed by the action of renin on substrate an- " 

giotensinogen, to angiotensin I1 (a powerful 
pressor and growth factor agent). Until 1973, 
peptide inhibitors from the venom of the Bra- 
zilian viper were the only known inhibitors of 
this enzyme. The nonapeptide, teprotide, was 
an orally active and competitive inhibitor of 
ACE (165). Benzylsuccinic acid, a potent in- 
hibitor of carboxypeptidase A (166), an en- 
zyme that had structural and mechanistic 
similarities to ACE, led Ondetti et al. to select 
N-succinyl-L-proline as a lead (IC,, = 330 pM). 

This was subsequently optimized based on the 
presence of a Zn2+ in the active site of both 
ACE and carboxypeptidase and the likely pres- 
ence of hydrophobic pockets. An SH group to 
coordinate Zn2+ was incorporated into the ste- 
reoselectively active a-methyl analog, which 
eventually led to captopril (165) and the ana- 
logs, enalapril, cilazapril, and lisinopril (Fig. 
10.7). 

The Ca2+-channel antagonists, the 1,4- 
dihydropyridines (DHPs), represent a re: 
markably successful group of cardiovascular 
drugs that have antihypertensive, antiangi- 
nal, and antiarrhythmic properties (167). Ni- 
fedipine (Fig. 10.8) was the first member of the 
DHP family; a structure that embraces both 
Ca2'-channel antagonists and activators 
(1681, which was followed by the synthesis of a 
number of analogs with a prolonged duration of 
action and enhanced vascular selectivity (167). 

13.2.2.1 Molecular Modeling. Rationally 
planned approaches to structure design are an 
increasingly important part of the drug dis- 
covery process, whether planned ab initio, de- 
rived from structural knowledge of a putative 
ligand-binding site on a biological target in the 
absence of ligand information, or derived by 
rational exploitation of an existing chemical 
lead (121-125). 

13.2.2.2 Privileged Pharmacophores. It is 
increasingly apparent that a small number of 
common structures-"basic pharmacophores," 
"templates," or "scaffolds"-are associated 
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with a multiplicity of diverse biological activi- 
ties. These structures represent facile starting 
points for combinatorial chemical approaches 
to ligand diversity. 

13.2.2.2.1 Benzodiazepines. The benzodi- 
azepines (BZs) are well established as anxio- 
lytics, hypnotics, and muscle relaxants as 
representedby diazepam, clonazepam, midazo- 
lam, and triazolam (Fig. 10.9). The BZ nucleus 
also occurs in natural products. Asperlicin is a 

naturally occurring ligand that is a weak, al- 
beit selective, antagonist at cholecystokinin 
receptors and contains a benzodiazepine nu- 
cleus (150). From this lead was derived a series 
of potent and selective benzodiazepine li- 
gands, active at CCK, and CCK, receptors, 
one of which is L-364,718 (151). Other BZs 
(Fig. 10.9) with activity at receptors distinct 
from the BZ receptor are as follows: tifluadom 
(opioid receptor) (169); somatostatin (170); 
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Figure 10.8. Dihydropyridines; calcium channel, and other receptor antagonists. 
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Figure 10.9. Benzodiazepines: anxiolytics, hypnotics, and compounds with activity at other targets. 
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GYKI 52466 (glutamate receptor) (171); and 
inward-rectifying potassium channels (172). 

13.2.2.2.2 1,4-Dihydropyridines. The DHP 
pharmacophore is a well-established chemical 
entity derived from the classic chemistry of 
Hantzsch (173). Nifedipine (Fig. 10.8) and sev- 
eral related DHPs, including arnlodipine, felo- 
dipine, nicardipine, nimodipine, and nisoldi- 
pine, are well-established antihypertensive 
and vasodilating agents that act through volt- 
age-gated L-type Ca2+ channels in the vascu- 
lature (174). However, DHPs also interact 
with lower activity a t  other classes of Ca2' 
channels, including N-type channels (175), T- 
type channels (1761, and "leak" channels 
(177). DHPs can block delayed rectifier K+ 
channels (178) and cardiac Nat channels 
(179). Other DHP analogs (Fig. 10.8) are ac- 
tive at PAF' receptors (UK 74,505) (1801, aden- 
osine A, receptors (MRS 1191) (181), Kt' ATP 
channels (ZM 24405 and A-278367) (182,183), 
capacitative SOC channels (MRS 1845) (184), 
and a,,-adrenoceptors (SNAP 5089) (185). 

13.2.3 Diversity-Based Ligand Libraries. 
The issue of diversity reflects the need to en- 
hance the scope of the library beyond those 
available within a company. This can be done 
by compound exchange with other companies, 
by acquiring compounds from university de- 
partments and commercial sources (Sigma, 
Bader, Mayhew, Cookson, etc.). Additional 
sources of novel synthetic compounds include 
the libraries of major present or former chem- 
icaUagricultura1 companies and their succes- 
sors like Eastman Kodak, Stauffer, FMC, and 
Shell, and more recently, chemicals made in 
the former Eastern Bloc countries that are 
now being brokered to pharmaceutical compa- 
nies. In conjunction with the use of computer- 
ized cluster programs, the selection of com- 
pounds based on diverse structures can be 
considerably enhanced to provide maximum 
coverage of molecular space. This can be done 
by generating libraries of approximately 2000 
compounds that is used to rapidly identify po- 
tential leads for a new drug target using the 
SAR generated in an HTS assay. Such librar- 
ies are assembled from compounds that are 
available in relatively large supply and may 
not necessarily be proprietary to the company. 

Their value is in rapidly eliminating unlikely 
structures in a systematic manner for each 
new target. 

Combinatorial chemistry has provided the 
means to synthesize literally billions of mole- 
cules, a major step forward in the exploration 
of "molecular space." This random or "brute- 
force" approach to the search for new leads 
has been a major disappointment in its contri- 
bution to product pipelines (186) and the sac- 
rifice of quality for quantity (187). However, 
combinatorial exploration around lead com- 
pounds or pharmacophores to generate dedi- 
cated libraries, when coupled with high- 
throughput screening, clearly provides an 
economical and efficient way to rapidly gener- 
ate lead compounds (188). 

Combinatorial diversity can be exploited in 
nature in the repertoire of antibodies with 
their remarkable combination of high affinity 
and selectivity and is also reflected in the cono- 
toxins (159, 160). 

The polyketides are a family of natural 
products containing many important pharma- 
ceutical agents that are synthesized through 
the multienzyme complex, polyketide syn- 
thase, which can display substantial molecu- 
lar diversity with respect to chain length, 
monomer incorporated, reduction of keto 
groups, and stereochemistry at chiral centers 
(189). This variability, together with the exis- 
tence of several discrete forms of polyketide 
synthase, allows the generation of diverse 
structures Iike erythromycin, avermectin, and 
rapamycin. This biochemical diversity has 
been considerably expanded by the introduc- 
tion of new substrate species that were used by 
the enzymes to produce new or unnatural 
polyketides (190). 

Such methods are likely to be more exten- 
sively used in the future to provide a highly 
focused combinatorial approach to generating 
molecular diversity. The multienzyme path- 
way responsible for converting simple linear 
unsaturated allylic alcohols to sterols, carote- 
noids, and terpenes is incompletely character- 
ized, but offers excellent potential for genetic 
manipulation to provide directed bio-combi- 
natorial chemistry (191, 192). 

13.2.4 Evolutionary Chemistry. An alterna- 
tive pathway to the directed synthesis of 
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molecules, whether individually or by the mil- 
lions, is to establish conditions where sponta- 
neous mutation can occur accompanied by se- 
lection for a specific property (193). Using this 
approach, ribozymes, from Tetrahymena that 
catalyzed sequence-specific cleavage of RNA 
were directed through selective amplification 
with error-prone PCR to cleave DNA in uitro. 
Cycles of amplification and selection eventu- 
ally produced the conversion of an RNA-cleav- 
ing to a DNA-cleaving enzyme in just 10 gen- 
erations (194). While this process of in uitro, or 
directed, molecular evolution has thus far 
been employed in the synthesis and character- 
ization of macromolecules, it can be extended 
the synthesis of small molecules like the 
polyketides and isoprenoids discussed above. 

13.3 Biologicals and Antisense 

The use of the naturally occurring hormones 
as drugs is not new as evidenced by the use of 
insulin and epinephrine. The techniques of 
molecular biology allow the production of an 
increasing number of native and modified hor- 
mones and their soluble forms. Erythropoietin 
(EPO) is a classic example of a successful drug 
taken from the human body. Soluble receptors 
like Enbrel and humanized antibodies, e.g., 
herceptin and D2E7, are additional examples 
of how cloning techniques have altered the 
concept of rational drug design and what can 
be considered as a drug. Anti-cytokine thera- 
pies are particularly amenable to this ap- 
proach (195). 

Antisense oligonucleotides and RNA inter- 
ference (RNAi) approaches may similarly pro- 
vide novel, specific to disease treatment (196, 
197) by the suppression/modification of a gene 
product. The fundamental concept is that an 
oligonucleotide complementary to a disease- 
causing gene will anneal to that gene and pre- 
vent its transcription. In a similar manner, 
RNAi approaches use the fact that double- 
stranded RNA is rapidly degraded, and dou- 
ble-stranded RNA oligomers can trigger deg- 
radation of the genes encoded by them. While 
delivery issues remain a concern, one topically 
active antisense drug, Vitravene (Isis) is ap- 
proved for the treatment of CMV-induced ret- 
initis, and several promising antisense con- 
structs, e.g., Genasense (GentaIAventis), an 
18-mer against the first six codons of bcl2 that 

is being investigated for the potential treat- 
ment of melanoma, prostate, breast, and colon 
cancer, are now in clinical trials. 

14 FUTURE DIRECTIONS 

The gradual evolution of the receptor concept 
as the basis for drug discovery over the past 
century has led to major advances in the un- 
derstanding of biological systems and human 
disease states. 

While the development of ever more sophis- 
ticated structure-based technologies and ul- 
tra, micro-HTS that encompass activity, 
ADME, toxicity, and structural data genera- 
tion has resulted in an ever increasing body of 
knowledge, it does not seem to have added sig- 
nificantly to success as measured by increased 
numbers of quality INDs (186), but rather, to- 
gether with genomics and proteomics, signifi- 
cantly added to the cost of the search for new 
medicines (6). The medicinal chemist and the 
pharmacologist play key roles in integrating 
and interpreting the data flow that constitutes 
much of the day-to-day workings of the drug 
discovery environment. Their challenge is to 
provide the intellectual framework to use this 
data to find drugs rather than play a technol- 
ogy-driven numbers game. As noted nearly a 
decade ago (198), the compact disk is a techno- 
logical marvel that has replaced fragile mag- 
netic tape and vinyl as a recording media. 
There continues to be little evidence that this 
digital media, however much oversampled or 
upsampled, has improved either the quality, 
innovation or longevity of the recorded music. 
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1 INTRODUCTION 

Nicotinic acetylcholine (ACh) receptors are 
responsible for transmission of nerve im- 
pulses from motor nerves to muscle fibers 
(muscle types) and for synaptic transmis- 
sion in autonomic ganglia (neuronal types). 
They are also present in the brain, where 
they are presumed to be responsible for nic- 
otine addiction, although little is known 
about their normal physiological function 
there. Nicotinic receptors form cation-selec- 
tive ion channels. When a pulse of ACh is 
released at the nerve-muscle synapse, the 
channels in the postsynaptic membrane of 
the muscle cell open, and the initial electro- 
chemical driving force is mainly for sodium 
ions to pass from the extracellular space into 
the interior of the cell. However, as the 
membrane depolarizes, the driving force in- 
creases for potassium ions to go in the oppo- 
site direction. Nicotinic channels (particu- 
larly some of the neuronal type) are also 
permeable to divalent cations, such as cal- 
cium. 

Nicotinic receptors are the most inten- 
sively studied type of neurotransmitter-gated 
ion channel, and in this review we summarize 
what is known about their structure and func- 
tion. 
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2 STRUCTURE AND TOPOLOGY 

2.1 Genes 

All of the nicotinic receptors are oligomers, 
composed of a ring of five subunits encircling a 
central pathway for the ions. The genes for the 
known subunit types are shown in Table 11.1. 

2.2 Structure of Muscle-Type Nicotinic 
Receptors 

Far more is known about the muscle-type nic- 
otinic receptor than about neuronal receptors. 
One of the reasons for our greater understand- 
ing is that a receptor similar to the muscle- 
type nicotinic receptor is present in great 
abundance in the electric organ of the Torpedo 
ray. A large proportion of the surface in the 
modified muscle tissue in the electric organ is 
occupied by postsynaptic membrane that con- 
tains densely packed, partially crystalline ar- 
rays of nicotinic receptors. This has allowed 
purification (with the help of high affinity li- 
gands such as a-bungarotoxin), partial se- 
quencing of the receptor subunits, and hence 
cloning of the genes for these subunits. Tubu- 
lar crystals of Torpedo receptors embedded in 
their native lipids can be grown from isolated 
postsynaptic membranes, and these have been 



Table 11.1 Nicotinic Subunit Genes in Man 

Number of 
Chromosomal Amino Acids 

Location (including Swiss-Prot Entry Name 
(OMIM) signal peptide) Gene Name (primary accession number) Notes 

Muscle subunits 
ffl 

W 
wl E 
rD Neuronal subunits 

CHRNAl 

CHRNB 
CHRNG 
CHRND 
CHRNE 

CHRNA2 
CHRNA3 
CHRNA4 
CHRNA5 
CHRNAG 
CHRNA7 

CHRNA9 
CHRNAlO 
CHRNB2 
CHRNB3 
CHRNB4 

ACHB-HUMAN (P11230) 
ACHG-HUMAN (PO75101 
ACHD HUMAN (Q07001) 
ACHEIHUMAN (Q04844) 

ACH2 HUMAN (Q15822) 
ACH~IHUMAN (P32297) 
ACH4-HUMAN (P43681) 
ACH5-HUMAN (P30532) 
ACH6 HUMAN (Q15825) 
ACH~IHUMAN (P36544) 

ACH9 HUMAN (P43144) 
A C H ~ ~  HUMAN (Q9GZZ6) 
ACHN HUMAN (PI77871 
ACHOHUMAN (Q05901) 
ACHPHUMAN (P30926) - 

*Isoform 1; a splice variant with an 
additional 25 amino acids is known 
(isoform 2): this does not form 
functional channels) 

Embryonic 

Adult 

The human a7 gene is partially 
duplicated in the same chromosomal 
region 
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Figure 11.1. Diagram of topology of a single recep- 
tor subunit. Each subunit is thought to cross the cell 
membrane four times. 

used extensively in investigations of receptor 
structure and function by electron microscopy 
(see below). 

The muscle-type ACh receptor is a glyco- 
protein complex (-290 kDa), which consists of 
five subunits arranged around a central mem- 
brane-spanning pore. Nicotinic subunits are 
similar in amino acid sequence and have the 
same topology (Fig. 11.1): each subunit con- 
sists of a large extracellular amino-terminal 
domain, four predicted membrane-spanning 
segments (MI-M4), and a long cytoplasmic 
loop between M3 and M4. 

These characteristics are shared with sub- 
units that form other ion channels/receptors 
and thus define a receptor superfamily, usu- 
ally referred to as the nicotinic family. All 
members in this superfamily function as ei- 
ther cation- or anion-selective channels, 
thereby mediating fast excitatory or inhibi- 
tory synaptic transmission. In mammalian 
cells, the cation-selective members include 
nicotinic and 5HT, receptors, whereas the 
anion-selective members include GABA,, 
GAB&, and glycine receptors. Anion-selec- 
tive channels in this family are also found in 
invertebrates: these channels are gated by glu- 
tamate, 5-HT, histidine, and acetylcholine (1). 

The muscle-type receptor has the composi- 
tion P, y, and 6 in embryonic (or dener- 
vated) muscle, but in the adult the y subunit is 

replaced by an E subunit. The adult receptor is 
found, at high density, only in the end-plate 
region of the muscle fiber, but before innerva- 
tion embryonic receptors are distributed over 
the whole muscle fiber. The electric organ con- 
tains only the embryonic y-form of the recep- 
tor. All the subunits share a high degree of 
homology (typically 31-41% pairwise identity 
to the a subunits, depending on the species). 

The properties of and interactions between 
individual subunits have been explored exten- 
sively by a range of biochemical, molecular ge- 
netic, and electrophysiological techniques [for 
recent reviews, see Karlin (2); Corringer et al. 
(3)l. Their order around the pore is most likely 
to be a, y, a, p, and S going in the clockwise 
sense and viewed from the direction of the 
synaptic cleft. Opening of the channel occurs 
upon binding of ACh to both a subunits (a, 
and a,) at sites that are at, or close to, the 
interfaces made with neighboring y and S sub- 
units (4-6). These sites are shaped by three 
separate regions of the polypeptide chain (3) 
and include the so-called C-loop (see below). 

2.2.1 Molecular Architecture. The tubular 
crystals from the Torpedo ray form the basis of 
almost all quantitative three-dimensional 
studies of the whole receptor [e.g., see Kistler 
and Stroud (7); Miyazawa et al. (@I. Tubesare 
built from tightly packed ribbons of receptor 
dimers and intervening lipid molecules (9). 
They grow naturally from the isolated 
postsynaptic membranes, retaining a curva- 
ture similar to that at the crests of the iunc- " 

tional folds. Apparently, there is a close struc- 
tural correspondence between the tubes, 
which are simply elongated protein-lipid vesi- 
cles, and the receptor-rich membrane as it ex- 
ists in  vivo. 

Ice-embedded tubes, imaged with the elec- 
tron microscope, can be made to retain their 
circular cross section and be analyzed as heli- 
cal particles (10). At low resolution, using this 
approach, the receptor appears as an approxi- 
mately 70 X 160-A (diameter x length) cylin- 
der composed of five similar rod-shape sub- 
units arranged around the central axis and 
aligned approximately normal to the mem- 
brane plane. The ion-conducting pathway, de- 
lineated by the symmetry axis, appears as a 
narrow (unresolved) pore across the mem- 
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Figure 11.2. Architecture of whole receptor, em- 
phasizing the external surface and openings to the 
ion-conducting pathway on the outer (extracellular) 
and inner (cytoplasmic) sides of the membrane. The 
positions of the two a subunits, the binding pockets 
(asterisks), gate of the closed channel (upper arrow), 
and the constrictingpart of the open channel (lower 
arrow) are indicated. See color insert. 

brane, bounded by two large ( -204 diameter) 
vestibules. Further development of this ap- 
proach has led to resolutions of 9 A (11) and, 
more recently, 4.6 A (8), being achieved. 

Figure 11.2 shows the appearance of the 
whole receptor at 4.6-A resolution. In the ex- 
tracellular portion, the subunits form a pen- 
tagonal wall around the central axis and make 
the cylindrical outer vestibule of the channel. 
The outer vestibule is about 20 x 65 A (width 
x length). About halfway up this portion are 
the ACh-binding regions in the two a subunits 
(asterisks). In the cytoplasmic portion, the 
subunits form an inverted pentagonal cone, 
which comes together on the central axis at 
the base of the receptor, so shaping a spherical 
inner vestibule of the channel. This is about 20 

A in diameter. The only aqueous links be- 
tween the inner vestibule and the cell interior 
are the narrow (<8-9 A wide) "windows" be- 
tween the subunits lying directly under the 
membrane surface. The gate of the channel, 
made by the pore-lining segments, M2, is near 
the middle of the membrane (upper arrow), 
and the constriction zone (the narrowest part 
of the open channel) is at the cytoplasmic 
membrane surface (lower arrow). 

2.2.2 The Vestibules. One likely physiolog- 
ical role of the vestibules is to serve as prese- 
lectivity filters for ions, making use of charged 
groups at their mouths and on their inner 
walls, to concentrate the ions they select for 
(cations), while screening out the ions they 
discriminate against (anions). In this way, the 
ionic environment would be modified close to 
the narrow membrane-spanning pore, in- 
creasing the efficiency of transport of the per- 
meant ions and enhancing the selectivity aris- 
ing from their direct interaction with residues 
and/or backbone groups lining the constric- 
tion zone. A more direct means of increasing 
the cation conductance may be achieved by 
rings of negative charge located at the mouth 
of the pore. These rings (at positions -4', - l', 
and 20' of M2, using the numbering system for 
M2 residues defined in Fig. 11.3) are signifi- 
cant in that they have been shown to influence 
channel conductance (12). 

Consistent with a screening role, the cylin- 
drical shape and about 10-A radius of the 
outer (extracellular) vestibule provide a route 
that is narrow enough for charged groups on 
the inner wall to influence ions at the center, 
but not too narrow to restrict their diffusion. 
The design of this portion of the receptor 
might therefore have some parallels with the 
fast-acting enzyme acetylcholinesterase, where 
the whole protein surface plays a role in pro- 
ducing an electrostatic field that guides the 
positively charged ACh substrate to the active 
site (13). The inner (cytoplasmic) vestibule is 
architecturally distinct from the outer vesti- 
bule, yet presumably plays a similar func- 
tional role in concentrating the cations, given 
that electrophysiological experiments on the 
muscle-type receptor have shown that there is 
no marked preference for cations to go in one 
direction across the membrane (i.e., rectifica- 
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Figure 11.3. Helical net plot of the amino acid se- 
quence around the membrane-spanning segment 
M2 (Torpedo a subunit). The leucine residue near 
the middle of the membrane (yellow) is the con- 
served leucine L251 (at the 9' position), which may 
be involved in forming the gate of the channel. The 
dots denote other residues that have been shown to 
affect the binding affinity of an open channel 
blocker (17,18) and ion flow through the open pore 
(19). The numbers shown refer to the numbering 
scheme for M2 residues used in the text. See color 
insert. 

tion). Negatively charged groups framing the 
windows would have a strong local effect, 
given that the windows are not significantly 
wider than the diameter of an ion, including 
its first hydration shell. 

The large proportion of mass (-70%) that 
is not within the membrane, and shapes these 
vestibules is also needed for other purposes, 
such as making the (complex) ACh-binding 
pockets, and providing sites of attachment for 
regulatory molecules and other proteins (such 
as rapsyn) that are concentrated at the syn- 
apse. 

2.2.3 Membrane-Spanning Pore. The mem- 
brane-spanning portion of the receptor has 
not yet been completely resolved by direct 
structural methods, although the pore-lining 
segments are partially visible as a ring of five 
rod-shape densities, consistent with an a-heli- 
cal configuration. This helix is the part of the 
structure closest to the axis of the receptor 

and therefore must correspond to M2, the 
stretch of sequence shown by chemical label- 
ing (14, 15) and by site-directed mutagenesisl 
electrophysiology experiments (12, 16, 17) to 
be lining the pore. In the shut-channel form of 
the receptor, this helix is bent inward, toward 
the central axis, making the lumen of the pore 
narrowest near the middle of the membrane. 
This is the most constricted region of the 
whole ion pathway and therefore presumably 
corresponds to the gate of the channel. 

A tentative alignment can be made be- 
tween the three-dimensional densities and the 
amino acid sequence of M2 (Fig. 11.3) (11). 
This alignment places the charged groups at 
the ends of M2 symmetrically on either side of 
the lipid bilayer and a highly conserved 
leucine residue (Torpedo aLeu251) at the level 
of the bend. It seems likely that the leucine 
side chains, by side-to-side interactions with 
neighboring M2 segments, are involved in 
making the gate of the channel. Site-directed 
mutagenesis experiments, combined with 
electrophysiological study of function, have 
highlighted the uniqueness of the conserved 
leucine residue in relation to the gating mech- 
anism. The profound effects of mutating this 
leucine to a hydrophilic amino acid on the ag- 
onist sensitivity of the receptor and its desen- 
sitization properties were first reported for 
the recombinant homomeric a7 neuronal nic- 
otinic receptor by Revah et al. (20). In the 
muscle-type receptor, progressive replace- 
ment of leucines by serines (21) or by threoni- 
nes (22) increases, by roughly uniform incre- 
ments, the sensitivity of the channel (i.e., 
decreases the EC,, value for ACh). A similar 
effect is seen in neuronal nicotinic receptors 
that contain a3, P4, and P3 subunits (23). 
However, other experiments [e.g., Wilson and 
Karlin (24)l have been interpreted to indicate 
that the gate is located closer to the cytoplas- 
mic membrane surface. 

2.2.4 The Snail ACh-Binding Protein. Be- 
fore going on to discuss the agonist binding 
site, we next discuss the snail acetylcholine- 
binding protein (AChBP). Glial cells in the 
snail, Lymnea stagnalis, produce and secrete 
this protein, which is a homopentamer having 
structural homology with the large N-termi- 
nal portion of the extracellular domain of ion 
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Figure 11.4. Three subunits of the Lymnaea AChBP viewed perpendicular to the fivefold axis of 
symmetry and from the outside of the pentamer. The inner and outer sheets of the P-sandwich are 
blue and red, respectively, whereas the putative ligand HEPES is purple. The approximate positions 
of the CK carbons of residues discussed in the text are marked with arrows on the foremost subunit. 
The approximate positions of the cell membrane and of the M2-M3 loop are shown diagrammatically. 
The inner P-sheet (blue) is thought to rotate after agonist binding and to interact with the M2-M3 
loop (as indicated by the asterisk). See color insert. 

nnels in the nicotinic superfamily. The 
tomer of AChBP is composed of 210 amino 
1s and has 20-23% sequence identity with 
muscle-type ACh receptor subunits. It 

tains most of the residues that were previ- 
ly suspected to be involved in ACh binding 
the receptor. Its crystal structure was 
red recently to 2.7-A resolution (25), re- 
ling the protomer to be organized around 
sets of @strands, forming Greek key-like 
(ifs, folded into a curled /?-sandwich. The 
lndwich can be divided into inner- and 
?r-sheet parts, shown respectively in blue 
red in Figure 11.4, which are covalently 

ed together through a disulfide bond. The 
-loopn disulfide bond (C128-C142 in Tor- 
) and human a1 subunits) plays an impor- 
structural role in stabilizing the three- 

ensional fold (25) and is absolutely 

conserved among all members of the ion chan- 
nel superfamily. 

AChBP has been crystallized only with 
HEPES, rather than ACh, bound, and "owing 
to low occupancy and limited resolution, the 
precise orientation of the HEPES molecule 
cannot be definitely resolved" (25). In overall 
appearance, it is very similar to the extracel- 
lular domain of the receptor (Fig. 11.5). The 
C-loop is particularly prominent both in 
AChBP (Fig. 11.4) and in the receptor, where 
it is shown as the projection labeled C in Fig. 
11.5. The C-loop contains several conserved 
residues that are thought to be part of the ace- 
tylcholine binding site: two adjacent cysteines 
that are characteristic of a subunits, homologs 
of aC192, aC193, two tyrosines (aY190, 
aY198), and an aspartic acid (aD200). It is ori- 
entated more tightly against the neighboring 
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Figure 11.5. Wooden model of the extracellular 
part of the ACh receptor, based on the 4.6-PI map of 
the shut channel (8). The membrane surface is at  
the bottom of the figure. C denotes the C-loop region 
of the receptor (see also AChBP, Figs, 11.4 and 
11.61, which makes part of the ACh-binding site. 
The width of each wooden slab corresponds to 2 A. 
[From Unwin et al. (30).1 

subunit in AChBP than it is in the (unligan- 
ded) receptor. These residues on the C-loop, 
and other nearby aromatic residues (see be- 
low) that form part of the binding site in 
AChBP, are homologs of residues that have 
been postulated to form the binding site of nic- 
otinic receptors, on the basis of mutational 
studies and/or photoaffinity labeling studies. 
One exception is HI45 (see Fig. 11.6a),which 
aligns with d l 5 1  and which had not been 
thought to be important. Also, some residues 
postulated to be part of the binding site by 
other methods do not appear to be in the 
AChBP binding site (e.g., oiY86). 

2.3 ACh Binding Region of the Receptor 

The two ACh binding sites are located in the 
extracellular domain, about 30 A from the 
membrane surface, or 45 A from the gate. Al- 
though the actual ligand-binding site has not 
yet been identified definitively within the 
three-dimensional structure of the receptor, 
ACh is expected to bind through cation-a in- 
teractions, where the positive charge of its 
quaternary ammonium moiety interacts with 
electron-rich aromatic side chains (26). The 
recently solved structure of AChBP (25), 
discussed above, shows that the "signature" 

aromatic residues lie in a pocket next to tht 
interface with the anticlockwise-positionec 
protomer, as seen from the "synaptic cleft.' 
The pocket identified in AChBP would lie be 
hind the protruding densities, labeled C in Fig 
11.5, near the aly and a16 interfaces. The den 
sities at C can also be identified with the C 
loop structure in AChBP (see Fig. 11.4), al 
though they do not curve around so tight11 
toward the neighboring subunits, making : 
more open cleft in the (unliganded) receptor. 

The key aromatic residues at the bindini 
site are most likely aY93, oiW149, oiY190, anc 
aY198. These residues are located in thret 
separate loops of the polypeptide chain (3) 
designated A (Y93), B (W149), and C (Y19( 
and Y198). All were identified as being neai 
the agonist binding site by labeling with : 
small photoactivatable ligand that covalentlj 
reacts with the receptor upon UV-irradiatior 
and acts as a competitive antagonist (27), anc 
the first three are highly conserved in alignec 
positions of all muscle and neuronal a sub 
units. Experiments in which a series of unnat 
ural tryptophan derivatives were substitutec 
in place of the natural residues have suggestec 
that the side chain of awl49 is in van dei 
Waals contact with the quaternary ammo 
nium group of ACh in the bound state of tht 
receptor (26). Chemical labeling has dsc 
shown that the pair of adjacent cysteine: 
(aC192 and aC193) is likely to be close to thc 
binding site (28). 

Figure 11.6a shows the binding site regior 
for the AChBP with the ligand (HEPES), t c  
show the position of the residues mentionec 
above. The "plus" side of the interface (Fig 
11.6a) is analogous with the a subunit of thc 
nicotinic receptor. 

The most important residues in neighbor. 
ing subunits that influence ACh binding art: 
W57 of the 6 subunit and the homologous W5E 
of the y subunit (6, 29). The "minus" side oj 
the AChBP interface, shown in Fig. 11.6b 
would be the y l ~  or the 6 subunit in the recep 
tor, but in the AChBP it is another identica. 
subunit. The residues shown to be in contaci 
with the ligand, labeled in Fig. 11.6b, most13 
have no obvious analog in the ACh receptor 
The one important exception is W53, whicl- 
corresponds to the tryptophan residues men. 
tioned above. Consequently, the snail protein 



Figure 11.6. The binding site of AChBP. The ligand (HEPES) is in yellow. Blue and red regions 
denote the inner- and outer-sheet parts of the p-sandwich (30). The views in a and b are with the 
fivefold axis vertical, and the "membrane" at  the bottom. (a) The structure shown is analogous to the 
binding site of the the Torpedo or human a1 subunit, to which the numbering of identified residues 
refers. Numbers in parentheses refer to AChBP. (b) Surface of the neighboring protomer that faces 
the binding site of AChBP. In the receptor this would be part of the y, E ,  or 6 subunit. Numbers in 
parentheses refer to the AChBP. W53 aligns with W55 in mouse y, E, and 6 nicotinic receptor 
subunits, but most of the residues have no obvious analog in the y, E, or 6 subunits of the nicotinic 
receptor. For example, Q55 aligns with mouse yE57, cG57, and 6D57; L112 aligns with mouse yY117 
or ST119, and Y164 is A or G in the nicotinic subunits. See color insert. 
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model is rather less helpful about the non-a 
side of the receptor interface. 

2.4 The Mechanism of Activation 

The structural transition from the shut- to the 
open-channel form of the receptor has been 
analyzed at 9-A resolution by comparing the 
three-dimensional map of the shut form, as 
described above, with that of the open form, 
obtained by spraying ACh onto the tubes and 
then freezing them rapidly within 5 ms of 
spray impact (31). The rapid freezing com- 
bined with minimal delay was needed to trap 
the activation reaction and minimize the num- 
ber of receptors that would become desensi- 
tized. 

A detailed comparison of the two structures 
indicated that the binding of ACh initiates two 
interconnected events in the extracellular do- 
main. One is a local disturbance, involving all - 
five subunits, in the region of the binding 
sites, and the other an extended conforma- 
tional change, involving predominantly the 
two a subunits. which communicates to the 
transmembrane portion. These experiments 
give a picture of the receptor in either of the 
two states (i.e., the shut- and open-channel 
forms), and thus provide no direct information 
relating to the possibility that the binding to 
one site might affect the binding to the other 
before the channel opens [see Hatton et al. 
(32)l. However, there is a tight association of 
a, with the neighboring y subunit (30), which 
is next to a,; thus some coupling is quite pos- 
sible. 

In the membrane. the exDosure to ACh did 
A 

not bring about any obvious alteration to the 
outer structure facing the lipids, whereas the 
M2 helices switched quite dramatically to a 
new configuration in which the bends, instead 
of pointing toward the axis of the pore, had 
rotated (clockwise) over to the side, as shown 
in Fig. 11.7. 

This rearrangement had the effect of open- 
ing up the pore in the middle of the mem- 
brane, and making it narrowest at the cyto- 
plasmic membrane surface, where the 
a-helices now came close enough to associate - 
by side-to-side interactions around the ring. 
Thus there appear to be two alternative con- 
figurations of M2 helices around the pore: one 
(the shut configuration) stabilized by side-to- 

side interactions near the middle of the mem- 
brane, and the other (the open configuration) 
stabilized by side-to-side interactions close to 
the cytoplasmic membrane surface. These 
limited sets of interactions, combined with the 
rigid a-helical folds, might be important in en- 
suring the precise permeation and fast-gating 
kinetics that characterize acetylcholine-gated 
channels. 

A tentative alignment of the M2 sequence 
with the densities in the cytoplasmic leaflet 
suggests that a line of small polar (serine or 
threonine) residues would lie almost parallel 
to the axis of the pore when the channel opens 
(Fig. 11.71, an orientation that should stabilize 
the passing ions by providing an environment 
of high polarizability. The threonine residue 
at the point of maximum constriction (Tor- 
pedo aT244), when substituted by other resi- 
dues of different volume, has a pronounced 
effect on ion flow, as if it were at the narrowest 
part of the open pore (33). The diameter of this 
most constricted portion of the channel, based 
on permeability measurements made with 
small uncharged molecules of different size, is 
about 10 A (34, 35). This value is similar to 
that indicated by the structural results. 

A simple mechanistic picture of the struc- 
tural transition, derived from these studies, 
would be as illustrated in Fig. 11.8. First, ACh 
triggers a localized disturbance in the region 
of the binding sites. Second, the effect of this 
disturbance is communicated by axial rota- 
tions, involving mainly the a subunits, to the 
M2 helices in the membrane (see Fig. 11.4). 
Third, the M2 helices transmit the rotations to 
the gate-forming side-chains, drawing them 
away from the central axis; the mode of asso- 
ciation near the middle of the membrane is 
thereby disfavored, and the helices switch to 
the alternative side-to-side mode of associa- 
tion, creating an open pore. 

A more precise description of the extended 
conformational change, linking to the trans- 
membrane portion, has recently been derived 
by comparing the 4.6-A structure of the extra- 
cellular domain with the crystal structure of 
the AChBP. It is found that, to a good approx- 
imation, there are two alternative extended 
conformations of the receptor subunits (one 
characteristic of either a subunit before acti- 
vation, and the other characteristic of the 
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Figure 11.7. Transient configuration of 
M2 helices around the open pore. (a) A bar- 
rel of a-helical segments, having a pro- 
nounced twist, forms in the cytoplasmic 
leaflet of the bilayer, constricting the pore 
maximally at  the cytoplasmic membrane 
surface. The bend in the rods is at  the same 
level as for the closed pore, but instead of 
pointing inward has rotated over to the 
side. (b) Schematic representation of the 
most distant three rods. A tentative align- 
ment of the amino acid sequence with the 
densities suggests that a line of polar resi- 
dues (serines and threonine; see Fig. 11.3) 
should be facing the open pore. [From Un- 
win (311.1 

three non-a subunits) and that the binding of 
ACh converts the structures of the two a sub- 
units to the non-a! form (30). Evidently, the 
a subunits are distorted initially by their in- 
teractions with neighboring subunits, and the 
free energy of binding overcomes these dis- 
tortions, making the whole assembly more 
symmetrical, analogous to the ligand-bound 
AChBP. 

This transition to the activated conforma- 
tion of the receptor involves relative move- 
ments of the inner and outer parts of the 
0-sandwich, which compose the core of the a 
subunit (see Figs. 11.4-11.6), around the cys- 
loop disulfide bond, as shown in Fig. 11.9. 

Most strikingly, there are 15-16" clockwise 
rotations of the polypeptide chains on the in- 
ner surface of the vestibule next to the mem- 

brane-spanning pore. The M2 segments and 
also the M2-M3 loops lie directly under these 
rotating elements. The importance of the 
M2-M3 loop for gating was first suggested by 
the group of Schofield as a plausible interpre- 
tation of the mechanism by which startle mu- 
tations in this area impair the agonist sensi- 
tivity of another member of the nicotinic 
superfamily, the glycine receptor (37). Thus, 
Lynch et al. (38), on the basis of a scanning 
alanine mutagenesis study and macroscopic 
dose-response curves, suggested that both 
MI-M2 and M2-M3 loops are involved in gat- 
ing. The single channel work of Lewis et al. 
(39), based on a preliminary plausible model of 
the glycine receptor activation mechanism, 
confirmed that a mutation in M2-M3 
(aK276E) predominantly changes gating. In 
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Figure 11.8. Simplified model of the channel-opening mechanism suggested by time-resolved elec- 
tron microscopic experiments. Binding of ACh to both or subunits initiates a concerted disturbance at  
the level of the binding pockets, which leads to small (clockwise) rotations of the a subunits at  the 
level of the membrane. The rotations destabilize the association of bent a-helices forming the 
gate and favor the alternative mode of association (Fig. 11.71, in which the pore is wider at  the middle 
of the membrane and most constricted at  the cytoplasmic membrane surface. [Adapted from Unwin 

the nicotinic receptor, too, there is evidence 
that the M2-M3 region is important in cou- 
pling the binding reaction to gating (40). Thus 
it seems that coupling does not occur directly 
through MI, which does not appear to move 
significantly, but through an interaction of the 
M2-M3 loop with a part of the extracellular 
chain associated with the inner sheet, proba- 
bly the loop between the p l  and p2 strands 
[see asterisk in Fig. 11.4 and Brejc et al. (25)l 
and/or the cys loop. 

How does binding of ACh bring about the 
extended conformational change in the a sub- 
units, converting them into a non-a form? A 
likely possibility, consistent with the three-di- 
mensional maps and also with the results of 
biochemical experiments using binding-site 
reagents (41, is that the C-loop is drawn in- 
ward by the bound ACh, bringing it closer to 
its location in the (non-a) protomer of AChBP. 
The joined outer sheet could in this way be 
reorientated and stabilized in the configura- 
tion it would have in the absence of subunit 
interactions, hence favoring a switch toward 
the relaxed, non-a form of the subunit. What- 
ever the precise details, the movements that 
result in the opentshut transition must be fast 
because it is known that the whole transition 
from shut to open takes less than 3 ps (how 
much less is not known) to complete once it 

has started (41), and the channel often shuts 
briefly (average 12 ps) and reopens (see be- 
low). 

3 FUNCTION AND STRUCTURE 
IN MUSCLE RECEPTORS 

The high resolving power of single ion channel 
measurements means that the function of ion 
channels is probably understood better than 
that of most enzymes. On the other hand, the 
lack of detailed crystal structures has ham- 
pered efforts to relate these functional mea- 
surements to the protein structure. That situ- 
ation is improving rapidly. 

3.1 The Nature of the Problem: Separation 
of Binding and Gating 

Methods for recording the currents through 
single ion channels were developed by Neher 
and Sakmann (42) and Hamill et al. (43). The 
theoretical basis for their interpretation was 
developed initially by Colquhoun and Hawkes 
(44,45). Far more is known about the muscle- 
type nicotinic acetylcholine receptor than 
about any other. The first attempts to investi- 
gate the mechanism of action of acetylcholine 
(ACh) itself were made by Colquhoun and 
Sakmann (46,47). By that time it was already 
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(4 a (b) non-a 

Figure 11.9. Arrangement of the inner (blue) and outer (red) P-sheet parts of the (a) a and (b) non-a 
subunits (see Figs. 11.4 and 11.6), after fitting to the densities in the 4.6-A map of the receptor. The 
arrangement of the sheets in the a subunits switches to that of the non-a sheets when ACh binds. The 
views are in the same direction, toward the central axis from outside the pentamer. Arrows and 
angles in a denote the sense and magnitudes of the rotations relating the a to the non-a sheets. The 
traces are aligned so that the inner sheets are superimposed. See color insert. [Adapted from Unwin 
et al. (301.1 

well known that there were two binding sites 
for ACh. Single-channel measurements made 
it clear that the channel can open with only 
one ACh molecule bound (though much less 
efficiently than with two bound). This is some- 
thing that is essentially impossible to detect 
unambiguously from whole-cell measure- 
ments. Perhaps more important, these mea- 
surements allowed a distinction to be made 
between the initial binding of the agonist and 
the subsequent conformational change. This 
distinction is absolutely crucial for under- 
standing the action of agonists in terms of 
classical ideas of affinity and efficacy, and it is 
the crucial logical basis for the use of mutation 
studies to identify the position of the ligand- 
binding site. This "binding-gating" problem 
has been reviewed by Colquhoun (48). The 
problem has been solved most fully for the 

muscle-type nicotinic acetylcholine receptor, 
and there are some reasonably good estimates 
for GABA and glycine receptors. For other ion 
channels, and for all G-protein-coupled recep- 
tors, the problem is still unsolved. 

The binding-gating problem in its simplest 
form can be described in terms of the del 
Castillo and Katz (49) mechanism. This de- 
scribes the binding of a single agonist mole- 
cule (A) to a receptor (R), with an equilibrium 
constant K = k-, lk+, .  The binding may be 
followed by a conformation change from the 
shut to the open state, with an equilibrium 
constant E = Pla; thus 

k+l  P 
R e  AR = AR*. (11.1) 
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The fraction of channels that are open at equi- 
librium is related hyperbolically to the concen- 
tration of agonist, with maximum El(1 + E). 
The fraction of receptors that have an agonist 
bound to them at equilibrium is also related 
hyperbolically to the concentration of agonist 
(with maximum 1). The concentration that is 
needed to produce 50% of the maximum effect, 
for both response and binding, is K,, = Kl(1 + 
E) .  Thus the effects of binding (K) and gating 
(or efficacy, E )  cannot be separated by either 
functional or binding experiments at equilib- 
rium. 

Binding experiments do not measure ago- 
nist binding (in any sense that is useful for 
learning about the binding site, or for eluci- 
dating structure-function relationships). In 
the context of a Monod-Wyman-Changeux- 
type mechanism (50), it is true that an agonist 
that is very selective for the open state will 
give, in a macroscopic binding experiment, an 
equilibrium constant for binding that ap- 
proaches the true (microscopic) affinity for the 
open state. However, to get from the shut to 
the open state requires a change in conforma- 
tion that is potentially affected by mutations 
in any part of the molecule that moves. This 
change in conformation is what determines 
the microscopic affinity for the open state. 
Thus, if we want to know about the binding 
site itself (as opposed to other regions that 
change shape on opening), then we need to 
know the microscopic affinity for the shut 
state, and this cannot be obtained from a li- 
gand-binding experiment with an agonist. For 
a more detailed discussion of this question, see 
Colquhoun (48). 

3.2 Methods for Measurement of Function 

Solving the binding-gating problem is equiva- 
lent to finding a reaction mechanism that de- 
scribes the actual reaction mechanism of the 
receptor (to a sufficiently good approxima- 
tion), and then estimating values for the rate 
constants in that mechanism. If anything has 
been learned in the last 40 years it is that it is 
futile to imagine that firm conclusions can be 
drawn about channel function without a phys- 
ically realistic mechanism. Null methods that 
circumvent the need for detailed knowledge of 
mechanism work well for antagonists [the 
Schild method (5111, but they do not work for 

agonists (48,521. In many ways the qualitative 
step of identifying the mechanism is harder 
that the quantitative problem of estimating 
rate constants, though the latter can be hard 
enough. Mechanisms like that in Equation 
11.1 can be ruled out straightaway for the nic- 
otinic receptor because it is known that two 
agonist molecules must be bound to open the 
channel efficiently. Schemes A and B in Fig, 
11.10 are the two that have been most com- 
monly used. 

In scheme A of Fig. 11.10, the two binding 
sites for ACh are supposed to be the same, 
although the possibility is allowed that there 
may be cooperativity in the process of binding 
to the shut receptor, so binding of the second 
ACh molecule may not have the same rate con- 
stants as binding of the first. In scheme B of 
Fig. 11.10 (which in most cases is the more 
realistic) the two binding sites for ACh are as- 
sumed to be different from the start, so two 
distinguishable monoliganded states exist. In 
its most general form, this mechanism also al- 
lows for cooperativity of the binding reaction, 
in the sense that the rates for binding to site a 
may depend on whether site b is occupied (and 
vice versa). In almost all work it has been as- 
sumed that such cooperativity is absent, so the 
following constraints are applied: 

These, together with the microscopic revers- 
ibility constraint, also ensure that 

In addition to the states that are shown in 
these schemes, we need to add, at higher ago- 
nist concentrations, states that represent 
open channels that have become blocked by 
ACh molecules. Block by ACh is fast, the 
blockages lasting only for 15-20 ps or so on 
average (similar to the spontaneous short 
shutting5 of the receptor). The affinity for 
block of the open channel is highly dependent 
on membrane potential but is usually around 
1 mM (53,541. All other agonists and antago- 
nists that have been tested can also produce 
block, some with much higher affinity than 
that of ACh [e.g., (+)-tubocurarine (55); suxa- 
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3.3 Desensitization Scheme A 

R 

AR* 

It  
A2R* 

Scheme B ARa-Rb* 

a 

Figure 11.10. Two reaction schemes that have 
been widely used to represent the activation of the 
nicotinic receptor. R represents the inactive (shut) 
receptor; R*, the active (open) receptor; and A, the 
agonist. The rate constants for the individual reac- 
tion steps are denoted k (for association and dissoci- 
ation) or a (for shutting) and P (for opening). 
Scheme A: In this case the two binding sites for ACh 
are supposed to be the same, although the possibil- 
ity is allowed that there may be cooperativity in the 
process of binding to the shut receptor, so binding of 
the second ACh molecule may not have the same 
rate constants as binding of the first. Scheme B: The 
two binding sites for ACh are assumed to be differ- 
ent from the start, so two distinguishable monoli- 
ganded states exist. In its most general form, this 
mechanism also allows for cooperativity of the bind- 
ing reaction, in the sense that the rates for binding 
to site a may depend on whether site b is occupied 
(and vice versa). 

methonium (56)l. The channel block by (+)- 
tubocurarine has a particularly high affinity, 
which seems strange in that it is too big to fit 
in the pore. Presumably, it must bind further 
out (although still within the electric field), 
where the channel/vestibule is wider, and in 
such a way that ions cannot pass it or it might 
prevent opening of the pore. 

The schemes in Fig. 11.10 do not contain de- 
sensitized states, that is, states in which the 
agonist is still bound to the channel, but the 
channel is closed in a conformation distinct 
from that of the (unliganded) shut-channel 
form. This omission can be justified by the 
facts that (1) we can measure the things that 
we need without having to include desensi- 
tized states; (2) desensitization is probably of 
no physiological importance for nicotinic re- 
ceptors (571, and, in that sense, is of peripheral 
interest; and (3) desensitization is a complex 
and ill-understood phenomenon, so it is hard 
to describe an adequate reaction mechanism 
for it. It has been known for some time that 
desensitization is a complex phenomenon that 
develops on many different time scales, from 
milliseconds to minutes [e.g., Katz and 
Thesleff (58); Cachelin and Colquhoun (59); 
Butler et al. (60); Franke et al. (61)l. Recently, 
the extent of this complexity has been shown 
elegantly by single-channel methods (62). 
There is clearly not just one desensitized state, 
but many, although nothing is known yet 
about the structural differences between 
these states. It is simply not feasible to fit the 
many rate constants, and fortunately it is not 
necessary to do so to learn about channel acti- 
vation. 

3.4 Fitting Rate Constants 

In earlier work, inferences about rate con- 
stants were made from single-channel record- 
ings by ad hoc methods, and only rough cor- 
rections were possible for the fact that brief 
events (too fast for the bandwidth of the re- 
cording) are not detectable in single-channel 
recordings. Inferences were made from distri- 
butions of quantities such as the distribution 
of apparent open and shut times, the distribu- 
tion of the apparent number of openings per 
burst, and the distribution of burst length. 
Use of these univariate distributions (i.e., ob- 
taining the time constants by fitting each dis- 
tribution separately) does not make the best 
use of the information in the record because 
the lengths of openings and shuttings are cor- 
related in just about every sort of ion channel 
in which the question has been examined, and 
use of bivariate distributions is necessary to 
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Figure 11.1 1. Four individual activations of the muscle nicotinic receptor by acetylcholine. The first 
activation is enlarged to show that it is not a single opening, but (at least) three openings in quick 
succession. In the enlarged part the durations of the openings are 10.7, 1.0, and 5.7 ms. These are 
separated by shuttings of 0.061 and 0.289 ms (filtering of the record is such that the 61-ps shut time 
is too short to reach the baseline). Recording from frog muscle (cutaneuspectoris) end plate (ACh 100 
nM, - 100 mV) (Colquhoun and Sakmann, unpublished). 

extract all the information (63). A method that 
extracts all of the information in the record 
was first proposed by Horn and Lange (64), 
but it could not be used in practice because of 
the missed event problem. 

Recordings from muscle-type nicotinic re- 
ceptors contain many brief closures [see Figs. 
11.11 and 11.13 (below)], with a mean lifetime 
of around 15 ps at 2WC, and because the 
shortest event that can be detected reliably is 
around 20-30 ps, the majority of these are 
missed (because the durations are exponen- 
tially distributed, it is possible to estimate the 
mean even when observations as short as the 
mean are missed). Methods have improved 
since then. Now an exact method for allowing 
for missed events is available, so it is possible 
to analyze an entire observed recording by 
maximum likelihood methods that extract all 
of the information and that incorporate 
missed event correction. There are some other 
methods under development, particularly 
methods based on the theory of Hidden 
Markov processes, but none are in routine use, 

and none apart from maximum likelihood 
methods has had any systematic investigation 
of the properties of the estimators. A brief de- 
scription of the maximum likelihood approach 
will be given next. 

3.5 Maximum Likelihood Estimation of Rate 
Constants from Single-Channel Records 

"Likelihood" means the probability (density) 
of the observations, given a hypothesis con- 
cerning the reaction mechanism and the val- 
ues of the rate constants in it. Two programs 
are available for doing such calculations: MIL 
from Buffalo (the lab of Auerbach and Sachs) 
(http://www.qub.buffalo.edu/index.html) and 
HJCFIT (http://www.ucl.ac.~harmacolo~/ 
dc.htm1) from University College London 
(UCL). Both programs work on similar princi- 
ples, both can fit several data sets simulta- 
neously, and MIL may be faster, although the 
UCL version has a number of advantages over 
MIL in other respects. For example, (1) it uses 
exact missed event correction rather than an 
approximation; (2) it uses exact "start and end 
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of burst" vectors that improve accuracy when 
low concentration records have to be fitted in 
bursts (because of lack of knowledge of the 
number of channels in the patch); (3) the final 
fit can be tested not only by plotting open and 
shut time distributions but also by conditional 
distributions and dependency plots, which 
show how well the fit predicts correlations in 
the observations; and (4) it is the only method 
for which the quality of the estimates has been 
tested by repeated simulations. 

The method of maximum likelihood allows 
the rate constants in a specified reaction 
mechanism to be estimated directly from an 
idealized single-channel record. There is no 
need to plot open and shut time distributions 
and so forth beforehand. The principles of the 
methods currently in use have been described 
by Hawkes et al. (65, 66), Colquhoun et al. 
(67), Qin et al. (68) [see also Colquhoun and 
Hawkes (6911. The HJCFIT approach has been 
tested by Colquhoun et al. (70) and used by 
Hatton et al. (32) and by Beato et al. (71). The 
MIL program has been used in many publica- 
tions from the Auerbach and Sine labs. 

Many mutants of nicotinic receptors, both 
naturally occurring and artificial, have been 
investigated. The need for methods such as 
those just described is emphasized by the fact 
that only a minority of these mutants have 
been investigated by methods that make a se- 
rious attempt to distinguish binding and gat- 
ing effects (many of the recent studies come 
from the labs of Auerbach and Sine). There is 
little point in trying to relate the results to 
receptor structure if this has not been done, so 
we next discuss some of the better character- 
ized mutants, as well as the wild-type recep- 
tor. In particular, several mutations that were 
found to reduce the potency of ACh were ini- 
tially guessed to have affected ACh binding, 
and therefore the mutated residues were pre- 
sumed to be in the ACh binding site. However, 
reexamination has shown that some of these 
mutations actually affect conformation change 
rather than binding and, conversely, some res- 
idues that were not thought to be part of the 
binding site seem to have a significant effect 
on binding. Some reassessment of structure- 
activity relationships therefore seems desir- 
able. 

3.6 The Wild-Type Nicotinic Acetylcholine 
Receptor (Muscle Type) 

Scheme B shown in Fig. 11.10 seems to be ad- 
equate to describe the behavior of the wild- 
type human receptor, although the results of 
Hatton et al. (32) suggest that the entire con- 
centration range can be fitted well only if ei- 
ther (1) the rate constants for binding to site a 
depend on whether site b is occupied, or (2) an 
extra shut state with a lifetime of around 1 ms 
is added to the right of the open state (72). 

3.7 Diliganded Receptors 

From the point of view of the structure-func- 
tion relationships of proteins, the difference 
between the two ACh binding sites is of great 
interest. However, from the physiological 
point of view it is not very important. Singly 
liganded openings are brief and, except at very 
low concentrations, rare. They contribute - 
next to nothing to the end-plate current that is 
responsible for neuromuscular transmission. 
From the physiological point of view, the rates 

- ~ 

that matter most are the opening and shutting 
rate constants for the doubly liganded channel 
(a, and p,) and the total rate at which agonist 
dissociates from the doubly liganded receptor 
(k -,, + k-,,; see Fig. 11.10). After exposure to 
the transient high concentration of ACh re-. 
leased from a nerve ending, most receptor 
molecules will be in the doubly liganded 
states, and these three values determine the 
length of each individual opening, the number 
of reopenings, and the lengths of the short 
shut periods that separate each opening. In 
other words, they are sufficient to determine 
the characteristics of the predominant doubly 
liganded bursts of openings (channel "activa- 
tions") that are responsible for neuromus- 
cular transmission. These three rates are, 
fortunately, the easiest to determine [see 
Colquhoun et al. (7011. 

For the wild-type receptor of most species, 
the channel opening rate constant @, is 50,000 
to 60,000 s-I at 20°C [e.g., Salamone et al. 
(72); Hatton et al. (32)l. This is not much dif- 
ferent from the value originally found in frog 
muscle (30,000 s-I at 11°C) (47). In the lab of 
Auerbach and Sachs, this value is usually es- 
timated by extrapolation to infinite concentra- 
tion of the reciprocal of the durations of shut 
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times within bursts. This method has the 
drawback that the extrapolation has to be 
done with the wrong equation (the Hill equa- 
tion), and that it is often hard to get close to 
saturation. In any case, it is not necessary be- 
cause p, is easy to estimate directly, simulta- 
neously with the other parameters, by the 
maximum likelihood method (32,70). In prac- 
tice, however, there is not much disagreement 
about the value of p,. Most values are in the 
range 40,000-60,000 s-l. Fast concentration 
jump methods give similar values to those 
found by single-channel analysis [e.g., 15,000 
s-I (73); 30,000 s-' (61); or 30,000-100,000 
s-I (74)l. These measurements provide valu- 
able confirmation that the proposed interpre- 
tation of the single-channel observations is es- 
sentially right. The channel-shutting rate a, 
is about 1500 to 2000 s-' at 20"C, so individual 
openings last about 0.5-0.7 ms on average. 
The total dissociation rate from doubly ligan- 
ded receptors is 14,000-15,000 s-l. These 
numbers imply that an average doubly ligan- 
ded channel activation consists of about 4.8 
openings (each of 0.6 ms), separated by 3.8 
brief shuttings (each of 14.4 ps), SO the mean 
length of the activation is about 2.9 ms. These 
numbers seem to be similar in human, rat, and 
frog, but some species variation is possible. It 
is hard to compare values for mean open times 
in the literature because most are not cor- 
rected for missed brief shuttings. For this rea- 
son, it is safer to compare values for burst 
lengths, although they are often not given. 

3.8 Monoliganded Receptors 

It is clear that the two ACh binding sites dif- 
fer, and this has been found to be the case for 
most subtypes of the receptor. However, there 
has been little unanimity about the extent to 
which they differ [see also Edmonds et al. 
(7511. There seems to be a particularly large 
difference for the Torpedo receptor (76). Bind- 
ing of a single ACh molecule is sufficient to 
produce brief openings of the channel (though 
with very low efficacy) (46), and in the adult 
human receptor the most obvious sign that 
the sites differ lies in the fact that two classes 
of singly liganded openings are detectable (see 
Fig. 11.16 below), one much briefer than the 
other (32). The shorter one is barely resolv- 
able, but has been demonstrated more clearly 

in ultralow noise recordings from mouse em- 
bryonic receptors (in myoballs) by Parzefall et 
al. (77). Colquhoun and Sakmann (47) found 
little evidence for a difference in frog muscle 
receptors. Through the use of more recent 
methods, it has been suggested that there is 
little difference between the two sites in the 
adult form of the mouse receptor (72). These 
authors (72) found a significantly better fit if 
the sites were not assumed to be equivalent, 
but had similar equilibrium constants for 
binding. However, this study used only high 
agonist concentrations and ignored singly li- 
ganded openings, so it is unlikely to be very 
sensitive to differences between the sites. The 
extent of the difference between the two sites 
for ACh may be species dependent, or perhaps 
the inconsistent reports merely reflect the dif- 
ficulty of the electrophysiological experi- 
ments. The fact is that it is hard to distinguish 
all of the separate rate constants for the two 
sites by electrophysiological methods (the 
shortest open times are on the brink of resolv- 
ability), and even with the best forms of anal- 
ysis now available, it is not possible to resolve 
the 13 free parameters in scheme B in Fig. 
11.10, without imposing the (possibly untrue) 
constraint of independence of the sites (see 
Equations 11.1 and 11.2) (70). 

Binding experiments have given very con- 
vincing evidence for the two binding sites be- 
ing different in their ability to bind antago- 
nists. Although studies with antagonists do 
not tell us directly about how ACh will behave, 
they do have the enormous advantage that 
there is no binding-gating problem with an- 
tagonists and their microscopic binding affin- 
ities can be measured much more directly 
than for agonists. 

For example, the small peptide a-conotoxin 
MI binds with much higher affinity to the a16 
site than to the d y  site of mouse muscle recep- 
tors (5); see also the discussion on conotoxins 
below. This interaction seems to involve par- 
ticularly Yl98 on the a subunit and S36, Y113, 
and I178 on the 6 subunit (78). Site selectivity 
is opposite for tubocurarine and its derivative 
metocurine (dimethyltubocurarine), which 
have higher affinity for the aly (or a/€) site 
than for the a18 site of mouse muscle or Tor- 
pedo receptors (79-81). Note that site selec- 
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tivity is species dependent for a-conotoxin MI, 
which targets aly (rather than a16) in Torpedo 
receptors (82). 

3.9 Some Well-Characterized Mutations 

In the enzyme acetylcholinesterase, there is 
evidence that the charged quaternary ammo- 
nium group of ACh interacts with an aromatic 
residue, tryptophan (83). The evidence con- 
cerning this interaction is much less certain in 
the nicotinic receptor, but the putative bind- 
ing site region contains a number of aromatic 
amino acids that have been investigated. Sev- 
eral of them are labeled by photoaffinity re- 
agents (84). 

a W749. An ingenious study by Zhong et al. 
(26) used unnatural amino acids to conclude 
that a 1 4 9  was "the primary cation-T bind- 
ing site" in the nicotinic receptor. This sort of 
study cannot, however, distinguish between 
effects on binding and gating because it relies 
on macroscopic EC,, data only. A single-chan- 
nel study by Akk (85) found an 80-fold in- 
crease in EC,, values for the aW149F muta- 
tion, but only a 12-fold weakening in binding 
affmity. The remainder of the potency reduc- 
tion resulted from impairment of gating, the 
opening rate constant P, of the doubly occu- 
pied channel being reduced 93-fold. 

In the AChBP, the analogous residue W143 
forms part of the wall of the HEPES binding 
site (Fig. 11.6a). 

aY93. Properties of the aY93F mutation 
have been described by Auerbach et al. (861, 
Akk and Steinbach (871, and Akk (85). This 
mutation increases the EC,, value for ACh by 
39-fold, with a fourfold increase in the dissoci- 
ation equilibrium constant estimated on the 
assumption that the two binding sites are 
equivalent (a 13-fold reduction in the associa- 
tion rate constant, plus a threefold reduction 
in the dissociation rate constant). Gating was 
quite strongly affected: there was a 50-fold de- 
crease in the channel opening rate constant 
(P,) and a twofold increase in the closing rate 
constant (a,), and therefore about 100-fold re- 
duction in the gating equilibrium constant, E 
= /.3,la,. Even allowing for the fact that the 
EC,, depends roughly on .\/E [see Colquhoun 
(4811, the major effect is on gating rather than 
on binding. 

In the AChBP, the analogous residue Y89 
forms part of the bottom half of the HEPES 
binding site (Fig. 11.6a). 

a Y7 90. This tyrosine is on the C-loop and 
is close to the pair of adjacent cysteine resi- 
dues ((2192 and C193) that characterizes cr 

subunits. The mutation Y190F (like Y93F and 
W149F) also decreases macroscopic ACh bind- 
ing (88) and increases the EC,, value by 184- 
fold (in embryonic mouse muscle receptor) 
(89). These effects were originally attributed 
to changes in the binding. Chen et al. (89) 
found that the equilibrium dissociation con- 
stant for binding to the shut receptor was in- 
deed increased about 70-fold (they fitted a 
mechanism with two sequential bindings, so 
this factor refers to the product of the two 
binding equilibrium constants, which is what 
matters for doubly occupied receptors). How- 
ever, they also found large effects on gating: a 
400-fold decrease in the channel-opening rate 
(P,) and a twofold increase in the shuttingrate 
(a,), SO there was an 800-fold reduction in the 
gating equilibrium constant, E = P,la,. Qual- 
itatively similar mixed effects were seen when 
Y190 was replaced by W, S, or T (89). 

In the AChBP, the analogous residue Y185 
forms part of the bottom half of the HEPES 
binding site (Fig. 11.6A). 

a Y7 98. Although aY198 (which is also in 
the C-loop) has been proposed to interact di- 
rectly with ACh in its binding site (90, 911, 
single-channel analysis of aY198F shows 
hardly any effect on the dissociation equilib- 
rium constant (and only twofold slowing of the 
rates), with a larger but still modest effect on 
gating (92). 

In the AChBP, the analogous residue Y192 
forms part of the wall of the HEPES binding 
site (Fig. 11.6a). 

aD200. 07Leary and White (90) suggested 
that gating changes account for the modest 
increase in EC,, values observed in aD200N. 
This conclusion was based on the complete 
loss of the efficacy of partial agonists in mu- 
tant receptors. This interpretation was con- 
firmed by the single-channel study of Akk et 
al. (93), who observed a profound decrease in 
p, (100- and 400-fold for the adult and embry- 
onic mouse muscle receptor, respectively). 
This was accompanied by a small (threefold) 
increase in the closing rate a,, which further 
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decreased E, to a value between 0.1 and 0.2 for 
both embryonic and adult receptors. The bind- 
ing of ACh was investigated by use of scheme 
A in Fig. 11.10, with omission of the singly 
liganded open state (a reasonable approxima- 
tion, given that most experiments were at high 
enough concentration to make them rare). 
This scheme describes cooperativity of bind- 
ing rather than nonequivalence of sites, but it 
should give reasonable estimates of the total 
dissociation rate from the doubly liganded 
state. The results suggested a slight increase 
in affinity for ACh for adult mouse receptor 
and little change in embryonic mouse recep- 
tor. The effects of the mutation are virtually 
entirely the result of impaired gating. 

In the AChBP there is also aspartate at the 
equivalent position (D194) (see Fig. 11.6a). It 
is at the end of the C-loop and almost 10 A 
from the nearest part of the HEPES ligand. 
This residue forms a hydrogen bond with 
K139, and this may be important for keeping 
the C-loop in an appropriate position for ACh 
binding. The C-loop seems to be mobile in the 
unbound structure but comes inward upon 
binding, moving the outer sheet with it to ini- 
tiate the extended conformational change. 
One might expect residues on the C-loop 
(Y190, Y198, D200), residues near the inner-/ 
outer-sheet interface (especially G153), and 
residues at the ally or the a16 subunit inter- 
faces (Y93, W149), to be important for cou- 
pling the ACh-binding reaction to gating, 
given that they are in locations where relative 
movements occur. Also, the pair of Cys resi- 
dues, which can switch conformations about 
their disulfide bond, might play a role in the 
conformational change by stabilizing alterna- 
tive configurations of the C-loop. 

aG153S. This is a naturally occurring 
"gain-of-function" mutation in humans, in 
which it causes a slow channel congenital my- 
asthenic syndrome (SCCMS) (94). It is also in- 
teresting because it is one of the mutations 
whose effects are almost entirely on binding. 
It leads to prolonged decay of miniature end- 
plate currents (MEPCs) as a result of the 
channel activations (bursts) being about 15- 
fold longer than those in wild-type, on average 
(95, 96). Single-channel analysis indicates 
that the main reason for the prolonged bursts 
of openings in receptors that contain aG153S, 

is slowed dissociation of ACh from the doubk 
liganded shut state, so the channel reopen 
more often (72, 95). The fits in the study b: 
Salamone et al. (72) suggest a 30-fold decreasj 
in equilibrium dissociation constant for ACI 
binding, attributable mainly to a reduced dis 
sociation rate from the doubly liganded shu 
state, with relatively little effect on gating (th~ 
opening rate P, is hardly changed by the mu 
tation, but openings become somewha 
shorter, resulting in about threefold increasc 
in E,). 

Despite this rather selective effect on bind 
ing, the residue (S147) in AChBP that is anal 
ogous with aG153, does not seem to form par 
of the binding site (see Figs. 11.4 and 11.6) 
but is separated from it by at least 10 A. Nev 
ertheless, this residue seems to be in a critica 
location in terms of linking binding to gating 
It is on the loop connecting the inner sheet tc 
the outer sheet part of the p-sandwich, and thf 
relative movements are greatest in this regior 
when ACh binds. 

aN217K. This is another naturally occur' 
ring SCCMS mutant in humans; and likt 
aG153S, it is a "gain-of-function" mutation 
MEPCs recorded with intracellular microelec, 
trodes decayed biexponentially, the slowei 
component being approximately sevenfolc 
longer than that of the control (97). Wang el 
al. (98) used single-channel analysis (with thc 
MIL program), to fit the rate constants ir 
schemes A and B (Fig. 11.10). The potency ot 
ACh is increased 20-fold (EC,, value is re. 
duced 20-fold) in adult human receptors thal 
contain aN217K. This appears to result al. 
most entirely from an increase in the micro. 
scopic binding affinity, and in particular from 
a slowing of dissociation from the doubly li. 
ganded receptor. The gating effects were even 
smaller than those for aG153S. The main 
channel opening rate P, was slowed by ap- 
proximately 40% in the mutant, whereas a, 
was slowed by approximately 50%, so there 
was hardly any change in the main efficacy 
term E,. 

This result is somewhat surprising, given 
that aN217 is nowhere near the area that is 
normally considered to be the binding site. In- 
deed, it is not even in the extracellular region 
at all, but is buried several amino acids down 
in the predicted first transmembrane domain 
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Figure 11.12. Aligned sequences of the human a1 and E subunits, to show the position of some of the 
mutations that are discussed in the text. The (approximate) positions of the M1 region and the 
beginning of M2 are shown. See color insert. 

(MI), as indicated in Fig. 11.12. It has no an- 
alog in the AChBP (which is only 210 amino 
acids long). 

However, there is still some uncertainty 
about which residues in M1 are actually 
within the lipid membrane, and it could be 
that the boundary of M1 is actually closer to 
a217 than the conventional position shown in 
Fig. 11.12. It is possible (but not proved) that 
this mutation in M1 points to, and interacts 
with, the M2 region, which moves during gat- 
ing (whereas M1 is not thought to move). 

3.10 Mutations in the Epsilon Subunit 

Much evidence has suggested that the ACh 
binding sites are close to subunit interfaces, 
and the AChBP structure seems to confirm 
this view. Most of the residues of the a subunit 
that were thought to be closely involved in 
binding do indeed appear in or near the bind- 
ing site for HEPES (shown in Fig. 11.6a), 
which is on one side of the subunit-subunit 
interface. The other side of the interface (see 
Fig. 11.6b) is thought to be formed from the y 
or E subunit for one site, and from the 6 sub- 
unit for the other site. 

In the AChBP, all the subunits are the 
same, and for the most part their interface 

residues do not align in any very convincing 
way with the y, E, or S subunits. The one ex- 
ception is W53 (see Fig. 11.2a), which aligns 
with W55 in the mouse y, E, and 6 subunits. 
The y W55 residue contributes to the binding 
of the Naja naja a-toxin (99), but no binding- 
gating studies have been done on mutations at 
this position. An additional problem on this 
side of the interface is that stated by Brejc et 
al. (25): "the loop F region has an unusual 
conformation, but as it is relatively weakly re- 
solved, its precise analysis is difficult." 

~D175N. Position 175 in the mouse E sub- 
unit was thought to be of interest because of 
studies by Czajkowski et al. on the homolo- 
gous position in the 6 subunit, SD180 (100, 
101). They mutated all of the aspartate and 
glutamate residues to asparagine or glu- 
tamine, respectively, in a region known to be 
proximal to the binding site from crosslinking 
studies. The greatest effect seen was an 80- 
fold increase in the EC,, value for ACh pro- 
duced by the SD180N mutation. 

Akk et al. (92) constructed the homologous 
mouse mutation ~D175N to test the effects on 
the rate constants of binding and gating. By 
use of high concentrations of ACh and Po,,, 
curves, the EC,, value of ~D175N was found to 
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Figure 11.13. Typical activations of wild-type and eL221F human muscle nicotinic receptors by 
ACh (10-30 nM). It is obvious that the bursts of openings (activations) are longer on average for the 
mutant receptor. This is shown by the typical distributions of the durations of bursts shown on the 
right. 

be increased 10-fold relative to that of the 
wild-type receptor. Through the use of a sim- 
ple kinetic scheme that assumed equivalent 
binding sites, maximum likelihood fitting was 
used to demonstrate that the mutation de- 
creased the efficacy E, nearly 80-fold. There 
were binding effects, too, both the association 
and dissociation rates being reduced more 
than 10-fold, so the equilibrium dissociation 
constant for binding was essentially un- 
changed. The authors suggested that the mu- 
tation affects the mobility of ACh around the 
binding site but not the affinity of the binding 
site for ACh. 

The AChBP contains no obvious analog of 
~D175, and so casts no light on its role in bind- 
ing. 

~L22 1 F. This is another gain-of-function 
SCCMS mutation that has been found in two 
unrelated families and that causes myasthenic 
symptoms (102). Ultrastructural studies re- 
vealed degenerated junctional folds and dif- 
fusely thickened end-plate basal lamina, as in 
other forms of SCCMS. 

The ~L221 residue is located near the N- 
terminal end of M1 and is therefore presum- 
ably very close to, if not actually within, the 
cell membrane (although, as discussed above, 

there is some uncertainty about where M1 
starts). Like other SCCMS mutants, it causes 
prolongation of the single-channel activations 
(bursts) produced by ACh and consequent 
slowing of the decay of MEPCs (103). The time 
constant for decay of MEPCs increased f r w  
1.7 ms to approximately 15 ms. 

Typical activations of wild-type and mu- 
tant receptor are shown in Fig. 11.13. 

It is obvious that the bursts of openings 
(activations) are longer on average for the mu- 
tant receptor. This is shown by the typical dis- 
tributions of the durations of bursts shown on 
the right. What is not obvious to the naked eye 
is whether the activations are longer because 
the individual openings are longer or because 
the channel reopens more often (in fact the 
latter is the predominant effect). 

Hatton et al. (32) used maximum likelihood . . 

estimation of rate constants from single-chan- 
nel records, by use of HJCFIT. Various mech- 
anisms were tested, including those shown in 
Fig. 11.10, and variants of these that included 
either channel block or the extra shut state 
that Auerbach and his colleagues found to be 
necessary to fit some records. This postulates 
an extra shut state, connected directly to the 
doubly liganded open state that describes 
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isomerization into a short-lived (about 1 ms) 
shut state that could (although this is merely 
semantic) be described as a very short lived 
desensitized state. A wide range of ACh con- 
centrations was tested (30 nM to 30 pM for 
wild-type; 1 nM to 30 pM for ~L221F). 

When low concentrations were fitted sepa- 
rately, good fits could be obtained with the 
mechanism in scheme B (Fig. 11.10), with the 
assumption that the binding to site a was the 
same whether site b was occupied or not occu- 
pied. This assumption of independent binding 
to the two different sites was effected by using 
the constraints in Equations 11.2 and 11.3. 
The same was true when high concentration 
records were fitted alone, although somewhat 
different values were obtained for some rates. 
As might be expected as a result of this, it did 
not prove possible to fit both high and low con- 
centrations simultaneously with this scheme. 
To achieve this it was necessary to either (1) 
relax the constraints in Equations 11.2 and 
11.3, or (2) add the extra short-lived shut state 
(see above) to scheme B. At present it is not 
possible to tell which of these schemes is closer 
to the truth. The first option requires that the 
rates of association and dissociation for bind- 
ing to site a depended on whether site b was 
occupied (and vice versa), and this implies that 
two binding sites, which are quite a long way 
apart, should be able to interact before the oc- 
currence of the major conformation change 
that accompanies the opening of the channel. 
This is, physically, a somewhat unattractive 
idea, although by no means impossible. The 
second option also has an unattractive fea- 
ture, in that it involves postulating a rather 
arbitrary shut state without any good physical 
or structural reason. 

Fortunately, it is not necessary to decide 
between these options to obtain estimates of 
the main doubly liganded parameters, a, and 
p,, and total dissociation rate from the doubly 
liganded shut channel. 

Figures 11.14 and 11.15 show the results of 

site alone, or of both sites. The numbers 
shown in Fig. 11.16 are estimates of the rate 
constants for typical fits. 

The effect of the ~L221F mutation was, sur- 
prisingly (given its location), mainly on bind- 
ing. The total dissociation rate was decreased 
from 15,000 s-' for wild-type to 4000 s-' for 
the mutant receptor. A small gating effect was 
also seen. The doubly liganded opening rate P, 
was increased from 50,000 to 73,000 s-l, 
whereas a, decreased from 1900 to 1200. This 
combination leads to a twofold increase in E,, 
the efficacy of doubly liganded gating. 

3.1 1 Macroscopic Currents 

Once an appropriate mechanism has been cho- 
sen, and values for its rate constants have 
been estimated, then programs exist to calcu- 
late the time course of macroscopic currents 
under any specified conditions (e.g., SCALCS 
from http://www.ucl.ac.uk/Pharmacology/dc. 
html). Thus it can be seen whether the fitted 
mechanism is capable of predicting the time 
course of synaptic currents. The resolution of 
single-channel experiments is so much greater 
than that for measurements of macroscopic 
currents that it is not possible to go the other 
way. Figure 11.17 shows the calculated re- 
sponse to a 0.2-ms pulse of 1 mM ACh for both 
wild-type and the ~L221F mutant. Despite the 
complexity of the mechanism (the curve has 
six exponential components), the decay phase 
is very close to a single exponential curve in 
both cases. This calculation predicts that the 
mutation will cause a sevenfold slowing of the 
decay of the synaptic current, much as ob- 
served for miniature end-plate currents mea- 
sured on a biopsied muscle fiber from a patient 
with the ~L221F mutation (102). 

The relationship between single-channel 
currents and macroscopic currents has been 
considered both experimentally and theoreti- 
cally by Wyllie et al. (1041, who give the gen- 
eral relationship that relates the two sorts of 
measurement. 

using HJCFIT to estimate the rate constants 
in scheme B of Fig. 11.10 from low concentra- 3.1 2 Summary of Effects of Mutations 

tion single-channel recordings (see legends for Before considering the effect of mutations, it is 
details). Figure 11.16 shows a schematic rep- first necessary to ask how accurately it is pos- 
resentation of the mechanism, with examples sible to distinguish binding from gating. The 
of activations caused by occupancy of either results of single-channel analysis of the sort 
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Figure 11.14. Distributions of (logarithms of) the apparent open time (left) and apparent shut time 
(right) for wild-type human receptors (top) and for mutant ~L221F receptors (bottom). The histo- 
gram shows the experimental observations. The continuous lines were not fitted directly to the data 
in the histograms, but were calculated from the rate constants for the mechanism that was fitted (Fig. 
11.10, scheme B, with the two sites constrained to be independent). The distributions were calculated 
with appropriate allowance for missed events (HJC distributions) (65,66). The fact that they super- 
impose well on the histograms shows that the mechanism was a good description of the observations. 
The dashed lines show the distributions calculated from the fitted rate constants in the conventional 
way (451, without allowance for missed events, so they are our estimate of the true distributions of 
open and shut times (296). See color insert. 

described are consistent with those of macro- 
scopic jumps, and simulations (with HJCFIT) 
show that this method can clearly give good 
estimates, at least of the main doubly liganded 
rate constants. For the method to give mis- 
leading results the reaction mechanisms on 
which it is based (like those in Fig. 11.12) 
would have to be in some way seriously wrong. 

Obviously, it is to be expected that muta- 
tions in residues that form part of the physical 
binding site will affect agonist binding, and 
most of those discussed above do so. They 
mostly affect gating, too, but this is not unrea- 
sonable. Because the act of binding has to be 
transmitted to other parts of the molecule to 
trigger the large conformation change that oc- 
curs on opening, it is perhaps not at all sur- 
prising that residues such as Y190, which al- 

most certainly form part of the binding site 
itself, also influence the gating process. I t  is 
harder to explain why aY198F shows hardly 
any effect on binding, although according to 
the analogy with AChBP it is part of the bind- 
ing site. On the other hand, the lack of effect of 
aD200N on binding, yet strong effect on gat- 
ing, is consistent with its position some dis- 
tance from the binding site, as predicted from 
the AChBP structure, but at the base of the 
C-loop where it could play a role in initiating 
the extended conformational change. 

It is salutary, though, to notice that one of 
the purest binding effects is produced by the 
aG153S mutation, and it is unlikely that this 
residue is part of the binding site. Of course, it 
is usually easy to producepost hoe rationaliza- 
tions of such results. A glycine to serine muta- 
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Figure 11.15. Conditional open time distributions. The histograms show the observed open times 
only for openings that were adjacent to short shut times (25-100 ps in duration). The continuous 
lines were not fitted to these histograms, but are the HJC conditional distributions of apparent open 
times calculated from the fitted rate constants (67). The fact that they superimpose well on the 
histograms shows that the fit predicts correctly the negative correlation between adjacent apparent 
open and shut times. The dashed lines show the calculated HJC distributions of all open times (as 
shown as solid lines in Fig. 11.14, left). See color insert. 

tion would be expected to reduce the rota- 
tional freedom around the peptide bond in this 
position. This increase in rigidity as well as the 
introduction of a larger more polar side chain 
may disrupt the structure of the binding site 
without actually being in the binding site. 

Even more extreme examples are provided 
by the aN217K and ~L221F mutations. Both 
eem to have greater effects on binding than 

Wild type 

on gating, yet they are about 30 A from the 
binding site, and close to, or buried in, the cell 
membrane. No sense can be made of this at 
present, beyond making the obvious state- 
ment that it appears that the binding site can 
be influenced at a distance. 

The optimistic way to Iook at the outcome 
of the work that has gone into mutational 
studies of the binding site is that a reasonably 
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Figure 11.16. (Left) Schematic representation of reaction scheme B in Fig. 11.10, with examples of 
the sort of channel activations that are produced by the wild-type receptor with either one or both of 
the binding sites occupied by ACh. (Middle and right) Reaction scheme B (Fig. 11.10), with the results 
of a particular HJCFIT fitting marked on the arrows (the binding sites were assumed to be indepen- 
dent). See color insert. 
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Figure 11.17. The predicted macroscopic current. The rate constants that have been fitted to 
results from equilibrium recordings (see Figs. 11.14-11.16) were used to calculate the macroscopic 
response to a 0.2-ms pulse of ACh (1 mM), as in Colquhoun and Hawkes (44). This calculation predicts 
that the mutation will cause a sevenfold slowing of the decay of the synaptic current, much as 
observed (102). See color insert. 

accurate picture of the site appears to have 
emerged, even when the arguments have been 
somewhat irrational (like looking only at the 
EC,, value of agonists). However, as expected, 
this approach has also led to some wrong con- 
clusions. The less optimistic conclusion that 
has to be drawn is that, even when results are 
analyzed by the best available methods, it is 
not possible to infer that a residue is part of 
the binding site, as exemplified by the cases of 
the aG153S, aN217K, and ~L221F mutations. 
Perhaps now that we are just beginning to un- 
derstand the physical movements of chains 
and residues that accompany the process by 
which binding is translated into a conforma- 
tion change, it may become possible to explain, 
and even predict, some of the effects that are 
seen. For the moment, though, it is still neces- 
sary to engage in quite a lot ofpost hoc ratio- 
nalization. As always, comparisons with en- 
zymes are interesting. Functional assessment 
of enzymes has to be done at a much cruder 
level than can be done with channels. How- 
ever, enzymes have the advantage that com- 
plete structures of many mutants have been 
determined. Despite this, the ability to ratio- 
nalize the effect of mutations is still limited 
(105). 

3.1 3 Antagonists of the Muscle-Type 
Nicotinic Receptor 

There are two main types of antagonist action, 
competitive block and ion channel block. Ev- 
ery antagonist that has been tested (and in-, 
deed every agonist too) can produce block of 
the ion channel, apparently by plugging the 
pore. Despite this fact, the competitive action 
is much more important for their clinical ef- 
fects than the channel block action (unlike 
some of the antagonists of autonomic neuro- 
nal nicotinic receptors). This is still true even 
when the antagonist has a higher affinity for 
the open channel pore than it has for the re- 
ceptor binding site. For example, (+)-tubocu- 
rarine (TC) has an equilibrium constant of 
0.34 fl for competition at the frog receptor 
(not voltage dependent), but an equilibrium 
constant of 0.12 pM for the open ion channel 
at -70 mV (or 0.02 f l a t  -120 mV) (55). Like 
most channel blockers it can block the channel 
only when it is open (or at least faster when it 
is open; the selectivity for the open channel is 
far from complete for many channel blockers). 
However, at the concentrations of TC that are 
used, the rate at which block develops is quite 
slow, and under physiological conditions the 
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channels are open (and so susceptible to block) 
for a very short time only. This means that 
during normal neuromuscular transmission, 
the equilibrium level of channel block cannot 
be attained and the competitive action is far 
more important (106). 

It is relatively easy to obtain equilibrium 
constants for the binding of antagonists, ei- 
ther by equilibrium binding methods (there is 
no binding-gating problem for antagonists), or 
from measurements of responses by the Schild 
method. Nevertheless, it is still unfortunately 
common for nothing but IC,, values to be 
given, and because these must inevitably de- 
pend on the nature of the tissue and on con- 
centration of agonist, this is not very helpful. 
A "Cheng-PrusofP-type correction cannot be 
applied to responses for an ion channel that 
show cooperativity. An additional complica- 
tion is that, to understand the action of antag- 
onists under physiological conditions, under 
which the application of agonist is very brief, 
we need the association and dissociation rate 
constants, not just their ratio, the equilibrium 
constant. 

3.1 3.1 Rates of Action of Channel Blockers. 
There is a lot of information available about 
the rate of action of channel blocking antago- 
nist because this is relatively easy to deter- 
mine by single-channel methods and also can 
often be obtained by macroscopic methods like 
voltage jump relaxations [e.g., Colquhoun et 
al. (55)l or noise analysis (107). 

Which method is best will depend on the 
nature of the channel blocker. The average 
duration of a blockage may be 10 ps (for car- 
bachol) up to 3 s (for TC). If the mean length of 
a blockage is in the range of tens of microsec- 
onds up to several milliseconds, then block- 
ages produce obvious interruptions in the sin- 
gle-channel record that can be measured as a 
component of the shut time distribution. If, on 
the other hand, the blockages are very long, 
then it becomes hard to distinguish which 
shut times correspond to blockages, and mac- 
roscopic relaxation methods are better. 

3.13.2 Rates of Action of Competitive 
Blockers. Knowledge of the competitive mech- 
anism of action is far older than knowledge of 
channel block. Competitive block was already 

formulated quantitatively in 1937 (1081, in 
contrast with channel-blocking agents, which 
were discovered only in the 1970s (109-111). 
It was soon discovered how to make robust 
estimates of the equilibrium constants for 
competitive antagonists from measurements 
of responses (51,1121, and soon after by direct 
measurement of ligand binding (113). Despite 
this, there have been very few measurements 
of the rate constants for the association and 
dissociation of competitive antagonists. 

Attempts to measure the rate constants for 
competitive block have a long history. Proba- 
bly the first was by Hill (114), in the famous 
study in which he gave the first derivation of 
the Langmuir binding equation. He got it 
wrong, as most studies since have done. The 
usual reason for getting it wrong is that the 
observed rates are limited by diffusion rather 
that by receptor association and dissociation. 
The fact that the molecules are bound tightly 
as they diffuse makes the diffusion far slower 
than simple calculations might predict (when 
TC is present in a synaptic cleft at a concen- 
tration equal to its equilibrium constant, so 
half the sites are occupied, there is only one 
free molecule for every 200 or so that are 
bound). Worse still, under these conditions, 
diffusion plus binding may slow association 
and dissociation rates to roughly similar ex- 
tents (115), so the test that is often applied, 
that the ratio of the rate constants should be 
similar to the equilibrium constant deter- 
mined independently, may give quite mislead- 
ing agreement. Single-channel methods are al- 
most totally useless for solving this problem 
because a competitive blocker produces long 
shut times in the record, even when they dis- 
sociate and associate rapidly (long periods are 
spent shuttling, possibly rapidly, between var- 
ious shut states; unpublished observations). 
When, as is usual, we do not know how many 
channels are present in the patch, these long 
shut periods cannot be distinguished from 
those caused by, for example, desensitization. 
Channel activations are not changed by the 
competitive antagonist; they are just rarer. 
The problem, for nicotinic antagonists, seems 
to have been solved at last by Wenningmann 
and Dilger (116) and Demazumder and Dilger 
(117). They used concentration jump methods 
(exchange time 100-200 ps on bare pipette) 
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on the embryonic (a2/3y8) mouse receptor in 
the BC3H1 cell line. They worked at -50 mV 
to minimize the effects of channel block. They 
measured occupancy of the receptors by TC 
and pancuronium by applying a pulse of ACh 
at various times after addition or removal of 
the antagonist. 

They did not try to describe quantitatively 
the response to the test pulse, but rather as- 
sumed that it is sufficiently fast that at its 
peak there will have been essentially no 
change in occupancy by antagonist. Insofar as 
this is true, the peak response to the test pulse 
(as fraction of control) should be a reasonable 
measure of the fraction of channels not occu- 
pied by antagonist (and in this case the IC,, 
value should be close to the equilibrium con- 
stant for antagonist binding, KB). They also 
assume that block of one site (the high affinity 
one mostly, if they differ) is sufficient to block 
the response. 

For (+)-tubocurarine they found the asso- 
ciation rate constant k + ,  = 1.2 X lowM1 sK1, 
and the dissociation rate constant to be k-, = 

5.9 s-', so T,, = 170 ms. The ratio of these 
gives KB = 50 nM, which was not greatly dif- 
ferent from the estimate of KB obtained from 
the IC,, (41 nM). Despite the size of the TC 
molecule, the association rate constant is 
quite fast, similar to that for ACh. At a clinical 
concentration that blocks, say, 90% of recep- 
tors (0.44 m, there will be 59 associations 
per second (per free receptor), each occupancy 
lasting, on average, 170 ms, and the time con- 
stant for the association reaction will be about 
17 ms. 

For pancuronium, Wenningmann and 
Dilger (116) found an association rate con- 
stant of 2.7 x 10sM-' s-', and the dissocia- 
tion rate constant to be k-, = 2.1 s-', so T,, = 
476 ms. The ratio of these gives K, = 7.8 nM, 
similar to the estimate of KB obtained from 
the IC,, (5.5 nM). Again, the association rate 
constant is quite fast, similar to that for ACh. 
At a concentration that blocks 90% of recep- 
tors (0.09 pkf) there will be 21 associations per 
second (per free receptor), each occupancy 
lasting, on average, 480 ms, and the time con- 
stant for the association reaction will be about 
48 ms. 

4 NEURONAL N I C O T I N I C  RECEPTORS 

The first striking difference between muscle 
and neuronal nicotinic receptors lies in the 
sheer number of genes that code for neuronal 
subunits, namely nine a (a2-a10) and three /3 
subunits (/32-/34; see Table 11.1). The impor- 
tant questions then become first of all what 
combination of subunits can form functional 
receptors when expressed together and, even 
more important, which of these combinations 
are present in neuronal cells and matter to the 
physiological and pharmacological role of neu- 
ronal nicotinic receptors. 

Afirst approach to determine the rules that 
govern assembly of the neuronal subunits is to 
find which combinations form functional re- 
ceptors in heterologous expression systems. 

Some a subunits can form homomeric recep- 
tors, that is, give functional responses when 
expressed alone. Among mammalian sub- 
units these are a7 and a9. 
Other a subunits (a2, a3, (114, and a6) can 
form a functional receptor only if expressed 
with a /3 subunit (/32 or P4); these hetero- 
meric a//3 receptors have a stoichiometry of 
2 a to 3 /3 (23,118,119) and, by analogy with 
muscle receptors, are likely to have a topol- 
ogy of apcY/3/3. 
a10 can participate in the formation of a 
receptor only if expressed with a9 (120,121) 
(the stoichiometry is as yet unknown). 
a5 and /33 can form a receptor only if ex- 
pressed together with a pair of "classical" a 
and p subunits ke., a2-a4 plus /32 or P4); 
these receptors are formed by two copies 
each of the "classical" a and /3 subunits plus 
one copy of a5  or /33 [thus a5 or /33 takes the 
place of a "classical" /3 subunit (23, 122, 
12311. 

These rules of assembly seem to hold 
broadly for both Xenopus oocytes and mam- 
malian cell lines [for a review of the differ- 
ences, see Sivilotti et al. (12411. 

The information from the heterologous ex- 
pression work must be viewed in the context of 
the actual pattern of expression of different 
subunits in central and peripheral neurons. In 
situ hybridization data show that a4 and /32 
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are the most widespread and abundant of the 
"heteromeric-type" subunits in the CNS, 
whereas a3  and P4 are the most important 
subunits in autonomic ganglia and chromaffin 
cells. This distinction is not absolute [for a re- 
cent review, see Sargent (12511. Other sub- 
units may have a more discrete localization, 
appearing in specific CNS areas: this is the 
case for a6 [which is concentrated in cat- 
echolaminergic nuclei of the brain (12611 and 
P3 [present in substantia nigra, striatum, cer- 

nant homomeric a7 receptor, whereas the oth- 
e r ( ~ )  may result from coassembly with other 
subunits (129-131). 

This problem is recognized by the current 
nomenclature convention for neuronal nico- 
tinic receptors, which allows referring to a re- 
ceptor type as, for example, a7*, where the 
asterisk means that a7 may not be the only 
subunit present. 

4.1 General Properties of Neuronal 
Receptors 

ebellum, and retina (125, 127)l. Transcripts It is diMicult to relate the numerous receptor 
for the a7 subunit are present both in the CNS subtypes that are possible on the basis of clan- 
and in the peripheral nervous 'ystem9 ing and heterologous expression data to the 
whereas the expression of a9 and a10 is con- functional properties of actual native recep- 
fined to the cochlea. tors. Biophysical properties and the pharma- 

The restrictions in the subunit distribution cological tools available so far allow us to make 
go some way to offset the most important lim- onlv broad distinctions between classes of na- 
itation of the data from heterologous expres- 
sion experiments, that is, that they tell us only 
what the minimal subunit requirement is for 
a functional nicotinic receptor. Nevertheless, 
it is not uncommon for a native cell to express 
many of the known subunits. Does this mean 
that the receptors on the surface of such a 
neuron are a mosaic of "minimal" combina- 
tion receptors or that more complex combina- 
tions are possible and/or favored in those cir- 
cumstances? For instance, what will be the 
subunit composition of a nicotinic receptor on 
a cell that expresses the a3, P2, and P4 sub- 
units? Will the majority of receptors on the cell 
surface consist of all the subunits or will such 
a complex a3P2P4 heteromer be rare relative 
to a3P2 and a3P4 receptors? 

There is indeed evidence that subunit com- 
binations even more complex than the ones 
outlined above do form in native neurons (the 
list that follows is by no means exhaustive). 
For instance, immunoprecipitation showed 
that a fraction of the major type of nicotinic 
receptor in ciliary ganglion neurons (~~384~x5) 
also contains P2 subunits (128). Evidence for 
the formation of nicotinic receptors contain- 
ing four different subunits (a4, P2, P3, and p4) 
also comes from work on CNS-type subunits 
by Forsayeth and Kobrin (127). Finally, in au- 
tonomic neurons, another major type of nico- 
tinic receptor is based on a7 subunits and con- 
sists of more than one pharmacological class of 
receptors: one class resembles the recombi- 

" 

tive receptor subtypes. They cannot distin- 
guish all the native receptor subtypes that are 
in principle possible. One reason for this limi- 
tation is that the doubt remains that heterol- 
ogous expression of three or more subunits 
may lead to the expression of heterogeneous 
receptor mosaics rather than the complex 
combination in a form pure enough to be char- 
acterized. 

The problem is further compounded by the 
difficulty of carrying out kinetic studies on 
neuronal nicotinic receptors (mostly because 
of rundown): this means, for instance, that we 
do not know anything about agonist binding 
affmities or efficacy and how these change 
with subunit composition (or indeed with in- 
herited mutations). 

The first broad functional distinction is be- 
tween homomeric-type and heteromeric-type 
receptors (the edges are blurred when we take 
into account the existence of a7* receptors, 
although the distinction is clear for recombi- 
nant receptors). The most distinctive proper- 
ties for homomeric receptors in this context 
are their sensitivity to the antagonist effects of 
a-bungarotoxin and methyllycaconitine (the 
latter selective at concentrations up to approx- 
imately 1 nM) and their faster desensitization 
and higher calcium permeability than those of 
heteromeric alp receptors. 

More detailed distinctions among the dif- 
ferent types of recombinant heteromeric alp 
combinations can be done on the basis of dif- 
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ferences in agonist sensitivity. For instance, 
cytisine is both potent and efficacious as an 
agonist on receptors that contain the P4 sub- 
unit but is poorly efficacious on P2-containing 
receptors [Luetje and Patrick (132); see dis- 
cussion of agonists below]. It is hard to predict 
what the sensitivity to cytisine would be for a 
complex heteromeric receptor (i.e., a receptor 
containing both p2 and P4 subunits). Help in 
this respect may come from the increasing 
availability of competitive antagonists selec- 
tive for the different ligand-binding inter- 
faces, such as conotoxins (see below). At 
present the most useful ones are a-conotoxin 
MI1 (specific for a3P2 interfaces) and AuIB 
(specific for a3P4 interfaces). It is reasonable 
to assume that a complex heteromeric recep- 
tor would be blocked, even if only one interface 
were occupied by the antagonist, but there is 
no proof of that at present. 

It is hard to identify a distinctive and con- 
sistent contribution of subunits such as a5  or 
P3 to nicotinic receptor properties. This may 
be because these subunits may not participate 
in the formation of the receptor binding site as 
either classical a- or P-type subunits. In the 
case of a5, the most consistent change appears 
to be a speeding of desensitization. Increases 
in calcium permeability and single-channel 
conductance have also been reported, but the 
changes in agonist potency observed (in abso- 
lute or relative terms) depend on the specific 
combination expressed and are therefore not 
very useful as a diagnostic tool for identifying 
subunit combinations in native receptors [for 
a review, see Sivilotti et al. (12411. Similarly, 
recombinant P3-containing receptors have 
higher single-channel conductance, but differ 
little in other receptor properties (Beato, 
Boorman, and Groot-Kormelink, personal 
communication). It is worth noting that sin- 
gle-channel conductance, calcium permeabil- 
ity, and speed of apparent desensitization are 
not distinctive enough to be useful in receptor 
classification in most cases (see below). 

Finally, coexpressing a10 with a9 in oo- 
cytes is reported to increase receptor expres- 
sion, speed of desensitization, and sensitivity 
to external calcium (120) and to change the 
receptor sensitivity to a-bungarotoxin and 
(+)-tubocurarine (121). 

4.2 Biophysical Properties 

4.2.1 Calcium. Calcium has multiple ef- 
fects on nicotinic receptors. Not only is it to 
some extent permeant, but it affects the recep- 
tor single-channel conductance and modu- 
lates the agonist response of neuronal-type 

All nicotinic receptors are somewhat cal- 
cium permeable: the most permeable are neu- 
ronal homomeric receptors (a7, a91 and the 
least permeable, embryonic muscle receptors. 
It must be noted that the measurement of rel- 
ative calcium permeability by the simplest 
technique (reversal potential shift induced by 
changes in extracellular calcium concentra- 
tions) is error-prone for neuronal nicotinic re- 
ceptors because their extreme inward rectifi- 
cation makes it difficult to measure reversal 
potentials accurately. A further technical dif- 
ficulty (for recombinant receptors) arises from 
the presence in Xenopus oocytes of a calcium- 
dependent chloride conductance that has to be 
suppressed or minimized by either intracellu- 
lar calcium chelation or chloride depletion. 
Some of these problems can be overcome by 
expressing the receptors in mammalian cell 
lines and using ratiometric measurements of - 
intracellular calcium and coupled with whole- 
cell recording, to obtain a measure of what 
proportion of the nicotinic current is carried 
bv calcium (a measure that also has the advan- " 

tage of being physiologically more relevant). 
Bearing in mind these cautions, the perme- 

ability to calcium is around 1/10 to 115 of that 
to sodium or cesium ions for mammalian mus- 
cle receptors of the embryonic type (native or 
recombinant), and is much higher (0.5-0.9) 
for the adult form of the receptor (133-135). 
This is in agreement with estimates that cal- - 
cium ions carry approximately 2% and 4% of 
the total nicotinic current through embryonic 
and adult muscle receptors, respectively [at 
physiological calcium concentrations and 
holding potentials (136-138)l. 

The calcium permeability of ganglion-type 
nicotinic receptors is reported to be similar to 
that of adult muscle in experiments on supe- 
rior cervical ganglion, intracardiac ganglia, 
and chromafEn cells, with values for calcium 
permeability (relative to sodium or cesium) 
between 0.5 and 1 and fractional current mea- 
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surement between 2.5% and 4.7% (133, 137, 
139-142). This is in broad agreement with re- 
combinant work on heteromeric receptors or 

- 

native receptors likely to be heteromeric (134, 
138, 143). Some reversal potential method 
studies suggest much higher calcium perme- 
ability (vs. adult muscle receptors) for supe- 
rior cervical ganglion neurons (144) or hetero- 
meric recombinant receptors (1451, particularly 
if the a5 subunit is expressed (146). 

Nicotinic receptors formed by a7 or a9 are 
by far the most calcium permeant. Thus for 
recombinant or native a7-like receptors re- 
ported values for relative calcium permeabil- 
ity range from 6 to 20 (147-150), with frac- 
tional current carried by calcium as high as 
20% (151); for work on the M2 determinants of 
this high calcium permeability, see Bertrand 
et al. (147). This would mean that a7 receptors 
are almost as calcium permeable as the 
NMDA-type of glutamate receptor. Equally 
high calcium permeability was reported for 
cu9-type receptors (152, 153), expressed alone 
or with a10 (121). 

Finally, what matters most from the phys- 
iological point of view is that direct calcium 
entry through nicotinic receptors can be suffi- 
cient to act as a postsynaptic signal, for in- 
stance, activating calcium-dependent SK po- 
tassium channels in outer hair cells of the 
cochlea (154) or contributing to apamin-sensi- 
tive hyperpolarization in rat otic ganglion 
(155). 

Note that increasing the concentration of 
extracellular calcium reduces the single-chan- 
nel conductance of both muscle and neuronal 
nicotinic receptors (137, 143, 156-159). 

Finally, changes in extracellular calcium 
(in the low millimolar range) can modulate 
nicotinic responses. Increases in calcium con- 
centration strongly enhance macroscopic re- 
sponses of either native or recombinant het- 
eromeric nicotinic receptors to low ACh 
concentrations, decreasing the EC,, value of 
ACh and increasing the Hill slope of the curve 
(133, 140, 160, 161). This effect is not seen 
with muscle embryonic channels (133). In na- 
tive a7* receptors the modulation has been 
reported to be biphasic, with potentiation at 
submillimolar calcium concentrations and de- 
pression at higher concentrations (162). The 
sequence determinants for this effect have 

been investigated for chick recombinant a71 
5HT3 chimeric receptors by Galzi et al. (163), 
who have identified residues a7 161-172 as 
particularly important: in the AChBP these 
residues are on the minus face, at the end of 
loop 9, which is near the extracellular end of 
the pore. Le Novhre et al. (164) proposed, on 
the basis of their modeling of the a7 subunit 
on the AChBP, that the binding site for cal- 
cium is formed at the subunit interface by res- 
idues belonging to different subunits. These 
residues include some identified by Galzi et al. 
(1631, such as E44 and E172, but also D43 and 
D41. Of these, E44 and D43 would be on the 
(+) side and El72 and D41 on the (-) side. 

4.2.2 Single-Channel Conductance. The main 
structure determinants for the single-channel 
conductance of neuronal nicotinic receptors 
are likely to be (as for muscle receptors) the 
residues in positions -4', -Ir, and 20' of M2 
(this numbering system for M2 residues is de- 
fined in Fig. 11.3) [for review, see Buisson et 
al. (16111. The total charge on each of these 
rings of charges has an important effect on 
conductance. It is worth noting that the M2 
sequence is well conserved across neuronal 
nicotinic subunits. In particular, the residue 
in -4' is negatively charged in all except the 
a5 and a9 subunits (which have a neutral res- 
idue in this position) and - 1' is always nega- 
tively charged. A difference is seen in the 20' 
residue, which is negatively charged for all 
subunits except p2 and p4. This may be the 
reason for the conductance increase observed 
in channels containing a5  or p3 (122,165; and 
Beato, Boorman, and Groot-Kormelink, per- 
sonal communication): if these subunits re- 
place a classical p subunit, they will produce a 
-2 change in the charge on the external ring. 

Although single-channel conductance is a 
useful diagnostic criterion for the classifica- 
tion of other ionotropic receptors (for instance 
native NMDA receptors), this does not apply 
to neuronal nicotinic channels. Conductance 
levels are not very distinctive, given that even 
recombinant receptors that should in princi- 
ple be homogeneous have multiple conduc- 
tance levels, and these levels overlap consider- 
ably for different combinations. In addition, 
the same combination expressed in different 
heterologous system can give rise to different 
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conductances (166) and conductances are ex- 
quisitely sensitive to divalent ions concentra- 
tions, making it difficult to compare data that 
have not been obtained in identical recording 
solutions. Characterization of channel con- 
ductances is also hindered by the phenomenon 
of "rundown" in the excised patch configura- 
tion (i.e., the disappearance of channel activ- 
ity), which appears to be mostly agonist inde- 
pendent and may be triggered by patch 
excision. These factors make it very difficult to 
use single-channel conductance (and worse 
still kinetics) as a criterion for the identifica- 
tion of specific subunit combinations in native 
receptors. 

4.2.3 Inward Rectification. One striking 
property of neuronal nicotinic channels is the 
extreme inward rectification of the macro- 
scopic current-voltage relation. In contrast 
muscle-type receptors show only modest in- 
ward rectification that can be accounted for 
almost entirely by the fact that the main chan- 
nel shutting rate becomes slower as the mem- 
brane is hyperpolarized (about e-fold per 
60-100 mV) (47). In neuronal receptors, recti- 
fication is so extreme that there is hardly any 
whole-cell current at all at potentials between 
- 10 and +60 mV: in functional terms, neuro- 
nal nicotinic channels could legitimately be 
described as "discordance detectors" because 
they pass little current at depolarized poten- 
tials. Inward rectification has been reported 
for a variety of native and recombinant neuro- 
nal nicotinic receptors [with the notable ex- 
ception of a9* receptors from the cochlea 
(15311. A clue for the understanding of its 
cause came from the absence of rectification in 
excised patches and the linear current-voltage 
relationship of the single-channel conduc- 
tance (when the artificial intracellular me- 
dium does not contain magnesium ions). This 
suggested that rectification is caused either by 
channel block by intracellular components 
(that are not present in artificial intracellular 
solutions) and/or by voltage dependence of the 
channel kinetics (167). We now know that 
both are important: the major role is played by 
channel block by micromolar concentration of 
the intracellular polyamine spermine (1681, 
with a minor contribution by intracellular 
magnesium ions (167, 169, 170) and by the 

voltage dependence of the channel P,,,,. Al- 
though this work was carried out on native 
neuronal nicotinic receptors of autonomic 
ganglia (and on recombinant a402 and a304 
channels), it is likely that similar mechanisms 
underlie the rectification of other neuronal 
nicotinic receptors (171). 

The M2 determinants for inward rectifica- 
tion have been investigated in recombinant 
chick a7 receptors by Forster and Bertrand 
(172). 

4.3 Native Neuronal Nicotinic Receptors: 
Physiological Role 

Neuronal nicotinic receptors are found on a 
variety of classes of neurons, both in the pe- 
ripheral and in the central nervous system, 
and on nonneuronal cells [for a review of the 
latter, see Wessler et al. (17311. 

4.3.1 Peripheral Nervous System. In the 
peripheral nervous system, these receptors 
mediate fast synaptic transmission at auto- 
nomic ganglia and at efferent cholinergic syn- 
apses onto cochlear outer hair cells. 

4.3.1.1 Autonomic Ganglia 
a3* Receptors. The pattern of subunit ex- 

pression, immunoprecipitation, and antisense 
data all agree in recognizing a major role of 
a3/34*-type receptors in autonomic ganglion 
neurons, including chromaffin cells [128,174- 
176; but see Skok et al. (177) and Klimas- 
chewski et al. (178)l. In chick ciliary ganglia 
these receptors also contain the a5 subunit: 
additionally, a significant fraction of them 
contains both the a5 and the p2 subunit [re- 
viewed in Berg et al. (179)l. 

This class of receptor has traditionally been 
thought to be the major or indeed the only type 
of receptor involved in synaptic transmission 
in ganglia because of the resistance of synaptic 
transmission to a-bungarotoxin (180) and the 
subsynaptic location of these receptors [re- 
viewed in Temburni et al. (181)l. These data 
were confirmed by the profound autonomic 
defect observed in mice, in which the a3  had 
been knocked out (182). Similar problems 
were observed in mice lacking both the 02 and 
the 04 subunits, whereas mice lacking only 
one of these subunits had a relatively normal 
autonomic phenotype (183). It is worth noting 
that the range of subunit expressed in ganglia 
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[and the variability of the range from one neu- 
ron to the other (184)l offers scope for consid- 
erable heterogeneity within this class of recep- 
tors [see, for instance, Britt and Brenner 
(185)l. 

a7* Receptors. It is common for autonomic 
ganglion neurons to express a7-type recep- 
tors, too. In embryonic chick ciliary ganglion, 
these receptors have a location distinct from 
a3* receptors, in that they are specifically tar- 
geted to spine mats on the soma of the 
postsynaptic neuron [for a review, see Berg et 
al. (179)l. It is not clear to what extent 
postsynaptic densities are localized on these 
spines, but there is good evidence that block- 
ing a7 receptors damages the reliability with 
which most neurons (two-thirds of the neu- 
rons in E13-El4 chick ciliary ganglion) follow 
frequencies of presynaptic stimulation equal 
to or greater than 1 Hz (186). The situation for 
adult mammalian ganglion neurons is less 
clear, but these cells do express both classical 
a7 receptors (i.e., homomeric) and a7* recep- 
tors, which differ in their slower desensitiza- 
tion and quicker recovery from a-bungaro- 
toxin block [for intracardiac and superior 
cervical ganglia, see Cuevas and Berg (130) 
and Cuevas et al. (131)l. Transcripts for the a7 
subunit are also present in chromaffin cells 
(187), but functional studies have so far failed 
to demonstrate functional a-bungarotoxin- 
sensitive receptors on these cells (188-1911, 
although binding sites for a-bungarotoxin can 
be revealed by autoradiography (192). Al- 
though a7 null mice are viable and do not dis- 
play gross phenotypic defects (193), they do 
have a subtle autonomic deficit, manifest as an 
impairment of baroreflex responses. This im- 
pairment is limited to responses, such as 
tachycardia, mediated by the sympathetic ner- 
vous system (194). 

Additionally, functional nicotinic receptors 
have been found on the preganglionic termi- 
nals of embryonic chick ganglia (195) and on 
the axon terminals of postganglionic superior 
cervical ganglion neurons in culture, where it 
was found that receptors on terminals differ in 
agonist sensitivity from the somatic ones 
(196). 

4.3.1.2 Cochlea. Outer hair cells receive 
cholinergic input from the olivary complex. 
Synaptic transmission here is mediated by a9 

(or possibly a9a10) nicotinic receptors: their 
high calcium permeability and their coupling 
to a calcium-dependent potassium conduc- 
tance mean that the cholinergic inward cur- 
rent is swamped by the outward potassium 
current [see Ashmore (197); Fuchs and Mur- 
row (198)l. Both thenative receptors on outer 
hair cells and recombinant a9 and a9a10 nic- 
otinic receptors are unusual, in that they are 
insensitive to nicotine. These receptors are 
blocked by the glycine receptor antagonist 
strychnine (likely to be competitive; a re- 
ported IC,, value around 20 nM) and by the 
GABA receptor antagonist bicuculline, albeit 
less potently [IC,, value around 1 f l  (120, 
199,200)l. 

4.3.2 Central Nervous System. Although 
nicotinic receptors are much less abundant in 
the CNS than acetylcholine muscarinic recep- 
tors, they are nevertheless widespread and 
found (for instance) in cortical areas, includ- 
ing the hippocampus, in the thalamus, basal 
ganglia, cerebellum, and retina. Particularly 
high levels of high affinity receptor binding 
are found in the habenula and interpeduncu- 
lar nucleus [reviewed by Sargent (12511. 

Despite the widespread presence of neuro- 
nal nicotinic receptors, for a long time their 
only known physiological role in the CNS was 
in mediating the excitation of Renshaw cells 
by motoneuron axon collaterals (201). The sit- 
uation has now changed, particularly with re- 
spect to the demonstration of a synaptic role, 
especially for a7-like receptors. 

4.3.2.1 Receptor Types. In many areas of 
the CNS, the most represented type of hetero- 
meric nicotinic receptor is likely to be a4P2 or 
a4P2*: these receptors correspond to high af- 
finity binding sites for [3Hlnicotine. This is 
likely to be the synaptic receptor on Renshaw 
cells, which are immunopositive for the a4  and 
P2, but not the a7  subunit, in agreement with 
the insensitivity of their synaptic responses to 
methyllycaconitine (202). 

Judging from the distribution of the differ- 
ent subunits, other receptor types may be im- 
portant in discrete locations of the CNS. A 
case in point is that of the a6 subunit, which 
is represented in basal ganglia and cat- 
echolaminergic neurons (126,203-205). Com- 
binations of the a3P4 type are also thought to 



Nicotinic Acetylcholine Receptors 

be important in discrete CNS areas (i.e., in the 
habenula and interpeduncular nucleus). Ho- 
momeric receptors of the a7 type are also 
present in the CNS and correspond to the 
binding sites for [1251]-a-bungarotoxin. 

1dentifying.nicotinic subunit combinations 
in the central nervous system is an area of 
intense research, which makes use of all the 
tools available, such as biophysical and phar- 
macological characterization of functional re- 
ceptor responses, in situ hybridization and 
single-cell RT-PCR, and both antisense and 
transgenic techniques. 

In particular, knockout transgenic mice 
lacking the a3  (182), a4 (206), a7 (1931, a9 
(207), P2 (208), and P4 subunits (183) have 
been bred. In addition, mice bearing the L9'T 
mutation in the a4 or the a7 subunits have 
been obtained (209, 210): in both strains ho- 
mozygous mice die soon after birth. A discus- 
sion of the implications of these data for our 
understanding of the diversity and the physi- 
ological and pharmacological roles of nicotinic 
receptors can be found in Cordero-Erausquin 
et al. (211) and Zoli et al. (212). 

We shall focus our review of receptor types 
to a specific area, the mammalian hippocam- 
pus and to electrophysiological evidence. 

The first descriptions of nicotinic responses 
in hippocampus refer to agonist responses re- 
corded in long-term primary cultures (213, 
214). Three main types of agonist responses 
were described, broadly corresponding to a7, 
a4P2, and a3p4-like responses [reviewed in 
Albuquerque et al. (21511. 

Of these the pure a7-type (type IA) is by far 
the most common. Type I current was de- 
scribed by other groups in acute slices of rat 
hippocampus (CAI or dentate gyms) in re- 
sponse to pressure-applied ACh (216-218). It 
is a fast-desensitizing response, distinctive in 
its marked sensitivity to the antagonists 
a-bungarotoxin (10 nM), MLA (1 nM), and 
a-conotoxin ImI and its resistance to 
mecamylamine and dihydro-P-erythroidine 
(both 1 pill). Another property that links 
these receptors to recombinant a7 homomers 
is the sensitivity to the agonist effect of cho- 
line (1 mM) [for the choline selectivity for a7, 
see Papke et al. (219)l. 

In acute hippocampal slices, this current is 
abolished by 100 nM a-bungarotoxin. It is 

rarely if at all present on principal neurons, 
but common in interneurons [50% of all inter- 
neurons have a pure type IA (216-218)] and 
may be especially important in interneurons 
that control input onto the pyramidal cell den- 
drites. Note that fast a7-like responses have 
been described in pyramidal cells in culture 
(215) or in mouse CAI pyramidal neurons 
(acute slices) (220). Other properties of this 
current include sensitivity to other classical 
a7 antagonists such as MLA [2 nM (218); 10 
nM (216,217)l and a-conotoxin ImI (200-500 
nM), and resistance to mecamylamine (0.5-1 
pill) and dihydro-P-erythroidine (100-150 
nM). The a7 involvement is confirmed by the 
disappearance of type I currents in a7 knock- 
out mice (193). 

In hippocampal cultures, other less com- 
mon types of nicotinic responses were the 
slower a-bungarotoxin resistant types I1 and 
111. Of these, type I1 is the most common (10% 
of neurons in primary culture) and may corre- 
spond to a4@2*. It is very sensitive to dihydro- 
p-erythroidine (10 nM) and is decreased by 
high concentrations of methyllycaconitine 
(100 nM). It is also blocked by mecamylamine 
(1 pill). The most rare and slow responses 
were termed type I11 (2% of hippocampal neu- 
rons in culture): these may correspond to 
a3P4* receptors, are sensitive to 1 pill. 
mecamylamine or 20 pM tubocurarine, and 
resistant to 100 nM methyllycaconitine. This 
classification is likely to hold outside the hip- 
pocampus as well, as shown by results in nor- 
mal and Pkknockout mice [see, for instance, 
Zoli et al. (212), who distinguish a fourth type 
of nicotinic response, similar to type 111, but 
with faster desensitization at high nicotine 
doses and different properties in equilibrium 
binding assays with agonists]. 

In acute slices, a mixed response, which 
consists of fast a7-like and slow components, 
has been described in interneurons of the stra- 
tum oriens (36% of all interneurons). The slow 
response is sensitive to mecamylamine (1 pM) 
and to a certain extent to dihydro-p-erythroi- 
dine (100 nM), but resistant to the a3P2 an- 
tagonist a-conotoxin MI1 (200 nM). In its mod- 
erate sensitivity to dihydro-P-erythroidine, 
this response may resemble more a3p4-like 
responses (type 111) than a4P2 type I1 re- 
sponses (218), although it has been suggested 
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that sensitivity to all antagonists is lower in 
slices than in cultured dissociated neurons 
(221): the apparent difference could be simply 
attributed to access problems, given that no 
K, data are available [for a review of the diffi- 
culty in comparing IC,, values, see Sivilotti et 
al. (124)l. Note that it is still controversial 
whether pyramidal cells do have nicotinic re- 
sponses: there are reports of both fast a7-type 
responses (215,220) and slow responses (221). 

Recent work shows that of these receptors, 
the a7 type seems to be the most important for 
synaptic transmission in the hippocampus. a7 
immunoreactivity is present at nearly all the 
synapses in CAI stratum radiatum (including 
GABAergic and glutamatergic ones) (222) and 
a7-like receptors mediate fast synaptic trans- 
mission onto CAI interneurons (223, 224). 
The identification was based on the sensitivity 
of synaptic currents (both evoked and sponta- 
neous) to the antagonists methyllycaconitine 
(50-150 nM) and a-bungarotoxin (100 nM) 
and to desensitizing concentrations of the se- 
lective a7 agonist choline. Such cholinergic 
currents were relatively rare, being found only 
in 171125 stratum radiatum interneurons, but 
represented 10% of the total evoked synaptic 
current in these cells. It is possible that the 
rarity of these currents is a result of the diffi- 
culty in recruiting cholinergic afferents, given 
that in most interneurons a7 responses to 
ACh application could be detected [see also 
Buhler and Dunwiddie (22511. 

Nicotinic synaptic currents of the a7 type 
were also detected in pyramidal cells (226) in 
acute or organotypic hippocampal slices. Here 
the contribution of nicotinic currents to the 
total postsynaptic current was very modest 
(less than 3% of total). 

Although it is natural that one should look 
for nicotinic fast synaptic transmission in the 
central nervous system, in analogy to the pe- 
ripheral role of these receptors, central nico- 
tinic receptors are often present at a presyn- 
aptic level [reviewed by McGehee and Role 
(227); Wonnacott (228); Kaiser and Wonna- 
cott (229)l. Thus in many brain areas pharma- 
cological activation of these channels produces 
an increase in spontaneous release of a variety 
of transmitters, including catecholamines, 
GABA, 5-HT, glutamate, and ACh itself. This 
may be a result of either to direct calcium en- 

try through nicotinic channels located on pre- 
synaptic terminals or to the firing of sodium- 
dependent action potentials (which eventually 
reach terminals) by depolarization produced 
by preterminal nicotinic receptors. These two 
mechanisms can be distinguished on the basis 
of the tetrodotoxin sensitivity of the latter 
[see, for instance, LBna et al. (23011. 

In most preparations direct electrophysio- 
logical recording from presynaptic structures 
is not possible and hence characterization of 
presynaptic (or preterminal) nicotinic recep- 
tors has to rely on neurochemical measure- 
ments of transmitter release, postsynaptic re- 
cording of the effects of such release, or 
presynaptic intracellular calcium measure- 
ment. There is evidence that both a7 and 
non-a7 receptor types can play a presynaptic 
role. For instance, a predominant a7 involve- 
ment was reported by McGehee et al. (231) for 
glutamate release in chick habenulahnterpe- 
duncular nucleus cocultures and by Gray et al. 
(232) for mossy fiber terminals in rat hip- 
pocampus slices. Nevertheless, the type of nic- 
otinic receptor involved depends both on the 
brain region and on the nature of the terminal 
(i.e., on the transmitter released). A particu- 
larly striking example is that of the rat dorsal 
raphe nucleus, where the nicotinic receptors 
involved in noradrenaline release are sensitive 
to 100 nit4 methyllycaconitine (i.e., a7-like), 
whereas those involved in 5-HT release are 
not (233). Indeed, depending on the pattern of 
nicotine application, both a7 and non-a7 re- 
ceptors may enhance glutamate release in rat 
hippocampal microisland cultures (234). Nic- 
otinic enhancement of GABA release in hip- 
pocampus is likely to be mediated by both a7 
and non-a7 receptors (221,235). 

Catecholaminergic terminals bear non-a7 
nicotinic receptors, which are thought to be of 
either the P2* or the p4* type in the case of 
dopaminergic and noradrenergic terminals, 
respectively. A thorough review of the phar- 
macology of these receptors can be found in 
Kaiser and Wonnacott (229). 

Because nicotinic receptors can both mod- 
ulate the release of a variety of transmitters 
and directly depolarize postsynaptic neurons, 
the functional consequences of their pharma- 
cological activation can be both subtle and 
widespread. It has been reported that activa- 
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tion of presynaptic nicotinic receptors results 
in increases in the amplitude of submaximal 
glutamatergic synaptic currents (234, 236- 
238) or in the increase in the non-NMDA com- 
ponent and decrease in the NMDA component 
(239). Important modulatory effects on synap- 
tic plasticity have also been described (220, 
238). 

The widespread presence of nicotinic recep- 
tors in the central nervous system coupled 
with the relative rarity of a classical synaptic 
role means that it is still difficult to describe a 
clear physiological role for these receptors. 
This is particularly true for receptors in pre- 
synaptic locations, for which the level and 
temporal pattern of exposure to the neuro- 
transmitter are unknown. Approaches that 
are casting light on this problem include 
mouse knockout models and transmitter de- 
pletion by blockers of vesicular transport pro- 
cesses such as vesamicol: the combination of 
these techniques has recently shown that nor- 
mal evoked dopamine release in striatal slices 
is strongly dependent on endogenous cholin- 
ergic mechanisms that involve the activation 
of p2-containing nicotinic receptors (240). 

Central neuronal nicotinic receptors are 
the target for the pharmacological actions of 
nicotine in tobacco. Plasma levels of nicotine 
in smokers go through short-lasting peaks su- 
perimposed onto a sustained lower concentra- 
tion that rises steadily through the day. This is 
likely to result in a complex pattern of activa- 
tion and desensitization, accompanied by 
long-term regulatory effects on the number of 
nicotinic receptors [reviewed in Dani et al. 
(241); Hyman et al. (242)l. Knockout models 
suggest that it is the P2-containing receptor 
type that has a primary role in sustaining nic- 
otine self-administration in mice (243). 

4.4 Autosomal-Dominant Nocturnal Frontal 
Lobe Epilepsy: A Central Nicotinic Defect 

Clues on the physiological role of neuronal nic- 
otinic receptors come from the identification 
of a form of human epilepsy that can be caused 
by mutations in either the a4 or the P2 nico- 
tinic subunits. This rare syndrome, autosomal 
dominant nocturnal frontal lobe epilepsy 
(ADNFLE), was the first idiopathic epilepsy to 
be identified as a monogenic disorder (244), 
and consists of seizures that occur during light 

sleep. Although these can be quite distinctive, 
it is not uncommon for the seizures to be mis- 
diagnosed as nightmares or other sleep-re- 
lated disturbances [for a review, see Sutor and 
Zolles (245)l. As other Mendelian forms of ep- 
ilepsy, this syndrome is very heterogeneous; 
thus it is unclear whether it is attributable 
exclusively to defects in central neuronal nic- 
otinic receptors. In at least one family this syn- 
drome is linked to 15q24, a chromosomal locus 
that does not contain either a4 or P2 genes, 
but rather a cluster ofperipheral neuronal nic- 
otinic subunits (i.e., a3, P4, and a5) (2461, 
which have a restricted expression pattern in 
the CNS. Furthermore, the autosomal domi- 
nant inheritance pattern is obscured by in- 
complete penetrance (estimated at 75%) and 
the actual symptoms are extremely variable 
from one patient to the other within the same 
family (245). 

Five mutations have been identified so far, 
all either in the pore-lining domain, M2, or in 
the short linker that connects it with M3. The 
characterization of the functional conse- 
quences of the mutations (by heterologous ex- 
pression in Xenopus oocytes) has been carried 
out through the use of mostly macroscopic 
techniques because of the difficulty in obtain- 
ing excised patch recordings for neuronal re- 
ceptors. Again, intrinsic technical difficulties 
mean that (with few exceptions) the electro- 
physiological data are from "all mutant" re- 
ceptors (i.e., not the sort of receptor that pa- 
tients who are heterozygous would have). 
Furthermore, the data come from expression 
of a4P2 receptors and may not be entirely pre- 
dictive of the behavior of native receptors, 
which may also contain other nicotinic sub- 
units. Finally, it must also be said that there is 
considerable divergence in the reported effects 
of the same mutation between one lab and the 
other and between the effects of different mu- 
tations that in humans produce similar pheno- 
types. 

Three mutations have been reported for 
the a4 subunit, all in the M2 region. Two are 
missense mutations [at 6' S248F (24411 or 
at 10' [S252L; this mutation has not been 
characterized electrophysiologically (24711, 
whereas one is the insertion of a Leu after 17' 
(248). The two ADNFLE mutations known for 
the P2 subunit are at the same residue (22') of 
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the M2-M3 linker, which is a region likely to 
be important in receptor gating. These are 
V287L (249) and V287M (250). 

Studies that used recombinant expression 
of mutant a4P2 receptors described a variety 
of effects for these mutations, encompassing 
increases in ACh EC,, values for S248F and 
V287M (145, 250, 251) and decreases for the 
776ins3 Leu insertion (251). A reduction in 
the maximum current elicited by ACh was re- 
ported for S248F, but not for the 776ins3 Leu 
insertion mutant (251,252). A potential gain- 
of-function effect was seen for the a4 muta- 
tions and consisted of a "wind-up" or increase 
in the response to low agonist concentrations 
upon repeated application (145, 252). 

It is difficult to interpret the varied bio- 
physical effects of the epilepsy mutations on 
recombinant receptors in vitro with the patho- 
genesis of the actual disease. Is this disease 
attributable to loss or gain of nicotinic recep- 
tor function? Which is the most important of 
these changes? The uncertainty is inevitable, 
given that at present we cannot tell whether 
the major physiological role of central nico- 
tinic receptors is postsynaptic or presynaptic. 
If the postsynaptic role is the most important, 
we must try to argue on the effect of mutations 
on the receptor response to brief saturating 
transients of ACh. On the other hand, presyn- 
aptic receptors may be activated by concentra- 
tions of transmitter that are lower and in con- 
ditions closer to equilibrium. Furthermore, it 
is entirely possible that the same central nic- 
otinic receptors play both roles to different ex- 
tents in different CNS areas. 

Finally, it must also be borne in mind the 
case of muscle receptors, both gain of function 
and loss of function mutations, can produce 
congenital myasthenia. 

4.5 Agonists for Neuronal Nicotinic 
Receptors 

The different combinations of recombinant 
neuronal nicotinic receptors differ in their 
sensitivity to agonists. The list of nicotinic 
agonists is long and consists of both natural 
compounds such as choline, nicotine, cytisine, 
lobeline, epibatidine, anabaseine, and syn- 
thetic compounds such as tetramethylammo- 

nium (TMA), 1,l-dimethyl-4-phenylpipera- 
zinium (DMPP), and carbachol, to name but a 
few. 

We next consider the different combina- 
tions in groups, that is homomeric a7 recep- 
tors on one hand and heteromers on the other 
(i.e., central type a4P2 receptors and gangli- 
onic type a3P4 receptors), highlighting the 
compounds that are most useful for receptor 
classification purposes, irrespective of species 
differences by use of functional assays. It is 
worth noting that classical pharmacology 
shows that use of agonists for receptor classi- 
fication is fraught with problems. This is be- 
cause the functional EC,, value of an agonist 
on the same receptor will depend on several 
experimental variables, and especially on the 
rate of application [discussed in Sivilotti et al. 
(12411. The usefulness of the technique is 
greater if agonist potency ranks are deter- 
mined, especially at their low concentration 
limit [to reduce the confounding effects of ag- 
onist self-block and desensitization; see Cov- 
ernton et al. (25311. Particular caution is also . . 

needed because our knowledge of the relative 
potency of agonists comes from recombinant 
expression of pure homomeric or "pair" het- 
eromeric receptors. We do not know how ago- 
nist potency would be changed in a complex 
heteromeric receptor (i.e., one that contained 
two different interface binding sites). 

In the case of neuronal nicotinic receptors, 
the choice to use agonists is dictated dy the 
paucity of suitably selective competitive an- 
tagonists, a situation that may change with 
the increased availability of an increased " 

range of conotoxins (see below). 
Broadly speaking, choline is the most use- 

ful agonist for a7 receptors (219,254,255) be- 
cause it is a full agonist on these receptors 
(EC,, values of 1.6 versus 0.13 mM for ACh) 
(255) but is ineffective or a very poor partial 
agonist on a3p4- and a4P2-type receptors. 

On the other hand, c-ytisine is both effica- . - 
cious and potent as an agonist on heteromers 
containing the P4 subunits (i.e., ganglion-type 
receptors), but is only a partial agonist on P2 
heteromers (132, 253, 256). On the latter re- 
ceptor type, the maximum current to cytisine 
is no more than 25% of that produced by ACh 
(the precise value depends on the a subunit, 
the species from which the clones are derived 
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and the nature of the functional assay; the 
range of values reported is 1-25%). 

Most other agonists do not show such a 
great level of selectivity as the ones discussed 
above. It is nevertheless worth mentioning the 
nonselective agonists 1,l-dimethyl-4-phe- 
nylpiperazinium (DMPP), for its widespread 
use, and epibatidine (from the skin of an Ec- 
uadorean tree frog, Epidobates tricolor), for its 
extreme potency, orders of magnitude greater 
than that of other agonists, especially for the 
heteromeric receptors. 

4.6 Antagonists 

There is a great paucity of data for the affinity 
of competitive antagonists of neuronal nico- 
tinic receptors. Functional studies usually re- 
port antagonist IC,, values: an IC,, value may 
be (marginally) quicker to obtain than dissoci- 
ation constants in a Schild-type design, but an 
IC,, value depends on the agonist concentra- 
tion used. Given that comparison of IC,, val- 
ues across different preparations is difficult, 
differences in receptor types can be argued 
only if relatively large IC,, differences are ob- 
served and if the agonist concentration in- 
volved is similar. This consideration is impor- 
tant, especially if synaptic responses are 
studied and compared to agonist applications, 
given that synaptic currents are likely to be 
produced by very short (submillisecond) in- 
creases in ACh concentration to very high lev- 
els. Furthermore, IC,, experiments do not tell 
us anything about the actual mechanism of 
action of the antagonist (i.e., competitive vs. 
open channel block; see the discussion of an- 
tagonists of muscle receptors). This means 
that much potentially valuable information on 
the binding site is lacking. This is true not only 
for functional studies, but also for binding 
studies. In most cases, binding assays for neu- 
ronal nicotinic antagonists use displacement 
of a labeled agonist by the antagonist; this is 
because there are no selective antagonists of 
sufficiently high affinity that can be used in 
such work (S. Wonnacott, personal communi- 
cation). The resulting Ki value is the equiva- 
lent of an IC,, (i.e., not a true dissociation 
constant). The exception is a7-type receptors, 
for which labeled a-bungarotoxin and methyl- 
lycaconitine can be used (257). 

Because of the limitations in the data avail- 
able in the literature, we direct our focus on 
the antagonists that are most useful for recep- 
tor classification. Traditionally, the main 
group is that of competitive antagonists that 
selectively block a7 and other homomeric re- 
ceptors, that is, a-bungarotoxin, methyllyca- 
conitine (at low concentrations), and CY-cono- 
toxin ImI. For a recent review of toxin 
antagonists of neuronal nicotinic receptors, 
see McIntosh (258). 

4.6.1 Antagonists for a,-Type Receptors. a- 
Bungarotoxin is one of the components of the 
venom of the banded krait, Bungarus mul- 
ticinctus (74 amino acids, MW 8000). The af- 
finity of this toxin for the homomeric a7 recep- 
tor appears to be high in binding assays (1-2 
nM) (2571, but considerably lower than that 
for muscle-type receptors. In practice, a-bun- 
garotoxin is used at concentrations between 
10 and 100 nM to block a7-type receptors. 
This block is nearly irreversible for "pure" a7 
receptors. Indeed, quick reversal of the block 
by removal of the antagonist has been taken to 
indicate the presence of a different receptor 
(i.e., a7*), which may contain subunits other 
than a7 (131). Other homomeric-type recep- 
tors, such as a9 and a9/a10 are also sensitive 
to nanomolar concentrations of a-bungaro- 
toxin (120, 121,200,259). 

Another toxin from the banded krait is 
K-bungarotoxin (66 amino acids): this is a 
competitive blocker of neuronal receptors, 
particularly potent (nearly irreversible) on 
a3P2 receptors. The main difficulty in using 
K-bungarotoxin lies in its limited availability, 
mostly because of the difficulty in eliminating 
contaminant a-bungarotoxin in the purifica- 
tion from crude venom (K-bungarotoxin is not 
commercially available to our knowledge). Re- 
combinant expression in yeast may improve 
availability of the pure toxin. 

It is interesting to note that an endogenous 
molecule related to snake neurotoxins, lynxl, 
is present in the rodent CNS, where it is sur- 
face anchored and expressed by neurons posi- 
tive for nicotinic a4P2 and a7 receptors. In 
recombinant systems, the effects of coexpress- 
ing this molecule with a4P2 receptors are com- 
plex: increases in EC,, and in the relative fre- 
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quency of the greatest conductance and 
speeding of desensitization during sustained 
agonist application have been reported (260, 
261). 

Methyllycaconitine, an alkaloid derived 
from Delphinium brownii (262), is a competi- 
tive antagonist selective for a7 and a7* recep- 
tors, effective at low nanomolar concentra- 
tions (2-5 nM) (257, 263). Work on the 
macroscopic kinetics of the onset and offset of 
antagonist action on recombinant a7/5HT3 
chimeras suggests methyllycaconitine affinity 
may be an order of magnitude higher than 
that for pure a7 receptors (264). Additionally, 
this study was consistent with the idea that " 

homomeric receptors have indeed got five 
binding sites for the alkaloid (i.e., up to one per 
subunit), if it was assumed that binding of one 
antagonist molecule is enough to block the re- 
sponse. Heteromeric receptors are also 
blocked by methyllycaconitine, but at much 
higher concentrations (tens of nanomolesPi- 
ter); recombinant a4P2 receptors recover 
from methyllycaconitine block with a time 
course consistent with the presence of two an- 
tagonist binding sites (264). 

It is worth mentioning that the glycine 
receptor antagonist strychnine is also a good 
competitive antagonist a t  homomeric re- 
ceptors, both of the a7 and a9/a10 type; 
strychnine is effective on these receptors at 
submicromolar concentrations, such as are 
commonly used to suppress glycine receptor 
activity in native preparations (200,265,266). 

When it comes to heteromeric receptors, 
many antagonists have little useful selectivity. 
The exceptions are dihydro-P-erythroidine 
and the rapidly growing family of the a-cono- 
toxins (see below). An important point is that 
many of the antagonists available have chan- 
nel-blocking properties (see, for instance, 
mecamylamine and hexamethonium). 

4.6.2 Dihydro-P-Erythroidine. Dihydro-P- 
erythroidine is an alkaloid obtained from the 
seeds of several species of the genus Eryth- 
rina. Its mechanism of action on neuronal nic- 
otinic receptors is likely to be competitive 
(267), although to our knowledge no K, values 
have been reported in the literature. Even 
with the limitations of the IC,, approach, it is 
clear that the compound has a marked selec- 

tivity for some types of heteromeric receptors. 
Thus it is a poor antagonist of both a3P4 (IC,, 
range 14-23 $4) (268,269) and a7 receptors 
(IC,, range 2-20 pM,l (266,268, 270). On the 
other hand, dihydro-P-erythroidine is effec- 
tive at submicromolq concentrations on re- 
combinant a4P2 and a4P4 receptors [IC,, val- 
ues below 0.4 $4 (268, 271-273)l and is 
perhaps slightly less potent on a3P2 receptors 
(IC,, values 0.4-1.6 a) (268, 269); all these 
data were obtained at equilibrium, against ago- 
nist concentrations between EC,, and EC,,, de- 
pending on the study. For a mutagenesis study 
of the a subunit residues that determine the dif- 
ference in sensitivity between a3P2 and a3P4 
combinations, see Harvey and Luetje (269). 

4.6.3 Conotoxins. Recent work on this 
family of compounds has given rise to some of 
the most useful nicotinic antagonists because 
of the exquisite selectivity of some of these 
peptides for individual binding interfaces and 
because of their likely competitive mechanism 
of action. 

The Conus genus of marine snails provides 
an enormous variety of small peptide toxins 
(estimated at 200-500 per species). These are 
active on disparate voltage- and ligand-gated 
ion channels [for reviews, see McIntosh et al. 
(274); McIntosh (258); McIntosh and Jones 
(275)l. The venom is used by the snail to hunt 
its prey, which, depending on the snail species, 
can be worm, mollusc, or fish. The active prin- 
ciples are small peptides that are maintained 
in a specific configuration by one or more di- 
sulfide bonds. The peptides with more than 
one disulfide bond are called conotoxins, and 
they are further subdivided into superfamilies 
on the basis of the pattern of disulfide bonds in 
the molecule. Conotoxins that are competitive 
antagonists of nicotinic receptors belong to 
the A superfamily [see McIntosh et al. (274)l. 
Interestingly, the exquisite specificity of these 
compounds means that the data reported for 
receptors of a particular species cannot be ex- 
trapolated, even to a related mammalian spe- 
cies, given that small differences in the bind- . - 
ing domain sequences can markedly change 
the sensitivity to a conotoxin (258). 

4.6.3.1 Conotoxins that Act on Muscle Re- 
ceptors. A first grouping is that of toxins that 
act only on muscle-type nicotinic receptors, 
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which are derived from the fish-hunting spe- 
cies C. geographus, ermineus, magus, and 
striatus. Chemically, most of these toxins be- 
long to the a group and the 315 subfamily [see 
McIntosh et al. (27411. 

Of this group, the toxins that are available 
commercially (as of June 2002) are a-conotox- 
ins GI and MI (which are the most extensively 
characterized), SI, and SIA. 

a-Conotoxin GI, a-conotoxin MI, and 
a-conotoxin SIA have a strong selectivity for 
the a16 interface of mouse embryonic muscle 
receptor. The highest affinity is observed for 
GI and MI, and the range of equilibrium con- 
stants reported is 1-5 nM for the 4 6  site ver- 
sus 8-58 @ for the aly site (5,82,276). Note 
that the selectivity is reversed for Torpedo 
(80). No effect is reported for either a-cono- 
toxin GI and MI at 5 pM on a variety of rat 
homomeric and heteromeric neuronal nico- 
tinic receptors expressed in oocytes (259). 

A peptide from another fish-hunting snail, 
C. ermineus, a-conotoxin EI (belonging to the 
417 subfamily of the aA group), has a similar 
preference for mouse muscle a16 interfaces, 
but is much less selective than a-conotoxin GI 
or MI. Interestingly, this conotoxin also tar- 
gets a16 in Torpedo receptors (277), contrary 
to the behavior of a-conotoxins GI, MI, and 
SIA. 

4.6.3.2 Conotoxins that Act on Neuronal 
Receptors. Note that IC,, values in this sec- 
tion were obtained in oocytes against very 
brief applications of near-maximal concentra- 
tions of ACh; as discussed for tubocurarine in 
the section on muscle receptors, this method 
would give acceptable estimates of the true 
equilibrium constant of the antagonist if its 
receptor occupancy cannot equilibrate with 
the agonist during the agonist application. 

A worm-eating species, C. imperialis, pro- 
duces a-conotoxin ImI, which is an effective 
antagonist of homomeric-type neuronal nico- 
tinic receptors, such as rat a7 or a9  (reported 
IC,, values of 0.22 and 1.8 @, respectively). 
This commercially available 12 amino acid 
amidated peptide is a very weak blocker of 
mouse muscle receptors (IC,, = 51 and is 
ineffective at 5 @ on heteromeric rat neuro- 
nal receptors (259). 

Another commercially available conotoxin, 
selective for neuronal nicotinic receptors, is 

a-conotoxin MII, a 16 amino acid a417 peptide 
from C. magus. This toxin is selective for rat 
a3P2 (IC,, = 0.5 nM) versus other hetero- 
meric and homomeric combinations of rat 
neuronal subunits. Only at much higher con- 
centration (200 nM) did this toxin have a small 
effect on rat recombinant a4P2, a3P4, a4P4 or 
muscle receptors (20-30% reduction in the 
maximal ACh response). Rat homomeric a7 
receptors are also resistant to a-conotoxin MI1 
(IC,, = 200 nM) (278). 

Finally, a-conotoxin AuIB (15 amino acids, 
from C. aulicus, at present not commercially 
available) is selective for the rat a3P4 inter- 
face, but is not very potent (IC,, = 0.5-0.75 
pt0. Rat a7 receptors are approximately 10- 
fold less sensitive than a3P4, whereas other 
heteromeric neuronal combinations and mus- 
cle receptors are at least 100-fold less sensitive 
(279). 

4.6.4 Trimetaphan. This sulfonium gan- 
glion blocker still has a limited use in clinical - 
practice (as i.v. infusion) to induce controlled 
hypotension in surgery. Trimetaphan pro- 
duces a voltage-independent block in a variety 
of autonomic ganglion preparations and is 
likely to have a competitive mechanism of ac- 
tion (280-282). The approximate K, value re- 
ported is 1.44 @ (280). Our own work with 
human recombinant a3P4 receptors indicates 
a K, in the region of 70 nM (Boorman, Groot- 
Kormelink, and Sivilotti, in preparation). Lit- 
tle is known of the selectivity of trimetaphan 
on different receptor combinations: the only 
data available (283) suggest that a3P4 recep- 
tors are more sensitive than a3P2. Tri- 
metaphan is known to be a poor antagonist of 
nicotinic receptors on outer hair cells in the 
cochlea (2841, now known to be of the a91a10 
type. 

4.6.5 Methonium Compounds. The poly- 
methylene bistrimethyl ammonium series has 
been investigated since the nineteenth cen- 
tury [see Colquhoun (285)l. This series of com- 
pounds consists of two quaternary ammonium 
groups joined by a polyrnethylene chain of 
variable length. They work on both muscle- 
type and neuronal-type nicotinic receptors, 
some as agonists and others as antagonists. 
Their actions were characterized by Paton and 
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Zaimis (286, 287). In fact these studies were 
perhaps the first to give a clear demonstration 
of how different the muscle and neuronal 
types of receptor really are. 

On the muscle receptor, hexamethonium 
was a weak antagonist, although the most po- 
tent member of the series, decamethonium, 
worked, albeit unusually, as an agonist. The 
mechanism of block by depolarization was elu- 
cidated by Burns and Paton (288). Their ob- 
servations can now be explained in more detail 
as the result of inexcitability of the muscle fi- 
ber membrane, close to the neuromuscular 
synapse, brought about by inactivation of peri- 
junctional sodium channels, caused by pro- 
longed depolarization of the end-plate region. 
On the neuronal receptor (in peripheral gan- 
glia) hexamethonium was the most potent of 
the series, but it worked in a quite different 
way, as an antagonist. Subsequent work has 
shown that all of these compounds, including 
those that are agonists, can block the open ion 
channel to a greater or lesser extent. In fact, as 
first envisaged by Blackman (log), all the com- 
pounds that are antagonists work primarily by 
channel block; none of them is a good compet- 
itive antagonist (though it is still not unknown 
for textbooks to describe them as "competi- 
tive," simply because they are not agonists). 
Decarnethonium also blocks the neuronal recep- 
tor channel, although it is a weaker antagonist 
than hexamethonium because it dissociates 
more rapidly (280). The slower dissociation (and 
higher potency) of hexamethonium on ganglion 
receptors was shown by Gurney and Rang (281) 
to be a result of the fact that hexamethonium 
(but not decamethonium) was small enough to 
be trapped in the channel. It was as if, the 
blocker having entered the channel while it was 
open, the channel could then shut again, trap- 
ping the hexamethonium inside, and slowing its 
dissociation. In fact, the hexamethonium can 
barely escape at all unless the channel is opened 
again by an agonist; recovery from block re- 
quired both agonist application and membrane 
depolarization. 

4.6.6 Mecamylamine. This secondary amine 
compound merits a mention because it is the 
most used antagonist in behavioral studies, 
thanks to its ability to cross the blood-brain 
barrier [for a review, see Young et al. (28911. 

Mecamylamine was originally developed as a 
ganglion blocker and antihypertensive, but, 
like trimetaphan, its clinical use is now very 
limited, although it has been suggested as 
a possible therapeutic agent in Tourette's 
syndrome. 

Heterologous expression data show that 
mecamylamine is not selective for the differ- 
ent receptor types [see, for instance, Chavez- 
Noriega et al. (268,273)l and is effective at low 
micromolar concentrations. At concentrations 
greater than 1 pM,  mecamylamine is an open 
channel blocker on recombinant a4P2 recep- 
tors (290), and on nicotinic receptors of intra- 
cardiac ganglia (139) and chromaffin cells 
(282,291). Indeed, there is now evidence that, 
like hexamethonium, mecamylamine gives 
rise to a persistent block because it is trapped 
in the channel. Thus, recovery is sped up by 
combining agonist application with mem- 
brane depolarization: modeling of use depen- 
dency and time course of recovery suggests 
that channels that have trapped blocker open 
more slowly (291). Nevertheless, when 
mecamylamine is applied at very much lower 
concentrations to rat parasympathetic gan- 
glion neurons, it is more effective against low 
agonist concentrations (139,280). This obser- 
vation is inconsistent with channel block and 
suggests a competitive mechanism at these 
low concentrations, with a K, of the order of 
25-50 nM. 

4.6.7 Chlorisondamine. This compound acts 
as open channel blocker on neuronal nicotinic 
receptors [see, for instance, for autonomic 
ganglia (292)l. It is often used for in vivo stud- 
ies because of its very long lasting effects 
(293), which are probably attributable to 
trapped channel block [as shown at the frog 
neuromuscular junction (29411. 

4.6.8 (+)-Tubocurarine. Neuronal nicotinic 
receptors are blocked by micromolar concen- 
trations of (+)-tubocurarine, which is an effec- 
tive, slow dissociating open channel blocker on 
ganglionic receptors (280). Nevertheless, 
there is no evidence that the block involves 
"trapping" of tubocurarine (291). This com- 
pound is likely to have additional effects, other 
than simple open channel block, given that ef- 
fects compatible with a partial agonist action 
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have been described for both ganglionic and 
recombinant a3P4 receptors (282,295). 
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1 I N T R O D U C T I O N  

The ability to produce active pharmaceutical 
ingredients (APIs) to support the various dis- 
ciplines of the drug development process is an 
enabling element of pharmaceutical product 
development. In the initial stages of drug de- 
velopment, bulk active materials are typically 
supplied from bench-scale laboratory synthe- 
sis. However, API requirements can quickly 
exceed the capacity of normal laboratory oper- 
ations, thus providing the need to carry out 
the synthesis of the drug candidate on a larger 
scale. The first portion of this chapter is de- 
voted to providing a general overview of the 
issues and requirements associated with the 
scale-up of chemical processes from the labo- 
ratory to pilot and commercial-scale opera- 
tions. 

The second portion of this chapter de- 
scribes the process development of nevirapine, 
a novel nonnucleoside reverse transcriptase 
(NNRT) inhibitor used in the treatment of 
AIDS. This case study details the evolution of 
the nevirapine process from conception in me- 
dicinal chemistry through process develop- 
ment, pilot plant scale-up, and commercial 
launch of the bulk active drug substance. Re- 
stricting the case study to nevirapine allows 
the process and rationale to be described in 
more detail. The authors are aware of the vast 
amount of excellent process development that 
has been performed in the commercialization 
of other drug products. The processes de- 
scribed herein are not necessarily a unique so- 
lution to this particular synthesis. To some 
extent, they reflect the culture, philosophy, 
raw materials, equipment, and synthetic tools 
available during this period of time (1990- 
1996) as well as the initiatives of the process 
chemists. 

2 SCALE-UP 

2.1 General 

The process development and scale-up of APIs 
require a multidisciplinary cooperation be- 

tween organic chemists, analytical chemists, 
quality control, quality assurance, engineers, 
and plant operations. Furthermore, the devel- 
opment of a drug candidate requires collabo- 
ration with pharmaceutics for formulation 
studies, drug metabolism and pharmacokinet- 
ics, toxicology, clinical, purchasing, and mar- 
keting. Outsourcing specialists, working in 
concert with purchasing, also play a key role in 
the identification, coordination, and procure- 
ment of key raw materials in support of the 
scale-up effort. This particular function has 
gained greater importance in recent years as a 
result of the increasing emphasis in the phar- 
maceutical industry to improve the overall ef- 
ficiency of the drug development process. 

In the early stages of process development, 
the chemist must often balance the need to 
optimize each synthetic step with the API de- 
livery requirements for toxicology, formula- 
tion, and clinical trials. To fulfill these re- 
quirements, the process chemist may often 
scale-up a process in the pilot plant with less 
than optimal process conditions. As a result, 
the first quantities of API produced in the pi- 
lot plant can be the most time consuming tb 
prepare. However, as the drug candidate 
passes through the various stages of drug de- 
velopment, the probability of commercializa- 
tion increases and the need to address the 
commercial viability of the process becomes 
more important. This section presents an 
overview of the issues associated with the 
preparation of multikilogram quantities of 
APIs throughout the drug development pro- 
cess. 

2.2 Synthetic Strategy 

The types of development activities that are 
associated with the large-scale synthesis of a 
drug candidate can be divided into a series of 
discrete functions. Although the terminology 
used to describe these activities may vary, for 
the purpose of these discussions the specific 
functions of the drug development process re- 
lated to chemical synthesis will be divided into 
the following three categories: (1) chemical de- 
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Figure 12.1. Large-scale synthesis requirements for drug. 

velopment, (2) process development, and (3) 
commercial production. 

Figure 12.1 indicates the specific areas of 
the drug development process where each of 
these activities occurs. Although each func- 
tion has specific requirements and outputs 
from its respective activities, the overlap that 
is indicated between these activities is critical 
to the successful implementation of the 
project. 

In the initial stages of chemical develop- 
ment, the focus of the effort is to supply mate- 
rials to assess the viability of the drug candi- 
date. The emphasis of this effort is on the 
expeditious supply of these materials rather 
than the commercial viability of the process 
used to produce the compound. Unique raw 
materials, reagents, solvents, reaction condi- 
tions, and purification techniques can and will 
be employed in this phase of the process to 
produce the desired compound in a timely 
fashion. The initial transition from the labora- 
tory to pilot-scale operations typically takes 
place during this portion of the drug develop- 
ment process to supply larger quantities of the 
bulk active material for toxicology, formula- 
tion, and preclinical evaluations. As the 
project proceeds through drug development, 

chemical development personnel continue to 
evaluate potential improvements to the syn- 
thesis. The insights obtained from these ef- 
forts provide the platform for future process 
development investigation. 

The role of process development is to bal- 
ance the timeline and material requirements 
of the project with the need to develop a com- 
mercially viable method for the preparation of 
the drug candidate. This stage of the drug 
development process will concentrate on such 
issues as (1) synthetic strategy, (2) improve- 
ment of individual reaction yields, (3) identifi- 
cation and use of commercially available raw 
materials and reagents, (4) evaluation of alter- 
native solvent systems, (5) compatibility of 
process conditions with existing manufactur- 
ing assets, (6) identification and quantifica- 
tion of potential process safety hazards, (7) 
simplification of purification methods, (8) 
evaluation of process waste streams, and (9) 
the improvement of the overall process eco- 
nomics. 

Both chemical and process development ac- 
tivities typically require that the drug candi- 
date be prepared on a pilot plant scale. Al- 
though the batch size may vary depending on 
the drug substance requirements, these oper- 
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ations are usually conducted in 100- to 2000-L 
reactors. The scale-up factor from the labora- 
tory to the pilot plant is quite large (1 to 200 or 
more), and particular emphasis is placed on 
detailed safety analysis of the scale-up. The 
outcome of these efforts is a documented pro- 
cess that is included in the drug submission 
package to the U.S. Food and Drug Adminis- 
tration (FDA). 

The overall objective of chemical produc- 
tion activities is to reproduce the process that 
has been transferred from process develop- 
ment to meet the current and future market 
requirements for the drug product. Particular 
emphasis is placed on issues related to process 
safety, environmental issues, equipment re- 
quirements, and production economics. The 
scale-up factor from the pilot plant to commer- 
cial production is usually rather small (ap- 
proximately 1-20). As a result, the informa- 

tion obtained from the process development 
efforts can be quite valuable in the successful 
implementation of the commercial process. 
The reproducibility of the process is confirmed 
and documented as part of the process valida- 
tion package, which in turn is part of the 
transfer process. 

2.2.1 Route Selection. When considering 
the merits of alternate synthetic pathways to 
produce a specific molecule, the route that in- 
corporates the most convergent subroutes is 
generally the most advantageous option, pro- 
vided yields for the individual steps are essen- 
tially equivalent (1). For example, an 8-step 
linear synthesis, in which each step has an 
85% yield, results in a 27% overall yield (Case 
I). However, if the eight steps can be divided 
into two 3-step converging pathways leading 
into two final steps, as in Case 11, the overall 
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process yield is increased to 44%, which is a 
63% improvement over the Case I scenario. 
Furthermore, if the process is broken down to 
even shorter converging pathways, as in Case 
111, the overall yield improves by 125%, from 
Case I, to 61%. 

In addition to the obvious yield advantages, 
an important benefit of a convergent approach 
is the proximity of the starting materials to 
the product. In Case 11, the raw materials are 
only five steps away from the product, and 
only three steps away in Case 111. This can 
significantly reduce the time required to re- 
spond to any need for additional product. Also, 
the value of each intermediate in a linear syn- 
thesis becomes greater with each additional 
step as a result of the resources required to 
produce material from that step. In a conver- 
gent synthesis, the cost is spread over two or 
more intermediates, thus reducing the overall 
risk in the event that material losses occur. In 
many cases, putting the major components to 
the molecule together can also simplify the 
regulatory filing requirements because these 
intermediates may be classified as starting 
materials under current FDA guidelines. 

2.2.2 Chiral Requirements. Over the last 
several decades, drug development efforts 
have placed increasing emphasis on the devel- 
opment of the biologically active stereoiso- 
mers of drug products. Chiral APIs offer the 
opportunity to provide higher drug potency 
while reducing the metabolic burden and risk 
of undesirable side effects to the patient (2). It 
has been estimated that over half of the best- 
selling drugs worldwide are single enanti- 
omers (3). As a result, the process chemist is 
presented with the challenge of developing 
commercially viable processes for the produc- 
tion and isolation of these chiral compounds. 
Several approaches can be used to produce en- 
antiomerically enriched bulk active pharma- 
ceutical products. The resolution of racemic 
mixtures with chiral adjuvants has been a 
common approach in the past to isolate the 
desired optical isomer of drug products. Chiral 
amines and acids are typically used to isolate 
an enantiomer by crystallization of the diaste- 
reomeric salt. The major drawback with this 
approach is the significant loss of material as 
the undesired enantiomer. This can be miti- 

gated by racemization of the off isomer fol- 
lowed by recycling of the racemate back into 
the resolution. However, the equipment re- 
quirements to execute this procedure can be 
significant and must be justified economically. 

An alternative approach for the prepara- 
tion of chiral APIs is the use of chiral raw 
materials. The increased availability of func- 
tionalized chiral raw materials fromVboth syn- 
thetic as well as natural sources has made this 
a more viable option in recent years. In the 
event that the desired chiral mecursors are * 

not commercially available, asymmetric syn- 
thetic techniques may be employed to intro- 
duce one or more stereogenic centers into the 
molecule. Many elegant techniques have been 
developed using chiral induction, chiral tem- 
plates, and chiral catalysts to produce enantio- 
merically enriched drug substances, and this 
area of research continues to be at the fore- 
front of organic chemistry. 

Regardless of the approach that is used to 
introduce the stereogenic center into the mol- 
ecule, a significant cost is incurred in achiev- - 
ing this objective. For this reason, it is impor- 
tant to introduce the chiral component later in 
the synthesis and employ the principles of con- 
vergent synthesis (Section 2.2.1) to effectively 
minimize the impact of this cost to the overall 
process economics. 

2.3 Bench-Scale Experimentation 

To scale up a chemical process to pilot or com- 
mercial-scale operations, a significant labora- 
tory effort is required to define the operating 
ranges of the critical process parameters. A 
critical process parameter is any process vari- 
able that may potentially affect the product 
quality or yield. This information is required 
to prepare a Process Risk Analysis, which is an 
FDA prerequisite for process validation. Pro- 
cess parameters that are often evaluated as 
part of the risk analysis include reaction tem- 
perature, solvent systems, reaction time, raw 
material and reagent ratios, rate and orders of 
addition, agitation, and reaction concentra- 
tion. If catalysts are employed as part of the 
process, additional laboratory evaluation may 
also be required to further define the process 
limits. Experimental design is often used for 
the evaluation of critical process parameters 
to minimize the total laboratory effort (4). 
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This technique is equally important in identi- 
fying interdependent process parameters that 
can have a synergistic impact on product yield 
and quality. In-process controls (IPCs) are 
also defined during this phase of the develop- 
ment process. All of these bench-scale activi- 
ties help to provide a better understanding of 
the capabilities and limitations of the process 
and are discussed in further detail in this sec- 
tion. 

2.3.1 Selection of Reaction Solvents. Sol- 
vents are generally used to promote the solu- 
bility of reagents and starting materials in a 
reaction mixture. Reactants in solution typi- 
cally undergo conversion to product at a 
higher rate of reaction and are generally eas- 
ier to scale up because of the elimination of 
mass transfer issues. For this reason, the sol- 
ubility properties of the reagents and raw ma- 
terials are a major consideration in the solvent 
selection process for scale-up. In addition, the 
solvent must be chemically compatible with 
the reagents and raw materials to avoid ad- 
verse side reactions. For example, an alcohol 
solvent would be a poor choice for a reaction 
when a strong base such as butyl lithium is 

being employed as a reagent. Information per- 
taining to the physical properties of solvents is 
available to assist in the solvent selection pro- 
cess (5). 

Solvents can also be used to promote prodc 
uct isolation and purification. An ideal solvent 
system is one that exhibits high solubility with 
the reagents and starting materials but only 
limited solubility with the reaction product. 
Precipitation of the reaction product from the 
mixture can increase the reaction rate, drive 
reactions in equilibrium to completion, and 
isolate the product in the solid state to mini- 
mize the risk of undesirable side reactions. 
Solvents can also aid in the regio control of the 
reaction pathway. It was found in the prepa- 
ration of nevirapine (3) that, when diglyme 
was used as the reaction solvent with sodium 
hydride, the ring closure of (1) (Scheme 12.1) 
proceeded by the desired reaction pathway (6). 
However, when dimethyl formamide was used 
for this reaction, the exclusive product was the 
oxazolopyridine (2). In this particular case, 
the solvation effects may have helped to stabi- 
lize the transition state of the desired product. 

One of the most challenging aspects of sol- 
vent selection is the avoidance of certain 
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classes of solvent that are routinely used in 
laboratory operations but are inappropriate 
for pilot and commercial-scale applications. 
Solvents such as benzene and 1,4-dioxane can 
present significant health risks to employees 
(7) handling large quantities of these materi- 
als. Toluene is routinely used as a commercial 
substitute for benzene and other aromatic sol- 
vents. Likewise, solvents that promote perox- 
ide formation such as diethyl ether and tetra- 
hydrofuran present significant safety hazards 
in scale-up operations (8). Methyl tert-butyl 
ether is a good commercial substitute for these 
materials. The autoignition temperature of 
the solvent should also be considered against 
the process operating conditions and electrical 
classifications of the equipment being used. 
With regard to environmental issues, several 
chlorinated solvents have been identified as 
priority pollutants (9) and can present permit- 
ting issues if adequate environmental contain- 
ment capabilities are not incorporated in the 
scale-up facility. Although specific health, 
safety, and environmental issues for a given 
solvent can usually be addressed, it is impor- 
tant to evaluate the advantages of using an 
undesirable solvent against the additional cost 
and operational constraints that are imposed 
on the process. 

2.3.2 Reaction Temperature. Before con- 
ducting a reaction temperature profile experi- 
ment, it is important to understand the tem- 
perature limitations of the specific scale-up 
equipment that is to be used. For example, the 
typical operating temperature range for a pilot 
or production facility that employs a silicone- 
based heat transfer system is -20-180°C. It is 
also important to understand the capabilities 
of the temperature control system used in the 
scale-up facility. The selected reaction tem- 
perature range must also be consistent with 
the accuracy and precision limits of the equip- 
ment. Given these constraints, the objective of 
this effort is to identify the optimal tempera- 
ture range that gives the maximum conver- 
sion of starting materials to product in the 
shortest period of time and with the minimum 
amount of impurity formation. A general rule 
for the evaluation of reaction temperature is 
that increasing the reaction temperature by 
10°C will generally double the reaction rate. 

However, this will also increase the potential 
for by-product formation that could adversely 
impact both product yield and quality. The op- 
timal temperature range is typically a balance 
between these three dependent variables. 

2.3.3 Reaction Time. In a laboratory envi- 
ronment, reactions are often run overnight 
with limited concern for the actual time re- 
quirements to complete the reaction. When se- 
lecting the reaction time for a specific process 
step to be scaled up, consideration should be 
given both to the potential reaction yield im- 
provement and to the equipment utilization 
requirements. In many cases doubling the re- 
action time will result in only a small percent- 
age increase in yield. The cost of the additional 
equipment time can more than offset the po- 
tential yield benefit in cases in which the raw 
material costs are low. However, in cases 
where raw materials of high cost and chemical 
complexity are employed, the additional reac- 
tion time may be easily justified on an eco- 
nomic basis. 

Consideration should also be given to the 
quantification of potential adverse effects 
from extending the reaction time beyond the 
optimum condition. Product decomposition 
and by-product formation are often observed 
under these circumstances. This information 
can be beneficial in scale-up operations when 
reaction times are extended beyond the speci- 
fied period because of unforeseen circum- 
stances. This information is also important in 
evaluation of this variable as a potential criti- 
cal process parameter for the process risk as- 
sessment. 

2.3.4 Reaction Stoichiometry and Order of 
Addition. Reaction rates, product yields, and 
by-product formation can often be effectively 
managed by the selection of the appropriate 
ratios of reactants and raw materials as well as 
by the rate and order of addition of these ma- 
terials. A fundamental mechanistic under- 
standing of the process is essential for the 
effective evaluation of these parameters. Re- 
action kinetic information can be beneficial in 
defining the limiting reagent for the reaction 
under evaluation. More often, the financial 
impact of specific raw materials will be a key 
driver of the overall process economics and, as 
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a result, optimization efforts will focus on the 
minimization of these materials. This issue 
has become of increasing importance because 
of the chemical complexity of advanced start- 
ing materials in bulk pharmaceutical produc- 
tion. Likewise, a statistical design of experi- 
ments can assist in the evaluation of multiple 
process parameters and also identify interac- 
tions between multiple process variables. 

The minimization of by-product formation 
can be a particularly difficult task because of 
the high degree of chemical functionality in 
bulk pharmaceutical intermediates and prod- 
ucts. Oligomerization reactions are a major 
mode of impurity formation in these types of 
chemical processes and can often be effectively 
minimized by the control of addition rates. 
Characterization of these impurities can also 
provide valuable insights into the control of 
these side reactions. The order and rate of ad- 
dition are also frequently used to control ex- 
tremely exothermic reactions. Chlorinating 
reagents such as thionyl chloride and phos- 
phorous oxychloride, as well as strong bases 
such as butyl lithium, lithium diisopropylam- 
ide, and sodium hydride are usually added in a 
controlled manner to limit both heat and by- 
product formation in these reactions. 

2.3.5 Solid-state Requirements. The solid- 
state properties of active pharmaceutical in- 
gredients can have a dramatic impact on 
critical dosage form parameters such as bio- 
availability and product stability. For this rea- 
son, FDA filing requirements include the de- 
finitive characterization of drug substance 
physical properties as part of the NDA infor- 
mation package. Formulation activities dur- 
ing the drug development process are directly 
linked to these parameters, and control of 
these physical properties during laboratory, 
pilot, and commercial-scale operations can be 
challenging. 

The particle size distribution of the API 
can affect the dissolution rate of the drug 
product and thus the bioavailability of the 
product. Once particle size requirements have 
been defined from formulation studies, the 
process must be capable of routinely meeting 
these requirements. One of the ways that par- 
ticle size distribution can be controlled is by 
the conditions under which the product is 

crystallized. Typically for cooling crystalliza- 
tions, the particle size distribution is depen- 
dent on the rate of cooling. Generally, smaller 
size particles are formed under rapid cooling 
conditions, whereas larger crystal growth is 
experienced with slower cooling rates. Milling 
and grinding techniques can also control par- 
ticle size. However, these methods exclusively 
result in particle size reduction. Both the mill- 
ing conditions and the solid-state characteris- 
tics of the bulk active material being charged 
to the mill thus determine the particle size 
distribution of the API. Milling parameters 
are discussed in further detail in Section 2.4.4. 

Bulk drug products often exist in different 
crystalline or polymorphic forms. Because the 
polymorphs of a specific API can exhibit dis- 
tinguishably different bulk stability proper- 
ties as well as bioavailability characteristics as 
a result of the differences in surface area be- 
tween the different crystalline forms, specifi- 
cation of the polymorphic form is recom- 
mended for FDA submission. Products such as 
ranitidine (101, lorazepam (ll), and natamy- 
cin (12) serve as examples of APIs that exist in 
several different polymorphic forms. The sol- 
vent system and the crystallization conditions 
generally determine the specific crystalliza- 
tion form that is isolated. Polymorph selection 
for regulatory submission is usually based on 
the ability to reliably produce and process the 
material in the same crystalline form. In many 
cases this is the thermodynamically most sta- 
ble polymorphic form. In the event that a less 
stable polymorphic form is desired, because of 
stability or bioavailability issues, seeding 
techniques can be used to control the crystal- 
lization selectivity of a specific polymorph. 

2.4 Scale-Up from Bench to Pilot Plant 

Bulk active pharmaceutical ingredients are 
most often produced at the pilot scale under 
batch-mode operations with multipurpose 
equipment. In contrast, continuous opera- 
tions are typically reserved for high volume 
products that can be produced in dedicated 
facilities. For this reason, these discussions 
are restricted to issues associated with batch 
operations. From a procedural perspective, 
batch operations more closely resemble 
bench-scale operations. However, the success- 
ful transformation of bench-scale experiments 
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in laboratory glassware to pilot and commer- 
cial-scale operations requires a more detailed 
understanding of the physical issues related to 
scale-up, such as heating and cooling require- 
ments, agitation, liquid-solid separation tech- 
niques, and solids handling requirements. 
Particular emphasis is placed on understand- 
ing the thermal requirements because this can 
often be the area of greatest perceived risk. 
This can influence the rate of by-product 
formation, which has an impact on both the 
impurity profile and the yield. Fortunately, re- 
actions proceed by the same mechanism re- 
gardless of the scale, and problems in scale-up 
are typically restricted to physical parameters. 

2.4.1 Heating and Cooling. A pilot plant is 
generally outfitted with multipurpose vessels 
that can obtain an operating temperature 
range of -20 to + 150°C. Broader temperature 
ranges can be obtained with silicone-based 
heat-transfer fluids such as Syltherm. Tem- 
peratures lower than -20°C are sometimes re- 
quired in API production and can be achieved 
with liquid nitrogen cooling systems. 

The heating and cooling capabilities of a 
reactor system are determined by several fac- 
tors. Variables such as reactor surface area, 
materials of construction, the temperature of 
the heating and cooling media, and the heat 
capacity of the reactor contents contribute to 
the thermal properties of the reactor system. 
The effects of these parameters on heating 
and cooling are greatly magnified upon 
scale-up from the bench to the pilot plant. For 
example, a 250-mL round-bottom flask in the 
laboratory has a large surface area to volume 
ratio. As a result, the flask can be heated and 
cooled quickly. In comparison, the surface 
area to volume ratio of a 100-L glass-lined - 
steel reactor is drastically reduced and may 
influence the ability to control the reactor con- 
tents effectively. In general, from a 250-mL 
flask to a 100-L reactor, the surface area vs. 
volume is reduced by a factor of 10. Likewise, 
the surface heat constant (k) of a stainless 
steel reactor is much greater than that of a 
laboratory reaction flask, which could result in 
a thermal transfer that is much more rapid 
than that of the laboratory experience. 

This effect of heating and cooling can be 
calculated as follows (13): 

T = t ,  - (t ,  - t O)e  - RFIC 

where T is the temperature of the vessel in 
"C, to is t at the beginning of the heating, t, is 
the temperature of the heat-exchange fluid, 
F is the reactor surface, k is the heat con- 
stant on the surface (kcal m-2 h-' C-'), kF 
is the heat surface, and Cis the heat capacity 
of the reaction vessel with contents. 

2.4.2 Agitation. The key function of agita- 
tion is to ensure homogeneity of the reactor 
contents. The major factors that affect reac- 
tant homogeneity are both the reactor-agita- 
tor configuration and the physical properties 
of the reactor contents. Miscible liquids of low 
viscosity, such as ethanol and water, represent 
mixtures with which one can easily attain ho- 
mogeneity with minimal agitation. As one 
might expect, biphasic mixtures require more 
vigorous agitation than miscible solutions. 
The extent of the additional agitation require- 
ment is dependent on the viscosities of the 
individual phases. Liquid-solid mixtures also 
require greater agitation to maintain homoge- 
neity. In many cases the solid is formed later 
in the process, resulting in different agitation 
requirements over the duration of the 
reaction. 

Catalytic hydrogenations can represent 
some of the most challenging agitation issues. 
A typical hydrogenation reaction will require 
the dispersion of a heterogeneous catalyst and 
hydrogen gas throughout a specific solution 
containing the material that is to undergo the 
reduction. Hydrogenation agitators are often 
specifically designed to maximize the disper- 
sion of the hydrogen gas throughout the liquid 
phase. 

The ability to transfer heat to the reaction 
mixture is also a function of agitation. A typi- 
cal agitation heat-transfer correlation is as fol- 
lows: 

where k is the surface heat constant, L is the 
agitator impeller length, N is the agitator 
speed, and D is the vessel diameter. 
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2.4.3 Liquid-Solid Separations. In the ma- 
jority of drug syntheses, the reaction product 
is a solid. The isolation of the solid product 
from the reaction mixture is often accom- 
plished in bench-scale operations by rotary 
evaporation of the volatile components of the 
reaction mixture, leaving a solid residue that 
is easily recovered. This technique is clearly 
not amenable to scale-up, and therefore alter- 
nate methods of solids isolation are required. 
Crystallization of the desired product from the 
reaction mixture is the most desirable ap- 
proach as the first step to product isolation. 
Laboratory, pilot, and commercial-scale crys- 
tallizations are typically carried out by cool- 
ing, evaporative concentration, or by pH ad- 
justment to precipitate the salt form of the 
product. However, the use of cosolvents to re- 
duce the product solubility can also be effec- 
tive in promoting dissolution. Typical liquid- 
solid slurries are manageable in the 20-30% 
solids range in a pilot plant or commercial op- 
eration. At higher solids concentrations the 
transfers become more difficult. 

Separation of the solid product from the 
liquid phase is usually accomplished at the 
bench scale by vacuum filtration through a 
single-stage filter such as a Buchner funnel. 
Although pilot and commercial-scale facilities 
are equipped with similar types of equipment, 
centrifugation is commonly used for liquid- 
solid separations. This is particularly true for 
commercial-scale operations. One of the major 
advantages of centrifuge systems is their abil- 
ity to effectively remove liquid from a product 
cake. This can result in a significant reduction 
in both the product drying time requirements 
and the impurity content. For example, the 
residual solvent content of solids isolated by 
centrifugation is typically in the 5-10% range, 
whereas solids isolated by vacuum filtration 
can be in the 20-30% range. Measurement of 
filtration rates and cake compressibility at the 
bench scale can provide valuable insights into 
the commercial feasibility of the isolation con- 
ditions and the selection of appropriate equip- 
ment. 

2.4.4 Drying and Solid Handling. Drying 
operations under laboratory conditions are 
typically restricted to the use of vacuum ov- 
ens. Similar types of equipment are often used 

in pilot operations and are commonly referred 
to as tray dryers. These types of dryers fall 
into a specific FDA class of dryer systems re- 
ferred to as indirect conduction heating static 
solid-bed dryers and are very versatile when 
processing wet solids that are difficult to dry. 
One of the drawbacks with these systems is 
the static nature of the drying operation that 
limits the abilitv for heat transfer to occur " 

across the solid mass. In addition, these units 
are very labor intensive and can present sig- 
nificant industrial hygiene and validation 
challenges on a commercial scale. For these - 
reasons, pilot plants are often equipped with a 
variety of types of dryers to make an effective 
transition between the laboratory and com- 
mercial-scale operations. 

The most commonly used commercial dry- 
ing systems are rotary tumble dryers. This 
type of dryer falls into the FDA classification 
of indirect conduction, moving solids bed dry- 
ers. These units work well for free-flowing sol- 
ids that have high volume requirements but 
are less effective with solids that have a ten- 
dency to agglomerate and cake while drying. 
Agitated drying systems such as paddle and 
spherical dryers are another type of solids dry- 
ing system that are of the same FDA dryer 
class as the rotary tumble dryers. These units 
typically have a fixed heated surface and inter- 
nal agitation to maximize heat transfer while 
breaking up any agglomerated solids. Agitated 
dryers are often outfitted with chopper attach- 
ments to the agitation system that can also 
effect particle size reduction and avoid an ad- 
ditional milling step. As a result, these units 
can provide high throughput drying of a vari- 
ety of difficult-to-handle materials, are appli- 
cable for both pilot and commercial applica- 
tions, and are commonly found in more 
modern installations. Fluidized bed dryers 
represent a second FDA classification of dry- 
ing system. These units use a hot inert gas 
flowing at a high velocity to suspend and dry 
the solid in a finely divided state. This type of 
dryer equipment falls into the FDA classifica- 
tion of direct heating, dilute solids bed, and 
flash dryers and has been used for both batch 
and continuous drying operations on a more 
limited basis. 

Whenever possible, particle size distribu- 
tion is controlled by crystallization parame- 
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ters such as agitation and cooling rate. Once 
the solid material has been isolated and dried, 
particle size reduction can be achieved by var- 
ious milling techniques. The particle size re- 
quirements as well as the physical properties 
of the solid dictate the type of milling equip- 
ment used for a specific application. The par- 
ticle size requirements are usually defined 
during drug formulation development and im- 
pact the bioavailability of the drug candidate. 
Some of the physical properties of the solid 
that can affect the selection of milling equip- 
ment and conditions include hardness, crystal 
morphology, and thermal stability. The stabil- 
ity of the solid is a critical issue with regard to 
milling operations because of the energy ap- 
plied by the milling equipment. Fluid impact 
mills, such as jet mills, are one type of milling 
equipment that is used in both development 
and commercial applications. These mills pro- 
mote particle size reduction through high 
speed particle-to-particle collisions. In con- 
trast, impact mills, such as hammer and pin 
mills, impart particle size reduction by parti- 
cle-to-mill surface as well as particle-to-parti- 
cle collisions. These units are also used rou- 
tinely in pilot and production environments. 
Other milling techniques such as compression 
milling and particle size classification can also 
be applied, depending on the particle size spec- 
ifications and the physical properties of the 
solid. 

2.4.5 Safety. When transferring processes 
from the laboratory to the pilot plant, it is im- 
portant to identify and address potential 
safety issues as early as possible in the trans- 
fer process. Typically, calorimetry studies and 
process hazard reviews are carried out to meet 
this requirement. Calorimetry experiments 
can assist in the identification and quantifica- 
tion of reaction exotherms associated with the 
process. This information can then be used to 
determine the capability of the pilot equip- 
ment to control the reaction. 

Process hazard reviews are conducted to 
identify potential hazards that could occur as 
a result of operational failures such as loss of 
power or cooling capacity. The process hazard 
review is conducted subsequent to the calo- 
rimetry studies to obtain the benefit of this 
additional information in the assessment of 

risk. The compatibility of the pilot plant elec- 
trical classification with the process solvents, 
reagents, and solids is also evaluated as part of 
this process. Predictive evaluations are often 
made during the process hazard review by us- 
ing information obtained from reactions car- 
ried out using similar reaction conditions and 
raw materials. In addition, the pilot plant ma- 
terials of construction should also be evalu- 
ated against the reaction conditions that are 
to be employed as part of the scope of the re- 
view process. 

Because these drug candidates have poten- 
tial biological activity, precautions should 
be taken to limit worker exposure dur- 
ing scale-up operations. Personal protective 
equipment requirements and adequate con- 
tainment and ventilation provisions should 
also be defined as part of the safety review 
process. Often this assessment can be difficult 
because the material produced from the pilot 
plant will be used for toxicology evaluation 
purposes. In these cases, structure-activity re- 
lationship evaluations with regard to the rela- 
tive toxicity of the compound may be appropri- 
ate to estimate the extent of risk. 

2.5 Commercial-Scale Operations 

The commercial implementation of a new pro- 
cess is primarily dependent on three factors: 
(1) the quality of the information obtained 
from laboratory and piloting efforts, (2) the 
effective transfer of the knowledge gained 
from these efforts, and (3) the ability to match 
the process requirements with the production 
capabilities. The production capabilities may 
be new and/or existing but in all cases should 
incorporate the effective utilization of existing 
assets while meeting the process require- 
ments. Fortunately, the scale-up factor from 
the pilot plant to commercial operations is 
usually 1 to 20 or less, so that pilot informa- 
tion can be easily transferred to commercial 
practice. Likewise, the information transfer 
can be facilitated by the participation of pro- 
duction personnel in process development 
scale-up operations. The issues of equipment 
requirements, implementation of in-process 
controls, and validation requirements, as well 
as safety and environmental matters related 
to commercial production, are addressed in 
this section. 
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2.5.1 identification of Processing Equip- 
ment Requirements. When transferring pro- 
cesses from pilot to commercial-scale opera- 
tions, a comparative analysis is usually made 
between the equipment used in the pilot oper- 
ation with the proposed commercial facility. 
Process flow diagrams (PFDs) that include 
material balances from pilot plant experi- 
ments can facilitate this analysis. Specifica- 
tions and requirements for agitation, fil- 
tration, drying, and milling devices are estab- 
lished based on experimental results that sup- 
port these specifications and are documented. 

Vent treatment requirements are also es- 
tablished during the evaluation of the process 
equipment requirements. The compatibility of 
the existingvent gas treatment system is eval- 
uated against the process information ob- 
tained from the pilot runs and the existing 
environmental permit constraints. Permissi- 
ble levels of venting are then established based 
on this assessment and the design require- 
ments are documented. 

Process streams from pilot plant experi- 
ments are usually retained to evaluate the 
compatibility of various types of materials of 
construction. Mass balance information is of- 
ten sufficient to determine these require- 
ments based on pH, halide content, solvents 
used, and process temperature. Corrosion 
testing of pilot plant process streams through 
the use of electrochemical techniques is often 
recommended. These results are compiled and 
documented along with the specifications for 
the materials of construction. 

The process requirements for both temper- 
ature and pressure should also be evaluated 
against the production equipment capabilities 
as part of the production equipment assess- 
ment. Normal operating conditions are used 
as a base case, but upset conditions should also 
be included as part of the evaluation. If vent- 
ing is chosen to control unintended reactions, 
vent sizing calculations must be performed 
and peripheral equipment selected as needed. 
Experiments and simulations to determine 
consequences of unintended reactions and the 
interpretation of these experiments are docu- 
mented as part of the production process 
safety review. 

The ignition prevention requirements for 

the process must also be defined based on elec- 
trical classification of solvents used in the pro- 
cess as well as the ignition characteristics of 
dry powders used in the process. Preferably, 
dry powder characteristics such as minimum 
ignition energy and temperature can be estab- 
lished based on testing of the solid materials. 
However, dry powder characteristics may also 
be estimated based on experience with similar 
materials. Experiments to establish ignition 
characteristics and the interpretation of ex- 
perimental results should also be documented 
as part of the production process safety re- 
view. 

2.5.2 in-Process Controls. In-process con- 
trols (IPCs) are used in both pilot and com- 
mercial operations to confirm that the process 
is in control and that the reactions and unit 
operations have been carried out to their ex- 
pected completion point. Other process con- 
trol points such as pH measurement, reactor 
content volume, distillation end points, filter 
cake washings, and drying end points are of- 
ten considered to be critical process parame- 
ters that are also incorporated into IPCs. In - 
pilot operations, numerous IPCs are taken to 
establish benchmarks for various process pa- 
rameters, such as reaction time, drying time, 
distillation end points, and many other pro: 
cess variables. In a production environment, 
these benchmarks have been established and 
fewer IPCs are typically used to control the 
process. It is important when transferring a 
process from the pilot plant to review, iden- 
tify, and separate the IPCs that were used only 
to establish process benchmarks in the pilot 
operations from those IPCs that would be ap- 
propriate for routine commercial operations. 
The appropriate commercial IPCs should then 
be documented and incorporated into the pro- 
duction procedure. This is important because 
the New Drug Application (NDA) will define 
the IPCs in the Chemistry, Manufacturing, 
and Controls (CMC) section of the submission, 
and the elimination of an unnecessary control 
at this point can be quite time consuming. 

2.5.3 Validation. The purpose of a valida- 
tion program is to establish documented evi- 
dence that provides a high degree of assurance 
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that specified processes consistently produce 
product that meet predetermined specifica- 
tions and quality attributes. The validation 
program ensures that all systems, instruments, 
and equipment that impact the quality or integ- 
rity of the product have been validated. 

The validation program is composed of sev- 
eral different elements and is designed to en- 
sure that all validation requirements are ad- 
dressed. General validation requirements for 
each of these elements are outlined in a mas- 
ter plan. Descriptions of the various validation 
elements are as follows: 

EquipmentISystems Qualification. Qualfica- 
tion of the equipment in which the product is 
manufactured, the support services, and com- 
puter systems supporting the process. 

Process Validation. Validation of the manu- 
facturing process through the execution of 
production batches to establish that all prod- 
uct performance criteria have been met. 

Cleaning Validation. Validation of the clean- 
ing procedures used to clean the product from 
production equipment. 

Method Validation. Validation of the ana- 
lytical methods used to support the process 
validation, cleaning validation, in-process 
testing, and release testing of the product. 

All FDA-regulated products should be vali- 
dated. Validation of each product is performed 
in a phased approach, encompassing all of the 
elements mentioned. The typical sequence for 
these activities is shown in the following time- 
line: 

In addition to validating these elements, 
several support programs must be in place to 
ensure that, once validated, manufacturing 
processes will be maintained in a validated 
state on an ongoing basis. These programs in- 
clude calibration, preventive maintenance 
(PM), personnel training, and change control. 
The personnel training program should be de- 
signed so that all operational procedures and 
requirements are defined and communicated. 
It is also important that documentation of the 
training activities is completed and readily re- 
trievable. 

The calibration program ensures that in- 
struments associated with manufacturing 
processes are calibrated and maintained. In- 
struments in the facility are typically classi- 
fied as either critical, noncritical, or reference. 
Those instruments that are deemed either 
critical or noncritical are typically calibrated 
using NIST or other applicable standards on a 
routine basis. 

A preventive maintenance (PM) program 
should be in place to support the ongoing qual- 
ification requirements for all production and 
support facilities. The objective of the pro- 
gram is to ensure that preventive mainte- 
nance requirements for the equipment are 
carried out throughout the operational life of 
the equipment. The PM requirements are es- 
tablished using the equipment manufac- 
turer's recommendations and any additional- 
requirements established by the operation 
site. 

Activity 

I Process Equipment Qualification I 
I Method Validation-Process I 

1 Process Validation 1 
1 Method Validation-Cleaning I 

Validation Activity Timeline 
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A change control program is used to regu- 
late the alteration of systems and changes to 
processes. The program should outline the 
methods to be followed when a system, pro- 
cess, or equipment change is proposed. The 
change control program ensures that pro- 
posed changes are reviewed and approved 
by the quality unit and other appropriate de- 
partmental representatives before initiating 
changes. The program should also ensure im- 
plemented changes are reviewed before use in 
manufacturing. It is through this review that 
any required testing and documentation is de- 
fined to verify that the proposed change is ac- 
ceptable and that the equipment remains in a 
validated state. The review also ensures that 
governing regulatory issues for the affected 
process/operation are addressed. 

Validation should be performed in accor- 
dance with preapproved written protocols. 
The execution of the approved validation pro- 
tocol will generate documentation that sup- 
ports the intended use of the equipment and 
demonstrates compliance with current good 
manufacturing practices (cGMPs). A valida- 
tion package that contains all documentation 
relevant to the validation study should be pre- 
pared at the completion of each protocol. The 
validation package should include the sum- 
mary report that documents the results, ob- 
servations, and conclusions from the imple- 
mentation of the protocol, a copy of the 
protocol, and completed data sheets corre- 
sponding to each section of the protocol. The 
combination of the summary report and the 
protocol with completed attachments serves 
as a permanent document of the validation 
study. 

2.5.4 Chemical Safety in Production. Be- 
fore scaling the process from the pilot plant to 
commercial scale, a process hazard review is 
performed based on the additional data ob- 
tained during the pilot campaign. This review 
should include the evaluation of reaction cal- 
orimetry data, powder ignitability, and the re- 
sults of the acute and chronic toxicity testing 
of all raw materials, intermediates, and the 
product. The battery of toxicity testing can in- 
clude mutagenicity, teratogenicity, and carci- 
nogenicity; acute dermal and ocular irritation 
testing results; absorption routes for raw ma- 

terials, intermediates, and products; and po- 
tential sensitizers in the process. Antidotes to 
acutely toxic materials should also be identi- 
fied as part of this evaluation. Personnel pro- 
tective equipment such as gloves, goggles, and 
protective garments should also be reevalu- 
ated at this point based on experience gained 
from pilot plant operations. Any industrial hy- 
giene sampling data obtained from various op- 
erations during the pilot studies should also be 
included in this evaluation. 

2.5.5 Environmental Controls in Produc- 
tion. Environmental permit requirements 
should be evaluated based on the commercial- 
scale material balance and new equipment 
specifications. Testing requirements for envi- 
ronmental evaluation should include acute 
fish and invertebrate toxicity for raw materi- 
als, intermediates, and products; biodegrada- 
tion of raw materials, intermediates, and 
products; microbial growth inhibition of raw 
materials, intermediates, and products; water 
coefficients (KOW) and water solubility for 
raw materials, intermediates, and products; 
and waste treatability test results. Particular 
emphasis should be placed on the evaluation 
of the compatibility of the new process waste 
streams with the existing waste-treatment 
systems. If any process waste streams require 
off-site disposal into regulated hazardous 
waste landfills, leaching experiments may also 
be required. 

3.1 Background 

In 1986 Boehringer Ingelheim Pharmaceuti- 
cals initiated an antiviral HIV research pro- 
gram that focused on the identification of po- 
tential nonnucleosidic reverse transcriptase 
inhibitors with the specific intent to develop 
an AIDS drug with reduced adverse side ef- 
fects. A high throughput screening method 
was established using AZT as a standard. 
Promising candidates were screened for marn- 
malian DNA polymerase as well as other en- 
zymes and receptors. Nine months after the 
first lead compound was identified, nevirapine 
(3) was approved as a development candidate. 
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The nevirapine clinical program focused on 
both single and combination drug therapies. 
Clinical results indicated that this material 
not only was effective in the treatment of HIV- 
related illness but also was found to be well 
tolerated and safe. Boehringer Ingelheim sub- 
mitted an NDA (New Drug Application) in 
February 1996 and the new AIDS drug was 
approved in July 1996. 

3.2 Evolution of the Nevirapine Synthesis 

3.2.1 Medicinal Chemistry Synthetic Route. 
The initial nevirapine synthesis developed by 
the Medicinal Chemistry Group entailed the 
condensation of 2-chloro-3-amino-4-methyl- 

pyridine (CAPIC, 4) with 2-chloronicotinoyl- 
chloride (S), to give the 2,2'-dihaloamide (6). 
Treatment of (6) with four equivalents of cy- 
clopropylamine in xylene at 120-140°C under 
autogenous pressure produced the 2'-alkyl- 
amino adduct (1) followed by ring closure with 
sodium hydride in pyridine at 80-100"C, to 
give nevirapine (3), as shown in Scheme 12.2. 

The basic synthetic strategy developed dur- 
ing this phase of drug development was quite 
sound and provided an excellent starting point 
for future process development efforts. The 
synthesis exhibited significant elements of 
convergence, starting with two functionalized 
pyridine precursors, which were only three 
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chemical steps away from the target molecule. 
However, technical barriers existed that im- 
peded the ability to meet the short-term API 
requirements for toxicology and clinical sup- 
plies, and additional process issues would need 
to be addressed to obtain a commercially via- 
ble synthesis from this point in the nevirapine 
process development. The most critical short- 
term issue was with the ability to obtain sig- 
nificant quantities of raw materials to meet 
the bulk active needs to support the drug eval- 
uation efforts. 

The 2-chloronicotinoylchloride (5) was eas- 
ily prepared from 2-chloronicotinic acid, 
which was commercially available in multi-ton 
quantities. The most significant initial con- 
cern was with the ability to obtain pilot-scale 
quantities of CAPIC (4). Gram quantities of 
this material were initially obtained by the re- 
duction of 2-chloro-4-methyl-3-nitropyridine. 
Small quantities of this material were initially 
obtained from laboratory supply houses, but 
significant scale-up quantities were not com- 
merciallv available. " 

Attempts were made to nitrate both 2-hy- 
droxy-4-methylpyridine and 2-amino-4-meth- 
ylpyridine, which are commercially available, 
by conventional synthetic methods (14). How- 
ever, the major product from both of these re- 
actions was the Bnitro adduct, with less than 
30% of the desired &nitro isomer present in 
the reaction mixture. The yield of the desired 
isomer was improved to 82% by adding the 
nitric acid/sulfuric acid premix to the respec- 
tive substrates at 0-FC, followed by heating 
at 60-80°C for 1 h (15). However, the physical 
separation of the products proved to be indus- 
trially impractical because of the similarity in 
physical properties of the respective isomers. 

Based on the information obtained from 

these experiences, the initial nitration ap- 
proach was abandoned. The thrust of chemical 
and process development activities was redi- 
rected toward the development of a CAPIC 
process that could, as a minimum require- 
ment, be scaled up to produce pilot plant quan- 
tities of this raw material to support, toxicol- 
ogy, formulation, and clinical studies. 

3.2.2 Chemical Development and Pilot 
Plant Scale-Up. Having benefited from the ex- 
perience gained during the development of the 
nevirapine medicinal chemistry route, chemi- 
cal development technical efforts initially 
shifted to the identification and evaluation of 
synthetic alternatives for the preparation of 
CAPIC. As previously stated, 2-chloro-3-nitro- 
4-methylpyridine could be readily converted 
to CAPIC by catalytic reduction. However, the 
ability to obtain significant quantities of this 
material was problematical because of the lack 
of reaction selectivity. Alternative approaches 
to the introduction of the 3-amino group were 
examined and found to be quite promising. 
Functionalized nicotinonitriles have been pro- 
duced in high yield from readily available acy- 
clic precursors by the Guareschi-Thorpe con- 
densation (16). The 3-cyano substituent could 
be readily converted to the corresponding 
m i n e  by hydrolysis to the amide followed by a 
Hofmann rearrangement (17). A process for 
the preparation of 2,6-dihydroxy-4-methyl-3- 
cyanopyridine (9) through use of this method 
was identified, which employed ethyl acetoac- 
etate (7) and cyanoacetamide (8) as relatively 
inexpensive and readily available raw materi- 
als (18) (Scheme 12.3). Further investigation 
revealed that (9) is commercially available in 
multi-ton auantities. 

Conditions were established to chlorinate 



3 Nevirapine 

reflux 

HO N OH C1 N C1 C1 C1 

Scheme 12.4. 

this intermediate by use of phosphorous oxy- 
chloride, to give 2,6-dichloro-4-methyl-3-cyan- 
opyridine (101, followed by acid hydrolysis of 
the 3-cyano substituent and conversion to the 
amine under Hofmann rearrangement condi- 
tions (Scheme 12.4). 

Efforts to selectively remove the 6-chloro 
substituent from either (101, (111, or (12) 
were unsuccessful. However, removal of both 
chlorine atoms by catalytic dechlorination 
(19) followed by selective rechlorination in the 
2-position gave the desired product, as shown 
in Scheme 12.5 (20). 

This method was used to produce the nevi- 
rapine API requirements through Phase I11 
clinical trials as well as for commercial launch 
and production. Although this synthetic ap- 
proach lacked atom economy with respect to 
the removal and addition of chlorine atoms, it 
provided the opportunity to meet the short- 

term API supply needs and established a syn- 
thetic strategy upon which further develop- 
ment activities would benefit. It should also be 
noted that all process steps from the commer- 
cially available raw material 2,6-dihydroxy-4- 
methyl-3-cyanopyridine (9) are carried out in 
aqueous media, making this option also envi- 
ronmentally attractive. 

An alternative synthetic option was also ex- 
amined that would eliminate the dechlorina- 
tion/rechlorination process steps for the prep- 
aration of CAPIC, which is shown in Scheme 
12.6. In this approach the chloride was re- 
moved in the last chemical step from (17), 
eliminating the dechlorination of (12) and se- 
lective rechlorination of (13). Although this 
option provided significant synthesis advan- 
tages over the existing process, this alterna- 
tive method produced a different impurity 
profile from that of the original process 

(13) 

Scheme 12.5. 



Large-Scale Synthesis 

Toluene 

C1 N C1 N C1 N C1 

0 fyb + 
C1 

(3) (17) 

Scheme 12.6. 

(Scheme 12.2). For this reason, revalidation 
of the API impurity profile, toxicology, and 
other pharmacological and regulatory issues 
would be required. Because this option was 
identified late in the chemical development 
process, it was decided that the potential pro- 
cess benefits would be more than offset by the 
additional efforts required to requalify the al- 
ternative process, and this option was elimi- 
nated from further commercial consideration. 

3.2.3 Process Development and Pilot Plant 
Scale-Up. The nevirapine process scheme 
used during chemical development (Scheme 
12.2) provided the basis on which to begin pro- 

cess development studies, with the objective of 
defining reaction conditions that would allow 
production to be carried out on a routine com- 
mercial basis. In this process, the basic ele- 
ments of the molecule are introduced with the 
condensation of CAPIC (4) and 2-chloroni- 
coninoylchloride (5). Using FDA guidelines 
(21) for defining the starting point in the syn- 
thesis for regulatory purposes, CAPIC was 
considered a raw material in the synthesis. 
This provided the opportunity to implement 
further CAPIC process improvements in the 
preparation of CAPIC after the product 
launch with limited regulatory impact. With 
this in mind, priority was given to the conden- 



3 Nevirapine 

(6) 

Scheme 12.7. 

sation ring closure and purification steps that 
were filed in the New Drug Application 
(NDA). 

In the manufacture of CAPIC, the reaction 
conditions were found to be quite acceptable 
for commercial operations, with minimal pro- 
cess modifications required to maximize the 
reactor utilization. However, reaction selec- 
tivity problems were encountered with Step 4 
during pilot runs that had not been observed 
in previous work. An alternative set of reac- 
tion conditions was established that employed 
hydrochloric acid and hydrogen peroxide to se- 
lectively chlorinate the 2-position of (13). Pro- 
cess research established that a very narrow 
temperature range is required for this step, 
and the reaction temperature is controlled by 
the rate of addition of the hydrogen peroxide. 

The condensation reaction required signif- 
icant process development modifications from 
the procedure used to produce the initial drug 
development requirements. 2-Chloronicoti- 
noylchloride (5) was prepared in situ during 
medicinal and chemical development runs by 
adding 2-chloronicotinic acid to a 5 molar ex- 
cess of thionyl chloride as a neat reaction mix- 
ture. Upon completion of the reaction, excess 
thionyl chloride was removed by distillation. 
The residue was then redissolved in toluene, 
followed by the addition of CAPIC in toluene 
and sodium carbonate to neutralize the excess 
HC1 liberated from the condensation. An al- 
ternative procedure was developed with the 
use of a 10% molar excess of thionyl chloride in 
toluene to produce (5). The excess thionyl 
chloride was removed by distillation and to the 

resulting mixture was added to the CAPIC/ 
toluene solution, to give (14). 

The work-up conditions for the condensa- 
tion step (Scheme 12.6) were also modified to 
accommodate commercial operations. Sodium 
carbonate was used in the initial chemical de- 
velopment pilot plant batches to absorb the 
by-product HCl from the reaction. The quan- 
tities of carbon dioxide produced from the neu- 
tralization made this approach impractical in 
a commercial plant. To complicate matters, 
the amide bond formed during the condensa- 
tion was subject to hydrolysis under strongly 
acidic conditions. Solid sodium acetate was 
added to the reaction mixture as a buffer to 
address this issue. A significant quantity of 
the diacetylation product (18) was also de- 
tected in the reaction mixture before work-up. 
However, this material rapidly hydrolyzes to 
the condensation product (6) and 2-chloroni- 
cotinic acid upon exposure to water (Scheme 
12.7). 

The use of cyclopropylamine for the prepa- 
ration of (1) (Scheme 12.6) also presented a 
significant process optimization opportunity. 
In the initial pilot studies, four molar equiva- 
lents of cyclopropylamine (CPA) were used in 
the reaction medium. Although CPA appears 
to be a simple building block, it is rather ex- 
pensive on a per kilogram basis and represents 
a significant cost contribution to the overall 
drug substance. One mole of CPA was initially 
used to absorb the by-product HC1 from the 
reaction. Calcium oxide was found to be a 
much more cost-effective substitution as a 
neutralizing agent. To efficiently remove the 
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calcium salts before further processing, a cen- 
trifugation step was added to the work-up. 
However, even with calcium oxide present, a 
2.5 molar excess of cyclopropylamine was still 
required to carry the reaction to completion. 
Efforts to telescope this operation into the 
ring-closure step were successful and (1) was 
treated as a nonisolated intermediate in pro- 
cess development pilot runs as well as on a 
commercial scale after removal of the calcium 
salts. Reaction temperature profile studies of 
this step indicated that the cyclopropylamine 
addition reaction occurred between 125°C and 
145°C. However, a significant exothermic side 
reaction was observed above 145°C. Although 
this side reaction was not observed in any pilot 
trials, redundant cooling and ventilation sys- 
tems were installed to pilot and commercial 
equipment to ensure safe operation of this 
process step. 

One of the most critical issues to be ad- 
dressed from these development activities 
concerned the specific reaction conditions em- 
ployed in the final cyclization step (Scheme 

12.8). The medicinal chemistry route used 
pyridine as the reaction solvent medium and, 
sodium hydride as the base. It was later recog- 
nized from solvent screening studies that the 
reaction pathway for the ring closure was sol- 
vent dependent. When dimethylformamide 
(DMF) was used as the solvent, an alternate 
cyclization pathway was observed (Scheme 
12.8). The oxazolo[5,4-Ipyridine (2) is the ex- 
clusive product under these conditions. This 
product arises from the displacement of the 
chlorine atom by the arnide carbonyl oxygen. 
A 2.8 molar excess of sodium hydride is re- 
quired to carry the reaction to completion. 
The first mole of sodium hydride is consumed 
with the deprotonation of the more acidic 
amide protone. 

If a base of insufficient strength is used in 
this reaction, the ring closure to the oxazol(2) 
primarily occurs. Although no industrially 
practical substitute could be found for sodium 
hydride as a reagent base, diglyme was found 
to be an effective alternative solvent to pro- 
mote the conversion of (1) to nevirapine (3). 
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Scheme 12.9. 

This was accomplished through an effective 
collaboration between members of the respec- 
tive chemical and process development teams. 
Because of the low autoignition temperature 
of diglyme, significant equipment modifica- 
tions were required to upgrade the pilot and 
production facilities to meet the more strin- 
gent electrical code requirements. 

One issue with the use of sodium hydride as 
a reagent in pilot and commercial operations 
is the storage and handling requirements for 
this material. Sodium hydride is typically ob- 
tained commercially as a 60% amalgam in 
mineral oil to stabilize the reagent. In the ne- 
virapine process, the mineral oil tends to ag- 
glomerate with the product upon precipitation 
from the reaction mixture. An intermediate 
purification step was developed through use of 
DMF as a crystallization medium. The crude 
product was dissolved in hot DMF followed by 
charcoal treatment to absorb the residual 
mineral oil associated with the product. The 
charcoal was then removed by filtration fol- 
lowed by evaporative crystallization of the 
product. A final aqueous crystallization was 
carried out to remove residual quantities of 
DMF from the product by acidification with 
hydrochloric acid followed by treatment with 
caustic to precipitate the product. 

3.2.4 Commercial Production and Process 
Optimization. On February 23, 1996, Boehr- 
inger Ingelheim Pharmaceuticals submitted 
the NDA for nevirapine to the FDA. Produc- 
tion of the nevirapine API launch batches be- 
gan within weeks after the submission. The 
company received regulatory approval for the 
product in July of that same year. A priority 
review of the NDA was initiated by the Agency 
based on the nature of the drug indication. 

Because of the accelerated drug development 
timeline, the procedure used in the final pro- 
cess development piloting campaign was 
transferred to the production unit virtually 
unchanged. Only minor modifications to the 
existing production equipment were made to 
address electrical code requirements. 

As previously noted, having developed a 
relatively converging synthesis for nevirapine 
provided the opportunity to define CAPIC as a 
raw material rather than a registered inter- 
mediate in the process. This in turn provided 
Boehringer Ingelheim with the flexibility to 
manage the CAPIC manufacturing require- 
ments more effectively. This can be a particu- 
larly important issue with new product 
launches in general, given the high level of 
uncertainty in initial market forecasts. 

As it turned out, nevirapine was well re- 
ceived in the marketplace as an effective AIDS 
treatment and post-launch sales consistently 
exceeded the market projections. With this 
rapid growth came an increasing awareness of 
the need to improve the synthesis of CAPIC 
(4) to meet the growing drug substance de- 
mands. The linear nature of the CAPIC syn- 
thesis as well as the lack of atom economy in 
the method were recognized as the major pro- 
cess deficiencies. A retrosynthetic analysis of 
(4) (Scheme 12.9) was carried out to evalu- 
ate alternative options for the preparation of 
this material. The goal of this effort was to 
limit the number of chemical transforma- 
tions in the synthesis by constructing a pyri- 
dine ring with the optimal functionalization 
from acyclic precursors. The conditions used 
in the existing commercial process to intro- 
duce the amino group in the $-position by 
the hydrolysis and Hofmann rearrangement 
appeared to be an effective approach. The 
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2-chloro-3-cyano-4-picoline (21) could be Research efforts were directed toward the 
readily obtained from 3-cyano-4-methyl-2- evaluation of options for the preparation of 
pyridone (22) by chlorination with phospho- (22) from commercially available starting ma- 
rous oxychloride. terials. Several approaches were examined, all 
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with the common feature to use a Knovenagel 
condensation reaction to establish the desired 
regiochemistry for the target molecule. 

Option 1 (22), as shown in Scheme 12.10, 
employs acetone and 2-cyanoethyl acetate 
(23) in the initial Knovenagel condensation. 
The resulting a-Sunsaturated cyanoacetate 
(24) is reacted with DMF-acetal to produce 
(25). The ring-closure step was conducted un- 
der Pinner reaction conditions, to give ethyl 
2-chloro-4-methylnicotinate (26), which is 
converted to (4) in three steps. However, low 
yields were observed in the ring-closure steps 
in this route. An alternative approach (23) was 
examined using an alternative synthetic ap- 
proach (Option 2). In this procedure, acetone 
was reacted with malononitrile (271, to pro- 
duce (28), followed by reaction with trimeth- 
ylorthoformate, to give a mixture of (29) and 
(30). Although (30) is the predominant prod- 
uct from this reaction, both compounds are 
readily converted to (22) upon treatment with 
sulfuric acid. Low yields observed in the for- 
mulation step led to the development of Op- 
tion 3. In this procedure, the formulation step 
is avoided by using a protected p-ketoaldehyde 
(31) in the Knovenagel condensation with ma- 
lononitrile (27). The protected p-ketoalde- 
hyde (31) is prepared from acetone, methylfor- 
mate, and sodium methoxide, and is readily 
available in commercial quantities. The Kno- 
venagel intermediate (30) was converted into 
(22) under acidic reaction conditions. Upon 
completion of an economic evaluation of these 
procedures, Option 3 (24) was selected for 
commercialization. 

Other efforts to improve the commercial 
nevirapine process have been primarily driven 
by equipment modifications rather than 
amendments to the chemical process. 

3.3 Summary 

The FDA approval of nevirapine for the treat- 
ment of AIDS was granted less than 7 years 
after the submission of the IND. During this 
period of time, many technical and regulatory 
barriers were overcome to bring this product 
to the marketplace. From a process develop- 
ment perspective, the challenge, as always, is 
in ensuring the uninterrupted supply of bulk 
active drug substance in support of the overall 
drug development effort without sacrificing 

the ability to deliver a commercially viable 
chemical process. Although these issues repre- 
sent a common theme in most drug develop- 
ment case studies, the accelerated pace of the 
nevirapine project significantly magnified the 
complexity of the drug development effort. 
Fortunately, the major elements of the origi- 
nal synthesis remained intact throughout the 
various phases of process development and 
provided the opportunity to conduct these ac- 
tivities in parallel with minimal regulatory 
impact. 
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1 INTRODUCTION 

Xenobiotic metabolism, which includes drug 
metabolism, has become a major pharmaco- 
logical science with particular relevance to bi- 
ology, therapeutics, and toxicology. Drug me- 
tabolism is also of great importance in 
medicinal chemistry because it influences (in 
qualitative, quantitative, and kinetic terms) 
the deactivation, activation, detoxification, 
and toxification of the vast majority of drugs. 
As a result, medicinal chemists engaged in 
drug discovery (lead finding and lead optimi- 
zation) should be able to integrate metabolic 
considerations into drug design. To do so, 
however, requires a good knowledge of xeno- 
biotic metabolism. 

This chapter, which is written by medicinal 
chemists for medicinal chemists, offers knowl- 

4.1.4 Ethnic Differences, 472 
4.1.5 Gender Differences, 473 

4.2 Intraindividual Factors, 473 
4.2.1 Age, 473 
4.2.2 Biological Rhythms, 474 
4.2.3 Disease, 474 
4.2.4 Enzyme Inhibition, 475 
4.2.5 Enzyme Induction, 476 

5 Drug Metabolism and the Medicinal Chemist, 
477 
5.1 SMRs, 478 

5.1.1 Introduction, 478 
5.1.2 Chirality and Drug Metabolism, 478 
5.1.3 Qualitative Relations Between 

Metabolism and Lipophilicity, 479 
5.1.4 Quantitative Relations Between 

Metabolism and Lipophilicity, 480 
5.1.5 The Influence of Electronic Factors, 

480 
5.1.6 3D-QSMRs and Molecular Modeling, 481 
5.1.7 Global Expert Systems to Predict 

Biotransformation, 483 
5.2 Modulation of Drug Metabolism by 

Structural Variations, 483 
5.2.1 Overview, 483 
5.2.2 Principles of Prodrug Design, 484 
5.2.3 Chemical Aspects of Prodrug Design, 

486 
5.2.4 Multistep Prodrugs, 487 

5.3 The Concept of Toxophoric Groups, 490 
6 Concluding Remarks, 492 

edge and understanding rather than encyclope- 
dic information. Readers wanting to go further 
in the study of xenobiotic metabolism may con- 
sult various classic or recent books (1-10). 

1.1 Definitions and Concepts 

Drugs are but one category among the many 
xenobiotics (Table 13.1) that enter the body 
but have no nutritional or physiological value 
(11). The study of the disposition-or fate--of 
xenobiotics in living systems includes the con- 
sideration of their absorption into the organ- 
ism, how and where they are distributed and 
stored, the chemical and biochemical transfor- 
mations they may undergo, and how and by 
what route(s) they are finally excreted and re- 
turned to the environment. As for "metabo- 
lism," this word has acquired two meanings, 
being synonymous with disposition (i.e., the 
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Table 13.1 Major Categories of Xenobiotics 
(modified from Ref. 11) 

Drws 
Food constituents devoid of physiological roles 
Food additives (preservatives, coloring and 

flavoring agents, antioxidants, etc.) 
Chemicals of leisure, pleasure, and abuse (ethanol, 

coffee and tobacco constituents, hallucinogens, 
doping agents, etc.) 

Agrochemicals (fertilizers, insecticides, herbicides, 
etc.) 

Industrial and technical chemicals (solvents, dyes, 
monomers, polymers, etc.) 

Pollutants of natural origin (radon, sulfur dioxide, 
hydrocarbons, etc.) 

Pollutants produced by microbial contamination 
(e.g., aflatoxins) 

Pollutants produced by physical or chemical 
transformation of natural compounds (polycyclic 
aromatic hydrocarbons by burning, Maillard 
reaction products by heating, etc.) 

sum of the processes affecting the fate of a chem- 
ical substance in the body) and with biotransfor- 
mation as understood in this chapter (12). 

In pharmacology, one speaks of pharmaco- 
dynamic effects to indicate what a drug does to 
the body and pharmacokinetic effects to indi- 
cate what the body does to a drug; two aspects 
of the behavior of xenobiotics that are strongly 
interdependent. Pharmacokinetic effects will 
obviously have a decisive influence on the in- 
tensity and duration of pharmacodynamic ef- 
fects, whereas metabolism will generate new 
chemical entities (metabolites) that may have 
distinct pharmacodynamic properties of their 
own. Conversely, by its own pharmacody- 
namic effects, a compound may affect the state 
of the organism (e.g., hemodynamic changes, 
enzyme activities) and therefore the organ- 
ism's capacity to handle xenobiotics. Only a 
systemic approach can help one appreciate the 
global nature of this interdependence (13). 

1.2 Types of Metabolic Reactions Affecting 
Xenobiotics 

A f is t  discrimination that can be made among 
metabolic readions is based on the nature of the 
catalyst. Reactions of xenobiotic metabolism, 
like other biochemical reactions, are catalyzed 
by enzymes. However, while the vast majority of 
reactions of xenobiotic metabolism are indeed 

enzymatic ones, some nonenzymatic reactions 
are also well documented. This is because a va- 
riety of xenobiotics have been found to be labile 
enough to read nonenzymatically under biolog- 
ical conditions of pH and temperature (14). But 
there is more. In a normal enzymatic reaction, 
metabolic intermediates exist en route to the 
product(s) and do not leave the catalytic site. 
However, many exceptions to this rule are 
known, with the metabolic intermediate leaving 
the active site and reacting with water, an en- 
dogenous molecule or macromolecule, or a xeno- 
biotic. Such reactions are also of a nonenzymatic 
nature but are better designated as postenzy- 
matic reactions (14). 

The metabolism of drugs and other xenobi- 
otics is often a biphasic process in which the 
compound may first undergo a functionaliza- 
tion reaction (phase I reaction) of oxidation, 
reduction, or hydrolysis. This introduces or 
unveils a functional group such as a hydroxy 
or amino group suitable for coupling with an 
endogenous molecule or moiety in a second 
metabolic step known as a conjugation reac- 
tion (phase I1 reaction). In a number of cases, 
phase I metabolites may be excreted before 
conjugation, whereas many xenobiotics can be 
directly conjugated. Furthermore, reactions of 
functionalization may follow some reactions of 
conjugation, e.g., some conjugates are hydro- 
lyzed and/or oxidized before their excretion. 

Xenobiotic biotransformation thus pro- 
duces two types of metabolites, namely func- 
tionalization products and conjugates. But 
with the growth of knowledge, biochemists 
and pharmacologists have progressively come 
to recognize the existence of a third class of 
metabolites, namely xenobiotic-macromole- 
cule adducts, also called macromolecular con- 
jugates (15). Such peculiar metabolites are 
formed when axenobiotic binds covalently to a 
biological macromolecule, usually following 
metabolic activation (i.e., postenzymatically). 
Both functionalization products and conju- 
gates have been found to bind covalently to 
biological macromolecules; the reaction is of- 
ten toxicologically relevant. 

1.3 Specificities and Selectivities in 
Xenobiotic Metabolism 

The words "selectivity" and "specificity" may 
not have identical meanings in chemistry and 
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biochemistry. In this chapter, the specificity of 
an enzyme is taken to mean an ensemble of 
properties, the description of which makes it 
possible to specify the enzyme's behavior. In 
contrast, the term selectivity is applied to met- 
abolic processes, indicating that a given meta- 
bolic reaction or pathway is able to select some 
substrates or products from a larger set. In 
other words, the selectivity of a metabolic re- 
action is the detectable expression of the spec- 
ificity of an enzyme. Such definitions may not 
be universally accepted, but they have the 
merit of clarity. 

What, then, are the various types of selec- 
tivities (or specificities) encountered in xeno- 
biotic metabolism? What characterizes an en- 
zyme from a catalytic viewpoint is first its 
chemospecificity, i.e., its specificity in terms of 
the type(s) of reaction it catalyzes. When two 
or more substrates are metabolized at differ- 
ent rates by a single enzyme under identical 
conditions, substrate selectivity is observed. 
In such a definition, the nature of the prod- 
uc t (~)  and their isomeric relationship are not 
considered. Substrate selectivity is distinct 
from product selectivity, which is observed 
when two or more metabolites are formed at 
different rates by a single enzyme from a sin- 
gle substrate. Thus, substrate-selective reac- 
tions discriminate between different com- 
pounds, whereas product-selective reactions 
discriminate between different groups or posi- 
tions in a given compound. 

The substrates being metabolized at differ- 
ent rates may share various types of relation- 
ships. They may be chemically dissimilar or 
similar (e.g., analogs), in which case the term 
of substrate selectivity is used in a narrow 
sense. Alternatively, the substrates may be 
isomers such as positional isomers (regioiso- 
mers) or stereoisomers, resulting in substrate 
regioselectivity or substrate stereoselectivity. 
Substrate enantioselectivity is a particular 
case of the latter (see Section 5.1.2). 

Products formed at different rates in prod- 
uct-selective reactions may also share various 
types of relationships. Thus, they may be an- 
alogs, regioisomers, or stereoisomers, result- 
ing in product selectivity (narrow sense), 
product regioselectivity or product stereose- 
lectivity (e.g., product enantioselectivity). 
Note that the product selectivity displayed by 

two distinct substrates in a given metabolic 
reaction may be different; in other words, the 
product selectivity may be substrate-selective. 
The term substrate-product selectivity can be 
used to describe such complex cases, which are 
conceivable for any type of selectivity but have 
been reported maihly for stereoselectivity. 

1.4 Pharmacodynamic Consequences of 
Xenobiotic Metabolism 

The major function of xenobiotic metabolism 
can be seen as the elimination of physiologi- 
cally useless compounds, some of which may 
be harmful as witnessed by the tens of thou- 
sands of toxins produced by plants. The func- 
tion of toxin inactivation justifies the designa- 
tion of detoxification originally given to 
reactions of xenobiotic metabolism. However, 
the possible pharmacological consequences of 
biotransformation are not restricted to detox- 
ification. In the simple case of a xenobiotic 
having a single metabolite, four possibilities 
exist: 

1. Both the xenobiotic and its metabolite are 
devoid of biological effects (at least in the 
concentration or dose range investigated); 
such a situation has no place in medicinal 
chemistry. 

2. Only the xenobiotic elicits biological ef: 
fects; a situation which in medicinal chem- 
istry is typical of, but not unique to, soft 
drugs. 

3. Both the xenobiotic and its metabolite are 
biologically active; the two activities being 
comparable or different either qualita- 
tively or quantitatively. 

4. The observed biological activity is caused 
exclusively by the metabolite; a situation 
which in medicinal chemistry is typical of 
prodrugs. 

When a drug or another xenobiotic is trans- 
formed into a toxic metabolite, the reaction is 
one of toxification (16). Such a metabolite may 
act or react in a number of ways to elicit a 
variety of toxic responses at different biologi- 
cal levels (17, 18). However, it is essential to 
stress that the occurrence of a reaction of toxi- 
fication (i.e., toxicity at the molecular level) 
does not necessarily imply toxicity at the levels 
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Table 13.2 Metabolism-Related Questions 

Answered in lead discovery and optimization 
Susceptibility to metabolism? 
Expected rate of metabolism? 
Nature of major metabolites? 
Enzymeslisozymes involved? 
Potential for enzyme inhibition? 

Answered in thepreclinical and clinical phases 
Nature and relative formation of major and 

minor metabolites? 
Enzymes/isozymes and tissues involved? 
Influence of genetic factors? Influence of other 

factors? 
Distribution and elimination of metabolites? 
Activities and toxicities of metabolites? 
Activity of drug and metabolites as inducer, 

autoinducer, andlor inhibitor? 
Potential for and occurrence of drug-drug 

interactions? 

of organs and organisms. This will be dis- 
cussed later in this text. 

1.5 Setting the Scene 

In drug research and development, metabo- 
lism is of pivotal importance because of the 
interconnectedness between pharmacokinetic 
and pharmacodynamic processes (Table 13.2). 
In vitro metabolic studies are now initiated 
very early during lead optimization to assess 
the overall rate of oxidative metabolism, to 
identify the metabolites, to obtain primary in- 
formation on the enzymes involved, and to 
postulate metabolic intermediates. Based on 
these findings, the metabolites must be syn- 
thetized and tested for their own pharmaco- 
logical and toxicological effects. In preclinical 
and early clinical studies, many pharmacoki- 
netic data must be obtained and relevant cri- 
teria must be satisfied before a drug candidate 
can enter large-scale clinical trials (19,201. As a 
result of these demands, the interest of medici- 
nal chemists for drug metabolism has grown re- 
markably in recent years (Table 13.3) (21). 

As will become apparent, the approach fol- 
lowed in this chapter is an analytical one, 
meaning that the focus is on metabolic reac- 
tions, the target groups they affect, and the 
enzymes by which they are catalyzed. This in- 
formation provides the foundations of drug 
metabolism, but it must be complemented by a 
synthetic view to allow a broader understand- 

Table 13.3 Aspects of Drug Metabolism of 
Major Interest to Medicinal Chemists (21) 

The chemistry and biochemistry of metabolic 
reactions 

Predictions of drug metabolism based on 
quantitative structure-metabolism relationships 
(QSMRs), expert systems, and molecular 
modeling of enzymatic sites 

The consequences of such reactions on activation 
and inactivation, toxification, and detoxification 

Prodrug and soft drug design 
Changes in physicochemical properties (pKa, 

lipophilicity, etc.) resulting from 
biotransformation 

The potential for drug-drug interactions 
(inhibition andlor induction) 

The potential for genetic polymorphism 

ing and meaningful predictions. Two steps are 
required to approach these objectives, namely 
(1) the elaboration of metabolic schemes 
where the competitive and sequential reac- 
tions (Sections 2 and 3) undergone by a given 
drug are ordered, and (2) an assessment of the 
various biological factors (Section 4) that in- 
fluence such schemes both quantitatively and 
qualitatively. As an example of a metabolic 
scheme, Fig. 13.1 presents the biotransforma- 
tion of propranolol (1) in humans (22). There 
are relatively few studies as comprehensive 
and clinically relevant as this one, which re- 
mains as current today as it was when pub- 
lished in 1985. Indeed, over 90% of a dose was 
accounted for and consisted mainly of prod- 
ucts of oxidation and conjugation. The missing 
10% may represent other minor and presum- 
ably quite numerous metabolites, e.g., those 
resulting from ring hydroxylation at other po- 
sitions or from the progressive breakdown of 
glutathione conjugates. 

A large variety of enzymes and metabolic 
reactions are presented in Sections 2 and 3. As 
will become clear, some enzymes catalyze only 
a single type of reaction (e.g., N-acetylation), 
whereas others use a basic catalytic mecha- 
nism to attack a variety of moieties and pro- 
duce different types of metabolites (e.g., cyto- 
chromes P450). As an introduction to these 
enzymes and reactions, we present an esti- 
mate of their relative importance in drug me- 
tabolism (Table 13.4). In this table, the corre- 
spondence between the number of substrates 
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Figure 13.1. The metabolism of propranolol(1) in humans, accounting for more than 90% of the 
dose. GLUC, glucuronide(s); SULF, sulfate(s) (22). 
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Table 13.4 Estimate of the Relative Contributions of Major Drug-Metabolizing Enzymesa 

Overall 
Contribution 

Number of to Drug 
Enzymes Substratesb Metabolism 

Cytochromes P450 (Section 2.2.1) 
Dehydrogenases and reductases (Section 2.2.2) 
Flavin-containing monooxygenases (Section 2.2.2) 
Hydrolases (Section 2.2.3) 
Methyltransferases (Section 3.2) 
Sulfotransferases (Section 3.3) 
Glucuronyltransferases (Section 3.4) 
N-Acetyltransferases (Section 3.5) 
Acyl-coenzyme A synthetases (Section 3.6) 
Glutathione S-transferases (Section 3.7) 
Phosphotransferases (Section 3.8) 

a* low, ** intermediate, *** high, **** very high. 
bIncluding drug metabolites. 

and the overall contribution to drug metabo- 
lism does not need to be perfect, because some 
enzymes show a limited capacity (e.g., sulfo- 
transferases), whereas others make a signifi- 
cant contribution to the biotransformation of 
their substrates (e.g., hydrolases). 

2 FUNCTIONALIZATION REACTIONS 

2.1 Introduction 

Reactions of functionalization are comprised 
of oxidations (electron removal, dehydrogena- 
tion, and oxygenation), reductions (electron 
addition, hydrogenation, and removal of oxy- 
gen), and hydrationsldehydrations (hydrolysis 
and addition or removal of water). The reac- 
tions of oxidation and reduction are catalyzed 
by a very large variety of oxidoreductases, 
whereas various hydrolases catalyze hydra- 
tions. A large majority of enzymes involved in 
xenobiotic functionalization are briefly re- 
viewed in Section 2.2 (23). Metabolic reactions 
and pathways of functionalization constitute 
the main body of Section 2. 

2.2 Enzymes Catalyzing Functionalization 
Reactions 

2.2.1 Cytochromes P450. Monooxygenation 
reactions are of major significance in drug me- 
tabolism and are mediated by various enzymes 
that differ markedly in their structure and 

properties. Among these, the most important 
as far as xenobiotic metabolism is concerned 
are the cytochromes P450 (EC 1.14.14.1, 
1.14.15.1, and 1.14.15.3-1.14.15.6). a very 
large group of enzymes belonging to heme- 
coupled monooxygenases (7,24-28). The cyto- 
chrome P450 enzymes (CYPs) are encoded by 
the CYP gene superfamily and are classified in 
families and subfamilies as summarized in Ta- 
ble 13.5. Cytochrome P450 is the major drug- 
metabolizing enzyme system, playing a key 
role in detoxification and toxification, and is of 
additional significance in medicinal chemistry 
because several CYP enzymes are drug tar- 
gets, e.g., thromboxane synthase (CYP5) and 
aromatase (CYP19). The three CYP families 
mostly involved in xenobiotic metabolism are 
CYP1-CYP3, whose relative importance is 
shown in Table 13.6. 

Examples of the many drugs interacting 
with cytochromes P450 as substrates, inhibi- 
tors, or inducers will be considered later (see 
Table 13.9 in Section 4), whereas this section 
focuses on the metabolic reactions. An under- 
standing of the regiospecificity and broad re- 
activity of cytochrome P450 requires a presen- 
tation of its catalytic cycle (Fig. 13.2). This 
cycle involves a number of steps that can be 
simplified as follows: 

1. The enzyme in its ferric (oxidized) form ex- 
ists in equilibrium between two spin states, 



Table 13.5 The Human CYP Gene Superfamily: A Table of the Families and Subfamilies of 
Gene Products (7,24-28) 

Families Subfamilies Representative Gene Products 
-- 

P450 1 Family (Aryl hydrocarbon 
hydroxylases; xenobiotic metabolism; 
inducible by polycyclic aromatic 
hydrocarbons) 

P450 2 Family (Xenobiotic metabolism; 
constitutive and xenobiotic- 
inducible) 

P450 3 Family (Xenobiotic and steroid 
metabolism; steroid-inducible) 

P450 4 Family (Peroxisome 
proliferator-inducible) 

P450 5 Family 
P450 7 Family (Steroid 

7-hydroxylases) 
P450 8 Family 

P450 11 Family (Mitochondria1 steroid 
hydroxylases) 

P450 17 Family (Steroid 
17a-hydroxylase) 

P450 19 Family (Steroid aromatase) 
P450 21 Family (Steroid 

21-hydroxylases) 
P450 24 Family (25-Hydroxyvitamin D 

24-hydroxylase) 
P450 26 Family 

P450 27 Family (Mitochondria1 steroid 
hydroxylases) 

P450 39 Family 
P450 46 Family 
P450 51 Family 

- 

P450 1A Subfamily 
P450 1B Subfamily 

P450 2A Subfamily 
P450 2B Subfamily 
(Includes 
phenobarbital- 
inducible forms) 
P450 2C Subfamily 

(Constitutive 
forms; includes 
sex-specific 
forms) 

P450 2D Subfamily 
P450 2E Subfamily 

(Ethanol- 
inducible) 

P450 2F Subfamily 
P450 25 Subfamily 
P450 3A Subfamily 

P450 4A Subfamily 

P450 4B Subfamily 
P450 4F Subfamily 
P450 5A Subfamily 
P450 7A Subfamily 
P450 7B Subfamily 
P450 8A Subfamily 
P450 8B Subfamily 
P450 11A 

Subfamily 
P450 11B 

Subfamily 
(Steroid 
hydroxylases) 

P450 26A 
Subfamily 

P450 27A 
Subfamily 

P450 27B 
Subfamily 

CYP2F1 
cYP2J2 
CYP3A4, CYP3A5, CYP3A7 fital CYP 

enzyme), CYP3A43 
CYP4A11 (Fatty acid w and ( ~ 1 ) -  

hydroxylases) 
CYP4B1 
CYP4F2, CYP4F3, CYP4F8, CYP4F12 
CYP5A1 (TXA synthase) 
CYP7A1 
CYP7B1 
CYP8Al (Prostacyclin synthase) 
CYP8B1 
CYPllAl (Cholesterol side-chain ' 

cleavage) 
CYPllBl, CYP11B2 

CYP39 
CYP46 
CYP51 (Lanosterol 14a-demethylase) 

This list reports all human CYPs with known substrate(s) andlor inhibitor(s1. At the time of writing, human CYPs of 
unknown function were 2Al,2R1,251,2Ul, 2W1,4A20, 4A22,4Fll, 4F22,4V2,4Xl, 20,26B1,26Cl, and 27C1 (28). 



2 Functionalization Reactions 439 

Table 13.6 Levels and Variability of Human CYP Enzymes Involved in Drug 
Metabolism (27,28) 

Percent of Drugs (or Other Xenobiotics) Interacting 
with Enzyme 

Level of 
Enzyme in 

Liver Variability As As. As Inducers1 
CYP (% of Total) Range Substrates Inhibitors Activators 

6 (33) 
3 (25) 
1 (9) 
2 (1) 

13 (no data) 
21 (6) 
2 (2 activators) 
7 (7) 

45 (17) 

an hexa-coordinated low spin form that 
cannot be reduced and a penta-coordinated 
high spin form. Binding of the substrate to 
enzyme induces a shift to the reducible 
high spin form (reaction a). 

2. A first electron enters the enzyme-sub- 
strate complex (reaction b). 

3. The enzyme in its ferrous form has a high 
affinity for diatomic gases such as CO (a 
strong inhibitor of cytochrome P450) and 
dioxygen (reaction c). 

4. Electron transfer from Fez+ to 0, within 
the enzyme-substrate-oxygen ternary com- 
plex reduces the dioxygen to a bound mol- 
ecule of superoxyde. Its possible liberation 
in the presence of compounds with good 
affinity but low reactivity (uncoupling) can 
be cytotoxic (reaction d). 

5. The normal cycle continues with a second 
electron entering through either NADPH- 
cytochrome P450 reductase F or 
NADH-cytochrome b, reductase (F,,) and 
reducing the ternary complex (reaction e). 

6. Electron transfer within the ternary com- 
plex generates bound peroxide anion 
(0zZ-1. 

7. The bound peroxide anion is split, liberat- 
ing H,O (reaction 0. 

8. The remaining oxygen atom is an oxene 
species. This is the reactive form of oxygen 
that will attack the substrate. 

9. The binary enzyme-product complex disso- 
ciates, thereby regenerating the initial 
state of cytochrome P450 (reaction h). 

Oxene is a rather electrophilic species; it is 
neutral but has only six electrons in its outer 
shell. Its detailed reaction mechanisms are be- 
yond the scope of this chapter, but some indi- 
cations will be given when discussing the var- 
ious reactions of oxidation catalyzed by 
cytochromes P450. 

2.2.2 Other Oxidoreductases. Alcohol de- 
hydrogenases (ADH; alcoho1:NAD' oxido- 
reductase; EC 1.1.1.1) are zinc enzymes found 
in the cytosol of the mammalian liver and in 
various extrahepatic tissues. Mammalian liver 
alcohol dehydrogenases (LADHs) are dimeric 
enzymes. The human enzymes belong to three 
different classes: class I (ADHI), comprising 
the various isozymes that are homodimers or 
heterodimers of the a (ADHlA, ADHZA, 
ADH3A1, P, and y subunits (e.g., the aa, PIPl, 
a&, and Ply isozymes); class I1 (ADHZ), com- 
prising the 7 ~ 7 ~  enzyme; and class I11 (ADH3), 
comprising the xx enzyme (29,30). 

Enzymes categorized as aldehyde reduc- 
tases include alcohol dehydrogenase (NADPt ; 
aldehyde reductase [NADPH]; alcohol:NADPt 
oxidoreductase; EC 1.1.1.2), aldehyde reduc- 
tase [alditol:NAD(P +) 1-oxidoreductase; al- 
dose reductase; EC 1.1.1.211, and many others 
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Figure 13.2. Catalytic cycle of cytochrome P450 associated with monooxygenase reactions. (Fe3+ ), 
ferricytochrome P450; hs, high spin; Is, low spin; (Fez+ ), ferrocytochrome P450; F,,, flavoprotein 
1-NADPH-cytochrome P450 reductase; F,,, NADH-cytochrome b, reductase; cyt b,, cytochrome 
b,; XH, substrate (modified from Ref. 6). 

of lesser relevance (31). Aldehyde reduc- 
tases are widely distributed in nature and oc- 
cur in a considerable number of mammalian 
tissues. Their subcellular location is primarily 
cytosolic, and in some instances is also mito- 
chondrial. The so-called ketone reductases in- 
clude a- and P-hydroxysteroid dehydroge- 
nases (e.g., EC 1.1.1.50 and EC 1.1.1.51), 
various prostaglandin ketoreductases (e.g., 
prostaglandin-F synthase, EC 1.1.1.188; pros- 
taglandin-E, 9-reductase, EC 1.1.1.189), and 
many others that are comparable with alde- 
hyde reductases. One group of particular 
importance are the carbonyl reductases 
(NADPH; EC 1.1.1.184). Furthermore, the 
many similarities (including some marked 
overlap in substrate specificity) between mo- 
nomeric, NADPH-dependent aldehyde reduc- 
tase (AKRl), aldose reductase (AKR2), and car- 
bony1 reductase ( A m )  have led to their 
designation as aldo-keto redudases (AKRs) (32). 

Other reductases that have a role to play 
in drug metabolism include glutathione reduc- 

tase (NADPH:oxidized-glutathione oxidore- 
ductase; EC 1.6.4.2) and quinone reductase 
[NAD(P)H:(quinone acceptor) oxidoreduc- 
tase; DT-diaphorase; EC 1.6.99.21. 

Aldehyde dehydrogenases [ALDHs; alde- 
hyde:NAD(PIf oxidoreductases; EC 1.2.1.3 
and EC 1.2.1.51 exist in multiple forms in the 
cytosol, mitochondria, and microsomes of 
various mammalian tissues. It has been pro- 
posed that ALDHs form a superfamily of re- 
lated enzymes consisting of class 1 ALDHs 
(cytosolic), class 2 ALDHs (mitochondrial), 
and class 3 ALDHs (tumor-associated and 
other isozymes). In all three major classes, 
constitutive and inducible isozymes exist. 
In a proposed nomenclature system, the hu- 
man ALDHs are designated as 1A1, 1A6, 
1B1, 2, 3A1, 3A2, 3B1, 3B2, 4A1, 5A1, 6A1, 
7A1,8A1, and 9A1(33-35). 

Dihydrodiol dehydrogenases (trans-1,2- 
dihydrobenzene-1,2-diol:NADP+ oxidoreduc- 
tase; EC 1.3.1.20) are cytosolic enzymes; sev- 
eral of which have been characterized. Al- 



I 
i 
t 

2 Functionalization Reactions 

1 
f though the isozymes are able to use NAD+, 
8. the preferred cofactor is NADP'. 

Other oxidoreductases that can play a ma- 
jor or less important role in drug metabolism 

F 
are hemoglobin, monoamine oxidases (EC 
1.4.3.4; MAO-A and MAO-B), which are essen- 
tially mitochondrial enzymes, the cytosolic 
molybdenum hydroxylases (xanthine oxidase, 
EC 1.1.3.22; xanthine dehydrogenase, EC P 

: 1.1.1.204; and aldehyde oxidase, EC 1.2.3.1), 
! 

1 and the broad group of copper-containing 

5 mine oxidases (EC 1.4.3.6) (36-39). 
t Besides cytochromes P450, other monoox- 

ygenases of importance are the flavin-contain- 
ing monooxygenases (EC 1.14.13.8; FMOl to 
FM05) and dopamine p-hydroxylase (dopa- 
mine p-monooxygenase; EC 1.14.17.1). 1 Various peroxidases are progressively be- 
ing recognized as important enzymes in drug ! n metabolism. Several cytochrome P450 en- 
zymes have been shown to have peroxidase 
activity (40). Protaglandin-endoperoxide syn- 
thase (EC 1.14.99.1) is able to use a number of 
xenobiotics as cofactors in a reaction of cooxida- 
tion (41). And finally, a variety of other peroxi- 
dases may oxidize drugs, e.g., catalase (EC 
1.11.1.6) and myeloperoxidase (donor:hydro- 
gen-peroxide oxidoredudase; EC 1.11.1.7) (42). 

2.2.3 Hydrolases. Hydrolases constitute a 
I very complex ensemble of enzymes; many of 

which are known or suspected to be involved 
: in xenobiotic metabolism. Relevant enzymes 

among the serine hydrolases include carboxy- 
lesterases (carboxylic-ester hydrolase; EC 
3.1.1.11, arylesterases (aryl-ester hydrolase; 
EC 3.1.1.21, cholinesterase (acylcholine acyl- 
hydrolase; EC 3.1.1.81, and a number of serine 
endopeptidases (EC 3.4.21). The role of aryl- 
sulfatases (EC 3.1.6. I), aryldialkylphospha- 
tases (EC 3.1.8.11, p-glucuronidases (EC 
3.2.1.31), and epoxide hydrolases (EC 3.3.2.3) 
is worth noting. Some cysteine endopeptidases 
(EC 3.4.22), aspartic endopeptidases (EC 
3.4.23), and metalloendopeptidases (EC 3.4.24) 
are also of potential interest (9). 

2.3 Reactions of Carbon Oxidation and 
Reduction 

When examining reactions of carbon oxidation 
(oxygenations and dehydrogenations) and car- 
bon reduction (hydrogenations), it is conve- 

nient from a mechanistic viewpoint to distin- 
guish between sp3-, sp2-, and sp-carbon atoms. 

2.3.1 sp3-Carbon Atoms. Reactions of oxi- 
dation and reduction of sp3-carbon atoms are 
shown in Fig. 13.3 and discussed sequentially 
below. In the simvlest cases. a nonactivated . 
carbon atom in an alkyl group undergoes cyto- 
chrome P450-catalyzed hydroxylation. The 
penultimate position is a preferred site of at- 
tack (reaction 1-B), but hydroxylation can also 
occur in the terminal position (reaction 1-A) or 
in another position in the case of steric hin- 
drance or with some specific cytochromes 
P450. Dehydrogenation by dehydrogenases 
can then yield a carbonyl derivative (reactions 
1-C and 1-E) that is either an aldehyde or a 
ketone. Note that reactions 1-C and 1-E act 
not only on metabolites, but also on xenobiotic 
alcohols, and are reversible (i.e., reactions 1-D 
and 1-F) because dehydrogenases catalyze the 
reactions in both directions. And whereas a 
ketone is seldom oxidized further, aldehydes 
are good substrates for aldehyde dehydioge- 
nases or other enzymes and lead irreversibly 
to carboxylic acid metabolites (reaction 1-G). 
A classical example is that of ethanol, which in 
the body exists in redox equilibrium with ac- 
etaldehyde; this metabolite is rapidly and irre- 
versibly oxidized to acetic acid. 

For a number of substrates, the oxidation 
of primary and secondary alcohol and of alde- 
hyde groups can also be catalyzed by cyto- 
chrome P450. A typical example is the C10- 
demethylation of androgens and analogs 
catalyzed by aromatase (CYP19). 

A special case of carbon oxidation, recog- 
nized only recently and probably of underesti- 
mated significance, is desaturation of a di- 
methylene unit by cytochrome P450 to pro- 
duce an olefinic group (reaction 2). An inter- 
esting example is provided by testosterone, 
which among many cytochrome P450-cata- 
lyzed reactions, undergoes allylic hydroxyla- 
tion to 6p-hydroxytestosterone and desatura- 
tion to 6,7-dehydrotestosterone (43). 

There is a known regioselectivity in cyto- 
chrome P450-catalyzed hydroxylations for 
carbon atoms adjacent (a) to an unsaturated 
system (reaction 3) or an heteroatom such as 
N, 0, or S (reaction 4-A). In the former cases, 
hydroxylation can easily be followed by dehy- 





drogenation (not shown). In the latter cases, 
however, the hydroxylated metabolite is usu- 
ally unstable and undergoes a rapid, postenzy- 
matic elimination (reaction 4-B). Depending 
on the substrate, this pathway produces a sec- 
ondary or primary amine, an alcohol or phe- 
nol, or a thiol, while the alkyl group is cleaved 
as an aldehyde or a ketone. Reaction 4 consti- 
tutes a very common and frequent pathway as 
far as drug metabolism is concerned, because 
it underlies some well-known metabolic reac- 
tions of N-C cleavage discussed later. Note 
that the actual mechanism of such reactions is 
usually more complex than shown here and 
may involve intermediate oxidation of the 
heteroatom. 

Aliphatic carbon atoms bearing one or 
more halogen atoms (mainly chlorine or bro- 
mine) can be similarly metabolized by hy- 
droxylation and loss of HX to dehalogenated 
products (reactions 5-A and 5-B; see below). 
Dehalogenation reactions can also proceed re- 
ductively or without change in the state of ox- 
idation. The latter reactions are dehydrohalo- 
genations (usually dehydrochlorination or 
dehydrobromination) occurring nonenzymat- 
i d l y  (reaction 6). Reductive dehalogenations 
involve replacement of a halogen by a hydro- 
gen (reaction 7) or vie-bisdehalogenation (re- 
action 8). Some radical species formed as inter- 
mediates may have toxicological significance. 

Reactions 1-A, 1-B, 3,4-A, and 5-A are cat- 
alyzed by cytochromes P450. Here, the iron- 
bound oxene (Section 2.2.1) acts by a mecha- 
nism known as "oxygen rebound, " whereby a 
H atom is exchanged for a OH group. In sim- 
plified terms, the oxene atom attacks the sub- 
strate by cleaving a C-H bond and removing 
the hydrogen atom (hydrogen radical). This 
forms an iron-bound HO. species and leaves 
the substrate as a C-centered radical. In the 
last step, the iron-bound HO. species is trans- 
ferred to the substrate. 

Halothane (2) offers a telling example of the 
metabolic fate of halogenated compounds of me- 
dicinal interest. Indeed, this agent undergoes 
two major pathways, oxidative dehalogenation 
leading to trifluoroacetic acid (3) and reduction 
producing a reactive radical (4) (Fig. 13.4). 

2.3.2 sp2- and spCarbon Atoms. Reactions 
at sp2-carbons are characterized by their own 

Figure 13.4. Halothane (2) and two of its metabo- 
lites, namely trifluoroacetic acid (3) produced by ox- 
idation and a reactive radical (4) produced by reduc- 
tion. 

pathways, catalytic mechanisms, and prod- 
ucts (Fig. 13.5). Thus, the oxidation of aro- 
matic rings generates a variety of (usually sta- 
ble) metabolites. Their common precursor is 
often a reactive epoxide (reaction 1-A), which 
can either be hydrolyzed by epoxide hydrolase 
(reaction 1-B) to a dihydrodiol or rearranged 
under proton catalysis to a phenol (reaction 
1-C). The production of a phenol is a very com- ' 
mon metabolic reaction for drugs containing 
one or more aromatic rings. Thepara-position 
is the preferred position of hydroxylation for 
unsubstituted phenyl rings, but the regios- 
electivity of the reaction becomes more com- 
plex with substituted phenyl or with other ar- 
omatic rings. 

Dihydrodiols are seldom observed, as are 
catechol metabolites produced by their dehy- 
drogenation catalyzed by dihydrodiol dehy- 
drogenase (reaction 1-D). It is interesting to 
note that this reaction restores the aromatic- 
ity that had been lost on epoxide formation. 
The further oxidation of phenols and phenolic 
metabolites is also possible, the rate of reac- 
tion and the nature of products depending on 
the ring and on the nature and position of its 
substituents. Catechols are thus formed by re- 
action 1-E, whereas hydroquinones are some- 
times also produced (reaction 1-F). 

In a few cases, catechols and hydroqui- 
nones have been found to undergo further ox- 
idation to quinones (reactions 1-G and 1-11. 
Such reactions occur by two single-electron 
steps and can be either enzymatic or nonenzy- 
matic (i.e., resulting from autoxidation and 
yielding as by-product the superoxide anion- 
radical 0,'-). The intermediate in this reac- 
tion is a semiquinone. Both quinones and 
semiquinones are reactive, particularly to- 
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Figure 13.5. Major functionalization reactions involving an sp2- or spcarbon in substrate mole- 
cules. These reactions are oxidations (oxygenations and dehydrogenations), reductions (hydrogena- 
tions), and hydrations, plus some postenzymatic rearrangements. 

ward biomolecules, and have been implicated 
in many toxification reactions. For example, 
the high toxicity of benzene for bone marrow 
is believed to be a result of the oxidation 
of catechol and hydroquinone catalyzed by 
myeloperoxidase. 

The oxidation of diphenols to quinones is 
reversible (reactions 1-H and 1-J); a variety of 
cellular reductants are able to mediate the re- 
duction of quinones either by a two-electron 
mechanism or by two single-electron steps. 

The two-electron reduction can be catalyzed 
by carbonyl reductase and quinone reductase, 
whereas cytochrome P450 and some flavopro- 
teins act by single-electron transfers. The 
nonenzymatic reduction of quinones can oc- 
cur, for example, in the presence of 0,'- or 
some thiols such as glutathione. 

Olefinic bonds in xenobiotic molecules can 
also be targets of cytochrome P45O-catalyzed 
epoxidation (reaction 2-A). In contrast to 
arene oxides, the resulting epoxides are fairly 
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Figure 13.6. Carbamazepine (5) and its 10,ll-ep- 
oxide metabolite (6). 

stable and can be isolated and characterized. 
But like arene oxides, they are substrates of 
epoxide hydrolase yielding dihydrodiols (reac- 
tion 2-B). This is exemplified by carbamaz- 
epine (5), whose l0,ll-epoxide (6) is a major 
and pharmacologically active metabolite in 
humans and is further metabolized to the in- 
active dihydrodiol(44) (Fig. 13.6). 

The reduction of olefinic groups (reaction 
2-C) is documented for a few drugs bearing an 
a,P-ketoalkene function. The reaction is 
thought to be catalyzed by various NAD(P)H 
oxidoreductases. 

The few drugs that contain an acetylenic 
moiety are also targets for cytochrome P450- 
catalyzed oxidation. Oxygenation of the triple 
bond (reaction 3-A) yields an intermediate 
that, depending on the substrate, can react in 
a number of ways, for example, binding co- 
valently to the enzyme or forming a highly 
reactive ketene whose hydration produces a 
substituted acetic acid (reactions 3-B and 3-C). 

2.4 Reactions of Nitrogen Oxidation 
and Reduction 

The main metabolic reactions of oxidation and 
reduction of nitrogen atoms in organic mole- 
cules are summarized in Fig. 13.7. The func- 
tional groups involved are amines and amides 

and their oxygenated metabolites, as well as 
1,4-dihydropyridines, hydrazines, and azo 
compounds. In many cases, the reactions can 
be catalyzed by cytochrome P450 andlor fla- 
vin-containing monooxygenases. The first ox- 
ygenation step in reactions 1-4 and 6 have 
frequently been observed. 

Nitrogen oxygenation is a (apparently) 
straightforward metabolic reaction of tertiary 
amines (reaction 1-A), whether they are ali- 
phatic or aromatic. Numerous drugs undergo 
this reaction and the resulting N-oxide metab- 
olite is more polar and hydrophilic than the 
parent compound. Identical considerations 
apply to pyridines and analogous aromatic 
azaheterocycles (reaction 2-A). Note that 
these reactions are reversible; a number of re- 
ductases are able to deoxygenate N-oxides 
back to the amine (i.e., reactions 1-B and 2-B). 

Secondary and primary amines also un- 
dergo N-oxygenation and the first isolable me- 
tabolites are hydroxylamines (reactions 3-A 
and 4-A, respectively). Again, reversibility is 
documented (reactions 3-B and 4-B). These 
compounds can be aliphatic or aromatic 
amines, and the same metabolic pathway oc- 
curs in secondary and primary amides (i.e., R 
= acyl), whereas tertiary amides seem to be 
resistant to N-oxygenation. The oxidation of 
secondary amines and amides usually stops at 
the hydroxylamine/hydroxylamide level, but 
formation of short-lived nitroxides (not shown) 
has been reported. 

As opposed to secondary amines and 
amides, their primary analogs can be oxidized 
to nitroso metabolites (reaction 4-C), but fur- 
ther oxidation of the latter compounds to nitro 
compounds does not seem to occur in vivo. In 
contrast, aromatic nitro compounds can be re- 
duced to primary amines through reactions 
4-E, 4-D, and finally 4-B. This is the case for 
numerous chemotherapeutic drugs such as 
metronidazole. 

Note that primary aliphatic amines having 
a hydrogen on the alpha-carbon can display 
additional metabolic reactions, shown as reac- 
tion 5 in Fig. 13.5. Indeed, N-oxidation may 
also yield imines (reaction 5-A), whose degree 
of oxidation is equivalent to that of hydrox- 
ylamines (45). Imines can be further oxidized 
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a c e 
R-NH2 R-NHOH G R-N=O - R-NO2 

b d 

a d 
R-NH-NH-R' 

t 
R-N=N-R' R-N=N-R' 

b e 

Figure 13.7. Major functionalization reactions involving nitrogen atoms in substrate molecules. 
The reactions shown here are mainly oxidations (oxygenations and dehydrogenations) and reduc- 
tions (deoxygenations and hydrogenations). 

to oximes (reaction 5-C), which are in equilib- 
rium with their nitroso tautomer (reactions 
5-F and 5-G). 

1,4-Dihydropyridines, and particularly cal- 
cium channel blockers such as nivaldipide (7) 
(Fig. 13.8), are effectively oxidized by cyto- 
chrome P450. The reaction is one of aromati- 
zation (reaction 6 in Fig. 13.7), yielding the 
corresponding pyridine. 

Dinitrogen moieties are also targets of oxi- 
doreductases. Depending on their substitu- 
ents, hydrazines are oxidized to azo com- 
pounds (reaction 7-A), some of which can be 
oxygenated to azoxy compounds (reaction 
1-D). Another important pathway of hy- 
drazines is their reductive cleavage to primary 
amines (reaction 7-C). Reactions 7-A and 7-D 
are reversible and the corresponding reduc- 
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(7) 

Figure 13.8. Nivaldipine (7). 

tions (reactions 7-B and 7-E) are mediated by 
cytochrome P450 and other reductases. A tox- 
icologically significant pathway thus exists for 
the reduction of some aromatic azo com- 
pounds to potentially toxic primary aromatic 
mines (reactions 7-B and 7-C). 

2.5 Reactions of Oxidation and Reduction 
of Sulfur and Other Atoms 

A limited number of drugs contain a sulfur 
atom, usually as a thioether. The major redox 
reactions occurring at sulfur atoms in organic 
compounds are summarized in Fig. 13.9. 

Thiol compounds can be oxidized to sulfenic 
acids (reaction 1-A), then to sulfinic acids (reac- 
tion 1-E), and finally to sulfonic acids (reaction 
13). Depending on the substrate, the pathway 
is mediated by cytochrome P450 andlor flavin- 
containing monooxygenases. Another route of 
oxidation of thiols is to disulfides either directly 
(reaction 1-C through thiyl radicals) or by dehy- 

dration between a thiol and a sulfenic acid (re- 
action 1-B). However, our understanding of sul- 
fur biochemistry is largely incomplete, and 
much remains to be learned. This is particularly 
true for reductive reactions. Whereas it is well 
known that reaction 1-C is reversible (i.e., reac- 
tion 1-D), the reversibility of reaction 1-A is un- 
clear and reduction of sulfinic and sulfonic acids 
seems unlikely. 

The metabolism of sulfides (thioethers) is 
rather straightforward. Besides the S-deal- 
kylation reactions discussed earlier, these 
compounds can also be oxygenated by mono- 
oxygenases to sulfoxides (reaction 2-A) and 
then to sulfones (reaction 2-C). Here, it is 
known with confidence that reaction 2-A is in- 
deed reversible, as documented by many ex- 
amples of reduction of sulfoxides (reaction 
2-B), whereas the reduction of sulfones has 
never been found to occur. 

Thiocarbonyl compounds are also substrates 
of monooxygenases, forming S-monoxides 
(sulfines, reaction 3-A) and then S-dioxides 
(sulfenes, reaction 3-C). As a rule, these metab- 
olites cannot be identified as such because of 
their reactivity. Thus, S-monoxides rearrange 
to the corresponding carbonyl by expelling a sul- 
fur atom (reaction 3-D). This reaction is known 
as oxidative desulfuration and occurs in thioarn- 
ides and thioureas (e.g., thiopental). As for the 
S-dioxides, they react very rapidly with nucleo- 
philes and particularly with nucleophilic sites in 
biological macromolecules. This covalent bind- 
ing results in the formation of adducts of toxico- 

a e 
(1) R-SH - R-SOH R-S02H - R-S03H \-+ 

R-S-S-R' 

S 
I I a - (3) R-C-R' - 

Y 
R-CO-R' 

Figure 13.9. Major reactions 
of oxidation and reduction in- 
volving sulfur atoms in or- 
ganic compounds. 
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NHCOCH3 NCOCH3 redox reactions include silicon, phosphorus, 
arsenic, and selenium (Fig. 13.11). Note how- 

Q - l $  ever that the enzymology and mechanisms of 
these reactions are insufficiently understood. 
For example, a few silanes have been shown to 
yield silanols in vivo (reaction 1). The same 

OH 0 applies to some phosphines, which can be ox- 
(8) (9) ygenated to phosphine oxides by monooxygen- 

ases (reaction 2). 
Figure 13.10. Paracetamol (8) and its toxic qui- 
noneimine metabolite (9). 

Arsenicals have received some attention 
because of their therapeutic significance. Both 

logical significance. Such a mechanism is be- 
lieved to account for the carcinogenicity of a 
number of thioamides. 

Other elements besides carbon, nitrogen, 
and sulfur can undergo metabolic redox reac- 
tions. The direct oxidation of oxygen atoms in 
phenols and alcohols is well documented for 
some substrates. Thus, the oxidation of sec- 
ondary alcohols by some peroxidases can yield 
a hydroperoxyde and ultimately a ketone. 
Some phenols are known to be oxidized by cy- 
tochrome P450 to a semiquinone and ulti- 
mately to a quinone. A classical example is 
that of the anti-inflammatory drug paraceta- 
mol (8) (Fig. 13.10; acetaminophen), a minor 

- - 
inorganic and organic arsenic compounds dis- 
play an As(II1)-As(V) redox equilibrium in the 
body. This is shown with the arsine-arsine ox- 
ide and arsenoxide-arsonic acid equilibria (re- 
actions 3-A and 3-B and reactions 4-B and 44 ,  
respectively). Another reaction of interest is 
the oxidation of arseno compounds to arsenox- 
ides (reaction 4-A), a reaction of importance in 
the bioactivation of a number of chemothera- 
peutic arsenicals. 

The biochemistry of organoselenium com- 
pounds is of some interest. For example, a few 
selenols have been seen to oxidize to selenenic 
acids (reaction 5-A) and then to seleninic acids 
(reaction 5-B). 

fraction of which is oxidized b y h F ' 2 ~ 1  to the 
2.6 Reactions of Oxidative Cleavage highly reactive and toxic quinoneimine 9. 

Additional elements of limited significance A number of oxidative reactions presented in 
in medicinal chemistry that are able to enter the previous sections yield metabolic interme- 

Figure 13.11. Some selected a b - 
reactions of oxidation and reduc- (4) R - A s y A s - R  - R-As=O c--- R-As03H2 

- 
C 

tion involving silicon, phospho- 
rus, arsenic, and selenium in xe- 

(5) 
a 

R-SeH 
b 

nobiotic compounds. - R-SeOH ---+ R-Se02H 
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Figure 13.12. Fenfluramine (lo), norfenfluramine 
(ll), (m-trifluoromethy1)phenylacetone (12), and 
m-trifluoromethylbenzoic acid (13). 

diates that readily undergo postenzymatic 
cleavage of a C-X bond (X being an heteroa- 
tom). As briefly mentioned, reactions 4-A and 
4-B in Fig. 13.3 represent important metabolic 
pathways that affect many drugs. When X = N 
(by far the most frequent case), the metabolic 
reactions are known as N-demethylations, N- 
dealkylations, or deaminations, depending on 
the moiety being cleaved. Consider for exam- 
ple fenfluramine (10) (Fig. 13.12), which is N- 
deethylated to norfenfluramine ( l l ) ,  an active 
metabolite, and deaminated to (m-trifluoro- 
methy1)phenylacetone (121, an inactive me- 
tabolite that is further oxidized to m-trifluoro- 
methylbenzoic acid (13). 

When X = 0 or S in reaction 4 (Fig. 13.31, 
the metabolic reactions are known as O-deal- 
kylations or S-dealkylations, respectively. 0- 
demethylation is a typical case of the former 
reaction. And when X = halogen in reactions 

5-A and 5-B (Fig. 13.3), loss of halogen can also 
occur and is known as oxidative dehalogena- 
tion. 

The reactions of oxidative C-X cleavage dis- 
cussed above result from carbon hydroxyla- 
tion and are catalyzed by cytochrome P450. 
However, N-oxidation reactions followed by 
hydrolytic C-N cleavage can also be catalyzed 
by cytochrome P450 (e.g., reactions 5-E and 
5-H in Fig. 13.7). The sequence of reactions 
5-A and 5-E in Fig. 13.7 is of particular inter- 
est because it is the mechanism by which 
monoamine oxidase deaminates endogenous 
and exogenous mines.  

2.7 Reactions of Hydration and Hydrolysis 

Hydrolases catalyze the addition of a molecule 
of water to a variety of functional moieties. 
Thus, epoxide hydrolase hydrates epoxides to 
yield trans-dihydrodiols (reaction 1-B in Fig. 
13.5). This reaction is documented for many - 
arene oxides, particularly metabolites of aro- 
matic compounds, and epoxides of olefins. 
Here, a molecule of water has been added to 
the substrate without loss of a molecular frag- 
ment, therefore the use of the term "hydra- 
tion" sometimes found in the literature. 

Reactions of hydrolytic cleavage (hydroly- 
sis) are shown in Fig. 13.13. They are frequent 
for organic esters (reaction I), inorganic esters 
such as nitrates (reaction 2) and sulfates (re- 
action 3). and amides (reaction 4). These reac- . , 

tions are catalyzed by esterases, peptidases, or 
other enzymes, but nonenzymatic hydrolysis 
is also known to occur for sufficiently labile 
compounds under biological conditions of pH 
and temperature. Acetylsalicylic acid, glycerol 
trinitrate, and lidocaine are three representa- 
tive examples of drugs undergoing extensive 
cleavage of the organic ester, inorganic ester, 
or amide group, respectively. The reaction is of 
particular significance in the activation of es- 
ter prodrugs (Section 5.2). 

(1) R-COO-R' - R-COOH + R'-OH 

(2) R-ON02 - R-OH + HN03 

(3) R-0S03H '-OH + H2S04 Figure 13.13. Major hydrolysis reactions 
involving esters (organic and inorganic) and 

(4) R-CONHR' - R-COOH + R'-NH2 -ides, 
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As defined in the Introduction, conjugation re- 
actions (also infelicitously known as phase I1 
reactions) result in the covalent binding of an 
endogenous molecule or moiety to the sub- 
strate. Such reactions are of critical signifi- 
cance in the metabolism of endogenous com- 
pounds, as witnessed by the impressive 
battery of enzymes that have evolved to cata- 
lyze them. Conjugation is also of great impor- 
tance in the biotransformation of xenobiotics, 
involving parent compounds or metabolites 
thereof (3). 

Conjugation reactions are characterized by 
a number of criteria: 

They are catalyzed by enzymes known as 
transferases. 
They involve a cofactor that binds to the 
enzyme in close proximity to the substrate 
and carries the endogenous molecule or 
moiety to be transferred. 
The endogenous molecule or moiety is 
highly polar (hydrophilic), and its size is 
comparable with that of the substrate. 

It is important from a biochemical and 
practical viewpoint to note that these criteria 
are neither sufficient nor necessary to define 
conjugations reactions. They are not suffi- 
cient, because in hydrogenation reactions (i.e., 
typical reactions of functionalization) the hy- 
dride is also transferred from a cofactor 
(NADPH or NADH). And they are not neces- 
sary, because all the above criteria suffer from 
some important exceptions mentioned below. 

3.2 Methylation 

3.2.1 lntroduction. Reactions of methyl- 
ation imply the transfer of a methyl group 
from the cofactor S-adenosyl-L-methionine 
(SAM) (14). As shown in Fig. 13.14, the 
methyl group in SAM is bound to a sulfonium 
center, giving it a marked electrophilic charac- 
ter and explaining its reactivity. Furthermore, 
it becomes pharmacokinetically relevant to 
distinguish methylated metabolites in which 
the positive charge has been retained or lost. 

Figure 13.14. S-adenosyl-L-methionine (14). 

A number of methyltransferases are able tc 
methylate small molecules (46, 47). Thus, re. 
actions of methylation fulfill only two of the 
three criteria defined above, because the 
methyl group is small compared with the sub- 
strate. The main enzyme responsible for 0- 
methylation is catechol 0-methyltransferase 
(EC 2.1.1.6; COMT), which is mainly cytosolic 
but also exists in membrane-bound form. Sev- 
eral enzymes catalyze reactions of xenobiotic 
N-methylation with different substrate speci- 
ficities, e.g., nicotinamide N-methyltrans- 
ferase (EC 2.1.1. I), histamine methyltrans- 
ferase (EC 2.1.1.8), phenylethanolamine 
N-methyltransferase (noradrenaline N-meth- 
yltransferase; EC 2.1.1.28), and nonspecific 
amine N-methyltransferase (arylamine N- 
methyltransferase, tryptamine N-methyl- 
transferase; EC 2.1.1.49) of which some 
isozymes have been characterized. Reactions 
of xenobiotic S-methylation are mediated by 
the membrane-bound thiol methyltransferase 
(EC 2.1.1.9) and the cytosolic thiopurine 
methyltransferase (EC 2.1.1.67) (3). 

The above classification of enzymes makes 
explicit the three types of functionalities un- 
dergoing biomethylation, namely hydroxy 
(phenolic), amino, and thiol groups. 

3.2.2 Methylation Reactions. Figure 13.15 
summarizes the main methylation reactions 
seen in drug metabolism. 0-Methylation is a 
common reaction of compounds containing a 
catechol moiety (reaction I), with a usual re- 
gioselectivity for the meta position. The sub- 
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, . . . 
Figure 13.15. Major methylation reac- 
tions involving catechols, various amines, 

(5) R-SH R-S-CH3 and thiols. 

strates can be xenobiotics, particularly drugs, 
with L-DOPA being a classic example. More 
frequently, however, 0-methylation occurs as 
a late event in the metabolism of aryl groups, 
after they have been oxidized to catechols (re- 
actions 1, Fig. 13.5). This sequence was seen 
for example in the metabolism of the anti-in- 
flammatory drug diclofenac (15) (Fig. 13.161, 
which in humans yielded 3'-hydroxy-4'-me- 
thoxy-diclofenac as a major metabolite with a 
very long plasma half-life (48). 

Three basic types of N-methylation reac- 
tions have been recognized (reactions 2-4, 
Fig. 13.15). A number of primary amines (e.g., 
amphetamine) and secondary amines (e.g., 
tetrahydroisoquinolines) have been shown to 
be in vitro substrates of amine N-methyltrans- 
ferase, whereas some phenylethanolamines 
and analogs are methylated by phenyletha- 
nolamine N-methyltransferase (reaction 2). 
However, such reactions are seldom of signif- 
icance in vivo, presumably because of effective 
oxidative N-demethylation. A comparable sit- 
uation involves the N-H group in an imida- 
zole ring (reaction 3), exemplified by hista- 
mine (49). A therapeutically relevant example 
is that of theophylline (16) whose N(9)-meth- 
ylation is masked by N-demethylation in adult 
but not newborn humans. 

N-Methylation of pyridine-type nitrogen 
atoms (reaction 4, Fig. 13.15) seems to be of 
greater i n  vivo pharmacological significance 
than reactions 2 and 3 for two reasons. First, 
the resulting metabolites, being quaternary 
amines, are more stable than tertiary or sec- 
ondary amines toward N-demethylation. And 
second, these metabolites are also more polar 

Figure 13.16. Diclofenac (15), theophylline (161, 
nicotinamide (17), and 6-mercaptopurine (18). 
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than the parent compounds, in contrast to the 
products of reactions 2 and 3. Good substrates 
are nicotinamide (17), pyridine, and a number 
of monocyclic and bicyclic derivatives (49). 

S-Methylation of thiol groups (reaction 5) 
is documented for such drugs as 6-mercapto- 
purine (18) and captopril (50). Other sub- 
strates are metabolites (mainly thiophenols) 
resulting from the f3-C cleavage of (aromatic) 
glutathione and cysteine conjugates (see be- 
low). Once formed, such methylthio metabo- 
lites can be further processed to sulfoxides and 
sulfones before excretion (i.e., reactions 2-A 
and 2-C in Fig. 13.9). 

From Fig. 13.15, it is apparent that meth- 
ylation reactions can be subdivided into two 
classes: 

1. Those where the substrate and the product 
have the same electrical state; a proton in 
the substrate being exchanged for a posi- 
tively charged methyl group (reactions 1-3 
and 5). 

2. Those where the product has acquired a 
positive charge, namely becomes a pyri- 
dine-type quaternary ammonium (reac- 
tion 4). 

3.3 Sulfation 

3.3.1 Introduction. Sulfation reactions con- 
sist of a sulfate being transferred from the co- 
factor 3'-phosphoadenosine 5'-phosphosulfate 
(19) (PAPS; Fig. 13.17) to the substrate under 
catalysis by a sulfotransferase. The three cri- 
teria of conjugation are met in these reactions. 
Sulfotransferases, which catalyze a variety of 
physiological reactions, are soluble enzymes 
that include aryl sulfotransferase (phenol sul- 
fotransferase; EC 2.8.2.1), alcohol sulfotrans- 
ferase (hydroxysteroid sulfotransferase; EC 
2.8.2.2), m i n e  sulfotransferase (arylamine 
sulfotransferase; EC 2.8.2.3), estrone sulfo- 
transferase (EC 2.8.2.4), tyrosine-ester 
sulfotransferase (EC 2.8.2.9), steroid sulfo- 
transferase (EC 2.8.2.151, and cortisol sulfo- 
transferase (glucocorticosteroid sulfotrans- 
ferase; EC 2.8.2.18). Among these enzymes, 
the former three are of particular significance 
in the sulfation of xenobiotics. Recent ad- 
vances in the molecular biology of these 
enzymes has led to the recognition of three 

Figure 13.17. 3'-Phosphoadenosine 5'-phospho- 
sulfate (19) (PAPS). 

human phenol sulfotransferases, the thermo- 
stable, phenol-preferring SULTlAl and 
SULTlA2 and the thermolabile, monoamine- 
preferring SULTlA3 (3, 51, 52). 

The sulfate moiety in PAPS is linked to a 
phosphate group by an anhydride bridge 
whose cleavage is exothermic and supplies en- 
thalpy to the reaction. The electrophilic -OH 
or -NH- site in the substrate will react with 
the leaving SO,- moiety, forming an ester sul- 
fate or a sulfamate (Fig. 13.18). Some of these 
conjugates are unstable under biological con- 
ditions and will form electrophilic intermedi- 
ates of considerable toxicological significance. 

3.3.2 Sulfation Reactions. Sulfoconjugation 
of alcohols (reaction 1 in Fig. 13.18) leads to 
metabolites of different stabilities. Endoge- 
nous hydroxysteroids (i.e., cyclic secondary 
alcohols) form relatively stable sulfates, 
whereas some secondary alcohol metabolites 
of allylbenzenes (e.g., safrole and estragole) 
form highly genotoxic carbocations (53). Pri- 
mary alcohols, e.g., methanol and ethanol, can 
also form sulfates whose alkylating capacity is 
well known (54). Similarly, polycyclic hy- 
droxymethylarenes yield reactive sulfates be- 
lieved to account for their carcinogenicity. 

In contrast to alcohols, phenols form stable 
sulfate esters (reaction 2). The reaction is usu- 
ally of high affinity (i.e., rapid), but the limited 
availability of PAPS restricts the amounts of 
conjugate being produced. Typical drugs under- 
going limited sulfation include paracetamol (8) 
(Fig. 13.10) and diflunisal(20) (Fig. 13.19). 

Aromatic hydroxylamines and hydroxyl- 
amides are good substrates for some sulfo- 
transferases and yield unstable sulfate esters 
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(1 1 R'\ CH-OH - R'\ CH-OS03 ---+ 

R ' \ /CH+ 
R' R /  R 

(3) 
R'\ N-OH - R'\ N-OS03 --+ 

R'\ 

R" R" Figure 13.18. Major sulfation re- 

(reaction 3 in Fig. 13.18). Indeed, heterolytic 
N - 0  cleavage produces a highly electrophilic 
nitrenium ion. This is a mechanism believed 
to account for part or all of the cytotoxicity of 
arylamines and arylamides (e.g., phenacetin). 
In contrast, significantly more stable products 
are obtained during N-sulfoconjugation of 
amines (reaction 4). Alicyclic amines, and pri- 

actions involving primary and sec- 
ondary alcohols, phenols, hydroxy- 
lamines and hydroxylamides, and 
amines. 

mary and secondary alkyl- and aryl-mines, 
can all yield sulfamates (55). The significance 
of these reactions in humans is still poorly 
understood. 

An intriguing and very rare reaction of con- 
jugation occurs for minoxidil(2 1) (Fig. 13. lg), 
an hypotensive agent also producing hair 
growth. This drug is an N-oxide, and the ac- 
tual active form responsible for the different 
therapeutic effects is the N,O-sulfate ester 

Y 3.4 Clucuronidation and Clucosidation 

Figure 13.19. Diflunisal (201, minoxidil (21), and 
its N,O-sulfate ester (22). 

3.4.1 Introduction. Glucuronidation is a 
major and very frequent reaction of conjuga- 
tion. It involves the transfer to the substrate 
of a molecule of glucuronic acid from the 
cofactor uridine-5'-diphospho-a-D-glucuronic 
acid (23) (UDPGA; Fig. 13.20). The enzyme 
catalyzing this reaction is known as UDP-glu- 
curonyltransferase (UDP-glucuronosyltrans- 
ferase; EC 2.4.1.17, UDPGT) and consists of a 
number of proteins coded by genes of the UGT 
superfamily. The human UDPGT known to 
metabolize xenobiotics is the product of two 
gene families, UGTl and UGT2. These en- 
zymes include UGTlAl (bilirubin UDPGTs) 
and several UGTlA, as well as numerous phe- 
nobarbital-inducible or constitutively ex- 
pressed UGT2B (57-61). 

In addition to glucuronidation, this section 
briefly mentions glucosidation, a minor meta- 
bolic reaction seen for a few drugs. Candidate 
enzymes catalyzing this reaction could be 
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COOH 

Figure 13.20. Uridine-5'-diphospho-a-E- 
glucuronic acid (23) (UDPGA). 

phenol pgluoosyltransferase (EC 2.4.1.351, 
arylarnine glucosyltransferase (EC 2.4.1.71), and 
nicotinate glucosyltransferase (EC 2.4.1.196). 

3.4.2 Glucuronidation Reactions. Glumnic  
acid exists in UDPGA in the la-configuration, 
but the products of conjugation are p-gluc- 
uronides. This is because the mechanism of 
the reaction is a nucleophilic substitution with 
inversion of configuration. Indeed, and as 
shown in Fig. 13.21, all functional groups able 
to undergo glucuronidation are nucleophiles, 
a common characteristic they share despite 
their great chemical variety. As a consequence 
of this diversity, the products of gluc- 
uronidation are classified as 0-, N-. 5'-. and 
C-glucuronides. 

0-Glucuronidation is shown in reactions 
1-5 (Figure 13.21). A frequent metabolic reac- 
tion of phenolic xenobiotics or metabolites is 

A 

their glucuronidation to yield polar metabo- 
lites excreted in urine and/or bile. O-Gluc- 
uronidation is often in competition with O- 
sulfation (see above), with the latter reaction 
predominating at low doses and the former at 
high doses. In biochemical terms, glucu- 
ronidation is a reaction of low affinity and high 
capacity, wheras sulfation displays high affin- 
ity and low capacity. A typical drug undergo- 
ing extensive glucuronidation is paracetamol 
(8) (Fig. 13.10). Another major group of sub- 
strates are alcohols: primary, secondary, or 
tertiary (reaction 2, Fig. 13.21). Medicinal ex- 
amples include chloramphenicol and oxaze- 
Pam. Another important example is that of 
morphine, which is conjugated on its phenolic 
and secondary alcohol groups to form the 3-0- 
glucuronide (a weak opiate antagonist) and 
the 6-0-glucuronide (a strong opiate agonist), 
respectively (62). 

An important pathway of O-glucuronida- 
tion is the formation of acyl-glucuronides (re- 
action 3). Substrates are arylacetic acids (e.g., 
diclofenac) (15) (Fig. 13.16) and aliphatic ac- 
ids (e.g., valproic acid). Aromatic acids are sel- 
dom substrates; a noteworthy exception is di- 
flunisal(20) (Fig. 13.191, which yields both the 
acyl and phenolic glucuronides. The signifi- 
cance of acyl glucuronides has long been un- 
derestimated, perhaps because of analytical 
difficulties. Indeed, these metabolites are quite 
reactive, rearranging to positional isomers and 
binding covalently to plasma and seemingly also 
tissue proteins (63). Thus, acyl glucuronide for- 
mation cannot be viewed solely as a reaction of 
inactivation and detoxification. 

A special class of acyl glucuronides are the 
carbamoyl glucuronides (reaction 4 in Fig. 
13.21). A number of primary and secondary 
amines have been found to yield this type of 
conjugate, whereas, as expected, the interme- 
diate carbamic acids are not stable enough to 
be characterized. Carvedilol (24) (Fig. 13.22) 
is one drug exemplifying the reaction, in addi- 
tion to forming an 0-glucuronide on its alcohol 
group and a carbazole-N-linked glucuronide (see 
below) (64). Much remains to be understood 
concerning the chemical and biochemical reac- 
tivity of carbamoyl glucuronides. 

Hydroxylamines and hydroxylamides may 
also form 0-glucuronides (reaction 5, Fig. 
13.21). Thus, a few drugs and a number of 
aromatic amines are known to be N-hydroxyl- 
ated and then 0-glucuronidated. The gluc- 
uronidation of N-OH groups competes with 
0-sulfation, but the reactivity ofN-0-glucuro- 
nides to undergo heterolytic cleavage and 
form nitrenium ions does not seem to be well 
characterized. 
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Figure 13.21. Major glucuronidation reactions involving phenols, alcohols, carboxylic acids, car- 
bamic acids, hydroxylamines and hydroxylamides, carboxamides, sulfonamides, various amines, thi- 
ols, dithiocarboxylic acids, and 1,3-dicarbonyl compounds. 
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Figure 13.22. Carvedilol (241, phenytoin (25), 
and sulfadimethoxine (26). 

Second in importance to 0-glucuronides 
are the N-glucuronides formed by reactions 
6-11 in Fig.13.21: amides (reactions 6 and 7), 
amines of medium basicity (reactions 8 and 9), 
and basic amines (reactions 10 and 11). The 
N-glucuronidation of carboxamides (reaction 
6) is exemplified by carbamazepine (5) (Fig. 
13.6) and phenytoin (25) (Fig. 13.22). In the 
latter case, N-glucuronidation was found to 
occur at N (3). The reaction has special signif- 
icance for sulfonamides (reaction 7) and par- 
ticularly antibacterial sulfanilamides such as 
sulfadimethoxine (26) (Fig. 13.22), because it 
produces highly water-soluble metabolites 
that show no risk of crystallizing in the 
kidneys. 

N-Glucuronidation of aromatic amines (re- 
action 8, Fig. 13.21) has been observed in only 
a few cases (e.g., conjugation of the carbazole 
nitrogen in carvedilol) (24). Similarly, there 
are a number of observations that pyridine- 
type nitrogens and primary and secondary ba- 
sic amines can be N-glucuronidated (reactions 
9 and 10, respectively). As far as human drug 
metabolism is concerned, another reaction of 
significance is the N-glucuronidation of li- 
pophilic, basic tertiary amines containing one 
or two methyl groups (reaction 11) (65, 66). 

More and more drugs of this type (e.g., anti- 
histamines and neuroleptics), are found to un- 
dergo this reaction to a marked extent in hu- 
mans, e.g., cyproheptadine (27) in Fig. 13.23). 

Third in importance are the S-glucuro- 
nides formed from aliphatic and aromatic 
thiols (reaction 12 in Fig. 13.21) and from di- 
thiocarboxylic acids (reaction 13) such as di- 
ethyldithiocarbamic acid, a metabolite of dis- 
ulfiram. As for C-glucuronidation (reaction 
14), this reaction has been seen in humans for 
l,3-dicarbonyl drugs such as phenylbutazone 
and sulfinpyrazone (28) (Fig. 13.23). 

3.4.3 Clucosidation Reactions. A few drugs 
have been observed to be conjugated to glucose 
in mammals (67). This is usually a minor path- 
way in the cases where glucuronidation is pos- 
sible. An interesting medicinal example is that 
of some barbiturates such as phenobarbital, 
which yield the N-glucoside. 

3.5 Acetylation and Acylation 

All reactions discussed in this section involve 
the transfer of an acyl moiety to an acceptor 
group. In most cases, an acetyl is the acyl moi- 
ety being transferred, while the acceptor 
group may be an amino or hydroxy function. 
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Figure 13.23. Cyproheptadine (27) and sulfin- 
pyrazone (28). 

3.5.1 Acetylation Reactions. The major en- 
zyme system catalyzing acetylation reactions 
is arylamine N-acetyltransferase (arylamine 
acetylase; EC 2.3.1.5; NAT). Two enzymes 
have been characterized, NATl and NAT2; 
the latter has two closely related isoforms 
NAT2A and NAT2B whose levels are consid- 
erably reduced in the liver of slow acetylators 
(68,69). The cofactor ofN-acetyltransferase is 
acetylcoenzyme A (CoA-S-Ac, 29 with R = 
acetyl) (Fig. 13.24) where the acetyl moiety is 
bound by a thioester linkage. 

Two other activities, aromatic-hydroxyl- 
amine 0-acetyltransferase (EC 2.3.1.56) and 
N-hydroxyarylamine 0-acetyltransferase (EC 
2.3.1.118), are also involved in the acetylation - 
of aromatic amines and hydroxylamines 
(see below). Other acetyltransferases exist, 
e.g., diamine N-acetyltransferase (putrescine 
acetyltransferase; EC 2.3.1.57) and aralkyl- 
amine N-acetyltransferase (serotonin acetyl- 
transferase; EC 2.3.1.87), but their involve- 
ment in xenobiotic metabolism does not seem 
to be documented. 

The substrates of acetylation, schematized 
in Fig. 13.25, are mainly amines of medium 
basicity. Very few basic amines (primary or 
secondary) of medicinal interest have been re- 
ported to form N-acetylated metabolites (reac- 
tion I), and when they did, the yields were low. 
In contrast, a large variety of primary aro- 
matic amines are N-acetylated (reaction 2). 
Thus, several drugs such as sulfonamides and 
para-aminosalicylic acid (30) (PAS; Fig. 13.26) 
are acetylated to large extents, not to mention 
various carcinogenic amines such as benzidine. 

Arylhydroxylarnines can also be acetylated, 
but the reaction is one of 0-acetylation (reaction 
3-A in Fig. 13.25). This is the reaction formally 
catalyzed by EC 2.3.1.118 with acetyl-CoA act- 
ing as the acetyl donor; the N-hydrorry metabo- 
lites of a number of arylamines are known sub- 
strates. The same conjugates can be formed by 
intramolecular N,O-acetyl transfer, when an 
arylhydroxamic acid (an N-aryl-N-hydroxy- 
acetamide) is substrate of, e.g., EC 2.3.1.56 (re- 
action 3-B). In addition, such an arylhydroxamic 
acid can transfer its acetyl moiety to an acet- 
yltransferase, which can then acetylate an 

Figure 13.24. Acetylcoenzyme A (29). 
R, acetyl. 
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tions involving aliphatic amines, aromatic 
amines, arylhydroqlamines, hydrazines, 
and hydrazides. 

0' "- c0cH3 

(4) R-NH-NH2 R-NHNH-COCH3 

arylarnine or an arylhydroxylamine (intenno- 
lecular NJV- or N,O-acetyl transfer). Because N- 
acetyltransferase (EC 2.3.1.5) can catalyze these 
various reactions, there is some doubt as to the 

COOH 

Figure 13.26. para-Aminosalicylic acid (301, isoni- 
azid (311, and hydralazine (32). 

individuality of EC 2.3.1.56 and EC 2.3.1.118 in 
mammals (70). 

Besides amines, other nitrogen-containing 
functionalities undergo N-acetylation; hy- 
drazines and hydrazides are particularly good 
substrates (reaction 4, Fig. 13.25). Medicinal 
examples include isoniazid (31) (Fig. 13.2.6) 
and hydralazine (32). 

3.5.2 Other Acylation Reactions. A limited 
number of studies have shown N-formylation 
to be a genuine route of conjugation for some 
arylalkylamines and arylamines, particularly 
polycyclic aromatic amines. There is evidence 
to indicate that the reaction is catalyzed by 
arylformamidase (EC 3.5.1.9) in the presence 
of N-formyl-L-kynurenine. 

A very different type of reaction is repre- 
sented by the conjugation of xenobiotic alco- 
hols with fatty acids, yielding highly lipophilic 
metabolites accumulating in tissues. Thus, 
ethanol and haloethanols form esters with 
palmitic acid, oleic acid, linoleic acid, and lin- 
olenic acid; enzymes catalyzing such reactions 
are cholesteryl ester synthase (EC 3.1.1.13) 
and fatty-acyl-ethyl-ester synthase (EC 
3.1.1.67) (71). Larger xenobiotics such as tet- 
rahydrocannabinols and codeine are also acy- 
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Table 13.7 Metabolic Consequences of the 
Conjugation of Xenobiotic Acids to 
Coenzyme A (CoA-SH) 

R-COOH + R-CO-S-CoA + 
Hydrolysis 
Formation of amino acid conjugates 
Formation of hybrid triglycerides 
Formation of phospholipids 
Formation of cholesteryl esters 
Formation of bile acid esters 
Formation of acyl-carnitines 
Protein acylation 
Unidirectional chiral inversion of 
arylpropionic acids (profens) 
Dehydrogenation and 0-oxidation 
2-Carbon chain elongation 

lated with fatty acids, possibly by sterol O- 
acyltransferase (EC 2.3.1.26). 

3.6 Conjugation with Coenzyme A and 
Subsequent Reactions 

3.6.1 Conjugation with Coenzyme A. The 
reactions described in this section all have in 
common the fact that they involve xenobiotic 
carboxylic acids forming an acyl-CoA meta- 
bolic intermediate (29) (Fig. 13.24, R = xeno- 
biotic acyl moiety). The reaction requires ATP 
and is catalyzed by various acyl-CoA syntheta- 
ses of overlaping substrate specificity, e.g., ac- 
etate-CoA ligase (acetyl-CoA synthetase; EC 
6.2.1.1), butyrate-CoA ligase [fatty acid thioki- 
nase (medium chain); EC 6.2.1.21, long-chain- 
fatty-acid-CoA ligase [fatty acid thiokinase 
(long chain); acyl-CoA synthetase; EC 6.2.1.31, 
benzoate-CoA ligase (EC 6.2.1.25), and phe- 
nylacetate-CoA ligase (EC 6.2.1.30). 

The acyl-CoA conjugates thus formed are 
seldom excreted, but they can be isolated and 
characterized relatively easily in in vitro stud- 
ies. They may also be hydrolyzed back to the 
parent acid by thiolester hydrolases (EC 
3.1.2). In a number of cases, such conjugates 
have pharmacodynamic effects and may even 
represent the active forms of some drugs, e.g., 
hypolipidemic agents. In the present context, 
the interest of acyl-CoA conjugates is their 
further transformation by a considerable vari- 
ety of pathways (Table 13.7) (72). The most 
significant routes are discussed below. 

3.6.2 Formation of Amino Acid Conjugates. 
Amino acid conjugation is a major route for a 
number of small aromatic acids and involves 
the formation of an amide bond between the 
xenobiotic acyl-CoA and the amino acid. Gly- 
cine is the amino acid most frequently used for 
conjugation (reaction 1 in Fig. 13.27), whereas 
a few glutamine conjugates have been charac- 
terized in humans (reaction 2). The enzymes 
catalyzing these transfer reactions are vari- 
ous N-acyltransferases, for example, glycine 
N-acyltransferase (EC 2.3.1.13), glutamine N- 
phenylacetyltransferase (EC 2.3.1.14), glu- 
tamine N-acyltransferase (EC 2.3.1.68), and 
glycine N-benzoyltransferase (EC 2.3.1.71). In 
addition, other amino acids can be used for 
conjugation in various animal species, e.g., 
alanine and taurine, as well as some dipep- 
tides (3). 

The xenobiotic acids undergoing amino 
acid conjugation are mainly substituted ben- 
zoic acids. In humans for example, hippuric 
acid and salicyluric acid (33) (Fig. 13.28) are 
the major metabolites of benzoic acid and sal- 
icylic acid, respectively. Similarly, m-triflu- 
oromethylbenzoic acid (13) (Fig. 13.12), a ma- 
jor metabolite of fenfluramine (lo), is excreted 
as the glycine conjugate. Phenylacetic acid de- 
rivatives can yield glycine and glutamine con- 
jugates. Some aliphatic acids give glycine or 
taurine conjugates. 

3.6.3 Formation of Hybrid Lipids and Sterol 
Esters. Incorporation of xenobiotic acids into 
lipids forms highly lipophilic metabolites that 
may burden the body as long-retained residues. 
In the majority of cases, triacylglycerol analogs 
(reaction 3 in Fig. 13.27) or cholesterol esters 
(reaction 4) are formed. The enzymes catalyzing 
such reactions are 0-acyltransferases, including 
diacylglycerol 0-acyltransferase (EC 2.3.1.20), 
2-acylglycerol 0-acyltransferase (EC 2.3.1.22), 
and sterol 0-acyltransferase (cholesterol acyl- 
transferase; sterol-ester synthase; EC 2.3.1.26; 
ACAT). Some phospholipid analogs, as well as 
some esters to the 3-hydroxy group of biliary 
acids, have also been characterized (73,74). 

The number of drugs and other xenobiotics 
that are currently known to form glyceryl or 
cholesteryl esters is very limited, but should 
increase as a result of increased awareness of 
researchers. One telling example is that of ibu- 
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Figure 13.27. Metabolic reactions involving acyl-CoA intermediates of xenobiotic acids, namely 
conjugations and two-carbon chain lengthening or shortening. Other products of 0-oxidation are 
shown in Fig. 13.30. 

profen (34) (Fig. 13.28), a much used anti-in- 
flammatory drug whose (R)-enantiomer forms 
hybrid triglycerides detectable in rat liver and 
adipose tissue. 

3.6.4 Chiral Inversion of Arylpropionic Ac- 
ids. Ibuprofen (34) (Fig. 13.28) and other aryl- 
propionic acids (i.e., profens) are chiral drugs 
existing as the (+)-(S) eutomer and the (-1- 

Figure 13.28. Salicyluric acid (33) and ibuprofen 
(34). 

(R) distomer. These compounds undergo an 
intriguing metabolic reaction such that the 
(R)-enantiomer is converted to the (S)-enan- . . 
tiomer, whereas the reverse reaction is negli- 
gible. This unidirectional chiral inversion is 
thus a reaction of bioactivation, and its mech- 
anism is now reasonably well understood (Fig. 
13.29) (75). 

The initial step in the reaction is the sub- 
strate stereoselective formation of an acyl- 
CoA conjugate with the (R)-form but not with 
the (S)-form. This conjugate then undergoes a 
reaction of epimerization possibly catalyzed 
by methylmalonyl-CoA epimerase (EC 5.1.99.11, 
resulting in a mixture of the (R)-profenoyl- 
and (S)-profenoyl-CoA conjugates. The latter 
can then be hydrolyzed as shown in Fig. 13.29 
or undergo other reactions such as hybrid tri- 
glyceride formation (see below). 

3.6.5 P-Oxidation and 2-Carbon Chain 
Elongation. In some cases, acyl-CoA conju- 
gates formed from xenobiotic acids can also 
enter the physiological pathways of fatty acids 
catabolism or anabolism. A few examples are 
known of xenobiotic alkanoic and arylalkanoic 
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COOH CO-S- CoA 
/ / 

I I epimerization 

acids undergoing two-carbon chain elonga- 
tion, or two-, four-, or even six-carbon chain 
shortening (reactions 5-A and 5-B in Fig. 
13.27). In addition, intermediate metabolites 
of p-oxidation may also be seen, illustrated by 
valproic acid (35) (Fig. 13.30). Approximately 
50 metabolites of this drug have been charac- 
terized; they are formed by p-oxidation, glucu- 
ronidation, andlor cytochrome P45O-catalyzed 
dehydrogenation or oxygenation. Figure 13.30 
shows the p-oxidation of valproic acid seen in 
mitochondria1 preparations (76, 77). The re- 
sulting metabolites have also been found in 
unconjugated form in the urine of humans or 
animals dosed with the drug. 

3.7 Conjugation and Redox Reactions 
of Glutathione 

3.7.1 Introduction. Glutathione (36) (Fig. 
13.31, GSH) is a thiol-containing tripeptide of 
major significance in the detoxification and 
toxification of drugs and other xenobiotics 
(78). In the body, it exists in a redox equilib- 
rium between the reduced form (GSH) and an 
oxidized form (GS-SG). The metabolism of 
glutathione (i.e., its synthesis, redox equilib- 
rium, and degradation) is quite complex and 
involves a number of enzymes (79,801. 

Glutathione reacts in a variety of manners. 
First, the nucleophilic properties of the thiol 
(or rather thiolate) group make it an effective 
conjugating agent, emphasized in this section. 
Second, and depending on its redox state, glu- 
tathione can act as a reducing or oxidizing 
agent (e.g., reducing quinones, organic ni- 
trates, peroxides and free radicals, or oxidiz- 

Figure 13.29. Mechanism of unidirectional 
chiral inversion of profens. 

COOH 

COSCoA 

COSCoA 

COSCoA [+ COSCoA ,I A 
1 
COSCoA 

Figure 13.30. Mitochondria1 p-oxidation of val- 
proic acid (35). 
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Figure 13.31. Glutathione (36) and N-acetylcys- 
teine conjugates (37). 

ing superoxide). Another dichotomy exists in 
the reactions of glutathione, because these can 
be enzymatic (e.g., conjugations catalyzed by 
glutathione S-transferases and peroxide re- 
ductions catalyzed by glutathione peroxidase) 
or nonenzymatic (e.g., some conjugations and 
various redox reactions). 

The glutathione S-transferases (EC 2.5.1.18; 
GSTs) are multifunctional proteins coded 
by a multigene family. They can act as 
enzymes as well as binding proteins. These 
enzymes are mainly localized in the cytosol as 
homodimers and heterodimers, and exist as 
four classes in mammals. The human enzymes 
comprise the following dimers: Al-1, A1-2, 
A2-2, A3-3 (alpha class), Mla-la, Mla-lb, 
Mlb-lb, Mla-2, M2-2, M3-3 (mu class), PI-1 
(pi class), TI-1 (theta class), and a microsomal 
enzyme (MIC) (81, 82). The GST A1-2, A2-2, 
and P1-1 display selenium-independent gluta- 
thione peroxidase activity, a property also 
characterizing the selenium-containing en- 
zyme glutathione peroxidase (EC 1.11.1.9). 
The GST Al-1 and A1-2 are also known as 
ligandin when they act as binding or carrier 
proteins, a property also displayed by Mla-la 
and Mlb-lb. In the latter function, these en- 
zymes bind and transport a number of active 
endogenous compounds (e.g., bilirubin, cholic 
acid, steroid and thyroid hormones, and hema- 
tin), as well as some exogenous dyes and 
carcinogens. 

The nucleophilic character of glutathione is 
due to its thiol group (pK, 9.0) in its neutral 
form and even more to the thiolate form. In 
fact, an essential component of the catalytic 

mechanism of glutathione transferase is the 
marked increase in acidity (pKa 6.6) experi- 
enced by the thiol group during binding of glu- 
tathione to the active site of the enzyme (82). 
As a result, GSTs transfer glutathione to a very 
large variety of electrophilic groups; depending 
on the nature of the substrate, the reactions can 
be categorized as nucleophilic substitutions or 
nucleophilic additions. And with compounds of 
sufficient reactivity, these reactions can also oc- 
cur nonenzymatically (14,82,83). 

Once formed, glutathione conjugates (R-SG) 
are seldom excreted as such (they are best 
characterized in vitro or in the bile of labora- 
tory animals), but usually undergo further 
biotransformation before urinary or fecal ex- 
cretion. Cleavage of the glutamyl moiety [by 
glutamyl transpeptidase (EC 2.3.2.211 and of 
the cysteinyl moiety [by cysteinylglycine 
dipeptidase (EC 3.4.13.6) or aminopeptidase 
M (EC 3.4.11.2)l leave a cysteine conjugate (R- 
S-Cys) that is further N-acetylated by cys- 
teine-S-conjugate N-acetyltransferase (EC 
2.3.1.80) to yield an N-acetylcysteine conju- 
gate (37) (Fig. 13.31, R-S-CysAc). The latter 
type of conjugates are known as mercapturic 
acids, a name that clearly indicates that they 
were first characterized in urine. This how- 
ever does not imply that the degradation of 
unexcreted glutathione conjugates must stop, 
at this stage, because cysteine conjugates can 
be substrates of cysteine-S-conjugate P-lyase 
(EC 4.4.1.13) to yield thiols (R-SH). These in 
turn can rearrange as discussed below or be 
S-methylated and then S-oxygenated to 
yield thiomethyl conjugates (R-S-CH,), 
sulfoxides (R--SO-CH,), and sulfones 
(R-SO2-CH3). 

3.7.2 Reactions of Glutathione. The major 
reactions of glutathione, both conjugations 
and redox reactions, are summarized in Fig. 
13.32. Reactions 1 and 2 are nucleophilic addi- 
tions and substitutions to sp3-carbons, respec- 
tively, whereas reactions 3-8 are nucleophilic 
substitutions or additions at sp2-carbons, 
sometimes accompanied by a redox reaction. 
Reactions at nitrogen or sulfur atoms are 
shown in reaction 9-11. 

The first reaction in Fig. 13.32 is nucleo- 
philic addition to epoxides (reaction 1-A) to 
yield a nonaromatic conjugate. This is fol- 
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lowed by several metabolic steps (reaction 
1-B), leading to an aromatic mercapturic acid. 
This is a frequent reaction of metabolically 
produced arene oxides (Fig. 13.5), documented 
for naphthalene and numerous drugs and xe- 
nobiotics containing a phenyl moiety. Note 
that the same reaction can also occur readily 
for epoxides of olefins (not shown in Fig. 
13.32). 

An important pathway of substitution at 
sp3-carbons is represented in reaction 2-A, fol- 
lowed by the production of mercapturic acids 
(reaction 2-B). Various electron-withdrawing 
leaving groups (X in reaction 2) may be in- 
volved, which are either of xenobiotic (e.g., 
halogens) or metabolic origin (e.g., a sulfate 
group). Such a reaction occurs for example at 
the -CHC12 group of chloramphenicol and at 
the NCH2CH2C1 group of anticancer alkylat- 
ing agents. 

The reactions at sp2-carbons are quite var- 
ied and complex. Addition to activated olefinic 
groups (e.g., a$-unsaturated carbonyls) is 
shown in reaction 3. A typical substrate is ac- 
rolein (CH,=CH-CHO). Quinones (ortho- 

- 

and para-) and quinoneimines react with glu- 
tathione by two distinct and competitive 
routes, namely nucleophilic addition to form a 
conjugate (reaction 4-A), and reduction to the 
hydroquinone or aminophenol (reaction 4-B). 
A typical example is provided by the toxic qui- 
noneimine metabolite (9) (Fig. 13.10) of parac- 
etamol (8). Because in most cases quinones 
and quinoneimines are produced by the 
biooxidation of hydroquinones and aminophe- 
nols, respectively, their reduction by GSH can 
be seen as a futile cycle that consumes reduced 
glutathione. As for the conjugates produced by 
reaction 4-A, they may undergo reoxidation to 
S-glutathionylquinones or S-glutathionylqui- 
none imines of considerable reactivity. These 
quinone or quinoneimine thioethers are 
known to undergo further GSH conjugation 
and reoxidation (84). 

Haloalkenes are a special group of sub- 
strates of GS-transferases because they may 
react with GSH either by substitution (reac- 
tion 5-A) or by addition (reaction 5-B). Forma- 
tion of mercapturic acids occurs as for other 
glutathione conjugates, but in this case, S-C 
cleavage of the S-cysteinyl conjugates by the 
renal P-lyase (reactions 5-C and 5-D) yields 

thiols of significant toxicity because they rear- 
range by hydrohalide expulsion to form highly 
reactive thioketenes (reaction 5-E) and/or 
thioacyl halides (reactions 5-F and 5-G) (85). 

With good leaving groups, nucleophilic ar- 
omatic substitution reactions also occur at ar- 
omatic rings containing additional electron- 
withdrawing substituents and/or heteroatoms 
(reaction 6-A). As for the detoxification of acyl 
halides with glutathione (reaction 71, a good 
example is provided by phosgene (O=CCl,), 
an extremely toxic metabolite of chloroform 
that is inactivated to the diglutathionyl conju- 
gate O=C(SG),. 

The addition of glutathione to isocyanates 
and isothiocyanates has received some atten- 
tion because of its reversible character (reac- 
tion 8) (86). Substrates of the reaction are xe- 
nobiotics such as the infamous toxin methyl 
isocyanate, whose glutathione conjugate be- 
haves as a transport form able to carbamoy- 
late various macromolecules, enzymes, and 
membrane components. The reaction is also of 
interest from a medicinal viewpoint because 
anticancer agents such as methylformamide 
seem to work by undergoing activation to isocya- 
nates and then to the glutathione conjugate. 

The reaction of N-oxygenated drugs and 
metabolites with glutathione may also have 
toxicological and medicinal implications. 
Thus, the addition of GSH to nitrosoarenes, 
probably followed by rearrangement, forms 
sulfinamides (reaction 9), which have been 
postulated to contribute to the idiosyncratic 
toxicity of a few drugs such as sulfonamides 
(87). As for organic nitrate esters such as ni- 
troglycerine and isosorbide dinitrate, the 
mechanism of their vasodilating action is now 
believed to result from their reduction to ni- 
tric oxide (NO). Thiols, and particularly gluta- 
thione, play an important role in this activa- 
tion. In the first step, a thionitrate is formed 
(reaction 10-A) whose N-reduction may occur 
by more than one route. For example, a GSH- 
dependent reduction may yield nitrite (reac- 
tion 10-B), which undergoes further reduction 
to NO; S-nitrosoglutathione (GS-NO) has 
also been postulated as an intermediate. 

The formation of mixed disulfides between 
GSH and a xenobiotic thiol (reaction 11) has 
been observed in a few cases, e.g., with 
captopril. 
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Figure 13.32. Major reactions of conjugation of glutathione, sometimes accompanied by a redox 
reaction. 

Finally, glutathione and other endogenous 
thiols (including albumin) are able to inacti- 
vate free radicals (e.g. R', HO', HOO', ROO') 
and have thus a critical role to play in cellular 
protection (88). The reactions involved are 
highly complex and incompletely understood; 
the simplest are as follows. 

GSH + X' + GS' + XH 

GS' + GS' + GSSG 

GS' + 0, + GS-OO' 

GS--00' + GSH + G M O H  + GS' 

3.8 Other Conjugation Reactions 

Sections 3.2-3.7 present the most common 
and important routes of xenobiotic conjuga- 
tion, but these are by far not the only ones. A 
number of other routes have been reported 
whose importance is at present restricted to a 
few exogenous substrates, or which have re- 
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Figure 13.32. (Continued.) 

ceived only limited attention (89, 90). In this 
section, two pathways of pharmacodynamic 
significance will be discussed, phosphoryla- 
tion and carbonyl conjugation (Fig. 13.33). In 
both cases, the xenobiotic substrates belong to 
narrowly defined chemical classes. 

Phosphorylation reactions are of great sig- 
nificance in the processing of endogenous com- 

Figure 13.33. Additional conjugation reactions 
discussed in Section 3.8, namely formation of phos- 
phate esters and of hydrazones. 

pounds and macromolecules. It is therefore as- 
tonishing that relatively few xenobiotics are 
substrates of phosphotransferases (e.g., EC 
2.7.11, forming phosphate esters (reaction 1 in 
Fig. 13.33). The phosphorylation of phenol is a 
curiosity observed by some. In contrast, a 
number of antiviral nucleoside analogs are 
known to yield the mono-, di-, and triphos- 
phates i n  vitro and in vivo, e.g., zidovudine 
(38) (Fig. 13.34, AZT), 2', 3'-dideoxycytidine, 
and 9-(1,3-dihydroxy-2-propoxymethy1)gua- 
nine. These conjugates are active forms of the 
drugs and are, in particular, incorporated in 
the DNA of virus-infected cells (91). 

The second pathway of conjugation to be 
presented here is the reaction of hydrazines 
with endogenous carbonyls (reaction 2) (92). 
This reaction occurs nonenzyrnatically and in- 
volves a variety of carbonyl compounds, 
including aldehydes (mainly acetaldehyde) 
and ketones (e.g., acetone, pyruvic acid 
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Figure 13.34. Zidovudine (38) and methyltriazolo- 
phthalazine (39). 

CH,-CO-COOH, and a-ketoglutaric acid 
HOOC-CH,CH2-CO-C00H). The prod- 
ucts thus formed are hydrazones, which may 
be excreted as such or undergo further trans- 
formation. Isoniazid (31) (Fig. 13.26) and hy- 
dralazine (32) (Fig. 13.26) are two drugs that 
form hydrazones in the body. For example, the 
reaction of hydralazine with acetyldehyde or 
acetone is a reversible one, meaning that the 
hydrazones are hydrolyzed under biological 
conditions of pH and temperature. In addi- 
tion, the hydrazone of hydralazine with acet- 
aldehyde or pyruvic acid undergoes an irre- 
versible reaction of cyclization to another 
metabolite, methyltriazolophthalazine (39) 
(Fig. 13.34). 

4 BIOLOGICAL FACTORS INFLUENCING 
DRUG METABOLISM 

A variety of physiological and pathological fac- 
tors influence xenobiotic metabolism and 
hence the wanted and unwanted activities as- 
sociated with a drug. It can be helpful to dis- 
tinguish between interindividual and intrain- 
dividual factors that can influence the 
capacity of an individual to metabolize drugs 
(Table 13.8). The interindividual factors are 
viewed as remaining constant throughout the 

Table 13.8 Biological Factors Affecting 
Xenobiotic Metabolism 

Interindividual Factors 
Animal species 
Genetic factors (genetic polymorphism) 
Gender 

Zntraindividual Factors 
Physiological changes 

age 
biological rhythms 
Pregna='cY 

Pathological changes 
disease 
stress 

External influences 
nutrition 
enzyme induction by xenobiotics 
enzyme inhibition by xenobiotics 

life span of an organism and are the expres- 
sion of its genome. In contrast, the intraindi- 
vidual factors may vary depending on time 
(age or even time of day), pathological states, 
or external factors (nutrition, pollutants, drug 
treatment). Some of the factors will be dis- 
cussed and exemplified below, others are just 
mentioned here and in Table 13.8. 

4.1 Interindividual Factors 

4.1.1 Animal Species. The use of different 
species as a surrogate for investigating and 
predicting the metabolism of new compounds 
in humans had been used throughout the 
20th century even though it was recognized in 
the mid 1950s that wide species variation ex- 
isted in the metabolism of a single drug (1, 2, 
93). Currently, during the early phase of drug 
discovery there has been a steady switch from 
obtaining metabolism data with animal tis- 
sues and whole animals to screening studies 
with human cDNA expressed enzymes, cell 
fractions (microsomes), and cells. Although 
metabolism studies in animals have decreased 
in importance in drug design (unless develop- 
ing a drug for that species), a greater under- 
standing of the molecular, genetic, and physi- 
ological differences between humans and 
animal models are still required for correctly 
interpreting pharmacological safety studies 
required by regulatory agencies (94). 
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Increasingly, drug development is centered 
around the binding or inhibition of a human 
enzyme or receptor that has been cloned and 
isolated for use in a high-throughput drug de- 
velopment program. Before initiating studies 
in humans, the lead compound(s), often with a 
novel mechanism of action, must be evaluated 
for safety and toxicity in two mammalian spe- 
cies (one rodent, one non-rodent) (95). This 
information is used for the initial studies in 
humans, and it is important that the metabo- 
lism component of these animal studies are 
predictive for humans, which may or may not 
be true. A reported example would be the de- 
velopment of zidovudine (AZT) for treatment 
of patients with HIV (94). The initial animal 
studies in rats and dogs (two species com- 
monly used) suggested that AZT did not un- 
dergo significant metabolism, and extrapola- 
tion of the data in animals to humans 
suggested that dosing every 12 h would be pos- 
sible. When the first human subjects were 
given AZT, 70-80% of the dose was glucu- 
ronidated. Although the glucuronide conju- 
gates were considered "inert" in relation to 
toxicity, the rate of glucuronidation was so 
rapid that initially AZT had to be given every 
4 h to maintain a therapeutic drug level. Al- 
though it is well recognized that no two spe- 
cies will have the same complement of metab- 
olizing enzymes, a detailed understanding at 
the molecular and physiological level in nu- 
merous species is needed so that the appropri- 
ate animal model(s) are used during drug 
development. 

A new approach in understanding toxicity 
related to xenobiotics is the introduction of 
genetically manipulated mice, referred to as 
knockout or null mice. These knockout mice 
enable the use of an in vivo system that lacks 
specific metabolism enzyme(s), e.g., CYF', to 
determine if an observed toxicity in a rodent 
model might be caused by formation of an ox- 
idative metabolite. An example would be the 
hepatotoxicity observed with acetaminophen 
in both mice and humans at high doses 
(96). The toxic metabolite, the electrophilic 
N-acetyl-benzoquinoneimine, seemed to be 
formed from CYP2E1 and CYPlA2 based on 
microsomal metabolism studies. CYP2E1 and 
CYPlA2 knockout mice confirmed this inter- 
pretation; the mice showed increased resis- 

tance to the hepatotoxic effects of acetamino- 
phen (97, 98). This animal model has 
suggested that the variability observed for 
hepatotoxicity of acetaminophen in humans 
may be associated with the level of these CYP 
enzymes. Studies of this type with knockout 
mice are helpful in 'understanding why some 
individuals that lack certain biotransforma- 
tion enzyme(s) may or may not respond to a 
given drug. 

4.1.2 Genetic Factors-Polymorphism in 
Metabolism. Drugs can undergo metabolism 
through a number of metabolic pathways. 
However, problems associated with the oxida- 
tive metabolism by the CYP1-4 enzymes listed 
in Table 13.5 are most frequently associated 
with clinical problems. As a new drug is being 
developed, its interaction with the CYP path- 
ways are studied to determine if it acts as a " 

substrate, an inhibitor, or an inducer of these 
enzymes. If the candidate drug is a substrate 
for one or more CYP enzymes, its metabolism 
is characterized through enzyme kinetics 
studies to determine K, and V,, using a 
"bank" of human liver microsomes. Ulti- 
mately, the data obtained with the micro- 
somes are confirmed using recombinant or 
cDNA-expressed CYP enzymes (most are com- 
mercially available) (99). 

Table 13.9 is a partial list of drugs shown to 
be metabolized by specific CYP enzymes. This 
characterization is referred to as phenotyping 
and has become so important, especially for 
the CYP enzymes, that regulatory agencies ex- 
pect it to be done on any newly introduced 
drug (100). By extracting structure-metabo- 
lism relationships (SMRs; Section 5.1) from 
databases of substrates and/or inhibitors, it 
has been lsossible in a number of cases to de- 
fine some common structural features of such 
compounds (Table 13.9) (101-103). 

After the specific CYF'(s) involved in the 
metabolism of a drug are known, how does this 
information relate to the overall metabolism 
of a drug in a diverse population? The ability 
for an individual to metabolize a drug is de- - 
pendent on the form (genotype), location, and 
amount of enzyme present. The amount of a 
specific metabolic enzyme present in the gen- 
- 

era1 population seems to be highly variable. 
Shown in Table 13.6 is also the variability of 
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Table 13.9 Examples of Substrates, Inhibitors, and Inducers Reported for Major Human 
Drug-Metabolizing CYP450 Enzymes (adapted from Refs. 27,28,98,101-103)" 

CYPlA2 
Common features of substrates Planar polyaromatic/heterocyclic amines and amides, 

neutral or basic, lipophilic, with one putative 
H-bond donating site 

Model substrates Caffeine (N3-demethylation), 7-ethoxyresorufin 
(0-deethylation), phenacetin (0-deethylation), 
(R)-warfarin (C6-hydroxylation) 

Substrates Acetaminophen, acetanilide, aminopyrine, antipyrine, 
aromatic amines, chlorzoxazone, clozapine, 
17P-estradiol, flutamide, imipramine, lidocaine, (S)- 
and (R)-mianserin, (S)- and (R)-naproxen, 
phenacetin, propafenone, tacrine, tamoxifen, 
theophylline, trimethadone, verapamil, (R)- 

Inhibitors 

Inducers 

CYP2A6 
Common features of substrates 

Model substrate 
Substrates 

Inhibitors 

Inducers 
CYP2B6 

Common features of substrates 
Model substrates 

Substrates 

Inhibitors 
Inducers 

CYP2C8 
Model substrate 
Substrates 

Inhibitors 

warfarin, zolpidem 
7,8-Benzoflavone, ciprofoxacin, ellipticine, flavonoids 

(apigenin, naringenin, quercetin, etc.), fluoxamine, 
flurafylline, a-naphthoflavone, phenacetin 

Benzo[alpyrene, charcoal-broiled beef, cigarette 
smoke, cruciferous vegetables, dihydralazine, 
3-methylcholanthrene 

Molecules of relatively low molecular weight, including 
ketones and nitrosamines 

Coumarin (C7-hydroxylation) 
Cyclophosphamide, 1,3-butadiene, N,N- 

dimethylnitrosamine, halothane, paraxanthine, 
phenothiazines, sevoflurane, valproic acid, 
zidovudine 

Coumarin, diethyldithiocarbamate, 8-methoxypsoralen 
(methoxsalen) 

Dexamethasone 

Nonplanar molecules, many with V-shaped structure 

Atrazine, bupropion, cyclophosphamide, 
dextromethorphan, dextromethorphan, diazepam, 
dibenzo[a,h]anthracene, halothane, lidocaine, 
(S)-mephenytoin, (S)- and (R)-mianserin, nicotine, 
testosterone 

Diethyldithiocarbamate, methoxsalen, orphenadrine 
 lof fib rate, dexamethasone, mephenytoin, 

phenobarbital, phenytoin 

Tolbutamide (p-methylhydroxylation) 
Arachidonic acid, benzo[a]pyrene, carbamazepine, 

clozapine, cyclophosphamide, (S)- and (R)- 
ibuprofen, omeprazole, paclitaxel, progesterone, 
retinoic acid, sulfadiazine, temazepam, testosterone, 
tienilic acid, trimethoprim, (Rbwarfarin, zidovudine 

Sulfafenazole 
Inducers Rifampicin 
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Table 13.9 (Continued) 

CYF'2C9 
Common features of substrates 

Model substrates 

Substrates 

Inhibitors 

Inducers 
CYP2C19 

Common features of substrates 
Model substrates 

Substrates 

Inhibitors 

Inducers 
CYF'2D6 

Common features of substrates 

Neutral or acidic molecules with lipophilic site of 
oxidation a discrete distance from H-bond donor 
group or possibly anionic group 

Diclofenac ((24'-hydroxylation), phenytoin 
((24'-hydroxylation), tolbutamide (p-methyl- 
hydroxylation) 

Acetaminophen, arachidonic acid, benzo[alpyrene, 
clozapine, cyclophosphamide, dapsone, dorzolamide, 
(Rbfluoxetine, hexobarbital, (S)- and (R)-ibuprofen, 
lauric acid, losartan, (5')- and (R)-naproxen, 
N-nitrosodimethylamine, ondansetron, 
phenylbutazone, piroxicam, 9-cis-retinoic acid, 
sulfadiazine, sulfamethoxazole, 
tetrahydrocannabinol, torasemide, trimethoprim, 
(S)-warfarin, zidovudine 

Cimetidine, fluconazole, fluvastatin, isoniazid, 
lovastatin, pravastatin, simvastatin, sulfaphenazole, 
tienilic acid, tolbutamide, warfarin 

Barbiturates, rifampicin 

No clear features 
(S)-Mephenytoin ((24'-hydroxylation), omeprazole 

(C5-hydroxylation) 
Arnitriptyline, barbiturates, chlorproguanil, 

citalopram, clomipramine, clozapine, 
cyclophosphamide, diazepam, hexobarbital, 
imipramine, pentamidine, phenobarbital, 
phenytoin, propranolol, quinine, (S)- and 
(Rbwarfarin. zidovudine 

Cimetidine, fluconazole, fluoxetine, fluoxamine, 
ketoconazole, (S)-mephenytoin, omeprazole, 
tranylcypromine 

Rifampicin 

A basic nitrogen 5-7 A from the lipophilic site of 
metabolism, which is in general on or near an 
aromatic system 

Model substrates Bufurolol (C1'-hydroxylation), debrisoquine 
(CChydroxylation), dextromethorphan 
(O-demethylation), sparteine (C-oxidations) 

the various CYP enzymes as compiled by Ren- 
dic and DiCarlo (27,28). Various studies using 
different methods to quantify levels of CYP 
enzymes in the liver come up with different 
abundance and ranges, but they are all consis- 
tent in showing that these levels are highly 
variable (104). I t  seems from this data that the 
CYP3A and CYP2C are the more abundant 
and vary the least, whereas the less abundant 
vary the most. One also notes that CYP2D6 is 
present in a comparatively small concentra- 

tion. However, it can account for up to 80% of 
the in uiuo metabolism of some drugs; an ex- 
ample is the O-demethylation of dextrome- 
thorphan (105). A lower variability is seen for 
the conjugating I1 enzymes, e.g., glutathione 
S-transferase (1.3- to 3.3-fold), UDP-glucuro- 
nyltransferase (3.1- to 10-fold), N-acetyltrans- 
ferase (3- to l&fold), phenol sulfotransferase 
(2- to 13-fold), steroid sulfotransferase (2.5- to 
&fold), and catechol O-methyltransferase (4- 
to 7-fold) (104). Overall, the levels and activi- 
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Table 13.9 (Continued) 

Substrates 

Inhibitors 

Inducers 
CYP2E1 

Common features of substrates 

Model substrates 

Substrates 

Inhibitors 

Inducers 
CYP3A4 

Common features of substrates 

Ajmaline, alprenolol, amiflamine, amphetamine, 
aprindine, captopril, chlorpheniramine, cinnarizine, 
citalopram, clomipramine, clozapine, codeine, 
desipramine, dolasteron, encainide, flecainide, 
fluoxetine, fluphenazine, haloperidol, hydrocordone, 
imipramine, loratidine, methoxyphenamine, 3,4- 
methylenedioxymethamphetamine, metoprolol, 
mexiletine, (S)- and (R)-mianserin, nifedipine, 
olanzapine, omeprazole, oxycodone, perhexiline, 
phenformin, propaphenone, propranolol, 
remoxipride, ritonavir, saquinavir, selegiline, 
tamsulosin, timolol, tomoxetine, tramadol, 
trifluperidol, zolpidem 

Ajmaline, ajamlicine, flecainide, fluoxetine, isoniazid, 
ketoconazole, lobeline, nefazodone, paroxetine, 
(R)-propaphenone, quinidine, ritonavir, "statins," 
yohimbine, venlafaxine 

None known 

Small linear or cyclic molecules (molecular weight < 
200) including many industrial chemicals; otherwise 
relatively featureless 

Aniline (C4-hydroxylation), chlorzoxazone 
(C6-hydroxylation), p-nitrophenol (aromatic 
hydroxylation) 

Acetaminophen, alcohols, benzene, benzo[alpyrene, 
1,3-butadiene, caffeine, clozapine, chlorzoxazone, 
dapsone, N,N-dimethylnitrosamine, enflurane, 
ethanol, felbamate, fluoxetine, halothane, 
halogenated alkanes, isoflurane, methylformamide, 
nitrosamines, odansetrone, phenobarbital, 
sulfadiazine, styrene, theophylline, toluene 

3-Amino-1,2,4-triazole, cimetidine, 
diethyldithiocarbamate, dihydrocapsaicin, 
dimethysulfoxide, disulfiram, ethanol, 
4-methylpyrazole, phenylisothiocyanate 

Benzene, ethanol, isoniazid 

Large to very large lipophilic molecules, with position 
of metabolism determined by chemical reactivity 

ties of the CYP and conjugating I1 enzymes are 
believed to be influenced by both genetic and 
environmental factors. 

Pharmacogenetics or the study of the ge- 
netic differences in drug metabolizing en- 
zymes was needed to explain why a seemingly 
small percentage of subjectslpatients receiv- 
ing a drug would encounter unexpected side 
effects at low doses. When metabolism is pri- 
marily dependent on the transformation by a 
single metabolic enzyme, genetic variability 
can lead to an increased risk of an adverse 

drug reaction or therapeutic failure with that 
drug. 

Based on the number of genes and fre- 
quency of polymorphism, it has been esti- 
mated that approximately two-thirds of the 
proteins in humans will have an amino acid 
difference between unrelated individuals. If 
one uses as an example the over 50 human 
CYP450s identified, this implies that approxi- 
mately 30 of these enzymes will have changes 
in amino acids that may affect protein se- 
quence and possibly substrate specificity 
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Table 13.9 (Continued) 

Model substrates 

Substrates 

Inhibitors 

Inducers 

Alprazolam (C4-hydroxylation), lidocaine 
(N-deethylation), erythromycin (N-demethylation), 
midazolam (C1'-hydroxylation), testosterone 
(C6P-hydroxylation) 

Acetaminophen, aldrin, alfentanil, amiodarone, 
aminopyrine, amitriptyline, amprenavir, 
androstenedione, antipyrine, astemizole, 
benzphetamine, budesonide, carbamazepine, 
celecoxib, chlorpromazine, chlorzoxazone, cisapride, 
clarithromycin, clozapine, cocaine, codeine, cortisol, 
cyclophosphamide, cyclosporin, dapsone, delavirdine, 
dextromethorphan, digitoxin, diltiazem, diazepam, 
erythromycin, 17P-estradiol, ethinylestradiol, 
etoposide, felbamate, fentanyl, flutamide, 
hydroxyarginine, ifosphamide, imipramine, 
indinavir, ketoconazole, lansoprazole, loratidine, 
losartan, lovastatin, (s)-mephenytoin, methadone, 
mianserin. miconazole. mife~ristone, nelfinavir, 

A 

nevirapine, nicardipine, nifedipine, odansetron, 
omeprazole, orphenadrine, proguanil, propafenone, 
quinidine, quinine, rapamycin, retinoic acid, 
ritonavir, saquinavir, selegiline, serindole, 
sufentanil, sulfinpyrazone, tacrolimus, tamoxifen, 
tamsulosin, taxol, teniposide, terfenadine, 
tetrahydrocannabinol, theophylline, toremifene, 
triazolam, trimethadone, trimethourim, - 
troleandomycin, verapamil, warfarin, zatosetron, 
zolpidem, zonisamide 

Amprenavir, cimetidine, clotrimazole, delavirdine, 6,7- 
dihydroxybergamottin, ethinylestradiol, fluoxetine, 
gestodene, indinavir, itraconazole, ketoconazole, - 
miconazole, nelfinavir, nicardipine, ritonavir, 
saquinavir, troleandomycin, verapamil 

Carbamazepine, dexamethasone, glutethimide, 
nevirapine, phenobarbital, phenytoin, pregnenolone- 
l6a-carbonitrile, progesterone, rifabutin, rifampin, 
ritonavir, St. John's Wort, sulfadimidine, 
sulfinpyrazone, troglitazone, tr~leandom~cin 

"Substrates may also be inhibitors, but inhibitors do not need to be substrates. 

(106). Mutations that cause a disease are rare 
and often lead to early death. Genetic poly- 
morphism~ are more common and are offi- 
cially defined as occurring in more than 1% of 
the population. Some of the clinically impor- 
tant polymorphisms associated with metabo- 
lism enzymes include CYP2C9, CYP2D6, 
CYP2C19, FMO, plasma pseudocholinester- 
ase, N-acetyltransferase, thiopurine methyl- 
transferase, and UDP-glucuronysyltrans- 
ferase (107-113). 

The polymorphisms can range from a 
change in a single nucleotide (referred to as 

SNPs) with two different alleles and a het- 
erozygosity approaching 50%, to numerous 
nucleotide changes and alleles and low het- 
erozygosity. The two alleles in an individual at 
a given locus (i.e., genotype) influence the ki- 
netics of drug metabolism. The variant alleles 
can differ by modification at one or more point 
mutations, gene deletion, or gene duplication 
or multiduplication. As a result, the coded en- 
zyme can have its activity unaffected, de- 
creased, or increased. Depending on the en- 
zyme system, occurrence of homozygous or 
heterozygous trait in relation to the allele, the 
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activity associated with the allele, and the ex- 
tent to which the alleles have been duplicated, 
an individual can can be classified as ultra- 
rapid metabolizer (duplicate copies of high ac- 
tivity alleles), extensive metabolizer (homozy- 
gous in high activity alleles), intermediate 
metabolizer (heterozygous in high activityfiow 
activity alleles), and poor metabolizer (ho- 
mozygous in low activity alleles). 

An example consistent with this form of 
classification is the CYP2D6 0-demethylation 
of dextromethorphan (99). The number and 
complexity of CYP2D6 mutations are large, 
with over 70 allelic modifications being docu- 
mented. Only a few allelic variants are com- 
mon (CYP2D6*1, *2, *3, *4, *5, *6, *9, and 
*lo)  and only five alleles are functional 
(CYP2DGhl, "2, *9, *lo, and *17), with activ- 
ity comparable with the wild-type (KmjVm, 
comparable with CYP2D6*1). The following 
distribution of metabolizers was observed in a 
population for the 0-demethylation of dextro- 
methorphan: ultrarapid 1 - 1 0 %  extensive 
(75-85%), intermediate (10-15%), and poor 
(1-10%). Although it might be desirable to de- 
sign drugs that would not be metabolized by 
the CYP2D6 pathway, many CNS drugs dis- 
play the pharmacophoric pattern of CYP2D6 
substrates, namely an appropriately substi- 
tuted aromatic ring, a 2-3 carbon spacer, a 
protonated amine, and an oxidizable substitu- 
ent 5-7 A from the latter (Table 13.9). 

4.1.3 Genetic Factors-Polymorphism in 
Absorption, Distribution, and Excretion. Ini- 
tially, many clinical studies attempted to use 
drug metabolism to explain variability in 
pharmacokinetic (drug disposition) and phar- 
macodynamic (drug response) effects. It is 
now becoming increasingly evident that ad- 
sorption, distribution, and excretion also play 
a key role in the variability observed in drug 
and metabolite levels and drug response, and 
that phenotypic differences in both metabo- 
lism and drug transport are needed to explain 
variability observed in drug disposition (114). 
P-Glycoprotein (P-gp), a protein coded by the 
MDRl gene, is responsible for actively trans- 
porting many structurally different com- 
pounds from inside to outside cells against a 
concentration gradient (1 14). P-gp and 
CYP3A4 are coexpressed in the same cells and 

the combination of these systems are impor- 
tant in drug disposition, as observed for cyclo- 
sporin (114-116). 

Given the existence of polymorphisms for 
both P-gp and CYP3A4, as well as in other 
transporters involved in absorption, distribu- 
tion, and excretion, it is a challenge for any 
drug to be safely given within a relatively 
small dosage range to a majority of patients. 
With the advent of modern DNA methods, ef- 
forts are being made to develop DNA micro- 
chips capable of "fingerprinting" an individu- 
al's likely response to a drug. It seems to be a 
reasonable objective to phenotype the major 
systems involved in absorption, distribution, 
metabolism, and excretion to minimize ad- 
verse drug effects and improve drug therapy. 

4.1.4 Ethnic Differences. Ethnic differences 
are basically genetic, with different propor- 
tions of "normal" and slow metabolizers ob- 
served in different populations. However, the 
influence of environmental factors such as nu- 
trition and lifestyle cannot be excluded. An 
early example was the phenotyping of slow 
and fast acetylators of isoniazid. Slow acetyla- 
tors (primarily caused by decreased activity of 
the NAT2 enzyme) exhibited a pronounced 
ethnic difference, e.g., 60% slow acetylators in 
Europe, -50% in Africa, -15% in China and 
Japan, and ~ 5 %  in Canadian Inuit (Eskimo's) 
(117). It is now recognized that ethnicity and 
polymorphism are involved in a number of 
phase I and phase I1 enzymes, including CYP, 
FMO, methyltransferases, sulfotransferases, 
glucuronyltransferases, and acetylation. 

An example of genetic variation within the 
CYP family would be with the CYP2C9 vari- 
ants (CYP2C9*1, *2, "3). The allelic variants 
differ in their affinity (Km) and/or intrinsic 
clearance (Vm,/Km) for CYP2C9 substrates 
such as warfarin (e.g., CYP2C9*2 exhibits de- 
creased 6- and 7-hydroxylation of (S)-warfa- 
rin). The CYP2C9*2 variant is observed in 
black ( ~ 3 % )  and white ( ~ 1 0 % )  populations 
but is absent or rare in East Indians (99). Be- 
fore the introduction of a new drug, studies 
are done to identify pharmacokinetic parame- 
ters and appropriate doses. However, because 
of ethnic differences, these studies may or may 
not be directly transposable to another coun- 
try. The increased documentation of genetic 
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polymorphisms as well as dietary and environ- 
mental chemicals that can modify the levels of 
various metabolizing enzymes make the im- 
portance of patient phenotyping increasingly 
important. 

4.1.5 Gender Differences. Gender differ- 
ences in drug pharmacokinetics has been ob- 
served for a limited number of drugs (118). It 
was logical to propose that this difference in 
pharmacokinetics may be caused by a differ- 
ence in drug-metabolizing enzymes. In animal 
studies, primarily rats and mice, differences in 
functionalization (CYP) and conjugation (gluc- 
uronidation and sulfation) enzymes have been 
identified (119). For example, male rats have 
10-30% more CYP enzymes compared with 
females, and they metabolize drugs such as 
indinavir and tolbutamide much faster. Male- 
specific (CYP2C11 and CYP2C18) and female- 
specific (CYP2C12 and CYP2C19) enzymes 
are found in the liver and seem to be under 
regulation of the sex hormones (120). These 
enzymes exhibit differences in substrate pref- 
erences that should contribute to the differ- 
ence in metabolism of some drugs. 

Sex-dependent differences in humans have 
been seen in the pharmacokinetics of a limited 
number of drugs. A lower clearance or higher 
plasma levels of certain drugs are seen for 
women compared with men, e.g., diazepam, 
thiothixene, rifampicin, gemcitabine, chlor- 
amphenicol, tetracycline, and erythromycin 
(119). However, metabolism alone is often not 
the reason for the differences in pharmacoki- 
netics, because sex-specific differences in ab- 
sorption, bioavailability, and distribution are 
well documented. There is evidence that 
CYP2C19, CYP2D6, and possibly CYP2E1 ac- 
tivities may be higher in men than women. 
Differences in drug metabolism have been 
seen for mephobarbital (CYP2C19), mepheny- 
toin (CYP2C19), desipramine (CYP2D61, clo- 
mipramine (CYP2D6), propranolol (CYP2D6), 
and chlorzoxazone (CYP2E1) (118). For exam- 
ple, clomipramine metabolism, which is medi- 
ated by both CYP2C19 and CYP2D6, is signif- 
icantly higher in men than in women (121). 
Metabolism also seems to be related to the sex- 
specific differences in the pharmacokinetics 
seen for acetaminophen (122) and propranolol 

(123), in which women form less of the gluc- 
uronide conjugate than men. 

Oral contraceptives have been shown to in- 
crease the clearance of acetaminophen be- 
cause of higher glucuronidation activity in 
women taking oral contraceptives compared 
with controls. In contrast, less is known about 
the effect of changes in hormone status in men 
on drug metabolism. Oral anabolic steroids 
have been shown to reduce the half-life and 
increase the clearance of antipyrine in men 
(124). Although some sex-specific differences 
have been observed, the mechanism by which 
this occurs is unknown. These differences 
could be a result of differences in sex steroid 
levels as seen with the rat, but proof in hu- 
mans is lacking. Basically, because of the con- 
founding effects of age, diet, and physiological 
factors, interpretation of the sex-dependent 
differences in drug pharmacokinetics in hu- 
mans is very complex and the role of metabo- 
lism remains to be clarified. 

4.2 lntraindividual Factors 

4.2.1 Age. The pharmacokinetic and phar- 
macodynamic effects of a drug can be influ- 
enced by age, and drug metabolism plays an 
important role in understanding the differ- 
ences observed. Differences between the levels 
of metabolism enzymes for the fetal and neo- 
natal (first 4 weeks postpartum) liver versus 
the adult liver have been observed in both an- 
imal and human studies (125). At birth, total 
CYP levels are approximately 30% of adult lev- 
els and glucuronidation activity is at 1030% 
of adult levels. Interestingly, sulfotransferase 
activity in neonates seems to be comparable 
with that in adults. 

The best documented enzyme system for 
which decreased activity is observed in hu- 
mans relates to the maturation of the CYP 
enzymes. In the fetal liver the CYPs 2C, lA, 
2A, 2B, 3A4, 3A5, and possibly 2E are absent 
or present at extremely low levels, whereas 
CYP3A7 is actively synthesized (126, 127). At 
birth, some of the CYP enzymes (2C, 2A, 2B, 
3A4,3A5, and 2E) begin to increase in concen- 
tration for the first week, and then remain 
relatively constant. In contrast, the CYPlA2 
enzyme seems to be expressed much later, 
with levels that increase during the first 
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3 months. A n  example of the clinical impor- 
tance of this maturation process would be the 
N-demethylation of diazepam by CYP2C19. In 
vitro data based on immunoblotting and enzy- 
matic activity indicated that the level of 
CYP2C19 increases for the first week after 
birth then remains relatively constant at ap- 
proximately 30% of the level observed in 
adults for a year. When urine specimens were 
taken after diazepam administration, forma- 
tion of N-desmethyldiazepam was very low in 
infants that were 1-2 days of age, the amount 
of metabolite increased after 1 week of age, 
and then its formation remained stable up to 
5 years (128). It is clear that drug biotransfor- 
mation, especially for the CYP enzymes, is de- 
pendent on maturation of drug metabolizing 
enzymes, and that metabolism by neonates, 
children, and adults may be significantly 
different. 

The elderly (usually defined as individuals 
over 65 years of age) also exhibit a difference 
in the pharmacokinetics of some drugs that 
seem to be related to drug metabolism. How- 
ever, the origin of such differences is quite 
complex and is often related to other physio- 
logical changes such as reduction in liver blood 
flow and liver size (129, 130). Recent studies 
indicate that CYP450 activity is decreased by 
30% in healthy elderly subjects compared with 
younger subjects, especially in the levels of 
CYPlA2 (131, 132). However, other studies 
have seen no relationship between aging and 
CYP activities on content in human liver (133, 
134). Other enzymes such as gastric alcohol 
dehydrogenase have lower activity in older 
people, making them more sensitive to the 
CNS depressant effects of ethanol (135). As 
the number of older individuals increase in the 
population, especially those ages 80-90 years, 
adaptations in drug therapy and posology as 
related to metabolism will become increas- 
ingly important (136). 

4.2.2 Biological Rhythms. There is increas- 
ing evidence that drug metabolism may un- 
dergo some daily variations as a result of a 
diurnal (circadian) rhythm. It is well estab- 
lished that nearly all physiological functions 
and parameters can vary with the time of day, 
e.g., heart rate, blood pressure, hepatic blood 
flow, urinary pH, and plasma concentrations 

of hormones, other signal molecules, glucose, 
and plasma proteins (137). Drugs that have 
shown a ~harmacokinetic difference in hu- 
mans during the first part of the activelwake 
cycle include ethanol, nicotine, and theophyl- 
line (138,139). For example, sustained-release 
theophylline dosed in the evening exhibited 
lower peak drug concentrations and a longer 
time to maximal concentration than when 
dosed in the morning (140). That the changes 
in blood levels of the drug were caused by me- 
tabolism rather than variations in absorption 
and excretion were not readily obvious (141- 
143). However, consistent with concepts con- 
cerning the induction of metabolizing en- 
zymes by endogenous substances, a study in 
male rats found that a high hepatic microso- 
mal 7-alkoxycoumarin 0-dealkylase activity 
observed during the active cycle of the rat was 
related to the diurnal secretion of growth hor- 
mone (144). Although the circadian rhythm is 
not important in the initial stages of drug de- 
sign, it is important to recognize that these 
daily fluctuations may influence the absorp- 
tion, distribution, metabolism, and excretion 
(ADME) profile on which the formulation of a 
new drug is based. 

4.2.3 Disease. A number of diseases may 
influence drug metabolism, although no gen- 
eralization seems in sight. First and above all, 
diseases of the liver will have a direct effect on 
enzymatic activities in this organ, e.g., cirrho- 
sis, hepatitis, jaundice, and tumors. Diseases 
of extrahepatic organs such as the lungs and 
the heart may also affect hepatic drug metab- 
olism by influencing blood flow, oxygenation, 
and other vital functions. Renal diseases have 
a particular significance because of a decrease 
of the intrinsic xenobiotic-metabolizing activ- 
ity of the kidneys and a decreased rate of uri- 
nary excretion (145). 

Particular attention has been paid to infec- 
tious and inflammatory diseases, which have 
been associated with differential expression of 
various CYP enzymes causing either an in- 
crease (CYP2E1, CYP4A) or a decrease 
(CYP2C11) (146, 147). Animal models for in- 
flammation or infection have been shown to 
result in decreased drug clearance with a re- 
duced microsomal content of CYP enzymes 
and reduced drug metabolism. In humans, 
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septic shock and infections (e.g., Streptococcus 
pneumoniae, influenza B virus, Plasmodium 
falciparum), influenza vaccine, bacterial en- 
dotoxin, cytokines, and interferon-a have all 
been associated with reduced drug clearance 
and reduced metabolism. An example is pro- 
vided by the elevated levels of theophylline 
and the resulting toxicity that were observed 
in children with influenza B infections (148). 
The mechanism by which this occurs is not 
clear at this time, but nitric oxide produced 
during inflammation has been implicated. Ni- 
tric oxide causes a decrease in CYP450 expres- 
sion, a decrease in CYP450 enzyme activity, 
and an increased degradation of damaged en- 
zymes. Because interferons and various cyto- 
kines are used or being developed for cancer 
treatment, and because the latter usually in- 
cludes multidrug treatment, it becomes in- 
creasingly important to understand which fac- 
tors can influence drug metabolism in a 
variety of disease states. 

4.2.4 Enzyme Inhibition. Interference with 
the metabolism of a drug by inhibition of the 
primary enzyme involved in its metabolism 
can lead to serious side effects or therapeutic 
failure. Inhibitors of the CYP enzymes are 
considered to be the most problematic, being 
the primary cpuse of drug-drug and drug- 
food interactions. Listed in Table 13.9 are 
some inhibitors of specific CYP enzymes, al- 
though inhibition by these compounds may 
not be comparable in all phenotypes (149). 

As mentioned earlier, the screening for 
CYP inhibition is currently done at the earli- 
est stages of drug development. Prospective 
drugs can be classified as potent (IC,, < 
1 N), moderate (1 f l  < IC5, < 10 CLM), or 
weak (IC,, > 10 CLM) inhibitors of CYP with 
preference for further drug development 
given to weak or moderate inhibitors (150). It 
should be noted that a number of drugs such 
as quinidine (CYP2D6 microsomal IC,, 
~ 0 . 2  N) and ketoconazole (CYP3A4 micro- 
soma1 IC,, -15 nM) would be classified as po- 
tent inhibitors but are still clinically useful. 
The mechanism by which inhibition of the 
CYP enzymes occur can be organized into four 
general categories (151): 

Competitive inhibition caused by two drugs 
competing for the binding site in the en- 
zyme, e.g., (8)-omeprazole inhibiting the 
oxidation of diazepam, phenytoin, or 
(R)-warfarin. 
Noncompetitive inhibition caused by slow 
reversible binding of lipophilic ligands to 
the heme iron (e.g., imidazole-based drugs 
such as cimetidine and antifungals), or to 
reversible binding to an allosteric site. 
Noncompetitive, slowly reversible inhibi- 
tion by in situ formation of a carbene ligand 
(as seen with methylenedioxybenzene de- 
rivatives) or a nitroso ligand (as seen with 
some amines). 
Noncompetitive, irreversible inhibition re- 
quiring in situ metabolism to a reactive in- 
termediate (mechanism-based inactiva- 
tors, also known as suicide substrate 
inhibitors). 

All four mechanisms can modify drug metab- 
olism in clinical situations. An example of the 
first mechanism is the effect of (5')-omeprazole 
on the N-demethylation of diazepam (152). 
CYP2C19 is primarily responsible for the N- 
demethylation of diazepam, and the C'5-hy- 
droxylation and 5-0-demethylation of (S)- 
omeprazole. When subjects were given 
diazepam after 5 days on (23)-omeprazole, 
the AUC of diazepam was 81% higher, its 
elimination half-life was increased from 43 
to 86 h, and a 17% lower AUC for N-des- 
methyldiazepam was observed when com- 
pared with controls. For diazepam, these 
changes were not considered to be clinically 
significant, but for drugs with smaller a 
therapeutic margin this degree of inhibition 
could be important. 

The second mechanism of inhibition occurs 
with the slow reversible ligand binding of a 
nucleophilic electron pair to the heme iron of 
the CYP. These types of interactions can occur 
with anilines, phenols, and several of the ni- 
trogen- or oxygen-containing aromatic hetero- 
cycles (pyridines and imidazoles, etc.), pro- 
vided the rest of the molecule is sufficiently 
lipophilic. Whether inhibition occurs with a 
specific compound depends on the electronic 
and steric effects of substituents close to the 
electron pair. Imidazoles provide a good exam- 
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ple of how placement of a substituent can 
modify inhibitory activity. Placing a lipophilic 
substituent at the 1- or 4(5)-position of the 
imidazole allows the least sterically hindered 
nitrogen to act as a sixth ligand to the pros- 
thetic heme iron. This leads to effective inhi- 
bition of the CYF' enzyme. In contrast, a 2- 
substituted or 4,5-disubstituted imidazole 
provides enough steric hindrance to hinder or 
prevent inhibition (153). In general, heterocy- 
cles are frequent bioisosteric replacements for 
a benzene or naphthalene ring to improve wa- 
ter solubility or receptor interaction through 
hydrogen bonding. At times it may be neces- 
sary to compromize optimal receptor binding 
associated with a heterocycle to minimize in- 
teraction with the CYF' enzymes through stra- 
tegic placement of substituent(s) near a nu- 
cleophilic electron pair. 

The third and fourth mechanisms occur by 
in situ metabolic activation of the inhibitor to 
a metabolite that binds reversibly to the heme 
iron (third mechanism) or irreversibly (cova- 
lent binding) to the prosthetic heme or the 
apoprotein (151, 154). Reversible binding is 
seen with lipophilic drugs containing a meth- 
ylenedioxyphenyl group being oxidized to a 
carbene (155, 1561, or an m i n e  that can un- 
dergo hydroxylation and further oxidation to a 
nitroso intermediate (157). An example would 
be erythromycin, its derivatives, and its ana- 
logs. It has been proposed that the dimethyl- 
amino group present on the desoxamine sugar 
undergoes N-demethylation, and then further 
oxidation to the relatively lipophilic nitroso 
metabolite. This metabolite forms a relatively 
stable complex with CYP3A4 in the reduced 
(ferrous) state and inhibition occurs. 

Mechanism-based irreversible inhibition 
occurs when a reactive metabolic intermediate 
is formed in situ that can (1) bind covalently 
with the prosthetic heme through N-alkyllary- 
lation (e.g., secobarbital), (2) alkylate the apo- 
cytochrome (e.g., chloramphenicol or 2-ethy- 
nylnaphthalene), or (3) cause destruction of 
the prosthetic heme to products that irrevers- 
ibly bind to the apocytochrome (e.g. CCl,) 
(158). These mechanism-based inactivators 
have primarily been designed and used for the 
selective inhibition of specific CYP enzymes 
and elucidating the mechanism of P450 reac- 
tions. Some drugs (e.g., aromatase inhibitors) 

that are selective inhibitors of one or few CYP 
enzymes have been used in human cancer 
therapy by blocking key steps in the produc- 
tion and metabolism of steroid hormones. 
They have found application in the treatment 
of steroid-sensitive cancers, such as prostate, 
breast, and adrenal carcinomas (159). In such 
cases, CYP enzymes become drug targets and 
the drug-enzyme interaction is a pharmacody- 
namic rather than a pharmacokinetic process. 

It is important to differentiate a moderate 
or weak irreversible inhibitor from a compet- 
itive inhibitor during the earliest stages of 
drug development. This is accomplished by de- 
termining the apparent IC,, of the test com- 
pound toward a standard substrate (e.g., 
CYF'2D6-mediated 0-demethylation of dex- 
tromethorphan) with and without a preincu- 
bation period of the enzyme with the test com- 
pound (160). Generally, preclinical candidates 
that are either potent competitive inhibitors 
(IC,, < 1 a) or are metabolized to reactive 
metabolites are dropped from further develop- 
ment. 

4.2.5 Enzyme Induction. The term enzyme 
induction is used in a general sense to indicate 
that the amount and activity of a metabolizing 
enzyme has increased following exposure to a 
drug or chemical. In contrast to inhibition, in- 
duction is generally a slow pro'cess that is ei- 
ther caused by an increase in the synthesis of 
the enzyme or a decrease in its degradation. A 
drug that causes induction may increase its 
own metabolism (autoinduction, e.g., ethanol 
induction of CYP2E1) or increase metabolism of 
another drug with no effect on its own metabo- 
lism (e.g., rifampin induction of CYP2C19). 
Clinically, drug induction is considered less of 
a problem than drug inhibition, but there are 
some marked exceptions. For example, potent 
inducing agents such as antiepileptics can sig- 
nificantly modify the pharmacokinetic behav- 
ior of other drugs, e.g., warfarin. Another rea- 
son to avoid potent inducing agents during 
drug development is the positive relationship 
observed in rodent oncogenicity studies be- 
tween administration of strong inducers and 
the occurrence of liver tumors, although this 
same relationship has not been seen in hu- 
mans (161). 
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Primary interest has been directed toward 
the CYP enzymes in which five classes of induc- 
ing agents have been identified. Representative 
compounds for each class are as follows (98): 

3-methylcholanthrene (rat CYPlAl, CYP1-42) 
phenobarbital (rat CYP2B2, CYP2A1, 
CYP2C6, CYP3A2) 
pregnenolone-16a-carbonitrile (rat CYP3A1, 
CYP3A2) 
clofibric acid (rat CYP4A1, CYP4A.2. CYP4A3) 

r isoniazid (rat CYP2E1) 

The mechanisms of CYP induction have 
been studied for decades in rats and other lab- 
oratory animals, but only during the last 10 
years has major progress been made. Although 
induction can occur because of stabilization of 
the enzyme, the underlying mechanism is not 
well understood. In contrast, the mechanisms 
underlying increased expression of the various 
metabolizing enzymes involve transcription 
factors and their regulating enzymes (162). 
The following cytosolic receptors seem to bind 
with specific inducing agents: 

the aryl hydrocarbon receptor or AhR, 
which binds polycyclic aromatic hydrocar- 
bons and p-naphthoflavone 

r the human pregnane-activated X receptor, 
PXR, which binds rifampin and pregnenolo- 
ne-l6a-carbonitrile 

r the constitutively active or androstane re- 
ceptor, CAR, which is activated by andro- 
stanolol and phenobarbital 

r the peroxisome proliferator-activated recep- 
tor, PPARa, which binds clofibric acid 

The following is a simplified sequence of 
events that leads to induction (163): 

1. binding of an inducing agent to a receptor 
(AhR, PXR, CAR, PPARa) 

2. heterodimerization with another receptor 
[Amt or retinoic X receptor (RXR)] and 
transport into the nucleus 

3. interaction with a response enhancer 
within the nucleus and transmission of sig- 
nal to the CYP promoter region on the gene 

4. change in chromatin structure 

5. increased synthesis of mRNA followed by 
newly synthesized protein 

Table 13.9 lists commonly recognized in- 
ducing drugs and chemicals for the CYP en- 
zymes, showing also that some inducers act on 
multiple enzymes. Although ethical restraints 
have restricted detailed studies in humans, in 
rats, phenobarbital is recognized as primarily 
increasing levels of CYP2B1 and CYP2B2 by 
more than 20-fold. In addition, it increases the 
level of CYP2A1, CYP2C6, CYP3A2 levels two- 
to fourfold as well as a 50-300% increase in 
cytochrome b,, NADPH-cytochrome P450 re- 
ductase, epoxide hydrolase, aldehyde dehydro- 
genase, glutathione S-transferase, and UDP- 
glucuronyltransferase. It is likely that other 
enzymes and response factor enhancers and 
inhibitors involved in this induction sequence 
have yet to be identified (162, 164-166). This 
is based on the observation that many struc- 
turally diverse chemicals, for which a single 
receptor would be highly unlikely, have been 
shown to cause comparable induction. This 
can be seen with phenobarbital in which a 
comparable induction can be caused by glu- 
tethimide, phenytoin, loratidine, doxylamine, 
griseofulvine, chlorpromazine, ketocona- 
zole, chlordane, dieldrin, butylated hydroxy- 
toluene, octarnethylcyclotetrasiloxane, and 
2,2',4,4',4,4'-hexachlorobiphenyl. As our un- 
derstanding of the underlying mechanisms by 
which chemicals regulate the levels of the met- 
abolic enzymes improves, an explanation may 
arise for the ethnic-, age-, disease-, and sex- 
related differences in drug pharmacokinetics 
that cannot currently be explained by genetic 
differences. 

5 DRUG METABOLISM AND THE 
MEDICINAL CHEMIST 

Having presented the various reactions of 
drug metabolism and the biological factors in- 
fluencing them, we now turn our attention to 
topics of marked interest to medicinal chem- 
ists, namely SMRs, the prediction of drug me- 
tabolism, prodrug design, and toxophoric 
groups. 
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5.1 SMRs 

5.1.1 Introduction. Two classes of factors 
will influence qualitatively (how? and what?) 
and quantitatively (how much? and how fast?) 
the metabolism of a given xenobiotic in a given 
biological system. The first class is that of the 
biological factors discussed in Section 4. The 
second class of factors are the various molecu- 
lar properties that will influence a metabolic 
reaction, most notably configuration, elec- 
tronic structure, and lipophilicity. When 
speaking of a metabolic reaction, however, we 
should be clear about what is meant. Indeed, 
enzyme kinetics allows a metabolic reaction to 
be readily decomposed into a binding and a 
catalytic phase. Despite its limitations, 
Michaelis-Menten analysis offers an informa- 
tive approach for assessing the binding and 
catalytic components of a metabolic reaction 
(167). Here, the Michaelis constant Km repre- 
sents the affinity, with Vm, being the maxi- 
mal velocity, kc,, the turnover number, and 
K&, the catalytic efficiency. As we will 
see, this distinction makes much sense in 
SMRs. 

5.1.2 Chirality and Drug Metabolism. The 
influence of stereochemical factors in xenobi- 
otic metabolism is a well-known and abun- 
dantly reviewed phenomenon (168-174). Be- 
cause metabolic reactions can produce more 
than one response (i.e., several metabolites), 
two basic types of stereoselectivity are seen, 
substrate stereoselectivity and product stereo- 
selectivity (see Section 1.3). Substrate stereo- 
selectivity occurs when stereoisomers are me- 
tabolized (1) differently (in quantitative 
and/or qualitative terms) and (2) by the 
"same" biological system under identical con- 
ditions. Substrate stereoselectivity is a well- 
known and abundantly documented phenom- 
enon under i n  vivo and in vitro conditions. In 
fact, it is the rule for many chiral drugs, rang- 
ing from practically complete to moderate. A 
complete absence of substrate enantioselectiv- 
ity has seldom been seen. 

Michaelis-Menten analysis suggests that 
the molecular mechanism of substrate enan- 
tioselectivity can occur in the binding step 
(different affinities, K,), in the catalytic step 
(different reactivities, V,,), or in both. There 

are cases in which stereoselective metabolism 
is of toxicological relevance (173). This situa- 
tion can be illustrated with disopyramide and 
mianserin, which undergo substrate stereose- 
lective oxidation. Disopyramide (40) (Fig. 
13.35), a chiral antiarrhythmic agent, is mar- 
keted as the racemate. Although disopyramide 
is generally well tolerated, several cases of he- 
patic toxicity have been described. In vitro 
studies using rat hepatocytes revealed a con- 
siderably higher cytotoxicity of the (5')-enan- 
tiomer, assessed by leakage of lactate dehydro- 
genase and morphological changes. The 
biotransformation of disopyramide involves 
mono-N-dealkylation (which is stereoselective 
for the (S)-enantiomer) and aromatic oxida- 
tion (which is stereoselective for the (R)-enan- 
tiomer). The low cytotoxicity of the N-dealkyl- 
ated metabolites in rat hepatocytes leads to 
the hypothesis that toxicity is mainly a result 
of aromatic oxidation (175). 

The metabolism of the antidepressant drug 
mianserin (41) (Fig. 13.35) revealed analogies 
and differences with disopyramide. Indeed, ar- 
omatic oxidation in human liver microsomes 
occurred more readily for the (5')-enantiomer, 
whereas N-demethylation was the major route 
for the (R)-enantiomer. At low drug concen- 
trations, cytotoxicity toward human mononu- 
clear leucocytes was caused by (R)-mianserin 
more than by (5')-mianserin and showed a sig- 
nificant correlation with N-demethylation 
(176). Thus, the toxicity of mianserin seemed 
associated with N-demethylation rather than 
with aromatic oxidation, in contrast to diso- 
pyramide. The chemical nature of the toxic 
intermediates was not established, but a com- 
parison between disopyramide and mianserin 
emphasizes that no a priori expectation 
should influence toxicometabolic studies. 

Product stereoselectivity occurs when ste- 
reoisomeric metabolites are generated (1) dif- 
ferently (in quantitative and/or qualitative 
terms) and (2) from a single substrate with a 
suitable prochiral center or face. Examples of 
metabolic pathways producing new centers of 
chirality in substrate molecules include ke- 
tone reduction, reduction of carbon-carbon 
double bonds, hydroxylation of prochiral 
methylenes, oxygenation of tertiary amines to 
N-oxides, and oxygenation of sulfides to sulf- 
oxides. Product stereoselectivity may be a re- 
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Figure 13.35. Disopyramide (401, mianserin (41), 
and (S)-para-hydroxyphenytoin (S-42), the chiral 
metabolite of phenytoin (25) shown in Fig. 13.22. 

sult of the action of distinct isoenzymes, or it 
may result from different binding modes of a 
prochiral substrate to a single isoenzyme. In 
this case, each productive binding mode will 
bring another of the two enantiotopic or di- 
astereotopic target groups in the vinicity of 
the catalytic site, resulting in diastereoiso- 
meric enzyme-substrate complexes. Thus, the 
ratio of products depends on the relative prob- 
ability of the two binding modes. In addition, 
the catalytic step, which involves diastereoiso- 
meric transition states, may also influence or 
control product selectivity. 

The possible toxicological consequences of 
product selective metabolism can be illus- 
trated with the antiepileptic phenytoin (25) 
(Fig. 13.22). This compound is prochiral by 

virtue of a center of prochirality featuring two 
enantiotopic phenyl rings. This drug is known 
to induce gingival overgrowth in chronically 
treated patients. In the absence of surgical re- 
moval (gingivectomy), this overgrowth can 
reach severe stages. Significant levels of phe- 
nytoin and its para-hydroxylated metabolite 
were found in the gingiva of chronically 
treated patients, whereas in experimental an- 
imals both the drug and its metabolite were 
found to induce gingival overgrowth at con- 
centrations comparable with those achieved in 
patients. Gingival toxicity is postulated to re- 
sult from covalent binding of a reactive metab- 
olite formed during phenyl oxidation. In hu- 
mans and most experimental animals except 
the dog, thepara-hydroxylated metabolite has 
predominantly the (S)-configuration (42) 
(Fig. 13.35), with an SIR ratio in humans of 
approximately 1011 (177). This implies an en- 
zymatic discrimination of the two enan- 
tiotopic groups with a marked recognition of 
the pro-S ring. 

It is thus clear that substrate and product 
stereoselectivities are the rule in the metabo- 
lism of stereoisomeric and stereotopic drugs. 
But if the phenomenon is to be expectedper se, 
it is not trivial to predict which enantiomer 
will be the preferred substrate of a given met- 
abolic reaction, or which enantiomeric metab- 
olite of a prochiral drug will predominate. This 
is because of the fact that the observed stereo- 
selectivity of a given reaction will depend both 
on molecular properties of the substrate and 
on enzymatic factors (e.g., the stereoelectronic 
architecture of the catalytic site in the various 
isozymes involved). In fact, substrate and 
product stereoselectivities are determined by 
the binding mode(s) of the substrate and by 
the resulting topography of the enzyme-sub- 
strate complex (178). Only molecular model- 
ing (see below) can help us predict stereoselec- 
tivities in drug metabolism. 

5.1.3 Qualitative Relations Between Metab- 
olism and Lipophilicity. Comparing the overall 
metabolism of numerous drugs clearly reveals 
a global relation with lipophilicity (167). In- 
deed, there exist some highly polar xenobiotics 
known to be essentially resistant to any met- 
abolic reaction, e.g., saccharin, disodium 
cromoglycate, and zanamivir. Furthermore, 
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many in vivo metabolic studies have demon- 
strated a dependence of biotransformation on 
lipophilicity, suggesting a predominant role 
for transport and partitioning processes. A 
particularly illustrative example is offered by 
antiasthmatic chromone-2-carboxylic acids 
(1791, whose pharmacokinetic behavior in the 
rat revealed the opposite influences of log D on 
renal clearance (which decreased with in- 
creasing lipophilicity) and metabolic clearance 
(which increased with increasing lipophilic- 
ity). Also, the more lipophilic p-blockers are 
extensively if not completely metabolized 
(e.g., propranolol), whereas the more hydro- 
philic ones undergo biotransformation for 
only a fraction of the dose (e.g., atenolol). 

This global trend is in line with the Darwin- 
ian rationale for xenobiotic metabolism, which 
is believed to have evolved in an animal-plant 
"warfare," with herbivores, adaptating to the 
emergence of protective chemicals (e.g., alka- 
loids) in plants (180). 

The exception to the global and direct rela- 
tion between extent of metabolism and li- 
pophilicity is offered by the vast number of 
human-made, highly lipophilic polyhaloge- 
nated xenobiotics that now pollute our entire 
biosphere. Such compounds include polyhalo- 
genated insecticides (e.g., DDT), polyhaloge- 
nated biphenyls, and dioxins, which have a 
strong propensity to accumulate in adipose 
tissues. In addition, these compounds are 
highly resistant to biotransformation in ani- 
mals caused, in part, by their very high li- 
pophilicity and in part by the steric shielding 
against enzymatic attack provided by the halo 
substituents. 

5.1.4 Quantitative Relations Between Me- 
tabolism and Lipophilicity. Given' its spectral 
characteristics, cytochrome P450 is of partic- 
ular interest to investigate the binding step 
and the molecular factors that influence it. In- 
deed, substrate binding to CYP can be de- 
tected as a type I difference ultraviolet (UV) 
spectrum (peak at 385-390 nm, trough at 
~ 4 2 0  nm) and quantified as K, (in M units). 
This productive mode of binding is to be con- 
trasted with unproductive ligand binding 
(peak at 425-430 nm, trough at ~ 3 9 0  or 
410 nm), whereby a nitrogen or oxygen atom 
in the ligand interacts with the Fe(II1) atom in 

the heme (6). Of relevance here is the fact that 
the substrate binding mode to microsomal cy- 
tochrome P450 has repeatedly been shown to 
be related to lipophilicity. This is exemplified 
by an extensive study of the type I binding 
affinity of 50 model compounds to hamster 
liver microsomes: Linear relations were found 
between K, and log Doc, (at pH 7.4) (181). 
These relations incorporated monocyclic hy- 
drocarbons, bicyclic hydrocarbons, higher hy- 
drocarbons, homologous carbamates, fatty ac- 
ids, and fatty acyl methyl esters, respectively, 
with r2 values in the range 0.90-0.99. The fact 
that all compounds courd not be fitted into a 
single regression indicates that other proper- 
ties in addition to lipophilicity influenced af- 
finity, presumably electronic and steric 
factors. 

When the results of Michaelis-Menten 
analyses are examined for QSMRs, it is often 
found that lipophilicity correlates with Km but 
not with Vm, or kc,. This is documented for 
ester hydrolysis and oxidation of various 
chemical series by monooxygenases and other 
oxidases (167). Depending on the explored 
property space, the relationships between Km 
and lipophilicity are linear or parabolic. Such 
results indicate that when relations are found 
between rate of metabolism and lipophilicity, 
the energy barrier of the reaction is largely 
similar for all compounds in the series, allow- 
ing lipophilicity to become the determining 
factor. A relevant example is provided by the 
CYP2D6-catalyzed oxidation of a series of flu- 
orinated propranolol derivatives. Their Km 
values spanned a 400-fold range and showed a 
weak but real correlation with the distribution 
coefficient. The same was true for the catalytic 
efficiency kc,JKm, but only because the kcat 
values spanned a narrow sixfold range (182). 

5.1.5 The Influence of Electronic Fac- 
tors. Stereoelectronic properties may influ- 
ence the binding of substrates to enzymatic 
active sites in the same manner as they influ- 
ence the binding of ligands to receptors. For 
example, the Km values of the above-men- 
tioned propranolol derivatives were highly 
correlated with their basicity (pK,), confirm- 
ing that an ionic bond plays a critical role in 
the binding of m i n e  substrates to CYP2D6 
(182). 
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Table 13.10 A Classification of In Silico Methods to Predict Biotransformation 

A) Local methods: Methods applicable to series of compounds with "narrow" chemical diversity and/or to 
biological systems of "low" complexity 

QSAR (linear, multilinear, multivariate, . . .). 
affinities, relative rates, . . . (depending on the physicochemical properties considered) 

3D-QSAR (CoMFA, Catalyst, GRIDIGOLPE, . . .) 
substrate behavior, relative rates, inhibitor behavior, . . . 

Molecular modeling and docking 
ligand yestno (substrate? inhibitor?), regioselectivity, . . . 

Quantum mechanical (MO) methods (ab initio, semi-empirical) 
regioselectivity, mechanisms, relative rates, . . . 

B) Global methods: Methods applicable to series of compounds with "broad" chemical diversity (and, in 
the future, to biological systems of "high" complexity) 

Databases (Metabolite, Metabolism, . . .) 
nature of metabolites, reactiveladduct-forming metabolites, . . . 

Expert systems and their databases (MetabolExpert, METEOR, . . .) 
nature of metabolites, metabolic trees, reactive/adduct-forming metabolites, relative importance 
of these metabolites depending on biological factors, 

Electronic properties are of particular in- 
terest in SMRs because they control the cleav- 
age and formation of covalent bonds charac- 
teristic of a biotransformation reaction (i.e., 
the catalytic step). Correlations between elec- 
tronic parameters and catalytic parameters ob- 
tained from in vitro studies (e.g., V,, or k,) 
allow a rationalization of substrate selectivity 

quantitative structure-activity relationships 
(QSARs) methods as applied to metabolism, 
i.e., QSMRs. Here, lipophilicity and electronic 
parameters are being used as independent 
variables and a metabolic parameter (often as- 
sessing affinity) as the dependent variable. Al- 
most always, correlation equations of this type 
have been obtained for limited andlor closelv 

and some insight into reaction mechanism. 
An example of a quantitative SMR study 

correlating electronic properties and catalytic 
parameters is provided by the glutathione con- 
jugation of para-substituted 1-chloro-2-nitro- 
benzene derivatives (183). The values of log k, 
(second order rate constant of the nonenzy- 
matic reaction) and log kcat (enzymatic reac- 
tion catalyzed by various glutathione trans- 
ferase preparations) were correlated with the 
Hammett resonance a- value of the sub- 
strates, a measure of their electrophilicity. Re- 
gression equations with positive slopes and r2 

values in the range 0.88-0.98 were obtained. 
These results quantitate the influence of sub- 
strate electrophilicity on nucleophilic substi- 
tutions mediated by glutathione, be they enzy- 
matic or nonenzymatic. 

Quantum mechanical calculations may 
also shed light on SMRs, revealing correla- 
tions between rates of metabolic oxidation and 
energy barrier in cleavage of the target C--H 
bond (184). 

5.1.6 3D-QSMRs and Molecular Modeling. 
Sections 5.1.4 and 5.1.5 have exemplified 

" 

related series of substrates, implying a very 
narrow exploration of structural diversity 
space. Also, the metabolic parameters were 
obtained from relatively simple biological sys- 
tems. When it comes to predicting biotransfor- 
mation, such QSMR correlations are typically 
local methods (Table 13.10) of low or negligi- 
ble extrapolative capacity. 

Three-dimensional (3D) methods are also 
of value in SMRs, namely 3D-QSARs and the 
molecular modeling of xenobiotic-metaboliz- 
ing enzymes (Table 13.10). Indeed, they rep- 
resent a marked progress in predicting the 
metabolic behavior (be it as substrates or in- 
hibitors) of novel compounds. An important 
restriction, however, is that they can be ap- - - 
plied to single enzymes only. 

3D-QSMR methods yield a partial view of 
the binding/catalytic site of a given enzyme as 
derived from the 3D molecular fields of a series 
of substrates or inhibitors (the training set). 
In other words, they yield a "photographic 
negative" of such sites and will allow a quan- 
titative prediction for novel compounds struc- 
turally related to the training set. Two popu- 
lar methods in 3D-QSARs are Comparative 
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Figure 13.36. Simplified 3D pharmacophoric 
model of CYP2B6 substrates as obtained with the 
Catalyst algorithm (186). The main features charac- 
teristic of substrates are three hydrophobic moieties 
(HI, H2, and H3) and a H-bond acceptor group 
(HELA). 

Molecular Field Analysis (CoMFA) and Cata- 
lyst. An early metabolic study using CoMFA 
involved the monoamine oxidase-catalyzed ox- 
idation of MPTP analogs (185). A more recent 
study using the Catalyst algorithm described 
the pharmacophoric features characteristic of 
CYP2B6 substrates (186), a simplified repre- 
sentation of which is given in Fig. 13.36. Phar- 
macophoric features of inhibitors have also 
been obtained for a number of CYP enzymes 
using 3D-QSAR methods (187-189). 

The molecular modeling of xenobiotic-me- 
tabolizing enzymes affords another approach 
to rationalize and predict drug-enzyme inter- 
actions (for reviews and illustrated examples 
see Refs. 102,190). The methodology of molec- 
ular modeling is explained in detail elsewhere 
in this work and will not be presented here. 
Suffice it to say that its application to drug 
metabolism was made possible by the crystal- 
lization and X-ray structural determination of 
the first bacterial cytochromes P450 in the 
mid-1980s (see Ref. 191). Complexes of 
CYPlOl with docked camphor (its substrate) 
or an inhibitor shed further light on the bind- 
inglcatalytic site of this enzyme. As more and 
more amino acid sequences of mammalian 
(i.e., membrane-bound) cytochromes P450 be- 
came available, their tertiary structure was 

modeled by homology superimposition with 
the experimentally determined CYPlOl tem- 
plate or other bacterial CYPs (homology mod- 
eling). Known substrates and inhibitors were 
then docked in silico, affording pharmacoph- 
oric models. Given the assumptions made in 
homology modeling and the lack of accurate 
scoring functions, such pharmacophoric mod- 
els cannot give quantitative affinity predic- 
tions. However, they can afford fairly reliable 
yeslno answers as to the affinity of test set 
compounds, and in favorable cases may also 
predict the regioselectivity of metabolic attack 
(Table 13.10) (192, 193). 

The pharmacophoric models of a large 
number of mammalian and mostly human 
CYPs are now available (102, 190, 192-195), 
as well as other xenobiotic-metabolizing en- 
zymes such as DT-diaphorase and glutathione 
S-transferases (196,197). The first crystalliza- 
tion and X-ray structural elucidation of a 
mammalian cytochrome P450, CYP2C5 (198), 
is a breakthrough that removes the set of as- 
sumptions inherent in homology modeling 
and will thus improve the predictive power of 
molecular modeling. 

Quantum mechanical methods are also 
classified as local in Table 13.10. Here, a word 
of caution is necessary, because such methods 
are in principle applicable to any chemical sys- 
tem. However. they cannot handle more than " 

one metabolic reaction or catalytic mechanism 
at a time, and as such can only predict metab- 
olism in simple biological systems, in contrast 
to the global methods presented in the next 
section. An example illustrating the power of 
QSMRs based on quantum mechanical calcu- 
lations is provided by a study of catechol O- 
methyltransferase (COMT) (199). The O- 
methylation of a large number of catechol 
derivatives was investigated in the presence of 
recombinant soluble human COMT. A good 
correlation existed between Vm, values and 
the Hammet a,- constant, such that the turn- 
over rate decreased with increasing ionization 
of a phenolic group. The Vm, values were also 
correlated with an index of the molecular elec- 
trostatic potential (MEP) of the anion. The Km 
values were correlated with both lipophilicity 
and the MEP index. The mechanistic interpre- 
tation of these correlations was that increased 
stabilization of the catecholate anion led to 
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Table 13.11 Goals of a Global Metabolic 
Prediction, Classified by Increasing 
Difficulty 

Goal 1: A list of all reasonable metabolites of a 
given compound 

Goal 2: Same as above, organized in a metabolic 
t tree 
$ Goal 3: Same as above, plus a warning for reactive1 

adduct-forming metabolites 
Goal 4: Same as above, plus a probability of 

1 r 
formation based on molecular factors, acting as 

I a filter against improbable metabolites 

(tissues, animal species, etc.) into account, is 
still far away. 

Updating and validating such algorithms 
and their databases are also critical aspects. At 
this time, the European Cooperation in the 
Field of Scientific and Technical Research 
(Project COST B15) had begun an indepen- 
dent evaluation of existing expert systems 
used in the in silico prediction of ADME prop- 
erties, with a view of publishing a consensus 
paper. - - 

i Goal 5: Same as above, plus a probability of 
formation under different biological conditions 5.2 Modulation of Drug Metabolism by 

Structural Variations 

stabilization of the Michaelis complex at the 
expense of the transition state complex. 

5.1.7 Global Expert Systems to Predict Bio- 
transformation. While medicinal chemists are 
not usually expected to possess a deep knowl- 
edge of the mechanistic and biological factors 
that influence drug metabolism, they will find 
it quite useful to have a sufficient understand- 
ing of SMRs to be able to predict reasonable 
metabolic schemes. A qualitative prediction of 
the biotransformation of a novel xenobiotic 
should allow (1) the identification of all target 
groups and sites of metabolic attack, (2) the 
listing of all possible metabolic reactions able 
to affect these groups and sites, and (3) the 
organization of the metabolites into a meta- 
bolic tree (goals l and 2 in Table 13. l l) .  This is 
the information summarized in Sections 2 and 
3. The next desirable feature would be a warn- 
ing for potentially reactiveladduct-forming 
metabolites (goal 3). 

Given the available information, there ex- 
ists an ever increasing interest in expert sys- 
tems hopefully able to meet goals 1-3 in Table 
13.11. A few systems of this type are now avail- 
able (200-2021, examples of which are named 
in Table 13.10. Such systems will make correct 
qualitative or even semiquantitative predic- 
tions for a number of metabolites, but the risk 
of false positives must be taken very seriously. 
This is because of the great difficulty in meet- 
ing goal 4 (Table 13.11), devising efficient fil- 
ters to remove unlikely metabolites, based on 
the molecular properties of substrates. Meet- 
ing goal 5, namely taking biological factors 

5.2.1 Overview. Many examples of the 
SMRs discussed above involve overall molecu- 
lar properties such as configuration, confor- 
mation, electronic distribution, or lipophilic- 
ity. An alternative means of modulating 
metabolism is by structural modifications of 
the substrate at its target site, a direct ap- 
proach whose outcome is often more predict- 
able than that of altering molecular properties 
by structural changes not involving the reac- 
tion center. Globally, structural variations at 
the reaction center can aim either at decreas- 
ing or even suppressing biotransformation, or 
at promoting it by introducing labile groups. 
Metabolic switching is a combination of the 
two goals, the aim being to block metabolism 
in one part of the molecule and to promote it in 
another. 

Inertness toward biotransformation can of- 
ten be observed for highly hydrophilic or li- 
pophilic compounds. But high polarity and 
high lipophilicity tend to be avoided by drug 
designers because they may result in poor bio- 
availability and very slow excretion, respec- 
tively. However, metabolic stabilization can 
be achieved more conveniently by replacing a 
labile group with another, less or nonreactive 
moiety, provided this change is not detrimen- 
tal to pharmacological activity (203). Classical 
examples include the following: 

0 introducing an N-t-butyl group to prevent 
N-dealkylation 

0 inactivating aromatic rings toward oxida- 
tion by substituting them with strongly 
electron-withdrawing groups (e.g., -CF,, 
-S02NH2, -SO3-) 
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Figure 13.37. Esmolol (43). 

a replacing a labile ester linkage with an 
amide group 

a more generally protecting the labile moiety 
by steric shielding 

In some cases, metabolic stabilization pre- 
sents advantages such as the following: 

a longer half-lives 
a decreased possibilities of drug interactions 
a decreased inter- and intrapatient variability 
a decreased species differences 
a decreased number and significance of active 

metabolites 

Nevertheless, drawbacks cannot be ignored, 
e.g., too long half-lives and a risk of accumu- 
lation. 

In contrast to metabolic stabilization, met- 
abolic switching is a versatile means of deflect- 
ing metabolism away from toxic products to 
enhance the formation of therapeutically ac- 
tive metabolites and/or to obtain a suitable 
pharmacokinetic behavior. 

Metabolic promotion can be achieved by in- 
troducing a functional group of predictable 
metabolic reactivity, for example, an ester 
linkage. This concept enjoys considerable suc- 
cess in the design of prodrugs, as discussed 
separately below. Another approach rendered 
possible by metabolic promotion is the design 
of "soft" drugs (204). The concept of soft 
drugs, which are defined as "biologically active 
compounds (drugs) characterized by apredict- 
able in vivo metabolism to nontoxic moieties, 
after they have achieved their therapeutic 
role," has led to valuable therapeutic innova- 
tions such j3-blockers with ultrashort duration 
of action. Examples of the latter are [(arylcar- 
bonyl)oxylpropanolamines and esmolol (43) 
(Fig. 13.37). In both cases, esterase-mediated 
hydrolysis produces metabolites that are inac- 
tive due respectively to the loss of the side-chain 
or to a high polarity of the para-substituent. 

For the sake of fairness, it must also be men- 
tioned that the design of soft drugs is not with- 
out limitations. Whereas emphasis is placed on 
the predictability of their metabolism, this pre- 
dictability is qualitative more than quantitative 
as a result of the many biological factors that 
influence their biotransformation. A similar 
limitation also applies to many prodrugs, as dis- 
cussed in the following sections. 

5.2.2 Principles of Prodrug Design. Pro- 
drugs are defined as therapeutic agents that 
are inactive per se but are predictably trans- 
formed into active metabolites (205). As such, 
prodrugs must be contrasted with soft drugs, 
which as explained above, are activeper se and 
yield inactive metabolites. And in a more 
global perspective, prodrugs and soft drugs 
seem to be the two extremes of a continuum of 
possibilities where both the parent compound 
and the metabolite(s1 contribute to a large or 
small proportion to the observed therapeutic 
response. 

Prodrug design aims at overcoming a num- 
ber of barriers to a drug's usefulness (Table 
13.12). Based on these and other consider- 
ations, the major objectives of prodrug design 
can be listed as follows: 

0 improved formulation (e.g., increased hy- 
drosolubility) 

0 improved chemical stability 
0 improved patient acceptance and compli- 

an ce 
0 improved bioavailability 
0 prolonged duration of action 
0 improved organ selectivity 

decreased side effects 
0 marketing considerations, "me-too" or "me- 

better" drugs 

The successes of prodrug design are many, 
and a large variety of such compounds have 
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Table 13.12 Prodrugs: A Concept to 
Overcome Barriers to Drug's Usefulness 
(modified from Ref. 206) 

Pharmaceutical barriers 
Insufficient chemical stability 
Poor solubility 
Inacceptable taste or odour 
Irritation or pain 

Pharmacokinetic barriers 
Insufficient oral absorption 
Marked presystemic metabolism 
Short duration of action 
Unfavorable distribution in the body 

Pharmacodynarnic barriers 
Toxicity 

proven their therapeutic value. When discuss- 
ing this multidisciplinary field of medicinal 
chemistry, several complementary viewpoints 
can be adopted, namely a chemical classifica- 
tion, the nature of activation (enzymatic or 
nonenzymatic), the tissue selectivity, the pos- 
sible production of toxic metabolites, and the 
gain in therapeutic benefit (Table 13.13). 

In a chemical perspective, it may be conve- 
nient to distinguish between carrier-linked 
prodrugs, i.e., drugs linked to a carrier moiety 
by a labile bridge, and bioprecursors, which do 
not contain a carrier group and are activated 
by the metabolic creation of a functional group 
(207). A special group of carrier-linked pro- 
drugs are the site-specific chemical delivery 
systems (204,208). Macromolecular prodrugs 
are synthetic conjugates of drugs covalently 
bound (either directly or through a spacer) to 
proteins, polypeptides, polysaccharides, and 
other biodegradable polymers (209). A special 
case is provided by drugs coupled to monoclo- 
nal antibodies. 

Prodrug activation occurs enzymatically, 
nonenzymatically, or sequentially (enzymatic 
step followed by nonenzymatic rearrange- 
ment). As much as possible, it is desirable to 
reduce biological variability; hence, the partic- 
ular interest of nonenzymatic reactions of hy- 
drolysis or intramolecular catalysis as dis- 
cussed in the next section. 

The problem of tissue or organ selectivity 
(targeting) is another important aspect of pro- 
drug design. Many unsuccessful and a few suc- 
cessful attempts have been made to achieve 

Table 13.13 Complementary Viewpoints 
When Discussing Prodrugs 

Chemical classification? (overlapping classes) 
Bioprecursors 
Classical carrier-linked prodrugs 
Site-specific chemical delivery systems 
Macromolecular prodrugs 
Drug-antibody conjugates 

Mechanisms of activation? (may operate 
simultaneously) 

Enzymatic 
+ biological variability 
+ difficult optimization 

Nonenzymatic 
-+ no biological variability 
-r easier optimization 

Tissue/organ selectivity? 
Due to tissue-selective activation of classical 

prodrugs 
Produced by site-specific chemical delivery 

systems 
Toxic potential? 

Of a metabolic intermediate (for bioprecursors) 
Of the carrier moiety or a metabolite thereof 

Gain in therapeutic benefit? 
"Post hoe" design (prodrugs of established 

drugs) 
The gain can range from modest to marked 

"Ad hoe" design (a labile group is an initial 
specification) 

The gain is usually marked 

organ-selective activation of prodrugs (see 
below). 

The toxic potential of metabolic intermedi- 
ates, of the carrier moiety or of a fragment 
thereof should never be neglected. For exam- 
ple, some problems may be associated with 
formaldehyde-releasing prodrugs such as N- 
and O-acyloxymethyl derivatives or Mannich 
bases (see below). Similarly, arylacetylenes as- 
sayed as potential bioprecursors of anti-in- 
flammatory arylacetic acids proved to be 
highly toxic because of the formation of inter- 
mediate ketenes (see pathway 3 in Fig. 13.5). 

The gain in therapeutic benefit provided by 
prodrugs is a question that knows no general 
answer. Depending on both the drug and its 
prodrug, the therapeutic gain and when it can 
be characterized may be marked or modest. 
But as suggested in Table 13.13, a trend is 
apparent when comparing post h o e  and ad 
hoc-designed prodrugs. Post hoe design im- 
plies well-accepted drugs endowed with useful 
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Table 13.14 Examples of Common and Less Common Carrier Groups Used in Prodrug Design 

Carrier groups linked to a hydroxy group (R-OH) 
Esters of simple or fundionalized aliphatic carboxylic acids, e.g., R-0-CO-R' 
Esters of carbamic acids, e.g., R-0-CO-NR'R" 
Esters of amino acids (e.g., lysine), e.g., R-0-CO-CH(NH,)R1 
Esters of ring-substituted aromatic acids, e.g., R-0-CO-aryl 
Esters of derivatized phosphoric acids, e.g., R-0-PO(OR1)(OR") 
(Acy1oxy)methyl or (acyloxylethyl ethers, e.g., R-0-CH,-0-CO-R' or 

R-0-CH(CH3)-0-CO-R' 
(Alkoxycarbony1oxy)methyl or (alkoxycarbony1oxy)ethyl ethers, e.g., R-0-CH2-0-CO-0-R' or 

R-0-CH(CH3)-0-CO-0-R' 
0-glycosides 

Carrier groups linked to a carboxylic group (R-COOH) 
Esters of simple alcohols or phenols, e.g., R-CO-0-R' 
Esters of alcohols containing an amino or amido function, e.g., R-CO-0-(CH,),-NR'R" or 

R-CO-0-(CH,),-CO-NR'R" or R-CO-0-(CH,),-NH-COR' 
(Acy1oxy)methyl or (acyloxylethyl esters of the type R-CO-0-CH,-0-CO-R' or R-CO-0-CH(CH,)-0-CO-R' 
Hybrid glycerides formed from diacylglycerols, e.g., R-CO-0-CH(CH,-0-CO-R'), 
Esters of diacylaminopropan-2-015, e.g., R-CO-0-CH(CH,-NH-COR'), 
N,N-dialkyl hydroxylamine derivatives, e.g., R-CO-0-NR'R" 
Amides of amino acids (e.g., glycine), e.g., R-CO-NH-CH(R1)-COOH 

Carrier groups linked to an amino or amido group (RRf-NH) 
Amides formed from simple or functionalized acyl groups, e.g., RR'N-CO-R" 
Amides cleaved by intramolecular catalysis (with accompanying cyclization of the carrier moiety) 
Alkyl carbamates, e.g., RR'N-CO-0-R" 
(Acy1oxy)alkyl carbamates, e.g., RR'N-CO-0-CH(R")-0-CO-R'" 
(Phospholy1oxy)methyl carbamates, e.g., RR'N-CO-0-CH,-0-POSH2 
N-(acy1oxy)methyl or N-(acy1oxy)ethyl derivatives, e.g., RR'N-CH,-0-CO-R" or RR'N-CH(CH,)-0-CO-R" 
N-Mannich bases, e.g., RR'N-CH2-NR"R"' 
N-(N,N-dialky1amino)methylene derivatives of primary amines, e.g., RN==CH-NR'R" 
N-a-hydroxyalkyl derivatives of peptides 
Imidazolidinone derivatives of peptides 
Oxazolidines of ephedrines and other 1-hydroxy-2-aminoethane congeners 

qualities but displaying some unwanted prop- 
erty that a prodrug form should ameliorate. 
The gain in such cases is usually modest, yet 
real, but may be marked if good targeting is 
achieved. 

In contrast, ad hoc design implies active 
compounds suffering from some severe draw- 
back (e.g., high hydrophilicity restricting bio- 
availability), which prevents therapeutic use. 
Here, a prodrug form may prove necessary, 
and its design will be integrated into the iter- 
ative process of lead optimization. A high ther- 
apeutic gain is obviously expected. 

5.2.3 Chemical Aspects of Prodrug Design. 
Numerous carrier-linked prodrugs have been 
prepared from drugs containing an adequate 
functional group. Without aiming at compre- 
hensiveness, a list of common and less com- 
mon carrier groups is given in Table 13.14 for 

three types of functional groups that are fre- 
quent sites of derivatization to form prodrugs. 
Thus, drugs containing an alcoholic or phe- 
nolic group can be conveniently derivatized to 
esters or labile ethers. Drugs containing a car- 
boxylic group can form a variety of esters and 
amides, and their SMRs are documented in 
many studies. Drugs containing an NH group 
(i.e., amides, imides, and amines) are amenable 
to derivatization to a variety of prodrugs (210). 

The reactivity of these prodrugs varies con- 
siderably. Whereas most of them are activated 
enzymatically, others are activated nonenzy- 
matically, as discussed in the following para- 
graphs. Enzymatic hydrolysis followed by chem- 
ical breakdown is another possibility (e.g., 
carbamic acids formed from carbarnates). 

As mentioned in the previous section, it is 
often desirable to reduce biological variability 
by designing prodrugs whose activation occurs 



5 Drug Metabolism and the Medicinal Chemist 

0 COOH 

" 

dioxol-4-y1)methyl esters (212). 

purely or predominantly by a nonenzymatic 
mechanism (211). Prodrugs of this type in- 
clude the following: 

(2-0x0-1,3-dioxol-4-y1)methyl esters 
Mannich bases 
oxazolidines 
esters with a basic side-chain able to cata- 
lyze intramolecular hydrolysis 
esters and amides undergoing intramolecu- 
lar nucleophilic cyclization-elimination 

The first and last type are of particular in- 
terest and will be exemplified here. 5-Substi- 
tuted (2-oxo-l,3-dioxol-4-yl)methy1 esters 
have found a variety of applications as pro- 
drugs of carboxylic acids. Their activation is 
mainly nonenzymatic, because they break 
down chemically under physiological condi- 
tions of pH and temperature as shown in Fig. 
13.38 (212). The nature of the 5-substituent 
influences the rate of hydrolytic ring opening. 

Activation by intramolecular cyclization- 
elimination occurs in specifically designed 
prodrugs of phenols, alcohols, and amines 
(213). A number of design strategies exist to 
achieve such mechanisms, their general chem- 
ical principle being shown in Fig. 13.39. In 
such a schematic representation, the carrier 
moiety is a side-chain attached to the drug by a 
carbonyl group (i.e., by an ester or amide func- 
tion) and containing a nucleophilic group sym- 

bolized by Nu. The latter directly attacks the 
carbonyl in a reaction of nucleophilic substitu- 
tion whose outcome is cyclization of the car- 
rier moiety and elimination of the drug 
molecule. 

Known intramolecular nucleophiles are ba- 
sic amino, acidic amido, carboxylate, and hy- 
droxy groups. Thus, the radiation sensitizer 
5-bromo-2'-deoxyuridine (45) (Fig. 13.40) was 
derivatized with diamino acids to obtain pro- 
drugs shown as (44) in Fig. 13.40 (with R = H 
or cyclohexyl) (214). These prodrugs were sta- 
ble in acidic solutions. Under physiological 
conditions of pH and temperature, the reac- 
tion of cyclization proceeded cleanly according 
to reaction A with a half-life of 23 or 30 min for 
the two prodrugs (44) having R = H or cyclo- 
hexyl, respectively. In human plasma under 
the same conditions, the half-lives were 
longer, suggesting protection from breakdown 
by binding to proteins. In rat plasma, the half- 
life of the second compound was 5 min, indi- 
cating that enzymatic hydrolysis by rat 
plasma hydrolases (reaction B in Fig. 13.40) is 
possible in some cases. 

5.2.4 Multistep Prodrugs. A number of pro- 
drugs do not undergo a single, direct reaction 
of activation, but need two or more steps to 
liberate the active metabolite. Such a strategy 
may seem a source of needless complications, 

X=OorNH 

Nu = basic N 
N- 
COO- 
OH 

Figure 13.39. General reaction scheme for 
the intramolecular activation of prodrugs by 
cyclization-elimination (modified from Ref. 
213). 
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t 
enzymatic hydrolysis 

Figure 13.40. Activation of basic ester prodrugs of 5-bromo-2'-deoxyuridine (45) by cyclization of 
the pro-moiety (reaction a) and by enzymatic hydrolysis (reaction b) (214). 

yet enough examples exist to show that facing 
these additional difficulties may be rewarding. 

A nice example of this approach has been 
reported for two-step prodrugs of pilocarpine 
(47) (Fig. 13.41), aimed at improving ocular 
delivery (215). The prodrugs were lipophilic 
diesters of pilocarpic acid (46). The first acti- 
vation step was enzymatic regiospecific 0-acyl 
hydrolysis to remove the acyl carrier (reaction 
A). In a second step, intramolecular nucleo- 
philic substitution-elimination led to loss of 
the alcohol carrier and to ring closure to pilo- 
carpine (reaction B). Efficient enzymatic hy- 
drolysis was seen in various ocular tissue prep- 
arations, confirming the potential of these 
diesters as prodrugs for ocular delivery. 

Another type of two-step prodrug has been 
designed in recent years in which the reaction 
shown in Fig. 13.39 (intramolecular attack 
and elimination of the active metabolite) must 
be preceded by the metabolic unmasking of 
the nucleophile. Here like in the pilocarpine 
prodrugs (Fig. 13.411, the nucleophilic group 
is not immediately available for cyclization- 
elimination, but remains latent until liberated 
metabolically. The analogy stops here, how- 
ever, because in the case of pilocarpine pro- 
drugs, the eliminated moiety was a second car- 
rier and not the drug as discussed now. 

A number of promoieties have been de- 
signed to undergo the two-step elimination of 
a drug (216-218). Coumarinic acid is one such 

promoiety. A number of model amines were 
derivatized with coumarinic acid, their gen- 
eral structure being shown as (48) in Fig. 
13.42. These model prodrugs undergo initial 
hydrolysis, followed by facile lactonization to 
coumarin and release of the active m i n e  (re- 
actions A and B in Fig. 13.42). A particular 
interest of this approach is its potential to de- 
sign peptide prodrugs with greatly improved 
permeation properties (218). Here, both ends 
of the peptide are linked to the coumarinic 
acid promoiety (49) (Fig. 13.43). Enzymatic 
hydrolysis cleaves the ester bridge, allowing 
the phenolic group to be liberated to react in- 
trarnolecularly. This second step is identical to 
that shown in Fig. 13.42. 

As mentioned in Table 13.13, tissue or or- 
gan selectivity is one of the objectives of pro- 
drug design. For example, much interest ex- 
ists in dermal delivery (219) and brain 
penetration (208). In this context, site-selec- 
tive chemical delivery systems might evoke 
the "magic bullets" of drug design, their selec- 
tivity being based on some enzymatic or phys- 
icochemical characteristic of a given tissue or 
organ. For example, the selective presence of 
cysteine conjugate P-lyase in the kidney sug- 
gests that this enzyme might be exploited for 
delivery of sulfhydryl drugs to this organ 
(220). Brain-selective dihydropyridine carri- 
ers have been extensively investigated (204, 
208). A large variety of drugs (e.g., neurophar- 
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Figure 13.41. Two-step activation of pilocarpine prodrugs (215). The prodrugs are diesters of 
pilocarpic acid (46). Enzymatic hydrolysis (reaction a) cleaves the acyl carrier group. The product is 
a monoester of pilocarpic that undergoes cyclization to pilocarpine (47) upon intramolecular nucleo- 
philic attack (cyclization) and elimination of the alcohol carrier (reaction b). 

macological agents, steroid hormones, chemo- 
therapeutic agents) have been coupled to dihy- 
dropyridine carriers, resulting in improved 
and sustained brain delivery in experimental 
animals. 

Capecitabine (50) (Fig. 13.44) is a recently 
marketed site-selective multistep prodrug of 
the antitumor drug 5-fluorouracil(5-FU) (53) 
(221). The prodrug is well absorbed orally and 
is hydrolyzed by liver carboxylesterase. The 
resulting metabolite is a carbarnic acid that 
spontaneously decarboxylates to 5'-deoxy-5- 
fluorocytidine (51). The enzyme cytidine 
deaminase, which is present in the liver and 

NHR NHR 

tumors, transforms 5'-deoxy-5-fluorocytidine 
into 5'-deoxy-5-fluorouridine (52). Transfor- 
mation into 5-FU (53) is catalyzed by thymi- 
dine phosphorylase and occurs selectively in 
tumor cells. 

Capecitabine is of great interest in the con- 
text of this chapter. Clinically, it was first ap- 
proved for the cotreatment of refractory 
metastatic breast cancer. Its therapeutic spec- 
trum now includes metastatic colorectal can- 
cer, and there are hopes that it might broaden 
further as positive results of new clinical trials 
become available. Capecitabine thus affords 
an impressive gain in therapeutic benefit com- 

Figure 13.42. Amides of cou- 
marinic acid 0-acetyl ester (48) 
as  prodrugs of active amines ac- 
tivated by cyclization-elimina- 
tion in a two-step sequence. Re- 
action a is the hydrolase- 
catalyzed hydrolysis of the 
carboxylate moiety, followed by 
an intramolecular nucleophilic 
substitution with elimination of 
the active amine (reaction b) 
(216). 
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HN - Peptide HN- Peptide- COOH 
I I I 0 
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H2N - Peptide - COOH 

Figure 13.43. Two-step prodrugs of peptides derivatized with coumarinic acid (49) (218). Activa- 
tion occurs by enzymatic cleavage of the ester bond, followed by intramolecular nucleophilic attack by 
the phenolic group on the carbonyl, resulting in cyclization to coumarin and elimination of the 
peptide. 

pared with 5-FU because of its oral bioavail- larly chronic toxicity. Other causes of (often 
ability and a relatively selective activation in acute) toxicity include all unwanted or exag- 
and delivery to tumors. gerated pharmacological responses. These 

various pharmacokinetic and pharmacody- 
5.3 The Concept of Toxophoric Croups namic mechanisms can be studied by struc- 
Biotransformation to reactive metabolic inter- ture-toxicity relationship methods (222, 223) 
mediates is one of the major mechanisms by and are thus amenable to rational corrective 
which drugs exert toxic effects and particu- steps within the framework of drug design. 

J carboxylesterase 0 N * 

H 3 y 0  J (liver) 

(tumor) 
< 

thymidine 
phosphorylase 

cytidine 
deaminase 

Figure 13.44. Metabolic activation of capecitabine (50), a site-selective multistep prodrug of the 
antitumor drug 5-fluorouracil(5-FU) (53). Following oral absorption, the prodrug is hydrolyzed by 
liver carboxylesterase to a carbamic acid that spontaneously decarboxylates to 5'-deoxy-5-fluorocy- 
tidine (51). The latter is transformed into 5'-deoxy-5-fluorouridine (52) by cytidine deaminase 
present in the liver and tumors. The third activation step occurs selectively in tumor cells and 
involves the transformation to 5-FU (53), catalyzed by thymidine phosphorylase (221). 
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Table 13.15 Major Toxophoric Groups and 
Their Metabolic Reactions of Toxification 

Functionalization reactions 
Some aromatic systems that can be oxidized to 

epoxides, quinones, or quinonimines (Fig. 5, 
reaction 1) 

Ethynyl moieties activated by cytochrome P450 
(Fig. 5, reaction 3) 

Some halogenated alkyl groups that can undergo 
reductive dehalogenation (Fig. 3, reaction 7) 

Nitroarenes that can be reduced to nitro anion- 
I radicals, nitrosoarenes, nitroxides, and 

hydroxylamines (Fig. 7, reaction 4) 
Some aromatic amides that can be activated to 

nitrenium ions (reaction 3 in Fig. 7, followed 
by reaction 3 in Fig. 18) 

Some thiocarbonyl derivatives, particularly 
thioamides, that can be oxidized to S,S- 
dioxide (sulfene) metabolites (Fig. 9, reaction 
3) 

Thiols that can form mixed disulfides (Fig. 9, 
reaction 1) 

Conjugation reactions 
Some carboxylic acids that can form reactive 

acylglucuronides (Fig. 21, reaction 3) 
Some carboxylic acids that can form highly 

lipophilic conjugates (Fig. 27, reactions 3 and 
4) 

Table 13.16 Macromolecular Adducts as a 
Class of Toxic Metabolites (21) 

Their formation may be 
non-enzymatic 
enzymatic 
post-enzymatic 

The covalent bond may be 
strong (G--N, C--0, CS) 
of medium energy (H) 

The target macromolecule may be 
soluble 
membrane-bound 

The fate of macromolecular adducts is largely 
unknown 

Macromolecular adducts may be toxic due to 
loss of the macromolecule's original functions 
antigenic activity 
toxic breakdown products 

the above that the presence of a toxophoric 
group necessarily implies toxicity. Reality is 
far less gloomy, as only potential toxicity is 
indicated. Given the presence of a toxophoric 
group in a compound, a number of factors will 
operate to render the latter either toxic or 
nontoxic. 

For a reaction of toxification to occur at all, 
a target moiety must be present that has 
been termed a toxogenic, toxicophoric, or tox- 
ophoric group (Table 13.15) (see Refs. 224- 
226). Major functionalization reactions that 
activate toxophoric groups include oxidation 
to electrophilic intermediates or reduction to 
nucleophilic radicals (which may be followed 
by oxygen reduction to superoxide, hydroxyl 
radical, and other reactive oxygen species). The 
electrophilic or nucleophilic intermediates may 
then read with bio(macro)molecules, produc- 
ing critical or noncritical lesions. Table 13.16 
lists some characteristics of macromolecular 
adducts as a class of toxic metabolites (21). 
The toxic potential of radicals is particularly 
noteworthy. Of more recent awareness is the 
fact that some conjugation reactions may also 
lead to toxic metabolites, either reactive ones 
or long-retained residues. 

A drug designer worthy of the name must 
be conversant with toxification reactions and 
toxophoric groups (Table 13.15) (6, 21, 227). 
However, it would be wrong to conclude from 

1. The molecular properties of the substrate 
will increase or decrease its affinity and re- 
activity toward toxification and detoxifica- 
tion pathways. 

2. Metabolic reactions of toxification are al- 
ways accompanied by competitive andlor 
sequential reactions of detoxification that 
compete with the formation of the toxic 
metabolite and/or inactivate it. A profusion 
of biological factors control the relative ef- 
fectiveness of these competitive and se- 
quential pathways (Section 4). 

3. The reactivity and half-life of a reactive me- 
tabolite control its sites of action and deter- 
mine whether it will reach sensitive sites 
(18). 

4. Dose, rate, and route of entry into the or- 
ganism are all factors of known sig- 
nificance. 

5. Above all, there exist essential mechanisms 
of survival value that operate to repair mo- 
lecular lesions, remove them immunologi- 
cally, and/or regenerate the lesioned sites 
(Fig. 13.45) (21). 
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Figure 13.45. General scheme placing of toxification reactions (vertical arrows) and of detoxifica- 
tion (horizontal arrows) in a broader biological context (21). 

In conclusion, the presence of a toxophoric 
group is not a sufficient condition for observ- 
able toxicity, a sobering and often underem- 
phasized fact. Nor is it a necessary condition 
because other mechanisms of toxicity exist, for 
example, the acute toxicity characteristic of 
many solvents. 

1 - 

6 C O N C L U D I N G  REMARKS 

Healing 

Drug discovery and development are becom- 
ing more complex by the day, with physico- 
chemical, pharmacokinetic, and pharmacody- 
namic properties being screened and assessed 
as early and as simultaneously as possible. But 
the real challenge lies with the resulting del- 
uge of data, which must be stored, analyzed, 
and interpreted. 

Storing, retrieving, and analyzing data 
calls for a successfull synergy between hu- 
mans and algorithmic machines, in other 
words, between human and artificial intelli- 
gence. However, making sense of the data, in- 
terpreting their analyses, and rationally plan- 
ning subsequent steps is an entirely different 

1 
Death 

issue. The difference is a qualitative one, and 
it is the difference between information and 
knowledge. 

This chapter is about both. Our first objec- 
tive in writing it was obviously to supply as 
much useful information as would fit in the 
allocated pages. By useful information, we 
mean structured data as exemplified by the 
classification of metabolic reactions (Sections 
2 and 3) and biological factors affecting them 
(Section 4). 

Information becomes knowledge when it is 
connected to a context from which it receives 
meaning. This treatise is about medicinal 
chemistry, and indeed medicinal chemistry is 
the context of our chapter and of all others. By 
discussing the connection between drug me- 
tabolism and the medicinal chemistry context 
(Section 5), we have tried to be true to our 
second objective, which was to present medic- 
inal chemists with meaningful information. 
Had this chapter been written for a treatise of 
molecular biology, much of the basic informa- 
tion would have been the same, but the con- 
text and the chapter's meaning would have 
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been different. This also tells us that medici- 
nal chemistry itself needs a context to acquire 
meaning, the context of human welfare to 
which responsible medicinal chemists are 
proud to contribute (228). 
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1 I N T R O D U C T I O N  

The term prodrug was first introduced by Al- 
bert in 1958 (1) to describe compounds that 
undergo biotransformation before exhibiting 
their pharmacological effects. Since then, 
many papers have been published on this sub- 
ject (2-8). Basically, prodrug design consti- 
tutes an area of drug research that is con- 
cerned with the optimization of drug delivery. 
This may be "systemic delivery" after oral or 
topical administration or "delivery to the site 
of action," independently of the route of ad- 
ministration. The rationale for prodrug design 
is that a molecule with optimal structural con- 
figuration and physicochemical properties for 
eliciting the desired pharmacological action 
and the expected therapeutic effect does not 
necessarily possess the best molecular form 
and properties for its delivery at the receptor 
sites. By attachment of a pro-moiety to the 
active moiety, a prodrug is formed that is de- 
signed to overcome the barrier that hinders 
the optimal use of the active principle (9). Usu- 
ally, the use of the term prodrug implies a co- 
valent link between an "active moiety" and a 
< I  carrier moiety," but some authors also use 
this term to characterize some form of salts of 
the active principle. In this review, only co- 
valently bound moieties are considered. 

Prodrugs also occur in the organism. As an 
example of an endogenous prodrug, proinsulin 
is synthesized in the pancreas to be released as 
its active moiety insulin and an inactive 
propeptide. To some extent, the bioactivation 
of neurotransmitters could also be termed 
prodrug design by nature and there are many 
other examples in the realm of mammalian 
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endogenous compounds. Prodrugs derived 
from plant sources also exist. As an example, 
codeine activation to morphine is essential for 
its analgesic effect (Section 5.2). 

Finally, prodrugs were first synthesized be- 
fore the concept was introduced by Albert. As 
an example, heroin is to some extent an "acci- 
dental" prodrug. As a matter of fact, morphine 
crosses the blood-brain barrier relatively 
slowly. Diacetylmorphine (heroin) has a 
greater lipid solubility, and thus transfers into 
the brain, where hydrolysis converts heroin to 
morphine. The latter is ultimately responsible 
for the pharmacological effect (10). This is a 
good example of a prodrug that has found un- 
intended use outside the field of medicine,. al- 
though it has also been used to treat chronic 
pain. 

The present review concentrates on pro- 
drugs designed by pharmaceutical chemists to 
overcome biopharmaceutical or pharmacoki- 
netic (essentially metabolic) problems encoun- 
tered with active principles. Although this re- 
view does not consider the chemical methods 
used to synthesize prodrugs, the reader more 
specifically interested in chemical synthesis 
can find relevant bibliography in references 
presented in the following sections. The inves- 
tigations presented in this review have been 
selected not because they lead to a commer- 
cialized drug product, but to illustrate the 
types of problems pharmaceutical chemists 
have tried to solve and the metabolic, kinetic, 
or biopharmaceutical rationale behind these 
attempts. Although very little published infor- 
mation is available on pharmacokinetic meth- 
ods useful in the study of prodrugs and on the 
regulatory requirements needed for prodrug 
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development, the authors have tried to de- 
velop some general ideas that might be useful 

1 in this regard. 
i 
: 1.1 The Pharmacokinetic Point of View 

A prerequisite for the design of safe drugs is 
knowledge about the various metabolic reac- 
tions that xenobiotics and endogenous com- 
pounds undergo in the organism. Because 
pharmacological activity depends on molecu- 
lar structure, the medicinal chemist is re- 
stricted in the choice of functional groups for 
the design of new drugs. Often he finds or she 
encounters a situation where a structure has 
adequate pharmacologic activity but has an 
inadequate pharmacokinetic profile (i.e., ab- 
sorption, distribution, metabolism, and excre- 
tion). This is because the compounds synthe- 
sized by the medicinal chemist are usually 
screened on the basis of i n  vitro testing and 
because pharmacology and pharmacokinetic 
departments in the pharmaceutical industry 
often do not collaborate at the early stage of 
drug development. It is only later, when the 
new compound is tested in animals or in hu- 
mans, that pharmacokinetic disadvantages 
become obvious. In many cases the compound 
is discarded, but in some instances biophar- 
maceutics can help solve the problem if drug 
behavior in the gastrointestinal tract is in- 
volved or if the elimination half-life is too 
short. In the first case, innovative pharmaceu- 
tical formulations or new routes of adminis- 
tration can be devised. In the second case slow- 
release formulations may help overcome the 
problem. 

More difficult is the situation where a drug 
should be available as a solution but its solu- 
bility is too low to allow easy parented or 
ocular administration. In such cases, the pro- 
drug approach may be appropriate, as dis- 
cussed briefly below (Section 4.1). The same 
applies to the improvement in the half-life of 
unstable parenterals (Section 4.2). Similarly, 
gastrointestinal membrane or transdermal 
passage as well as hepatic first-pass metabo- 
lism are difficult to change by biopharmaceu- 
tical approaches, as being inherent in the mo- 
lecular structure of the active moiety. To 
improve the pharrnacokinetic properties of a 
molecule displaying such problems, one must 
modify its chemical structure. This can be 

done by the design of a prodrug or by the syn- 
thesis of an analog structure with improved 
pharrnacokinetic properties. The latter case 
falls outside the scope of the present review. 
Accordingly, the following sections are mainly 
concerned with prodrugs. 

Even if, according to the accepted defini- 
tion, the couple "prodrug-and-its-active-deriv- 
ative" should not be considered as the pair 
"parent-compound-and-metabolite," from a 
pharmacokinetic point of view the two entities 
are strictly identical. Accordingly, the equa- 
tions used for the determination of the kinet- 
ics of metabolites (active or not) are to be used 
(11-14). As for metabolite kinetics, a clear ap- 
preciation of the pharmacokinetics of a sub- 
stance generated i n  vivo is possible only if the 
fraction of metabolite formed from its precur- 
sor is known. In most cases, prodrug design 
tends to produce substances that are totally 
bioactivated by one chemical route. This is, 
however, not necessarily the case and ade- 
quate provision must be made for such devia- 
tions from the ideal case when planning and 
interpreting the results in pharmacokinetic 
and relative bioavailability investigations. 

1.2 The Biopharmaceutical Point of View 

In the present chapter, the adjective bio- 
pharmaceutical is used in the context of, 
biopharmacy, that is, for matters related to 
pharmaceutical formulations. Accordingly, 
the meaning is fundamentally different from 
the substantive biopharmaceutical(s) used to 
denote active substances developed by bio- 
technology. This substantive is not used in 
this chapter. 

From a biopharmaceutical point of view, 
prodrugs can be defined as precursors of active 
principles that can be used to modify a variety 
of both pharmaceutical and biological proper- 
ties including, as discussed above, modifica- 
tion of the pharmacokinetics of the drug in 
vivo to improve absorption, distribution, me- 
tabolism, and excretion (ADME). This may 
lead to improvement of bioavailability by in- 
creased aqueous solubility, increase of drug 
product stability, enhancement of patient ac- 
ceptance, and compliance by minimizing taste 
and odor problems, elimination of pain on in- 
jection, and decrease of gastrointestinal irrita- 
tion (6). It is usually accepted that a prodrug 
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should not possess any relevant pharmacolog- 
ical activity. In this context the termprodrug 
is used essentially when chemical modifica- 
tions are deliberately introduced to improve 
an unsatisfactory situation encountered when 
the active compounds are administered per se. 
The classical example is the synthesis in 1899 
of aspirin, in an attempt to improve therapy 
with salicylic acid. 

The present review deals essentially with 
enhancement of gastrointestinal availability 
of drugs through prodrug administration, but 
some other aspects of the prodrug concept are 
also discussed briefly. 

1.3 The Regulatory Point of View 

Presently there is no clear opinion about the 
requirements for the development of a pro- 
drug. In general, regulatory agencies are re- 
luctant to register this type of product. Of par- 
ticular concern is the fact that toxicological 
studies might not be relevant for human use of 
the drug because of differences in the rate 
andlor extent of formation of the active moi- 
ety. 

This problem was raised by Aungst et al. 
(15) in 1987, concerning the extrapolation of 
data from animal models to humans. Discuss- 
ing the results of their pharmacokinetic stud- 
ies of nalbuphine prodrugs, a narcotic agonistl 
antagonist, they stated: "Animal models 
should be similar to man with regard to: (i) 
nalbuphine disposition (bioavailability) after 
oral dosing; and (ii) prodrug hydrolysis rates." 
It is evident that because of great interspecies 
variability in xenobiotic metabolism (well 
known from a toxicological point of view), this 
goal is quite difficult to achieve. Accordingly, 
animal experiments should be analyzed with 
caution and confirmatory experiments in hu- 
mans must be performed. It could even be ar- 
gued that for some active principles it would 
be wiser to conduct all experiments in hu- 
mans. As an example of interspecies differ- 
ences, it was found (16) that the pivaloyloxy- 
ethyl ester of methyldopa was essentially 
hydrolyzed presystematically to pivalic acid 
and methyldopa, whereas the succinimido- 
ethyl derivative was readily hydrolyzed in the 
rat, but not in the dog. Similarly, it was found 
that for dyphylline prodrugs, the relative rates 

of active moiety release were 1.3-13 times 
faster in rabbit plasma than in human plasma 
(17). 

Nomenclature is also a subject of confu- 
sion, although of much lesser importance than 
the metabolic aspects discussed in the previ- 
ous paragraph. As examples of potential con- 
fusion some terms used in Europe are briefly 
discussed. A similar confrontation of defini- 
tions could also be made for other countries. 
The nomenclature adopted in 1965 (18) by the 
European Communities presents no problem 
for prodrugs: 

0 Proprietary medicinal product: Any ready- 
prepared medicinal product placed on the 
market under a special name and in a special 
pack. 
Medicinalproduct: Any substance or combi- 
nation of substances presented for treating 
or preventing disease in human beings or 
animals. 

0 Substance: Any matter irrespective of origin 
which may be human, animal, vegetable, 
chemical. 

In its Notice on "Studies of Prolonged-Ac- 
tion Forms in Man" dated 1987 (19) the EC 
introduces the term of active principle pre- 
sented in "pharmaceutical forms." This con- 
cept may apply to prodrugs, but only indirectly 
because the substance contained as such in 
the pharmaceutical form is not exactly the ac- 
tive principle. Similarly, in the council recom- 
mendation of 1987 on Investigation on Bio- 
availability (201, the terms active drug 
ingredient or therapeutic moiety of a drug are 
used to define the chemical s~ecies that should . 
be measured. Finally, in a newer definition of 
bioavailability, the term active substance is 
used (21). 

In most situations, the terminology can be 
adapted to the characterization of the phar- 
macokinetics of prodrugs. Some authors use 
the terminology of a "prodrug" being bioacti- 
vated to the "drug" or even to the "parent 
drug," which is a rather misleading nomencla- 
ture. To avoid confusion with the term drug 
product, often used to describe the "pharma- 
ceutical form," the terms prodrug and active 
moiety are generally used in the present re- 
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view. There are, however, situations in which 
great care must be taken to analyze the poten- 
tial consequences of imprecise definitions of 
these concepts. Section 8.4, on bioavailability 
assessment of prodrugs, is a good example of 
such potential problems. 

Finally, there is one type of prodrug that 
may create potential problems at the regula- 
tory level and it is represented by all prodrugs 
aiming at a prolongation of the duration of 
action of an active substance. As an example, 
it is not totally clear from the available guide- 
lines how a prodrug administered intrave- 
nously as a solution with prolonged-release 
properties should be compared to the "drug" 
given by the same route of administration. In 
these cases, it is hoped that scientific common 
sense will prevail over strict adherence to 
guidelines that were not written with such 
particular cases in mind. 

I 

2 CHEMICAL BOND 

Prodrug design and synthesis is an important 
field of pharmaceutical chemistry. This re- 
view, however, is centered around biopharma- 
ceutical aspects of prodrugs. From a pharma- 
cokinetic point of view it is important to 
understand the nature of the chemical bond 
linking the active moiety to its "carrier moi- 
ety," and the nature of the "carrier moiety." 
Knowledge of the nature of the chemical bond 
may help to explain the nature of the biotrans- 
formation process and its location in specific 
tissues or cells. The study of the fate in the 
body of the "carrier" moiety is particularly im- 
portant from a safety point of view and should 
be investigated just as thoroughly as the active 
moiety. Clearly, in some cases, such as the es- 
ters of methanol or ethanol, the fate of the 
released carrier moiety is well known, and no 
extra study is needed during drug develop- 
ment. In other cases, additional ~harmacoki- - 
netic investigations may be necessary. 

A basic requirement for prodrug design is 
naturally the adequate reconversion of the 
prodrug to the active moiety in vivo. This pro- 
drug-drug conversion may take place before 
absorption (e.g., in the gastrointestinal sys- 
tem), during absorption (e.g., in the gastroin- 
testinal wall or in the skin), after absorption, 

or at the specific site of drug action. Because 
the prodrug is usually inactive, it is important 
that the conversion be essentially complete be- 
cause intact prodrug represents unavailable 
drug. However, the rate of conversion depends 
on the specific goal of prodrug design. As two 
opposite examples, a prodrug designed to over- 
come low solubility for an intravenous formu- 
lation should be converted very rapidly to the 
active moiety after injection. Conversely, if the 
objective of the prodrug is to produce a sus- 
tained drug action through rate-limiting con- 
version, the rate of conversion should not be 
too fast. Depot neuroleptics designed for once- 
a-month intramuscular administration are an 
interesting case. As discussed in Section 3.3, 
the rate-limiting step is their diffusion from 
the oily depot to the bloodstream, the conver- 
sion in plasma to the active moiety being very 
fast, as for most ester prodrugs. 

This clearly indicates that the nature of the 
bond between the carrier and the active moi- 
ety plays a major role in prodrug design and 
that pharmacokinetic considerations are of ut- 
most importance in this context. In the follow- 
ing paragraphs, some typical kinds of chemical 
bonds are discussed. It is not intended here to 
present an overview on this subject, but only 
to give some examples of how chemistry and 
pharmacokinetics interact in the field of pro- 
drugs. 

For a more detailed review of xenobiotic 
conversion in the body, see the chapter by B. 
Testa in the present volume (22) and a review 
by the late H. Bundgaard (91, who had been so 
active in this field and whose work inspired 
parts of this chapter. 

In any case, the necessary conversion or 
activation of prodrugs in the body can take 
place by a variety of chemical or enzymatic 
reactions that, as stated before, must be se- 
lected to achieve the optimal conversion site 
and rate. There are, however, some limita- 
tions to this choice, given that the active moi- 
ety must have adequate chemically functional 
groups for the attachment of the carrier moi- 
ety. The most common prodrugs are those re- 
quiring a hydrolytic cleavage mediated by en- 
zymatic catalysis, but reductive and oxidative 
reactions have also been used for the in uiuo 
regeneration of the active moiety. Besides us- 
age of the various enzyme systems of the body 
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to carry out the necessary activation of pro- 
drugs, the buffered and relatively constant 
value of the physiological pH may be useful in 
triggering the release of a drug from a pro- 
drug. In these cases, the prodrugs are charac- 
terized by a high degree of chemical lability at 
pH 7.4, while preferably exhibiting a higher 
stability at other pHs. 

2.1 Esters 

As stated earlier, the rational design of biolog- 
ically reversible drug derivatives is based on 
the ability of the host tissue to regenerate the 
active moiety. This is frequently accomplished 
through the mediation of an enzyme system. 
Enzymes considered important to orally ad- 
ministered prodrugs are found in the gut wall, 
liver, and blood. In addition, enzyme systems 
present in the gut microflora may be impor- 
tant in metabolizing the prodrug before it 
reaches the intestinal cells (23). Because of the 
wide variety of esterases present in the target 
tissues for oral prodrug regeneration, it is not 
surprising that esters are the most numerous 
prodrugs designed when gastrointestinal ab- 
sorption is considered. The consequence, how- 
ever, of this multiplicity of esterases is that 
prodrug stability or instability must be tested 
not only in plasma but also in the presence of 
gut, liver, or brain esterases, as shown, for ex- 
ample, in a study of a series of prodrug esters 
including various acylated acetaminophen 
and acetylaminobenzoate compounds (24). 

By appropriate esterification of molecules 
containing a hydroxyl or carboxyl group, it is 
possible to obtain derivatives with almost any 
desirable hydro- or lipophilicity as well as in 
vivo lability. Some aliphatic or aromatic esters 
are not sufficiently labile in vivo to ensure an 
adequate rate and extent of prodrug conver- 
sion. For example, simple alkyl or aryl esters 
of penicillins are not hydrolyzed to the active 
free penicillin acid in vivo and therefore have 
no therapeutic potential (22). The reason is to 
be found in the highly sterically hindered en- 
vironment about the carboxyl group in the 
penicillin molecule, which makes enzymatic 
attack very difficult. This shortcoming can be 
overcome by preparing a double ester type, in 
which the terminal ester grouping is less steri- 
cally hindered. The first step in the hydrolysis 
of such an ester is enzymatic cleavage of the 

terminal ester bond with formation of a highly 
unstable hydroxymethyl ester, which rapidly 
dissociates to the acidic drug. This approach 
has been successfully used in pivampicillin (1) 

to improve the oral bioavailability of ampicil- 
lin (Section 3.2). Other approaches used to 
overcome this problem are based on the use of 
carrier moieties that give highly labile esters. 
For example, glycolamide esters have been 
synthesized in this context (25). 

Chloramphenicol prepared as its palmitate 
ester is an interesting study example with re- 
spect to polymorphism. This ester, synthe- 
sized to avoid the bitterness of the active moi- 
ety (see below), exists as four polymorphs, 
three crystalline forms and an amorphous 
one. Polymorphs A and B have been found in 
commercial preparations but only form B 
leads to satisfactory blood levels. This effect 
was first attributed to the lower solubility of 
the "inactive" form A (261, but it was later 
proved that the higher susceptibility of form B 
to esterases was, in fact, involved (27). 

In some cases such as that of terbutaline 
(281, it was observed that improved absorption 
of the diester ibuterol was accompanied by 
shorter effect duration and a slightly in- 
creased extent of first-pass metabolism. Other 
prodrugs were thus synthesized in an attempt 
to improve resistance to first-pass hydrolysis. 
Preliminary results with bambuterol, (2), an 
N-isostere of ibuterol, displayed improved hy- 
drolytic stability. This might result from the 
introduction of the nitrogen atom, which re- 
duced the reactivity of the acyl function, 
and/or dimethylcarbamate being a cholinest- 
erase inhibitor, and thus bambuterol hydroly- 
sis could be partially inhibited because of re- 
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versible inhibition of the esterases responsible 
for its own degradation. 

2.2 Mannich Bases 

Mannich base prodrugs are said to enhance 
the delivery of their parent drugs through the 
skin because of enhanced water solubility and 
enhanced lipid solubility. Those more polar 
prodrugs are also more effective in improving 
topical delivery than prodrugs that have been 
designed to incorporate only lipid-solubilizing 
groups into the structure of the parent drug 
(29). Mannich base prodrugs are regenerated 
by chemical hydrolysis (Section 2.8) without 
enzymatic catalysis (30). Various other chem- 
ical approaches can be used to achieve in- 
creased skin permeability by enhancing both 
water solubility and lipid solubility (31). 

2.3 Macromolecular Prodrugs 

Proteins (such as antibodies and lipoproteins), 
liposomes, synthetic polymers, or polysaccha- 
rides (such as dextran and inulin) are various 
types of macromolecules used as drug delivery 
systems. Polymers are used extensively in 
these systems, including nanoparticles, micro- 
capsules, laminates, matrices, and micro- 
porous powders. In all these delivery systems, 
the drug is merely dispersed or incorporated 
into the system without the formation of a co- 
valent bond between the drug and the poly- 
mer. The present chapter discusses only those 
polymeric drugs in which an active moiety is 
covalently bound to a polymeric backbone. As 
a complement, recent reviews of drug-poly- 
mer conjugates as a potential for improved 
chemotherapy are available (32, 33) and con- 
tain extensive bibliography. It must also be 
mentioned that some pharmaceutical chem- 
ists have combined a prodrug with another 
drug delivery system, such as liposomes or 

polymer conjugates, as exemplified for 
5-fluoro-2'-deoxyuridine (34). 

Although the terms macromolecular pro- 
drug or polymeric prodrug systems are rela- 
tively recent, the interest in the temporary co- 
valent binding of pharmacologically active 
compounds to macromolecules for sustained 
release has been recognized for many years as 
a potential method for controlled drug deliv- 
ery and has received increasing attention (35). 

As discussed below, as early as 1975, Rings- 
dorf (36) drew attention to the need for tailor- 
made macromolecular prodrugs with a view to 
attaching a homing device or directing units, 
solubilizing units, and using a biostable or bio- 
degradable backbone. Besides monoclonal an- 
tibodies used in conjunction with anticancer 
drugs, other macromolecules such as polyvi- 
nylic or polyacrylic, polysaccharidic, and 
poly(cu-amino acid) backbones have been 
mostly used. Theoretically, the main advan- 
tage of synthetic polymers over naturally oc- 
curring macromolecules is that they can be 
tailored to meet individual requirements. 

As typical examples, one may mention dex- 
tran, soluble starch, or hydroxyethyl starch- 
based ester prodrugs of naproxen (37, 38) or 
dextran-based prodrugs of mitomycin C (39, 
40). Other polysaccharides have been tested 
for their usefulness as transport groups for 
therapeutic agents, such as starch for acetyl- 
salicylic acid (41,42), inulin for procainamide 
(43, 441, agarose for mitomycin (45) or for 
adriamycin (46), soluble starch for nicotinic 
acid (47) or for salicylate (481, cellulose for in- 
sulin (49), and hydroxypropyl cellulose for es- 
trone and testosterone (40,51). However, clin- 
ical experience with such prodrugs is still too 
limited for an adequate judgment on this as- 
pect of macromolecular prodrugs. 

Many other polymers have been tested as 
backbones for prodrugs. As examples, one may 
list poly-L-(glutamic acid) for clonidine con- 
trolled release (52), hyaluronic acid for hydro- 
cortisone and derivatives (53-551, or the syn- 
thetic polyanionic polymer pyran for the 
antitumor, antibacterial, and antiviral agent 
muramyl dipeptide (56). Hyaluronic acid and 
pyran are interesting in the sense that they 
add a new dimension to the macromolecular 
prodrug approach. Hyaluronic acid is believed 
to be potentially useful for the control of infec- 
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tion or inflammation in the eye after surgery 
and to promote wound healing; its use as a 
prodrug backbone could also transform it into 
an active ingredient in some indications (56). 
Similarly, pyran has an effect on the immune 
system and it has been postulated that, com- 
bined with specific active principles, it could 
also play an active role in the effects of the 
drug (55). In these two cases, the prodrug 
would give rise to two active moieties, with 
possibly complementary therapeutic activi- 
ties. Other polymers have also been tested, as 
exemplified by fluorouracil derivatives of or- 
ganosilicon (57) or polyacrylates (58). 

Recently, drug-antibody conjugates have 
become realities in the context of drug trans- 
port, drug targeting, and cancer therapy. An 
aspect of macromolecular prodrug synthesis 
that still seems to present a technical problem 
is the development of selective antitumor 
drug-protein conjugates with a covalent and 
reversible linkage for stability in biological 
fluids, together with adequate release at the 
site of action. As a matter of fact, a major prob- 
lem is the rapid clearance of such complexes 
from the bloodstream because they are fre- 
quently recognized as foreign materials by 
cells of the reticuloendothelial system. 

From a theoretical point of view, Ringsdorf 
(36) proposed a model for macromolecular 
prodrugs. The backbone must contain three 
essential units: 

1. A device for controlling the physicochemi- 
cal properties of the entire macromolecule, 
which mainly controls the hydrophilic-li- 
pophilic balance, the electronic charge, and 
the solubility of the system. 

2. The active moiety, which must be co- 
valently bound to the polymer and must 
remain attached to it until the macromole- 
cule reaches the desired site of action. The 
active molecule must be detached from the 
parent polymer at the site of action, the 
release taking place by hydrolysis or by spe- 
cific enzymatic cleavage of the drug-poly- 
mer bond. In many cases, the active moiety 
is attached to the polymer through a 
spacer molecule, which is an amino acid 
or other simple molecule. The choice of 
the spacer molecule is of crucial impor- 

tance for the generation of adequate re- 
leasing characteristics. 

3. The "homing device," which should guide 
the entire drug-polymer conjugate to the 
target tissue. Presently, antibodies are 
mainly used for this purpose, although 
other approaches are possible. For exam- 
ple, given that a variety of cell systems are 
known to possess cell surface lectins with 
well-defined sugar specificity, glucosylated 
polymers could be of interest as potential 
cell-specific homing devices. 

The choice of an active moiety for use in 
this type of systems is based on three criteria 
(59): 

1. Only potent substances can be used be- 
cause there is a restriction on the amount 
of drug that can be administered. 

2. The active moiety must have a functional 
group by which it can bind with the poly- 
mer backbone directly or by means of a 
spacer molecule. 

3. The active substance must be sufficiently 
stable and should not be excreted in its con- 
jugate form until it is released at the de- 
sired site. 

As can be seen from this list of criteria, 
macromolecular prodrugs represent a true 
challenge for the pharmaceutical chemist, 
particularly because very little is known about 
the behavior of xenobiotic macromolecules in 
the human body. Not only are the pharmaco- 
kinetic properties of such substances not well 
investigated, but their potential to provoke 
immunological reactions represents an addi- 
tional difficulty. Such properties depend not 
only on the type of polymer but also on its size. 
This introduces an additional pharmacoki- 
netic variable. As an example, small peptides 
tend to be easily taken up by the hepatocytes; 
larger molecules are filtered by the glomerulus 
and taken up by the tubular cells where they 
are catabolyzed; and still larger molecules, al- 
though filtered, are not taken up in the tu- 
bules, whereas moderately large molecules are 
not filtered at all. As a consequence, it is prob- 
able that much more basic research on the ki- 
netics of these compounds is needed before the 
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pharmaceutical chemists can select on scien- 
tifically sound bases the most adequate "back- 
bone" molecule. 

2.4 Prodrug Derivatives of Peptides 

A major obstacle to the application of peptides 
as clinically useful drugs is their poor delivery 
characteristics. Most peptides are rapidly me- 
tabolized by proteolysis at most routes of ad- 
ministration and they possess short biological 
half-lives because of rapid metabolism (60, 
61). In addition, they are generally nonli- 
pophilic compounds that show poor water sol- 
ubility and biomembrane penetration charac- 
teristics, which lead to poor absorption and 
low availability at their potential site of action. 
A possible approach to solve these delivery 
problems may be derivatization of the bioac- 
tive peptide to produce prodrugs or transport 
forms that possess enhanced physicochemical 
properties (9). Thus derivatization may, on 
one hand, protect small peptides against deg- 
radation by enzymes present at the mucosal 
barrier and, on the other hand, render hydro- 
philic peptides more lipophilic and hence facil- 
itate their absorption (62). In recent years, sig- 
nificant progress has been made in developing 
prodrug approaches for improvement of water 
solubility, stability, and membrane permeabil- 
ity of peptides (63). For improving water solu- 
bility, the focus has been on the bioreversible 
introduction of ionizable functional groups to 
peptides, which helps to increase the polarity 
and thus water solubility of the peptide drugs. 
For improving stability, efforts have focused 
on stabilizing peptides against exopeptidase- 
mediated hydrolysis by bioreversibly masking 
the terminal carboxyl and/or amino groups. 
For improving permeability through biologi- 
cal barriers, recent efforts have focused on 
both improving peptide lipophilicity, to facili- 
tate its passive permeation through biological 
membranes, and conjugation of a peptide to a 
carrier that allows for the active transport of 
the peptide-carrier conjugate. 

Approaches have also been developed for 
improving peptide drug delivery to the central 
nervous system (64). As a matter of fact, the 
microvasculature of the central nervous sys- 
tem (CNS) is characterized by tight junctions 
between the endothelial cells and, thus, be- 
haves as a continuous lipid bilayer that pre- 

vents the passage of polar and lipid-insoluble 
substances such as peptides. Highly active en- 
zymes expressed in the morphological compo- 
nents of the microcirculation also represent a 
metabolic component that contributes to the 
homeostatic balance of the CNS. Peptides gen- 
erally cannot enter the brain and spinal cord 
from the circulating blood because they are 
highly polar, lipid insoluble, and metabolically 
unstable. Active transport systems exist for 
only very few of them in the membranous bar- 
rier separating the systemic circulation from 
the interstitial fluid of the CNS. This blood- 
brain barrier is, therefore, the major obstacle 
to peptide-based drugs that are potentially 
useful against diseases affecting the brain and 
spinal cord. Chemical-enzymatic (prodrug and 
chemical deliveryltargeting system) and bio- 
logical carrier-based approaches have been 
developed to overcome the blood-brain bar- 
rier for these highly active and versatile mol- 
ecules that are very attractive as a future gen- 
eration of neuropharmaceuticals. 

Such an approach has, for example, been 
proposed for thyrotropin-releasing hormone 
(THR, 3), a hypothalamic tripeptide that reg- 

ulates the synthesis and secretion of thyro- 
tropin from the anterior pituitary gland. THR 
is a potential drug for the management of neu- 
rological disorders. Its clinical use is greatly 
hampered by its rapid metabolism, leading, af- 
ter parented administration, to a half-life of 
a few minutes. Moreover, its very low lipophi- 
licity limits its ability to penetrate the blood- 
brain barrier. The prodrug approach has been 
tested and found potentially useful to improve 
the pharmacokinetic characteristics of THR 
(65, 66), particularly in protecting it against 
cleavage by carboxypeptidase A. The same ap- 
proach has been used to protect peptides 
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against degradation by another pancreatic 
proteolytic enzyme, a-chymotrypsin (67). In 
the same line of research, Gln-Leu-Pro-Gly, a 
progenitor sequence for the thyrotropin-re- 
leasing hormone (TRH) analog [Leu(2)]TRH 
[pGlu-Leu-Pro-NH(2)], was covalently and 
bioreversiblv modified on its N- and C-termini " 

to create a lipoidal brain-targeting system for 
the TRH analog (68). The mechanism of tar- 
geting and the recovery of the parent peptide 
at the target site involve several enzymatic 
steps. Because of the lipid insolubility of the 
peptide pyridinium conjugate obtained after 
one of these reactions, one of the rudimentary 
steps of brain targeting (i.e., trapping in the 
CNS) can be accomplished. The design also 
includes spacer amino acid($ to facilitate the 
posttargeting removal of the attached modifi- 
cation. 

The release of the TRH analog in the brain 
is orchestrated by a sequential metabolism 
through the use of esterasellipase, peptidyl 
glycine alpha-amidating monooxygenase 
(PAM), peptidase cleavage, and glutaminyl cy- 
clase. In addition to in uitro experiments to 
prove the designed mechanism of action, the 
efficacy of brain targeting for [Leu(2)]TRH ad- 
ministered in the form of chemical-targeting 
systems containing the embedded progenitor 
sequence was monitored by the antagonistic 
effect of the peptide on the barbiturate- 
induced anesthesia (measure of the activa- 
tional effect on cholinergic neurons) in mice, 
and considerable improvement was achieved 
over the efficacy of the parent peptide upon 
using this paradigm. Other precursors have 
also been synthesized and successfully tested 
in animals (69). 

Another area of considerable interest is the 
use of the prodrug concept for better kinetic 
properties of angiotensin-converting enzyme 
inhibitors (Section 3.2) or fibrinolytic enzymes 
(70). 

2.5 Peptide Esters of Drugs 

In the preceding section prodrugs of peptides 
were considered. They should not be confused 
with peptide esters of drugs. In the latter case, 
one forms a-amino acid or related short- 
chained aliphatic amino esters, for example, as 
a useful means of increasing the aqueous sol- 
ubility of drugs containing a hydroxyl group 

[e.g., with the aim of developing improved 
preparations for parented administration 
(71, 7211. Ideally, such prodrugs should pos- 
sess high water solubility at the pH of opti- 
mum stability and sufficient stability in aque- 
ous solution to allow long-term storage (>2 
years) of ready-toiuse solutions and yet they 
should be converted quantitatively and rap- 
idly in vivo to the active moiety. Considering 
these desirable properties of the prodrugs, the 
use of a-amino acids or related esters is not 
without problems. Although they are gener- 
ally readily hydrolyzed by plasma enzymes 
(73,741, they exhibit poor stability in aqueous 
solutions, as exemplified with esters of metro- 
nidazole (74, 751, acyclovir (76), corticoste- 
roids (77,78), and paracetamol(79,80). One of 
the solutions to overcome such problems is the 
use of adequately selected spacer groups (Sec- 
tion 4.1). 

Valaciclovir (81) and famciclovir (82, 83) 
are prodrugs, respectively, of the anti-herpes- 
virus drugs acyclovir (or aciclovir) and penci- 
clovir. Valaciclovir is the L-valyl ester of the 
active antiviral component acyclovir, which is 
rapidly formed after oral administration, to- 
gether with the essential amino acid L-valine. 
The systemic availability of the prodrug is 
three to five times greater than that of the 
active moiety (84, 85). Because acyclovir is of- 
ten administered by the intravenous route for 
the treatment and suppression of the less sus- 
ceptible herpes viral diseases (84), it is hoped 
that valaciclovir may ultimately succeed acy- 
clovir as a first-line treatment for genital her- 
pes or herpes zoster. Famciclovir is not an 
amino acid-type prodrug, but the dipropionyl 
prodrug of the in vivo penultimate metabolite 
6-deoxypenciclovir (86). Famciclovir has been 
developed because of the limited oral absorp- 
tion of penciclovir, which has not been com- 
mercialized as such for this reason (87). Fam- 
ciclovir displays a reasonable systemic 
availability after oral administration (88). 

2.6 Arnine Prodrugs 

The presence of a primary amine group in a 
drug can affect its physicochemical and biolog- 
ical properties in different ways (89). For ex- 
ample, drugs containing a primary amine 
group can undergo intra- or intermolecular 
aminolysis reactions, leading to reactive 
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and/or potentially toxic products. When the 
primary amine group is present in a molecule 
with another ionizable functionality, like a 
carboxylic acid group, the molecule can dis- 
play poor aqueous solubility and liposolubility 
attributed to the zwitterionic nature of the 
molecule in the physiological pH range, 
thereby potentially limiting its dissolution 
rate and/or its passive permeability. This is 
exemplified by the fact that after oral admin- 
istration, the systemic availability of many 
peptides is low, in part also because of their 
enzymatic lability (see Section 2.4). 

In addition, the terminal free amino acid 
groups are recognition sites for proteolytic en- 
zymes like aminopeptidase and trypsin 
present in the gastrointestinal tract lumen, 
the brush border region, and the cytosol of the 
intestinal mucosa cells. For all these reasons 
the prodrug approach has been advocated (89, 
90) for the improvement of the in uivo behav- 
ior of active principles containing primary 
amine groups. However, many attempts to im- 
part "ester characteristics" (see Section 2.1) to 
mines have met with limited success and 
other approaches such as the synthesis of pro- 
prodrugs for amide prodrugs have been de- 
scribed (90). The pro-prodrug, for example, is 
designed to be stable chemically and is biolog- 
ically converted to a prodrug. The latter is 
then chemically activated to the active m i n e  
groupcontaining substance. If the rate of the 
chemical reaction is sufficiently rapid, the bi- 
ological reaction will become the rate-deter- 
mining process in the overall activation. A de- 
rivative with these qualities has been said to 
possess an "enzymatic trigger" (91). 

2.7 Lipidic Peptides 

Lipidic prodrugs, also called drug-lipid conju- 
gates, have the drug covalently bound to a 
lipid moiety, such as a fatty acid, a diglyceride, 
or a phosphoglyceride (92). Drug-lipid conju- 
gates have been prepared to take advantage of 
the metabolic pathways of lipid biochemistry, 
allowing organs to be targeted or delivery 
problems to be overcome. Endogenous pro- 
teins taking up fatty acids from the blood- 
stream can be targeted to deliver the drug to 
the heart or liver. For glycerides, the major 
advantage is the modification of the pharma- 
cokinetic behavior of the drug. In this case, 

one or two fatty acids of a triglyceride are re- 
placed by a carboxylic drug. Lipid conjugates 
exhibit some physicochemical and absorption 
characteristics similar to those of natural lip- 
ids. Nonsteroidal, anti-inflammatory drugs 
such as acetylsalicylic acid, indomethacin, 
naproxen, and ibuprofen were linked co- 
valently to glycerides to reduce their ulceroge- 
nicity. Mimicking the absorption process of di- 
etary fats, lipid conjugates have also been used 
to target the lymphatic route (e.g., L-dopa, 
melphalan, chlorambucil, and GABA). Based 
on their lipophilicity and resemblance to lipids 
in biological membranes, lipid conjugates of 
phenytoin were prepared to increase intesti- 
nal absorption, whereas glycerides or modified 
glycerides of L-dopa, glycine, GABA, thior- 
phan, and N-benzyloxycarbonylglycine were 
designed to promote brain penetration. In 
phospholipid conjugates, antiviral and antine- 
oplasic nucleosides were attached to the phos- 
phate moiety. The long alkyl side-chains may 
also have the additional effect of protecting a 
labile parent drug from enzymatic attack, 
thereby enhancing metabolic stability. Lipidic 
prodrugs display advantages and drawbacks; 
in particular, one must mention the potential 
pharmacological activity of the fatty acid it- 
self. 

The a-amino acids with long hydrocarbon 
side-chains, the so-called lipidic amino acids 
and their homo-oligomers, the lipidic peptides, 
represent a class of compounds that combine 
structural features of lipids with those of 
amino acids. Several uses of lipidic amino ac- 
ids and peptides have been proposed. Of par- 
ticular interest is their potential use as a drug 
delivery system (93). The lipidic amino acids 
and peptides could be covalently conjugated to 
or incorporated into poorly absorbed peptides 
and drugs, to enhance the passage of the phar- 
macologically active compounds across biolog- 
ical membranes. Because of their bifunctional 
nature, the lipidic amino acids and peptides 
have the capacity to be chemically conjugated 
to drugs with a wide variety of functional 
groups. The linkage between drug and lipidic 
unit may either be biologically stable (i.e., a 
new drug is formed) or possess biological or 
chemical instability (i.e., the conjugate is a 
prodrug). In either case, the resulting conju- 
gates would be expected to possess a high de- 
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gree of membranelike character, which may 
be sufficient to facilitate their passage across 
membranes. 

2.8 Chemical Hydrolysis 

A serious drawback of prodrugs requiring 
chemical (i.e., nonenzymatic) release of the ac- 
tive moiety is the inherent lability of these 
compounds, thereby raising some stability- 
formulation problems, at least in cases of so- 
lution preparations. Such problems may 
sometimes be overcome by using an approach 
involving pro-prodrugs or double prodrugs, 
where use is made of an enzymatic-release 
mechanism before the spontaneous chemical 
reaction. It is then possible to overcome the 
stability problem of the prodrug. 

3 GASTROINTESTINAL ABSORPTION 

3.1 Improvement of Gastrointestinal 
Tolerance 

The gastrointestinal lesions produced by the 
acid nonsteroidal anti-inflammatory (NSAI) 
agents are generally believed to be caused by 
two different mechanisms: a direct contact 
mechanism on the gastrointestinal mucosa 
and a generalized systemic action appearing 
after absorption, which can be demonstrated 
after intravenous administration. The relative 
importance of these mechanisms may vary 
from drug to drug. Acetylsalicylic acid and 
most newer NSAI drugs are carboxylic acids. 
Temporary masking of the acid function has 
been proposed as a promising means of reduc- 
ing gastrointestinal toxicity resulting from 
the direct mucosal contact mechanism (94- 
101). 

Several attempts have been made to de- 
velop bioreversible derivatives of acetylsali- 
cylic acid (102-104). They nicely illustrate the 
potential problems encountered with pro- 
drugs of prodrugs. A major difficulty in the 
design of aspirin prodrugs is the great enzy- 
matic lability of the acetyl ester in aspirin, de- 
rivatized at its carboxyl group. Therefore, a 
prerequisite for any true aspirin prodrug is for 
the masking group to cleave faster than the 
acetyl ester moiety; otherwise, the derivatives 
will behave as prodrugs of salicylic acid. 

3.2 Increase in Systemic Availability 

Until recently, it seemed that the most fruitful 
area of derivatization was the improvement of 
passive drug absorption through epithelial tis- 
sue. Accordingly, an immense number of pro- 
drugs featuring the addition of a hydrophobic 
group have been prepared to improve their 
gastrointestinal absorption. As early as 1975, 
Sinkula andYalkowsky (23) listed a number of 
drug derivatives used as modifiers of absorp- 
tion, and the list has steadily increased since 
then. It is in the field of poorly absorbed peni- 
cillin derivatives that the most successful pro- 
drugs have been produced and commercial- 
ized. They include esters (Section 2.1) of 
ampicillin [e.g., bacampicillin, pivampicillin 
(I), and talampicillin], mecillinam (pivmecilli- 
nam), and carbenicillin (carfecillin: for uri- 
nary tract infections only). As an example, 
plasma concentrations of ampicillin attained 
with these esters are up to five times higher 
than those seen after oral ampicillin 
(105-107). Other antibiotics for which the pro- 
drug approach has been tested include cefo- 
tiam (108) and erythromycin (109). Oseltami- 
vir is also an ethyl ester prodrug and its active 
metabolite is a selective inhibitor of influenza 
virus neuraminidase (110). The systemic 
availability of the active metabolite is only 
about 5% and it is increased to 80% in its pro- 
drug form. The biotransformation occurs 
through intestinal and hepatic esterases. 

Furosemide (4) provides an interesting ex- 

COOH 

ample of the use of the prodrug concept for 
a substance presenting biopharmaceutical 
problems (111). This loop diuretic is only in- 
completely (40-60%) absorbed after oral ad- 
ministration (112) and, in addition, the sys- 
temic availability (both in terms of rate and 
extent of absorption) shows a high degree of 
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inter- and intraindividual variability. Various 
possible reasons for the relatively low sys- 
temic availability have been considered such 
as acid-catalyzed degradation of the drug in 
the stomach, first-pass metabolism in the gut 
wall or in the liver, dissolution-limited absorp- 
tion, and site-limited or site-specific absorp- 
tion, although no firm explanation has been 
given (112). Data obtained in rats appear to 
indicate that the occurrence of a site-related 
absorption from the stomach or the upper part 
of the gastrointestinal tract is the most likely 
explanation for the incomplete and variable 
absorption pattern of furosemide. On the 
other hand, because of the short duration of 
the diuretic effect of conventional furosemide 
tablets or capsules, various slow-release prep- 
arations have been developed. A disadvantage 
of these preparations is, however, that their 
relative bioavailability is reduced to about 
50% compared to that of conventional tablets. 
This is why the prodrug approach has been 
proposed (111) to improve the oral bioavail- 
ability characteristics of furosemide drug 
products. 

Acyclovir (5) is an interesting example of 

prodrug or pro-prodrug design for improved 
gastrointestinal absorption. This antiherpetic 
agent exhibits great selectivity in its antiviral 
action through conversion to the active 
triphosphorylated species by virtue of virus- 
specific thymidine kinase (113,114). Acyclovir 
is thus a prodrug exhibiting site-specific con- 
version to the active moiety (Section 5.2); how- 
ever, it suffers from poor oral systemic avail- 
ability, with only 15% to 20% of an oral dose 
being absorbed in humans (115,116). This can 
most likely be ascribed to the poor water solu- 
bility and low lipophilicity of the compound. 
6-Deoxyacyclovir (desiclovir) has been found 
to be a promising prodrug with improved oral 

absorption (117). The compound is 18 times 
more water soluble than acyclovir and is also 
more lipophilic. Its systemic availability is 
about 75% in healthy humans (118). From a 
formal point of view 6-deoxyacyclovir is a pro- 
prodrug (Section 5.4). 

Prodrug design has also been successful in 
the area of angiotensin-converting enzyme 
(ACE) inhibitors, enalapril (6) being an ester 

prodrug of enalaprilat, (71, which has not been 
developed as such, but immediately commer- 
cialized as its prodrug. Enalaprilat binds 
tightly to the angiotensin-converting enzyme, 
yet is transported with low efficacy by the pep- 
tide carrier in the gastrointestinal tract. The 
prodrug enalapril has a higher apparent affin- 
ity for the carrier. This indicates that the rea- 
son for good oral absorption of enalapril is that 
it makes enalaprilat more peptidelike rather 
than more nonpolar (119). Dicarboxylic acid 
ACE inhibitors in development or commer- 
cialized based on esterification of the same 
carboxyl group include perindoprilat, ramipri- 
lat, cilazaprilate, and benazeprilate. 

Mixed triglycerides formed by coupling of 
drugs to diglycerides exhibit physicochemical 
properties (120) and absorption characteris- 
tics (121) similar to those of natural triglycer- 
ides, resulting in a different pharmacokinetic 
and/or pharmacodynamic profile compared to 
that of the unmodified drug. Such an approach 
has been used to improve the oral systemic 
availability of phenytoin (122). 

The concept of bioreversible chemical mod- 
ification has been proposed to diminish the 
gastrointestinal and/or hepatic first-pass me- 
tabolism of drugs with high extraction ratios. 
This approach has been tried for a number of 
drugs such as methyldopa (16, 123, 1241, do- 
pamine (125), etilefrine (126), L-dopa (127), 
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terbutaline (128), salicylamide (1291, 5-flu- 
orouracil(130-132), progesterone (133), p-es- 
tradiol (134), naltrexone (135, 136), N-acetyl- 
cysteine (137), and peptides (138). 

For some prodrugs a specific problem may 
arise if presystemic isomerization to an inac- 
tive compound occurs. As an example, ester 
prodrugs of the delta-&isomers of cephalospo- 
rins may isomerize to the microbiologically in- 
active delta-2-isomer (139), and it is important 
for clinical effectiveness that, after reaching 
the blood, hydrolysis of the ester group pro- 
ceeds much more rapidly than isomerization 
of the delta-3 double bond. 

Another interesting approach is the use of 
peptide carrier systems to improve intestinal 
absorption (140). The concept is based on the 
relatively recent finding that the intestinal 
mucosal cell peptide transporter has a rela- 
tively broad specificity. These findings suggest 
that this transporter could serve for polar pro- 
drugs and analogs of di- and tripeptides. The 
general scheme is that a polar drug with a low 
membrane permeability is converted into a 
prodrug that is transported by the peptide car- 
rier into the mucosal cell. This prodrug may 
still be very polar because what is required is 
the correct structural features for the peptide 
carrier-mediated transport. The prodrug 
can still possess a high aqueous solubility in 
the gastrointestinal lumen. After membrane 
transport, the prodrug is subsequently hydro- 
lyzed by a mucosal cell cytosolic enzyme. 

3.3 Sustained-Release Prodrug Systems 

Sustained-release products have traditionally 
been one of the major areas of biopharmaceu- 
tical research. However, some sustained-re- 
lease preparations available on the market for 
many years are in fact derived from prodrug 
design. The prodrug approach has been ap- 
plied, for example, for depot neuroleptics. Es- 
terification of the active substance with de- 
canoic acid yields a very lipophilic prodrug 
that is dissolved in Viscoleo. Intramuscular in- 
jection creates an oily depot from which the 
prodrug slowly diffuses into the systemic cir- 
culation, where esterases quickly release the 
active substances. These depot forms allow 
the drug to be given only once or twice a 
month. It is thus not a slow bioactivation of 
the therapeutic moiety that is involved in the 

present case, but a slow release from an oily 
depot. The synthesis of the esterified precur- 
sor of neuroleptics permitted a new approach 
to long-term treatment of schizophrenia. 
Compounds available in depot prodrug formu- 
lations include fluphenazine (S), flupenthixol, 

and zuclopentixol (141, 142). It must, how- 
ever, be stressed that prodrug design alone 
was not sufficient for depot neuroleptics. A 
specific solvent (a vegetable oil) and a specific 
route of administration (intramuscular) had 
to be combined with the prodrug concept be- 
cause of the release of the active moiety from 
the decanoate esters (9) is almost instanta- 
neous when the prodrug reaches the systemic 
circulation. These examples are excellent il- 
lustrations of successful prodrugs that have 
had a major impact on therapy by the modifi- 
cation of pharmacokinetic and biopharma- 
ceutical characteristics of well-established 
agents. Because of the lability of ester bonds in 
biological fluids, ester prodrugs are usually 
not designed (with the exceptions mentioned 
above) for sustained-release systems, al- 
though such an approach has been tried with 
zidovudine in an attempt to reduce side effects 
in the treatment of AIDS (143). 

Other slow-release systems have been de- 
vised on the basis of prodrug design. They rely 
more specifically on the slow delivery of the 
active moiety from a prodrug to which it is 
covalently bound. As an example, a catechol 
monoester of L-dopa has been shown, in rats, 
to show longer duration of plasma L-dopa con- 
centrations, as evaluated from "mean resi- 
dence time" (144). Similarly, carbamate pro- 
drugs have been used for a dopamine agonist 
early in drug development (145). Classically, 
sustained-release systems that use polymer 
matrices rely on release of the drug by either 
diffusion through the matrix, erosion of the 
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matrix, or a combination of both. The prodrug 
concept can also be applied for such systems, 
for example, by covalently binding the drug to 
a biodegradable polymer. This approach has 
been tested for naltrexone (146) and prazosin 
(1471, but these prodrugs are not intended for 
oral administration. In these systems, two 
physicochemical processes may influence drug 
release. First, drug is released from the back- 
bone polymer by hydrolysis (enzyme and/or 
acid-base catalyzed). Second, the free drug 
diffuses through the polymer matrix. If the 
rate of hydrolysis is lower than the rate of dif- 
fusion, it will govern the release rate. The fact 
that this rate-limiting process occurs at the 
boundary between unaffected nonswollen and 
previously swollen, degraded, or permeated 
material implies particular pharmaceutical 
designs (see also Section 2.3). 

Another procedure that has been followed 
is synthesizing a monomer with the active 
substance, and then polymerizing this new 
molecule. Chloram~henicol has thus been at- - 
tached to a methacrylic derivative by an acetal 
function, and then copolymerized with 2-hy- 
droxyethyl-methacrylate (148). The copoly- 
mer can then, in addition, be dispersed into a 
biocompatible nondegradable polymer such as 
Eudragit, playing the role of a polymer matrix 
(149). 

Ion-exchange systems have found many 
medicinal applications. As a controlled-release 
system, ion-exchange resins offer the benefit 
that release of a complexed drug is initiated by 
an influx of competing ions from the gastroin- 
testinal tract. However, in general, release 
rates from unmodified resins are too great for 
adequate control of delivery and diffusional 
barriers to delay drug egress are employed in 
some preparations. Homologous series of O-n- 
acyl propranolol prodrugs have been used to 
study the influence of physicochemical proper- 
ties of the drug on its release from resinates 
(150, 151). 

3.4 Improvement of Taste 

Although not directly related to the physiolog- 
ical process of absorption, it may happen that 
oral drugs with a markedly bitter taste may 
lead to poor compliance if administered as a 
solution, a syrup, or an elixir. The prodrug 
approach has been used in this context for 

chloramphenicol, clindamycin, or metronida- 
zole (5). 3-Hydroxymorphinan opioid analge- 
sics or antagonists are good examples of the 
potential of prodrug design because of their 
low oral bioavailability attributed to high 
first-pass metabolism and bitter taste (152). 
Oral administration is limited for most of 
these compounds and systemic availability 
can be substantially improved by sublingual 
dosing. However, discomfort ascribed to bitter 
taste is a common complaint from patients ad- 
ministered morphine or similar compounds 
buccally. Many prodrugs of these analgesics or 
their antagonists do not taste bitter and may 
represent an attractive alternative to injec- 
tions when the oral route is not adequate be- 
cause of low systemic availability. 

3.5 Diminishing Gastrointestinal Absorption 

Colon-specific drug delivery has potential in 
the treatment of a variety of colonic diseases 
such as colitis, colon cancer, radiation-induced 
colitis, and irritable bowel syndrome (153). 
The overall concept is to deliver an active in- 
gredient as a prodrug having the ability to re- 
main unabsorbed in the upper gastrointesti- 
nal tract and subsequently to release active 
substance, for example, by the action of bacte- 
rial glycosidases in the large intestine. Such 
an approach has been attempted for steroidal 
anti-inflammatory drugs such as dexametha- 
sone (154, 155). This type of prodrug is inter- 
esting from a pharmacokinetic point of view, 
given that diminished systemic availability 
must be shown together with an increased lo- 
cal availability as compared to the active moi- 
ety administered per se. Thus specific colon 
delivery (156) and stability in various loca- 
tions of the gastrointestinal tract (157) should 
be tested. Animal and in vitro models for such 
studies include "conventional," colitic, and 
germ-free rats (156, 157) or the guinea pig 
(158) as used for the study of dexamethasone 
j3-D-glucosides or j3-D-glucuronides. In vitro 
models are also used to investigate colonic 
membrane transfer, which include different 
intestinal preparations and monolayer cul- 
tures. These cell cultures can express a variety 
of the characteristic morphological, cytochem- 
ical, and transport features found in the intes- 
tinal enterocytes. 
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4 PARENTERAL ADMINISTRATION 

Although it is not common to prepare pro- 
drugs for parenteral administration, some sit- 
uations may occur in which this might be use- 
ful in increasing the amount of active moiety 
that will reach the systemic circulation. 

4.1 Increased Aqueous Solubility 

Examples in which increased "pharmaceutical 
availability" is important include glucocorti- 
coids [such as dexamethasone (10) or methyl- 
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prednisolone] used at high doses for emer- 
gency treatment of shock or other life- 
threatening situations. Because their water 
solubility is very low, these drugs are gener- 
ally administered in the form of water-soluble 
esters as hemisuccinates and phosphates (11) 
(159-161). A similar approach has been used 
for allopurinol (162) and acyclovir (163), to 
make them suitable for parenteral or rectal 
administration as a solution. However, as sim- 
ple as parenteral administration may seem 
compared to oral administration, the situation 
is often more complicated than expected. As 
an example, fetindomide is a potential pro- 
drug of mitindomide, an antitumor agent with 
poor solubility in water and in most pharma- 
ceutically acceptable solvents (164). The pro- 
drug was designed so that mitindomide would 
be released i n  vivo by the loss of two molecules 
of phenylalanine and formaldehyde. It was ob- 
served that i n  vitro formaldehyde exerts a cat- 

alytic effect on fetindomide hydrolysis (164). 
This study shows that the choice of a spacer 
group (in this case formaldehyde) is not al- 
ways without important practical conse- 
quences. Another potential problem described 
for chloramphenicol sodium succinate is in- 
complete hydrolysis, leading to a "systemic 
availability" that is less than expected (165, 
166). 

Spacer groups also play an important role 
for the design of peptide esters with adequate 
solubility and stability (Section 2.5). Spacer 
groups are also important for other types of 
prodrugs designed to increase water solubil- 
ity. Dextran-linked, water-soluble prodrug es- 
ters of metronidazole (167) are a good example 
of the importance of the spacer. The anti- 
trichomal activity measured i n  uitro on 
Trichomonas uaginalis seemed to be corre- 
lated with the release rate of the active moiety, 
metronidazole, and with the hydrophobicity of 
the spacer. Metronidazole ester prodrugs have 
also been designed for formulating a paren- 
teral solution to be administered by a single 
injection instead of repeated infusions. This 
form should be useful for rapid onset of action 
in the treatment of anaerobic bacteria (168). 

4.2 Improvement in the Shelf Life 
of Parenterals 

For a prodrug, the true utilization time has 
been defined (169) as the time during which 
the total concentration of prodrug and drug 
equals or exceeds 90% of the original prodrug 
concentration. It has consequently been ar- 
gued that the storage of active ingredients in 
solutions as prodrugs might produce advan- 
tages (170). If it is assumed that a solution of 
the parent drug is useful until its concentra- 
tion decreases to 90% of its initial value (t,,,), 
a prodrug utilization time can be defined as 
the time during which administration of the 
prodrug provides a bioavailable dose of drug 
equal to or better than the parent drug at t,,, 
(61). Under optimal conditions, t,,, of the 
prodrug might be rather longer than t,,, for 
the active moiety stored as such. Caution must 
be used, however, because this concept is valid 
only if the prodrug degrades to the active prin- 
ciple and if the given definition is considered 
valid for the drug product under scrutiny. 
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A problem arises when a prodrug in solu- 
tion prematurely converts to the drug through 
chemical hydrolysis during storage and simul- 
taneously to an inactive product through a 
degradation pathway similar to that of the 
parent drug. For example, hydrolysis of ester 
prodrugs of penicillins may yield the corre- 
sponding penicillins while simultaneously 
forming inactive p-lactam degradation prod- 
ucts. 

5 DISTRIBUTION 

5.1 Tissue Targeting 

An interesting approach of specific drug deliv- 
ery to the liver has been attempted with glu- 
tathione as a dextran conjugate for the poten- 
tial treatment of hepatic poisoning (171). This 
prodrug was developed with the aim of over- 
coming both the poor hepatic uptake of gluta- 
thione and its rapid renal degradation into 
constituent amino acids. Similarly, the 
cholesterol-lowering agents lovostatin and 
simvastatin are prodrugs that show a liver- 
specific uptake and bioactivation after oral 
administration (172, 173). 

Tissue targeting may also be directed at tu- 
mors through the use of monoclonal antibod- 
ies, as briefly mentioned earlier. Finally, brain 
targeting can also be attempted with the pro- 
drug approach, as exemplified by estradiol by 
use of a redox-based chemical delivery system 
(174). 

It is possible that for such types of drugs, 
new pharmacokinetic approaches would have 
to be derived to correctly describe their behav- 
ior in the body, particularly if one is interested 
in evaluating the degree of tissue targeting. 

5.2 Activation at the Site of Action 

Several examples of prodrugs are found in the 
purine and pyrimidine analogs that substitute 
for natural nucleotides and inhibit nucleic 
acid formation. For example, 5-fluorouracil is 
essentially harmless to mammalian host and 
tumor cells. Upon administration, the drug is 
subject to one of two opposing metabolic fates 
(10). Inactivation and elimination are accom- 
plished by catabolism (about 80% of the dose) 
and by urinary excretion of unchanged drug 

(about 5-20%). On the other hand, cytotoxic- 
ity in host and tumor cells occurs only after 
anabolism in actively proliferating cells. Be- 
cause of a marked first-pass metabolism, oral 
administration leads to highly variable sys- 
temic availability and is thus an unsuitable 
and unreliable mode of therapy. It thus seems 
possible to improve oral delivery of this drug 
by use of the prodrug approach (130, 131). 
This has been attempted with 5'-deoxy-5-flu- 
orouridine, a sugar derivative on the market 
for the oral route. It is a pro-prodrug if 5-flu- 
orouracil is considered a prodrug. The pro- 
prodrug has a half-life of about 10-30 min in 
patients and is transformed mostly into 5-flu- 
orouracil. It is possible that the therapeutic 
index of 5-fluorouracil might be increased by 
the prodrug approach. It seems that doxifluri- 
dine is selectively activated to 5-fluorouracil in 
sensitive tumor cells as opposed to bone-mar- 
row cells (175). Should this be conclusively 
demonstrated, it would be an interesting ex- 
ample of increased target organ availability at- 
tributed to prodrug derivatization. 

The kinetics of 5-fluorouracil and its me- 
tabolites are essentially nonlinear. Therefore 
it is extremely difficult to build models that 
would correctly describe the cascade of nonlin- 
ear transformations that are observed, start- 
ing from drug absorption to its transformation 
into the active moiety. More recently, capecit- 
abine has been commercialized. It is a fluor- 
pyrimidine carbamate available for oral ad- 
ministration. Concentrations of 5-fluorouracil 
in some tumors are higher than those in the 
adjacent healthy tissues. The tumor preferen- 
tial activation of capecitabine to 5-fluorouracil 
is explained by tissue differences in the activ- 
ity of cytidine deaminase and thymidine phos- 
phorylase. It is interesting to note that the last 
of the three metabolic steps leading to 5-flu- 
orouracil is the formation of 5'-deoxy-5-fluori- 
dine. Capecitabine is thus a pro-prodrug (176- 
178). 

The case of the antiherpes agent acyclovir 
was discussed previously (Section 3.2). This is 
also a prodrug with site-specific activation. A 
similar situation has been exploited in cancer 
chemotherapy because of the increased secre- 
tion of the plasminogen activator urokinase by 
various tumors and metastases as compared 
to normal cells. This may be used for the syn- 
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thesis of urokinase-labile prodrugs of antican- 
cer agents. In this case the transport or pro- 
moiety must be carefully selected so that the 
active moiety is specifically released by uroki- 
nase at an appropriate rate. In addition, the 
chemical properties of the active moiety per se 
must be such as to affect adequately the sus- 
ceptibility of the carrier-active substance bond 
to be cleared by the enzyme (179) because if 
chemical properties of the active moiety are 
such as to render the prodrug resistant to 
urokinase action, the rate and extent of deliv- 
ery in the target cell may then be inappropri- 
ate for adequate cancer therapy. 

Omeprazole (121, a potent antiulcer agent, 

is an effective inhibitor of gastric acid secre- 
tion, given that it is an inhibitor of the gastric 
H+,K+-ATPase (unlike acid secretion inhibi- 
tors such as cimetidine). The enzyme H+,K+- 
ATPase is responsible for gastric acid produc- 
tion and is located in the secretory membranes 
of the parietal cells. Omeprazole itself is not 
an active inhibitor of this enzyme, but is trans- 
formed within the acid compartments of the 
parietal cell into the active inhibitor, close to 
the enzyme. 

Orally administered amines do not cross 
the blood-brain barrier, but neutral amino ac- 
ids such as a-methyldopa are transported into 
the brain by a specific carrier system. a-Meth- 
yldopa is subsequently concentrated in neuro- 
nal cells, where it becomes a substrate in the 
catecholamine biosynthesis and is trans- 
formed into a-methylnoradrenaline (180). 

Codeine activation to morphine by demeth- 
ylation is controlled by the activity of the poly- 
morphic cytochrome CYP2D6 (181). The clin- 
ical relevance of this observation derives from 
the fact that about 10% of Caucasians lack this 
metabolic pathway. Because poor metaboliz- 
ers cannot activate this widely used drug, for 

them codeine is an ineffective analgesic (182). 
A similar observation has been made for the 
metabolic activitation of hydrocodone to hy- 
dromorphone (183). 

These substances metabolized within the 
CNS illustrate well one of the difficulties that 
may be encountered with prodrug kinetics. 
The prodrug may follow an ADME pattern 
perfectly well described by its systemic avail- 
ability, volume of distribution, and both he- 
patic and renal clearances, but still have a 
pharmacological effect whose dependency on 
blood kinetics is only indirect. This is particu- 
larly true if the drug must diffuse through the 
blood-brain barrier, and is then metabolized 
by enzyme systems different from those found 
in the liver. 

5.3 Reversible and Irreversible Conversion 

The natural conversion of an inactive stereo- 
isomer to an active one is another case in 
which no a priori intention existed when the 
compound was synthesized. Ibuprofen is a 
good example. From a pharmacokinetic point 
of view, one may consider that the reversibly 
formed metabolite represents a compartment 
for the parent compound, and adequate provi- 
sion must be taken when analyzing this type of 
data. 

Sulindac (13) is an interesting case of re- 

versible metabolism to an active derivative by 
reduction to a sulfide. It is also metabolized 
irreversibly to an inactive sulfone (184, 185). 
In vitro anti-inflammatory test systems con- 
sidered relevant to in uiuo efficacy and corre- 
lations between drug concentration and bio- 
logical effect ex viuo suggest that sulindac is a 
prodrug. Reoxidation of the sulfide to the par- 
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ent form occurs before elimination, but the 
sulfide has a long half-life and prolonged dura- 
tion of action. There is strong evidence that 
both liver (186) and gut flora (187) contribute 
to sulfide generation. 

Although many alkylating agents are ad- 
ministered in the active form, cyclophospha- 
mide (14) is a prodrug activated in the liver. 

Initial conversion is to 4-hydroxycyclophos- 
phamide, which is in spontaneous equilibrium 
with its tautomeric form, aldophosphamide. 
These function as inactive "transport" mol- 
ecules (188). Subsequent spontaneous elim- 
ination of acrolein from aldophosphamide 
generates the active moiety, phosphoramide 
mustard. Because of its unique activation 
mechanism, numerous bioreversible pro- 
drugs of phosphoramide mustard have been 
investigated in an attempt to improve its 
therapeutic index (189). 

It is evident that modeling of such com- 
pounds is difficult and that great care must be 
taken not to generate models that have too 
many degrees of freedom or that cannot be 
solved in a univocal way. 

5.4 The Double Prodrug Concept 
for Drug Targeting 

Drug targeting may present particular prob- 
lems that cannot be solved by a "simple" pro- 
drug design (i.e., one transport plus one active 
moiety). For example, a prodrug designed to 
promote site-specific delivery through a tar- 
get-specific cleavage mechanism (e.g., attrib- 
uted to a specific enzyme activity) may not be 
successful if it is not able to reach the target 
tissue. For optimal activity, both conditions 
should be fulfilled at the same time. A promis- 
ing solution to this problem is the double pro- 
drug concept (91). Drug targeting may be 
achieved by preparing a prodrug form with 
good properties for transport of a prodrug that 
exhibits a site-specific bioactivation. Pilo- 

carpine is a good example of an active moiety 
for which the double prodrug approach may be 
useful to overcome unfavorable pharmacoki- 
netic properties (Section 7.1). Acyclovir is an- 
other example for which the double prodrug 
design might be useful (Section 3.2). 

5.5 Prodrug Activation Enzymes in Cancer 
Gene Therapy or Gene-Directed Enzyme 
Prodrug Therapy (CDEPT) 

GDEPT therapy of cancer is a novel approach, 
with the potential to selectively eradicate tu- 
mor cells, while sparing normal tissue from 
damage (190). Among the broad array of genes 
that have been evaluated for tumor therapy, 
those encoding prodrug activation enzymes 
are especially appealing because they directly 
complement ongoing clinical chemotherapeu- 
tic regimes (191, 192). These enzymes can ac- 
tivate prodrugs that have low inherent toxic- 
ity by use of both bacterial and yeast enzymes, 
or enhance prodrug activation by mammalian 
enzymes. The general advantage of the former 
is the large therapeutic index that can be 
achieved. The interest of the latter is the non- 
immunogenicity (supporting longer periods of 
prodrug activation) and the fact that the pro- 
drugs will continue to have some efficacy after 
transgene expression is extinguished. Essen- 
tially, these prodrug activation enzymes medi- 
ate toxicity through disruption of DNA repli- 
cation, which occurs at differentially high 
rates in tumor cells compared with most nor- 
mal cells. In cancer gene therapy, vectors tar- 
get delivery of therapeutic genes to tumor 
cells, in contrast to the use of antibodies in 
antibody-directed prodrug therapy. Vector 
targeting is usually effected by direct injection 
into the tumor mass or surrounding tissues, 
although the efficiency of gene delivery is usu- 
ally low. Thus, it is important that the acti- 
vated drug is able to act on nontransduced tu- 
mor cells. This bystander effect may require 
cell-to-cell contact or be mediated by facili- 
tated diffusion or extracellular activation to 
target neighboring tumor cells. Effects at dis- 
tant sites are believed to be mediated by the 
immune system, which can be mobilized 
to recognize tumor antigens by prodrug- 
activated gene therapy. Prodrug-activation 
schemes can be combined with each other and 
with other treatments, such as radiation, in a 
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synergistic manner. Use of prodrug wafers for 
intratumoral drug activation and selective 
permeabilization of the tumor vasculature to 
prodrugs and vectors should further increase 
the value of this new therapeutic modality. 

5.6 Antibody-Directed Enzyme Prodrug 
Therapies (ADEPT) 

The activation of specially designed prodrugs 
by antibody-enzyme conjugates targeted to 
tumor-associated antigens is another form of 
the use of antibodies in cancer therapy (192, 
193). It is different from the drug-antibody 
conjugates described in Section 2.3, but is sim- 
ilar in its concept to GDEPT described in Sec- 
tion 5.5. 

5.7 Virus-Directed Enzyme Prodrug 
Therapy (VDEPT) 

gions of tumors, but activation of these drugs 
is not always fully suppressed by oxygen in 
normal tissues (196). A further limitation is 
that bioreductive drug activation depends on 
suitable reductases being expressed in the hy- 
poxic zone. As an alternative approach, pro- 
drugs may be reduced in hypoxic regions and 
thereby activated by ionizing radiation rather 
than by enzymes. This strategy is theoreti- 
cally attractive, but design requirements for 
such radiation-activated cytotoxins are chal- 
lenging. In particular, the reducing capacity of 
radiation at clinically relevant doses is small, 
thus necessitating the development of pro- 
drugs capable of releasing very potent cytotox- 
ins efficiently in hypoxic tissue. 

6 TRANSDERMAL ABSORPTION 

The virus-directed enzyme prodrug Metabolism of drugs by the &in is gaining in- 
(VDEPT) anticancer gene therapy strategy re- terest because of its pharmacokinetic, phar- 
lies on the use of viral vectors for the efficient 

macological, therapeutic, and toxicological im- 
delivery to tumor cells of a "suicide gene" en- 

plications. The metabolic capacity of the skin 
an enzyme that (as for can be exploited in the field of dermal drug 

the other approaches) a nontoxic prodrug to a delivery through the use of (197). 
cytotoxic agent (194). The prodrug approach in dermal drug delivery 

5.8 Antitumor Prodrug by Use of 
Cytochrome P450 (CYP) Mediated Activation 

An ideal cancer chemotherapeutic prodrug is 
completely inactive until metabolized by a tu- 
mor-specific enzyme, or by an enzyme that is 
only metabolically competent toward the pro- 
drug under physiological conditions unique to 
the tumor. Human cancers, including colon, 
breast, lung, liver, kidney, and prostate, are 
known to express cytochrome P450 (CYP) 
isoforms, including 3A and 1A subfamily 
members (195). This raises the possibility that 
tumor CYP isoforms could be a focus for tu- 
mor-specific prodrug activation. Different ap- 
proaches have been tested, including identifi- 
cation of prodrugs activated by tumor-specific 
polymorphic CYPs, use of CYP gene-directed 
enzyme prodrug therapy (Section 5.51, and 
CYPs acting as reductases in hypoxic tumor 
regions. 

5.9 Radiation-Activated Prodrugs 

Bioreductive drugs are designed to be acti- 
vated by enzymatic reduction in hypoxic re- 

must clearly separate optimization of systemic 
delivery from delivery to the dermis for the 
treatment of skin diseases. The physicochem- 
ical attributes needed to reach these two ob- 
jectives are clearly different. 

The prodrug approach in dermal drug de- 
livery has been the subject of numerous inves- 
tigations, and various drugs have been consid- 
ered such as vidarabine (1981, aspirin (1991, 
theophylline (29, 200, 201), purine analogs 
(202-205), 5-fluorouracil(200,201,204), indo- 
methacin (206-208), dithranol (2091, lona- 
palene (210), mitomycin C (211, 212), metro- 
nidazole (213, 214), 5-fluorocytosine (2151, 
nicorandil (216), or zidovudine (217, 218). 
These investigations have shown that, al- 
though the effect is generally relatively small, 
drug derivatives can be made to permeate the 
skin more readily than the parent compound. 
However, guidelines for enabling optimal der- 
mal delivery by use of the prodrug approach 
are still lacking. Few reports on prodrugs have 
dealt with derivatives consisting of homolo- 
gous series (219) and few systematic evalua- 
tions of their physicochemical properties rele- 
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vant for penetration of human skin have been 
published (220). Nevertheless, reviews of pro- 
drug design for topical application are avail- 
able (221, 222). 

7 OCULAR ABSORPTION 

A major challenge in ocular therapeutics is im- 
proving the poor local availability of topically 
applied ophthalmic drugs (223). Such low 
availability, often less than 10% of the applied 
dose, is largely attributable to precorneal pro- 
cesses that rapidly remove drugs from their 
absorption site and to the existence of the cor- 
neal structure designed to restrict passage of 
xenobiotics (224, 225). During the past de- 
cades, considerable effort has been devoted to 
prolonging precorneal drug retention through 
vehicle manipulations (viscosity, polymeric in- 
serts), with the hope of enhancing ocular 
availability. Thus far, it seems that such meth- 
ods have only resulted in moderate success. 
This is probably attributable to the modest 
improvement in ocular drug availability as ex- 
emplified by viscous solutions and by the lack 
of patient acceptance of, for example, inserts 
(223). 

As stated by Lee (223), once the mecha- 
nisms have been better understood, by which 
topically applied drugs are ocularly absorbed, 
it would become possible to attempt other ap- 
proaches to enhance corneal drug permeabil- 
ity: 

Modification of the integrity of the corneal 
epithelium transiently by use of penetration 
enhancers. 
Modification of thephysicochemical charac- 
teristics of the drugproduct through ion-pair 
formation. 
Modification of the physicochemical charac- 
teristics of the active principle by prodrug 
derivatization. 

However, thus far, only the prodrug ap- 
proach seems to have met objectives that allow 
commercialization of such ophthalmic prod- 
ucts. 

7.1 Some Typical Examples 

Prodrugs have been designed to improve cor- 
neal absorption. This approach has been ap- 
plied with epinephrine (226-230), terbutaline 
(231), various prostaglandins (2321, phenyl- 
ephrine (233-235), and pilocarpine (236-241). 
For some pilocarpine derivatives the double 
prodrug approach has been used to overcome 
eye irritation and improve on poor water sol- 
ubility (240, 241) (Section 5.4). 

As discussed by Bundgaard (9), the latter 
drug is an interesting example of the potential 
of the double prodrug approach, given that it 
presents significant delivery problems. Its oc- 
ular availability is low and the elimination of 
the drug from its site of action in the eye is 
fast, resulting in a short duration of action. 
Furthermore, undesirable side effects such as 
myopia and miosis frequently occur as a result 
of noncorneal absorption or transient peaks of 
high drug concentration in the eye. To be use- 
ful, a potential prodrug should exhibit a 
higher lipophilicity than that of pilocarpine to 
enable efficient penetration through the cor- 
neal membrane. It should possess sufficient 
aqueous solubility and stability for formula- 
tion as eyedrops, it should be converted to the 
active parent drug within the cornea or once 
the corneal barrier has been passed, and it 
should lead to controlled release and hence 
prolonged duration of action of pilocarpine. 
Various diesters of pilocarpic acid (15) have 

been shown to possess these desirable at- 
tributes (237-239). The compounds are highly 
stable in aqueous solution at pH 5-6, but 
readily converted quantitatively to pilo- 
carpine (16) in the eye, through a sequential 
process involving enzymatic hydrolysis fol- 
lowed by spontaneous ring closure of the in- 
termediate pilocarpic acid monoesters. The 
latter derivatives were originally developed as 
prodrug forms, but they suffered from limited 
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stability in aqueous solutions. This stability 
problem was solved by forming double pro- 
drug pilocarpic acid esters. Because of their 
blocked hydroxyl group, these compounds are 
unable to undergo cyclization to pilocarpine in 
the absence of hydrolytic enzymes. 

P-Adrenergic receptor blockers are widely 
used in the treatment of glaucoma. Their ther- 
apeutic usefulness may be limited by a rela- 
tively high incidence of cardiovascular and re- 
spiratory side effects. These arise as a result of 
absorption of the topically applied drug into 
the systemic circulation and are essentially 
the same as those seen with oral drug admin- 
istration. A potentially useful approach for de- 
crease in the systemic absorption of topically 
applied P-adrenergic receptor blockers, 
thereby diminishing their adverse effects, may 
be the development of prodrugs with im- 
proved corneal absorption characteristics 
(242, 243). This approach has been variably 
successful with nadolol(244,245), propranolol 
(246), and timolol (247-254). 

Timolol has been particularly well studied 
in the context of prodrug design for a reduc- 
tion of systemic availability of ocularly applied 
xenobiotics (223). This aim is achieved either 
by reducing the instilled dose in proportion to 
the degree of enhancement in corneal drug ab- 
sorption (248, 249) or by increasing the li- 
pophilicity of the prodrugs, thereby impeding 
their absorption into the systemic circulation 
without negatively affecting their ocular ab- 
sorption (242). The basis for the second 
method is the differential lipophilic character- 
istics of the membranes responsible for ocular 
absorption (cornea) and systemic absorption 
(conjunctival and nasal mucosa). Both meth- 
ods have been found to be feasible in the case 
of timolol. It has thus been shown that it is 
possible to design prodrugs that are poorly ab- 
sorbed into the bloodstream and yet well ab- 
sorbed into the eye. 

An even more extreme situation is found 
with carbonic anhydrase inhibitors such as ac- 
etazolamide, ethoxyzolamide, and methazol- 
amide, which are useful for the treatment of 
glaucoma. Because of their limited aqueous 
solubility or unfavorable lipophilicity, they are 
not active when given topically to the eye and 
must be given orally or parenterally. Systemic 
side effects severely limit this mode of therapy 
and, consequently, numerous investigations 
are presently under way to find a new carbonic 
anhydrase inhibitor that readily penetrates 
the cornea or to prepare a prodrug with ade- 
quate water solubility and lipophilicity com- 
bined with the ability to be reconverted to the 
parent sulfonamide after corneal passage 
(255-257). 

As stated by Lee (223), although prodrugs 
hold great promise in improving ocular deliv- 
ery, they have yet to be considered routinely 
for improving the physicochemical character- 
istics of potent active principles originally de- 
veloped for systemic use because in many 
cases such active substances show unaccept- 
able side effects when they reach the systemic 
circulation after ocular application. The key of 
a new approach would be to take advantage of 
the ability of prodrugs to enhance the ocular 
potency of a drug candidate originally de- 
signed for systemic use, but which has been, in 
a second step, deliberately chosen for ophthal- 
mology because of its lack of systemic potency. 
This would be an attempt to achieve relative 
"oculoselectivity." Therefore, the salient fea- 
ture of the proposed approach is to select a less 
potent drug candidate to minimize the inci- 
dence of systemic side effects and then to off- 
set this loss in potency by enhancing its ocular 
absorption through the use of prodrug design. 

7.2 Ocular "Pharmacokinetics" 

For all routes of administration, the absorp- 
tion, distribution, and elimination kinetics are 
important for obtaining the desired therapeu- 
tic effect. For drugs expected to act in the eye 
after ocular absorption, pharmacokinetic pa- 
rameters are difficult to obtain in both ani- 
mals and humans. Accordingly, it has been 
proposed to rely essentially on pharmacody- 
namic measurements by use of a specific bio- 
logical response after topical administration 
(258,259). For example, the apparent absorp- 
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tion and elimination kinetics in the human iris 
have been estimated for several commonly 
used drugs, such as tropicarnide (260, 2611, 
pilocarpine (261,2621, homatropine (263), and 
phenylephrine (264, 265), through use of the 
measurement of pupil-response vs. time pro- 
files. Such an approach is based on the as- 
sumption that the extent of the mydriasis is an 
instantaneous response to the quantity of the 
active principle residing in the biophase (iris 
dilator muscle) so that the time course of the 
pupil response directly reflects the change of 
the drug in the iris. 

As reported by Chien and Schoenwald 
(259), for phenylephrine, a drug used during 
cataract surgery and ophthalmoscopic exami- 
nation, the situation may be more compli- 
cated. As a matter of fact, a rebound miosis 
can be observed in some patients (266-268). A 
subsequent instillation of phenylephrine in 
these patients may then result in a reduction 
of mydriasis, suggesting that mydriatic toler- 
ance may develop in the iris muscle. As a con- 
sequence, mydriasis measurement may not 
accurately reflect the pharmacokinetic behav- 
ior of the active principle. To test this hypoth- 
esis, the authors (259) compared pharmacoki- 
netic and pharmacodynamic parameters 
obtained in the rabbit eye after topical instil- 
lation of phenylephrine and one of its pro- 
drugs. The study conclusively showed that the 
kinetic parameters of phenylephrine esti- 
mated from its mydriasis profile did not accu- 
rately reflect the kinetics of drug distribution 
in the iris. These parameters also varied with 
the instillation of phenylephrine solution or 
prodrug suspensions. Such results clearly in- 
dicate that the study of the local kinetics of a 
drug or a prodrug after topical administration 
is a quite difficult task and that dynamic re- 
sults obtained in humans should be extrapo- 
lated with care if pharmacokinetic deductions 
are made from this type of data. 

8 PHARMACOKINETIC AND 
BIOPHARMACEUTICAL ASPECTS 

8.1 Compartmental Approach 

If one considers the one-compartment, open- 
body model with first-order input and output, 

the concentration-time curve for the parent 
compound can be described by the Bateman 
function. For most drugs the absorption rate 
constant is significantly larger than the elimi- 
nation rate constant. As a consequence, the 
shape of the concentration vs. time curve will, 
after some time, depend only on the elimina- 
tion rate constant. During the postabsorptive 
phase, it will therefore be possible to estimate 
the "apparent half-life of elimination," which 
is related to the first-order elimination rate 
constant. On the other hand, if elimination is 
faster than absorption, the rate constant ob- 
tained from the slope of the terminal portion 
of the curve will be the absorption rate con- 
stant and not the elimination rate constant. 
This is called a flip-flop situation, and may be 
observed with drugs that are very rapidly 
eliminated or with dosage forms that slowly 
release the drug in an apparent first-order 
fashion. 

The pharmacokinetic properties of metab- 
olites are particularly interesting in this re- 
spect. At one time it was generally assumed 
that metabolite elimination was faster than 
formation because metabolites were consid- 
ered to be more easily eliminated from the 
body than the parent compound. This assump- 
tion may be true when polar compounds such 
as glucuronides, sulfates, or glycine conju- 
gates are the major biotransformation prod- 
ucts, but need not be true when drugs are, for 
example, acetylated or hydroxylated. Never- 
theless, a basic difference usually exists be- 
tween parent drug and metabolite kinetics: for 
metabolites, elimination is normally faster 
than formation, whereas for most drugs elim- 
ination is slower than gastrointestinal absorp- 
tion. The consequence of this reversal is that 
metabolites often show flip-flop kinetics. 

For prodrugs, the situation is basically dif- 
ferent because, in most cases, the chemical 
bond between transport moiety and active 
moiety is designed as labile to avoid, for exam- 
ple, urinary elimination of the prodrug, which 
would diminish the amount of active com- 
pound available at the site of action. However, 
this is not an inviolate rule, particularly if pro- 
drug design is used to provide "slow forma- 
tion" of the active moiety. 

The pharmacokinetic models used to de- 
scribe prodrug and active moiety kinetics are 
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similar to those used for metabolites (11). It 
may thus often be difficult to calculate indi- 
vidual rate constants, when prodrug trans- 
formation occurs both on first pass and after 
reaching the systemic circulation. Even if 
complicated models are of little probable 
help for data analysis, they may be useful to 
determine the relative influence of the dif- 
ferent rate constants on the bahavior of the 
prodrug and the active moiety. For example, 
comparing simulated data obtained with dif- 
ferent models may allow evaluation of the 
impact of prodrug excretion on the AUC of 
the active moiety in function of the prodrug 
transformation rate. 

8.2 Clearance Approach 

The clearance concept can successfully be ap- 
plied to analyze metabolite kinetics in blood 
(13). It can, by analogy, be used for the kinet- 
ics of the active moiety after prodrug adminis- 
tration. As with the compartmental approach, 
care must be taken when prodrug transforma- 
tion occurs during first pass and/or prodrug 
excretion is important after it reaches the sys- 
temic circulation. Here again, some differ- 
ences with metabolite kinetics occur in the 
function of two different aspects: 

1. Metabolite kinetics of classical drugs are 
not always studied after their administra- 
tion to humans, whereas the active moiety 
of a prodrug should always be well investi- 
gated from a pharmacokinetic point of 
view. This means that the basic pharma- 
cokinetic parameters (11) are estimated 
and that they can be used to extract rele- 
vant information when the prodrug is 
administered. 

2. Metabolite formation is usually the rate- 
limiting step, whereas this is not the case 
for the active moiety of a prodrug. 

It must be stated that these two consider- 
ations also hold for the compartmental ap- 
proach, although in the latter case, the danger 
of calculating artifactual parameters is more 
critical. 

8.3 Study Design for Kinetic Studies 
in Humans 

Ideally, the kinetics of the prodrug and the 
active moiety should be studied in the same 
patients or healthy volunteers. It is not possi- 
ble to provide generally valid guidelines for 
study design because, as described in the pre- 
vious sections, many factors may influence the 
analysis of the data, and consequently the way 
in which data must be collected. For example, 
it is certainly very different to study a prodrug 
such as bacampicillin with a very fast release 
of ampicillin after oral administration, or the 
decanoic ester of haloperidol given intramus- 
cularly as a depot preparation in an oily vehi- 
cle. 

Planning pharmacokinetic studies for top- 
ically applied prodrugs is even more problem- 
atic, and it must be realized that even kinetic 
studies of topically applied drugs (i.e., dermal, 
ocular, rectal, etc.) are not yet clearly delin- 
eated. In particular, analytical sensitivity of- 
ten represents a major obstacle for the con- 
duct of properly designed pharmacokinetic 
investigations (1 1). 

Finally, it must be remembered that a pro- 
drug intended for oral administration may 
show perfectly adequate release performances 
under normal conditions, but be unreliable 
(i.e., not transformed to the active moiety).in 
liver disease. This may be seen if regeneration 
occurs enzymatically in the liver. The prodrug 
should, accordingly, be tested in this patholog- 
ical situation before marketing. 

8.4 Bioavailability Assessment 

The concept of bioavailability was developed 
in the early 1960s, when it was realized that 
the same active drug ingredient, in the same 
dose but formulated in different pharmaceuti- 
cal products, might not have the same thera- 
peutic and/or toxicological properties, even if 
the two formulations were administered ac- 
cording to the same dosage regimen. Since 
that time, numerous efforts have been made 
to establish definitions and guidelines for ex- 
perimental protocols, specification of analyti- 
cal methods, calculation of target pharmacoki- 
netic parameters, statistical procedures, and 
clinical relevance of bioavailability studies. 
Over the years it has become evident that 
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there are some active substances or particular 
situations to which the definitions are only 
partly applicable. A workshop was organized 
in 1989 to highlight some of those cases and to 
discuss the applicability of the current defini- 
tions, with special reference to their use in 
drug registration documents. A position paper 
presented the conclusions and consensus 
reached by participants from academia, the 
pharmaceutical industry, and regulatory au- 
thorities in a number of countries (269). 

It was recognized that currently available 
and recognized definitions of bioavailability 
based on the concept of "active drug ingredi- 
ent" or "therapeutic moiety" render manda- 
tory consideration of the measurement of 
pharmacologically active metabolites. In this 
context two cases were considered: 

1. An active drug ingredient is metabolized to 
active metabolites. 

2. An inactive prodrug is biotransformed to 
active metabolites. 

In the latter situation, two typical cases 
were discussed. 

Case A. When a prodrug is pharmacologi- 
cally inactive and is subject to an important 
presystemic transformation to the active moi- 
ety, it is correct to administer the active moi- 
ety by the intravenous route as the reference 
pharmaceutical form, as long as its behavior 
(CL,V,) is identical for both modes of admin- 
istration. The ratio of dose-normalized AUCs 
after oral and intravenous administration is 
the absolute bioavailability of the active moi- 
ety. This is, for example, the procedure that 
was used with ampicillin and its prodrugs ba- 
campicillin and pivampicillin (107). 

Case B. When a prodrug is pharmacologi- 
cally inactive, subject to important presys- 
temic and/or systemic biotransformation to 
the active moiety, and intended for both oral 
and intravenous administration, two practical 
situations may occur: the active moiety is 
available for parented administration or the 
active moiety cannot be administered intrave- 
nously to humans for practical, safety, or eth- 
ical reasons. 

In the first situation, the procedure de- 
scribed in Case A is applicable. In the second 

situation, it is necessary to administer the par- 
ent prodrug compound intravenously as the 
reference compound. The ratio of the dose- 
normalized AUCs of the parent prodrug indi- 
cates its absolute bioavailability; this parame- 
ter is often close to zero and of limited clinical 
relevance because, by definition, the prodrug 
is not active. The absolute bioavailability of 
the active moiety cannot usually be calculated, 
unless it is demonstrated that the prodrug is 
entirely biotransformed to the active moiety, 
or if the amount of parent drug transformed to 
other metabolites can be calculated for both 
routes of administration. Even if the absolute 
bioavailability of the active metabolite cannot 
be calculated in the strict sense of pharmaco- 
kinetic definitions, clinically relevant conclu- 
sions about the behavior of the active moiety 
after intravenous and oral administration 
may nevertheless be obtained from analysis of 
its concentration-time curves. For example, if 
these curves are similar (AUC, t,,, C,,) af- 
ter both modes of administration, it is proba- 
ble that therapeutic effects will be similar. In 
addition, if AUCs are equivalent, it can be 
stated that equivalent amounts of the active 
moiety are made available to the body after 
intravenous and oral administration (269). 

8.5 Comparison of Animal and Human Data 

As briefly discussed in Section 1.3, it is often 
difficult to compare pharmacokinetic data of 
prodrugs obtained in animals and humans. A 
basic problem is raised by the fact that the 
enzymatic system responsible for the bioacti- 
vation of the prodrug is not identical in differ- 
ent mammal species, including humans (270). 
Usually, the next stage after testing for purity 
and stability of the new compound involves 
the assessment of whether bioavailability of 
the parent molecule is increased after admin- 
istration of the prodrug by gavage to labora- 
tory animals. The species selection has very 
often been made according to the amount of 
information available in those particular lab- 
oratories and in the literature. It is a process 
that can be dishearteningly misleading. In- 
creasing the range of animal species does not 
always lead to a better ability to predict bio- 
availability in humans. Hydrolysis studies are 
also important at this stage of drug develop- 
ment to ensure that any novel prodrug will 
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hydrolyze in human tissues, as expected from 
animal data, and to clarify about why a partic- 
ular prodrug is not performing as expected in 
animals. After selection of a prodrug candi- 
date, it is essential to determine where and 
how rapidly hydrolysis takes place in the ani- 
mal species to be used for safety evaluation 
before the first bioavailability studies in hu- 
mans. 

Another, complicating factor is when the 
metabolism of the active moiety also differs in 
different animals. As an example, methylpred- 
nisolone showed nonlinear kinetics in the rat 
(1611, but linear kinetics in humans (160). It 
then becomes very difficult to analyze the re- 
spective advantages of different prodrugs 
tested in different animal species. Great care 
should thus be laid on proper and complete 
study design to allow for such comparisons, as 
shown for example, with a series of ester pro- 
drugs of valproic acid (271) in dogs, of 5-flu- 
orouracil prodrugs in the intestine of rabbits 
(2721, or diacid angiotensin-converting en- 
zyme inhibitors (273). 

In view of these difficulties, it should be 
envisaged to test prodrug approaches at a very 
early stage of drug development if particular 
pharmacokinetic problems of specially inter- 
esting active moieties are detected. If liver 
metabolic activities are involved, it might be 
useful to consider the use of liver microsome 
preparations as shown for new dopaminergic 
compounds (274) and to include human micro- 
somes to gain some insight into the situation 
potentially encountered in humans. 

8.6 Validity of Classical Pharmacokinetic 
Concepts for Prodrug Design 

As seen in the previous sections, classical 
pharmacokinetic concepts can be used for the 
study of prodrugs, despite the fact that they 
have essentially been derived from theoretical 
considerations related to the situation where 
the parent compound is the active moiety. As 
for metabolite kinetics, difficulties arise when 
the prodrug is not totally biotransformed to 
the "drug." There is one situation, however, in 
which it is questionable whether these con- 
cepts are fully appropriate, that is, drug tar- 
geting. For example, if a prodrug is very spe- 
cifically targeted to one type of cells or to one 
organ system, it might be necessary to define a 

"targeting index" to describe distribution of 
the prodrug and the active moiety, given that a 
concept such as the apparent volume of distri- 
bution might only poorly describe the distri- 
bution properties of the therapeutic agent. 
The same restriction may apply to the con- 
cepts of systemic availability, systemic clear- 
ance, and apparent half-life of elimination. 
This does not mean that classical pharmacoki- 
netic concepts would become invalid because 
they are robust and well validated, but that 
some creativity is probably necessary to im- 
prove the descriptive power of pharmacoki- 
netics to allow comparisons of "drug" and 
prodrug or between prodrugs. Similar consid- 
erations also apply to the concepts basic to bio- 
pharmaceutical evaluations. If the necessity 
to define new pharmacokinetic parameters for 
the description of targeted prodmgs is ac- 
cepted, it will be of utmost importance to de- 
fine only concepts that can be quantified based 
on experimental data. It is possible that devel- 
opment of imaging techniques such as PET or 
NMR scan will give an impetus to these fore- 
seeable developments in pharmacokinetics. 

A problem requiring special attention is the 
stereoselective in vivo activation of prodrugs 
derived from racemic mixtures, as exemplified 
by the stereoselective hydrolysis of O-acetyl- 
propranolol (275), for which it was also found 
that the selectivity of plasma enzyme ur&e 
differs from that of liver and intestine en- 
zymes. 

9 SOME CONSIDERATIONS FOR 
PRODRUG DESIGN 

9.1 Rationale of Prodrug Design 

The design of prodrugs in a rational manner 
requires, as stated by Bundgaard (9), that the 
underlying causes that necessitate or stimu- 
late the use of the prodrug approach be defined 
and clearly understood. It may then be possi- 
ble to identify the means by which the difficul- 
ties can be overcome. The rational design of 
the prodrug can thus be divided into three ba- 
sic steps: 

1. Identification of the drug delivery problem. 
2. Identification of the physicochemical prop- 

erties required for optimal delivery. 
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3. Selection of a prodrug derivative that has 
the proper physicochemical properties and 
that will be cleaved in the desired biological 
compartment. 

In this context it must be accepted that a 
very close collaboration is needed between the 
pharmaceutical chemists active in drug syn- 
thesis and those working in the area of xeno- 
biotic metabolism. This is particularly impor- 
tant if more targeted prodrugs are designed in 
function of enzymes available at the right 
place, in the right amount, and with the right 
prodrug specificity. 

Levodopa is an interesting case of this type 
of collaboration. Levodopa is a metabolic pre- 
cursor of dopamine used for the treatment of 
Parkinson's disease for more than 30 years. 
The prodrug allows dopamine to be produced 
in the central nervous system in adequate 
quantities, given that dopamine itself passes 
the blood-brain barrier only with difficulty. 
During the lifetime of levodopa it became ap- 
parent that its dosage should be reduced to 
diminish side effects such as nausea or heart 
rhythm disturbances caused by metabolic 
transformation of levodopa in the periphery. 
One way to reach this goal is the association of 
benzerazide, an inhibitor of dopa decarboxyl- 
ase that reduces peripheral dopamine concen- 
trations without loss of therapeutic activity in 
the central nervous system. The present for- 
mulation of levodopa contains benzerazide at 
one-fourth of the levodopa dosage. A further 
improvement of the therapy with levodopa is 
the coadministration of tolcapone, an inhibi- 
tor of catechol-0-methyl-transferase. This de- 
creases the metabolic pathway to 3-0-methyl- 
dopa and increases the overall therapeutic 
efficacy and tolerability (276,277). In addition 
to these "pharmacodynamic" changes, the 
pharmaceutical formulation of levodopa has 
been continuously optimized. 

9.2 Practical Considerations 

In the rational design and synthesis of pro- 
drugs, several factors should be considered be- 
fore starting the development of a new com- 
pound intended for large-scale production 
(278): 

The chemical intermediates or modifiers 
should be available in a high state of purity 
at reasonable cost. 

0 Complicated synthetic schemes should be 
avoided and purification steps should be ef- 
ficient without markedly increasing produc- 
tion costs. The production should be easy to 
scale up from the benchmark to industrial 
production. 

0 The prodrug should be stable in bulk form. 
This is of particular importance for sub- 
stances like esters, which are likely to be 
degraded in the presence of even trace 
amounts of moisture. 

0 The in vivo lability should be sufficient to 
permit release of the active moiety at a rate 
adequate to ensure its therapeutic activity. 
Regeneration can be either chemical (pH ef- 
fects) orland enzymatic. 

66 
0 The prodrug and the carrier moiety" 

should be nontoxic. Relatively "safe" moi- 
eties include amino acids, short to medium 
length alkyl esters, and some of the macro- 
molecules described previously. 

0 The pharmacokinetics of the active moiety 
should be well documented before starting 
prodrug synthesis, and, at a later stage, pro- 
drug kinetics should be thoroughly investi- 
gated in humans. 

0 The biopharmaceutical consequences for 
prodrug formulations should be carefully 
evaluated. 

0 Finally, the prodrug should present some 
clinically relevant advantage over the active 
principle administered directly. In this con- 
text, it must be remembered that modifica- 
tion of one pharmacokinetic property fre- 
quently alters other properties of the drug 
molecule and caution must thus be exer- 
cised when embarking on a program of this 
nature. 

10 CONCLUSIONS 

Although prodrug design started more than 
30 years ago and many reviews have been 
written on this subject, very little information 
is available in official guidelines or pharmaco- 
kinetic textbooks on the regulatory require- 
ments or data analysis for this type of com- 
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pounds. The present review is an attempt to 
gather and confront available information on 
the subject. 

Some basic problems have, however, been 
left untouched. For example, the difficulty of 
extrapolating data from animals to humans 
encountered during toxicokinetic and toxico- 
logic studies with drugs is amplified with pro- 
drugs because not only might the metabolism 
of the active moiety differ, but also its avail- 
ability from the prodrug. As a matter of fact, 
there is presently no published rationale for 
the conduct of animal and human pharmaco- 
kinetic programs during prodrug research and 
development. 

We concluded a review on prodrugs (7) by 
quoting the question asked in 1985 (279) by 
Stella et al.: "Do prodrugs have advantages in 
clinical practice?" Our opinion was that 

Today, the answer is certainly YES in some par- 
ticular cases, but for many drugs this aspect of 
drug design has received no clear and satisfac- 
tory solution. The main reason for this situation 
is that most prodrugs have been synthesized 
starting from valuable and well known drugs. As 
a consequence, the potential advantage of the 
new chemical entity over its "seasoned precur- 
sor" has often been only marginal. It is thus im- 
portant that in the future, drug design of new 
chemical entities should incorporate "delivery 
andlor targeting components" from the earliest 
stages of research and development. This strat- 
egy might help substances too toxic, or unable to 
show adequate pharmacologic effects in their 
basal form to go through primary and secondary 
screening, before successfully reaching human 
testing. It  is evident that if such an approach 
were to become an integral part of basic drug 
design and not just a hindsighted attempt to 
solve problems associated with older drugs, it 
would also be necessary to develop new biophar- 
maceutical and pharmacokinetic approaches to 
tackle the new challenges. 

After 15 years, the authors still believe that 
this is a valid statement. 

After this review, which focused more on 
pharmacokinetic aspects than on chemical 
synthesis, we can conclude that, indeed, addi- 
tional thinking on new ways to approach the 
toxicokinetic and the clinical pharmacokinet- 
ics of prodrugs and their active moiety is of 
paramount importance if prodrug design is to 

remain (or to become?) an important part for 
research and development of new therapeutic 
agents. In parallel, great efforts must be un- 
dertaken to better understand the molecular 
basis of xenobiotic metabolism. It should then 
be easier to synthesize compounds that would 
show the most appropriate physicochemical 
characteristics. 
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1 INTRODUCTION 

Undeniably, drug research was the main sci- 
entific factor driving the considerable medical 
progress of the last century (1, 2). Medicinal 
chemistry has witnessed significant changes 
as a result of advancements in the elucidation 
of the molecular-biochemical mechanisms of 
drug action and also the result of other devel- 
opments such as combinatorial chemistry and 
high-throughput screening. Despite all these, 
rational drug design, which would allow the 
development of effective pharmaceutical agents 
with minimal side effects, on as rational a ba- 
sis as possible, is still an elusive goal. As 
already noticed by Paul Ehrlich, the first sig- 
nificant personality in medicinal and pharma- 
ceutical chemistry, successful research still 
needs the four Gs (in German): "Gliick, 
Geduld, Geschick und Geld" (that is, luck, pa- 
tience, skill, and money). In fact, the situation 
seems to have worsened as a result of increas- 
ing regulation and the increased complexity of 
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drug research, which has arguably hampered 
true innovation. Despite exponentially in- 
creasing R&D expenditures, the number of 
launched new chemical entities (NCEs) has 
essentially stagnated in the last 25-30 years 
(3). 

A main reason behind the alarmingly low 
success rate of most design processes is that, 
although pharmacologial potency is increased, 
toxicity concerns are often ignored. Most new 
therapeutic agents designed to bind to a spe- 
cific receptor or found to have high activity 
ultimately are discarded when unacceptable 
toxicity or unavoidable side effects are en- 
countered in later stages of the development. 
However, this should not be surprising for a 
number of reasons. Side effects are usually 
closely related to the intrinsic receptor affinity 
responsible for the desired activity. Further- 
more, although in most cases the desired re- 
sponse should be localized to some organ or 
cell, the corresponding receptors are often dis- 
tributed throughout the body. Finally, for 
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1 Introduction 

Figure 15.1. The retrometabolic drug design loop, including chemical delivery system (CDS) design 
and soft drug (SD) design. A schematic representation of possible metabolic pathways for drugs in 
general is also included (see text for details). 

most drugs, metabolism generates multiple 
metabolites that can have a qualitatively or 
quantitatively different type of biological ac- 
tivity, including enhanced toxicity. 

Consequently, drug design should focus not 
on increasing activity alone, but on increasing 
the therapeutic index (TI). This index reflects 
the degree of selectivity or margin of safety. It 
is usually defined as the ratio between the me- 
dian toxic dose (TD,,) and the median effec- 
tive dose (ED,,): 

One must also take into account that met- 
abolic conversion of a drug (D) can generate 
analog metabolites (Dl. . .Dm) that have struc- 
tures and activities similar to the original drug 
but have different pharmacokinetic proper- 
ties, other metabolites (MI. . .M,) including 
inactive ones (Mi), and potential reactive in- 
termediates (Il*. - .I,*) that can be responsi- 
ble for various kinds of cell damage by forming 
toxic species (IC,) (Fig. 15.1). Because all these 
compounds may be present simultaneously 
and in various time-dependent concentra- 
tions, in a rigorous approach, toxicity (T) has 
to be described as a combination of intrinsic 

toxicity/selectivity [TJD)] and toxicities at- 
tributed to various metabolic products: 

Therefore, as we have often argued, target- 
ing and metabolism considerations should be 
an integral part of any drug design process, to 
ensure that the desired new chemical entity is 
designed with targeting and a preferred met- 
abolic route in mind. That is, the molecule 
should be designed so that it has site specific- 
ity and selectivity built into its molecular 
structure. Site-specific delivery and site-spe- 
cific action, if achievable and sufficient for ef- 
ficacy, might alleviate undesired effects aris- 
ing from intrinsic toxicity. By designing and 
predicting the major metabolic pathways, for- 
mation of undesired toxic, active, or high-en- 
ergy intermediates might be avoidable. Sur- 
prisingly, the importance of early integration 
of metabolism, pharmacokinetic, and general 
physicochemical considerations in the drug 
design process has been clearly recognized in 
industrial settings only during the mid-1990s 
(4, 5), despite numerous publications describ- 
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ing these concepts and methodologies in the 
early 1980s (6-12). 

2 RETROMETABOLIC DRUG DESIGN 

2.1 Principles 

Retrometabolic drug design approaches repre- 
sent systematic methodologies that integrate 
structure-activity and structure-metabolism 
relationships and are aimed to design safe, lo- 
cally active compounds with an improved 
therapeutic index (13-15). They include two 
distinct methods (Fig. 15.1). One is the design 
of soft drugs (6-12, 15, 16). Soft drugs are 
new, active therapeutic agents, often isosteric/ 
isoelectronic analogs of a lead compound, with 
a chemical structure specifically designed to 
allow predictable metabolism into inactive 
metabolites after exerting the desired thera- 
peutic effect. The other is the design of chem- 
ical delivery systems (CDS) (15,17-23). A CDS 
is defined as a biologically inert molecule that 
requires several steps in its conversion to the 
active drug and that enhances drug delivery to 
a particular organ or site. 

Although both approaches involve chemi- 
cal modifications to obtain an improved ther- 
apeutic index and both require enzymatic re- 
actions to fulfill drug targeting, the principles 
of soft drug and CDS design are distinct. 
Whereas the CDS is inactive by definition and 
sequential enzymatic reactions provide the 
differential distribution and drug activation, 
soft drugs are active therapeutic agents de- 
signed to be easily metabolized into inactive 
species. In an ideal situation, for a CDS, the 
drug is present at the site and nowhere else in 
the body because enzymatic processes produce 
the drug only at the site, whereas for a soft 
drug, the drug is present at the site and no- 
where else in the body because enzymatic pro- 
cesses destroy the drug at those sites. Whereas 
CDSs are designed to achieve drug targetingat a 
selected organ or site, soft drugs are designed to 
afford a differential distribution that can be re- 
garded as reversed targeting. 

2.2 Terminology 

These drug design approaches were desig- 
nated as retrometabolic to emphasize that 

metabolic pathways are designed going back- 
ward compared to actual metabolic processes 
in a manner somewhat similar to Corey's ret- 
rosynthetic analysis, in which synthetic path- 
ways are designed going backward compared 
to actual synthetic laboratory operations. 

2.2.1 Soft Drug versus Hard Drug. The soft 
drug terminology was originally introduced in 
1976 (6, 24-26) to  contrast Ariens's theoreti- 
cal, drug design concept of nonmetabolizable, 
hard drugs. Hard drugs do not undergo any 
metabolism and, hence, avoid the problems 
caused by reactive intermediates or active me- 
tabolites. For example, certain strongly lipo- 
phobic drugs, such as enalaprilat, lisinopril, 
cromolyn, and bisphophonates (e.g., alendro- 
nate), are not metabolized in vivo, and they 
can be regarded as hard drug examples (4). 

Unfortunately, additional confusion was 
created with the introduction of the antedrug 
terminology by Lee in 1982 (27). The defini- 
tion of the "antedrug" term (27, 28) is essen- 
tially identical to that of the soft drug (6,24- 
26) and was introduced considerably later. 
Because the ante- prefix, which is very similar 
in meaning to the pro- prefix (e.g., prior to), 
implies the conceptual opposite of a soft drug 
(i.e., an inactive agent that has to be activated 
by metabolism), we suggest dropping the "an- 
tedrug" terminology altogether. 

2.2.2 Soft Drug versus Prodrug. The differ- 
ence between the soft drug and prodrug con- 
cepts should also be clarified because confu- 
sion related to these two different terms is still 
frequent (29). Prodrugs are pharmacologically 
inactive compounds that result from transient 
chemical modifications of biologically active 
species (30-35). This concept was introduced 
by Albert in 1958 (36), and the rationale for 
prodrug design is that the structural require- 
ments needed to elicit a desired pharmacolog- 
ical action and those needed to provide opti- 
mal delivery to the targeted receptor sites may 
not be the same. Hence, a chemical change is 
introduced to improve some deficient physico- 
chemical property, such as membrane perme- 
ability or water solubility, or to overcome 
some other problem, such as rapid elimina- 
tion, bad taste, or a formulation difficulty. Af- 
ter administration, the prodrug, by virtue of 
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its improved characteristics, is more systemi- 
cally andlor locally available than the parent 
drug. However, before exerting its biological 
effect, the prodrug must undergo chemical or 
biochemical conversion to the active form. 
Therefore, in theoretical terms, the prodrug 
and the soft drug concepts are opposite to each 
other. Whereas prodrugs are, ideally, inactive 
by design and are converted by a predictable 
mechanism to the active drug, soft drugs are 
active per se and are designed to undergo a 
predictable and controllable metabolic deacti- 
vation. 

2.2.3 Chemical Delivery System versus Pro- 
drug. A number of effects, such as poor selec- 
tivity, poor retention, and the possibility for 
reactive metabolites, may often conspire to 
decrease the therapeutic index of drugs 
masked as prodrugs. Chemical delivery sys- 
tems (CDSs) were developed starting in the 
early 1980s to address these challenges (15, 
17-23). The CDS concept evolved from the 
prodrug concept, but became essentially dif- 
ferentiated by the introduction of targetor 
moieties and by the employment of multistep 
activation. In addition to functional moieties, 
which are also contained by prodrugs and are 
included to provide protected or enhanced 
overall delivery, CDSs also contain targetor 
moieties responsible for targeting, site-speci- 
ficity, and lock-in. CDSs are designed to un- 
dergo sequential metabolic conversions, dis- 
engaging the modifier functions and finally 
the targetor, after this moiety fulfills its site- 
or organ-targeting role. 

3 SOFT DRUGS 

As mentioned, soft drugs are new, active ther- 
apeutic agents, often isosteric/isoelectronic 
analogs of a lead compound, with a chemical 
structure specifically designed to allow pre- 
dictable metabolism into inactive metabolites 
after exerting the desired therapeutic effect 
(6-12, 15, 16). Consequently, soft drugs are 
new therapeutic agents obtained by building 
into the molecule, in addition to the activity, 
an optimized deactivation and detoxification 
route. The desired activity is generally local, 
and the soft drug is applied or administered at 

or near the site of action. Therefore, in most 
cases, they produce pharmacological activity 
locally, but their distribution away from the 
site results in a prompt metabolic deactivation 
that prevents any kind of undesired pharma- 
cological activity or toxicity (see Fig. 15.9 be- 
low for an illustration). 

In soft drug design, the goal is not to avoid 
metabolism, but rather to control and direct it. 
Inclusion of a metabolically sensitive moiety 
into the drug molecule makes possible the de- 
sign and prediction of the major metabolic 
pathway and avoids the formation of unde- 
sired toxic, active, or high-energy intermedi- 
ates. If possible, inactivation should take place 
as the result of a single, low-energy and high- 
capacity step that yields inactive species sub- 
ject to rapid elimination. The most critical 
metabolic pathways are mediated by oxygen- 
ases. Because oxygenases exhibit not only in- 
terspecies but also interindividual variability 
and are subject to inhibition and induction 
(371, and because the rates of hepatic monoox- 
ygenase reactions are at least two orders of 
magnitude lower than the slowest of the other 
enzymatic reactions (38), it is usually desir- 
able to avoid oxidative pathways as well as 
these slow, easily saturable oxidases. This sug- 
gest that the design of soft drugs should be 
based on scaffolds inactivated by hydrolytic 
enzymes. Rapid metabolism can be more reli- 
ably carried out by these ubiquitously distrib- 
uted esterases. Not relying exclusively on me- 
tabolism or clearance by organs such as liver 
or kidney is an additional advantage because 
blood flow and enzyme activity in these organs 
can be seriously impaired in critically ill pa- 
tients. 

3.1 Enzymatic Hydrolysis 

Carboxylic ester-containing chemicals are 
very efficiently hydrolyzed into the respective 
free acids by a class of enzyme designated as 
carboxylic ester hydrolases (EC 3.1.1). Unfor- 
tunately, because these widely occurring en- 
zymes exhibit broad and overlapping sub- 
strate specificity toward esters and amides, 
and because, in many cases, their exact phys- 
iological role remains unclear, their classifica- 
tion is difficult (39-45). According to an older 
but still used classification system (46), the 
more important subclasses include carboxyl- 
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Figure 15.2. The interspecies variability of hydrolytic half-lives illustrated by rat versus human in 
uitro blood data. 

esterase, EC 3.1.1.1 (carboxylic-ester hydro- 
lase, ali-esterase, B-esterase, monobutyrase, 
cocaine esterase, etc.); arylesterase, EC 3.1.1.2 
(A-esterase, paraoxonase); acetylcholinester- 
ase, EC 3.1.1.7 (choline esterase I); and cho- 
linesterase, EC 3.1.1.8 (choline esterase 11, 
pseudocholinesterase, butyryl-choline ester- 
ase, benzoylcholinesterase, etc.). 

Esterase activity not only depends on the 
substrate but also shows strong interspecies, 
interindividual, and interorgan variability 
(39, 45, 47, 48). For example, aliphatic esters 
tend to be metabolized much faster by rodents 
(rats, guinea pigs) than by humans, as illus- 
trated by the in vitro blood data for clevidipine 
(49), esmolol (50, 51), isocarbacyclin methyl 
ester (TEI-9090) (52), remifentanil (53), soft 
cannabinoid analogs (54), and the aromatic es- 
ter-containing flestolol (55) in Fig. 15.2. 
Therefore, compared to the usual problems re- 
lated to the extrapolation of animal test re- 
sults to humans (56, 57), preclinical evalua- 
tion of ester-based soft drugs might be even 
more challenging and animal data less predic- 
tive of human clinical trial results. 

Nevertheless, ester structures are of suffi- 
cient chemical stability to provide the shelf life 
required for drugs. One of the earliest thera- 
peutic agents that made use of the advantages 
attainable by introduction of an ester moiety 
into the structure was etomidate (Amidate) 
(1) (Fig. 15.3). This is a unique short-acting 
nonbarbiturate hypnotic agent discovered in 

1964 (58). It is eliminated by ester hydrolysis 
in plasma and liver (59). Etomidate is a potent 
intravenous (i.v.) hypnotic agent with a very 
rapid onset of action. However, its acid metab- 
olite is inactive, and the duration of hypnosis 
after etomidate administration can be very 
short (<5 min) (60). Therefore, the therapeu- 
tic index of etomidate (18.0-32.0) is consider- 
ably larger than that of other hypnotic agents, 

(1 
etomidate 

(2) 

succinylcholine (chloride) 

Figure 15.3. Etomidate (11, a short-acting hyp- 
notic agent, and succinylcholine (21, a short-acting 
depolarizing neuromuscular agent, were early ex- 
amples of compounds with short-acting and safe 
character provided by esterase mediated hydrolysis. 
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such as thiopental (2.5-4.3), methohexital 
(4.9-11.7), or propanidid (4.4-10.0) (60). 

Short-acting ester-containing neuromus- 
cular drugs, such as succinylcholine (Anec- 
tine, 2) (Fig. 15.3) and mivacurium chloride 
(Mivacron) (61) designed to undergo hydroly- 
sis by human plasma cholinesterase, also ex- 
ploit similar principles, to ensure fast and 
spontaneous recovery upon cessation of ad- 
ministration. Hence, their durations of action 
are only 6-8 and 12-18 min, respectively, and 
the corresponding elimination routes remain 
functional even in renal failure. 

3.2 Soft Drug Approaches 

The soft drug concept was first introduced in 
1976 (6), and reiterated in 1980 (24-26). A 
total of five major approaches have been iden- 
tified (7, 8, 11, 12, 15, 16): 

1. Inactive metabolite-based soft drugs: ac- 
tive compounds designed starting from a 
known (or hypothetical) inactive metabo- 
lite of an existing drug by converting this 
metabolite into an isosteric/isoelectronic 
analog of the original drug in such a way as 
to allow a facile, one-step controllable met- 
abolic conversion after the desired thera- 
peutic role has been achieved back to the 
very inactive metabolite from which the de- 
sign started. 

2. Soft analogs: close structural analogs of 
known active drugs that have a specific met- 
abolically sensitive moiety built into their 
structure to allow a facile, one-step controlla- 
ble deactivation and detoxication after the 
desired therapeutic role has been achieved. 

3. Active metabolite-based soft drugs: meta- 
bolic products of a drug resulting from ox- 
idative conversions that retain significant 
activity of the same kind as the parent 
drug. If activity and pharmacokinetic con- 
siderations allow it, the drug of choice 
should be the metabolite at the highest ox- 
idation state that still retains activity. 

4. Activated soft drugs: a somewhat separate 
class derived from nontoxic chemical com- 
pounds activated by introduction of a spe- 
cific group that provides pharmacological 
activity. During expression of activity, the 
inactive starting molecule is regenerated. 

5. Pro-soft drugs: inactive prodrugs (chemical 
delivery forms) of a soft drug of any of the 
above classes including endogenous soft 
molecules. They are converted enzymati- 
cally into the active soft drug, which is sub- 
sequently enzymatically deactivated. 

Out of these approaches, the inactive me- 
tabolite-based and the soft analog approaches 
have been the most useful and successful 
strategies for designing safe and selective 
drugs. Both of these approaches focus on de- 
signing compounds that have a moiety that is 
susceptible to metabolic, preferentially hydro- 
lytic, degradation built into their structure. 
This allows a one-step controllable decomposi- 
tion into inactive, nontoxic moieties as soon as 
possible after the desired role is achieved and 
avoids other types of metabolic routes. Of 
course, judicious combination of de novo (e.g., 
receptor-based) design principles with general 
soft drug design principles can also result in de 
novo soft drugs. 

3.3 Inactive Metabolite-Based Soft Drugs 

This is a very versatile method for developing 
new and safe drugs, and it is indeed the soft 
drug design strategy that proved the most suc- 
cessful until now. The design starts from a 
known or designed inactive metabolite of a 
drug used as lead compound. Starting from 
the structure of this inactive metabolite, novel 
structures are designed that are isosteric 
and/or isoelectronic analogs of the drug from 
which the lead inactive metabolite was derived 
(isosteric/isoelectronic analogy). These new 
structures are designed to yield the starting 
inactive metabolite in one metabolic step (met- 
abolic inactivation) without any other meta- 
bolic conversion (predictable metabolism). The 
specific binding and transport properties, as 
well as the metabolic rates of the new soft 
drugs can be controlled by structural modifi- 
cations (controlled metabolism). 

How much freedom one has for structural 
modifications in designing the new structures 
from the selected inactive metabolite depends 
on whether restrictive pharmacophore re- 
gions are involved in the formation of the in- 
active metabolite. Obviously, if they are not 
involved, there is more freedom for structural 
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modifications, and one can deviate consider- 
ably from the requirement of the isosteric/iso- 
electronic analogy. Inactive metabolite-based 
soft drugs can also be obtained by starting, not 
from an actual isolated and identified inactive 
metabolite, but from a designed useful inac- 
tive metabolite (a hypothetical inactive me- 
tabolite). To illustrate the general principles, 
a number of drug classes will be reviewed, 
starting with those that already resulted in 
marketed drugs. 

3.3.1 Soft P-blockers. Because in this class 
inactive metabolite-based soft drugs can be 
obtained by introducing the hydrolytically 
sensitive functionality at a flexible pharma- 
cophore region, there is considerable freedom 
for structural modifications. Consequently, 
transport and metabolism properties can be 
controlled more easily. 

Fig. 15.4 compares the metabolism of the 
well-known p-blocker metoprolol(3) with that 
of the soft drugs (8) designed starting from 
one of its inactive metabolites (7). Metoprolol 
is extensively metabolized by the hepatic 
monooxygenase system both at the more re- 
strictive p-amino alcohol pharmacophore re- 
gion (resulting in 4) and at the more flexible 
pharmacophore regionpara to the phenol ring 
(resulting in 5 and 6) (62-64). Two of these 
metabolites, a-hydroxymetoprolol (5) and 0- 
demethylmetoprolol (61, have selective PI- 
blocker activity, but are 5-10 times less potent 
than metoprolol (62). The main metabolites 
detected are, however, the acids (4) and (7), 
and they are devoid of P-adrenoceptor activity 
or toxicity (LD,, in mice is greater than 500 
mgbg i.v.) (62). Hence, the phenylacetic acid 
derivative (7) can be used as starting point for 
an inactive metabolite approach. By esterifica- 
tion of (7) and by introduction of some addi- 
tional flexibility in the design (e.g., n = 0 or 2), 
a number of soft p-blockers structures (8) can 
be obtained with different receptor binding, 
transport, rate of cleavage, and metabolic 
properties. 

3.3.1.1 Adaprolol. If membrane transport 
(lipophilicity) and relative stability are impor- 
tant for pharmacological activity, then the R 
group of (8) should be relatively lipophilic and 
impart ester stability. From the various soft 
p-blockers developed in our laboratory (n = I), 

adaprolol, the adamantane ethyl derivative 
(101, was selected as a potential candidate as a 
topical antiglaucoma agent (65-69). Adaprolol 
produces prolonged and significant reduction 
of intraocular pressure (IOP), but it hydro- 
lyzes relatively rapidly (66,67). Therefore, lo- 
cal activity can be separated from undesired 
systemic cardiovascular/pulmonary activity, a 
characteristic much sought after in the search 
for antiglaucoma therapy (70). Following uni- 
lateral ocular treatment with adaprolol, no ef- 
fects are produced in the contralateral eye be- 
cause of systemic inactivation. 

Several clinical studies of adaprolol mal- 
eate have already been completed, and no se- 
vere or clinically significant medical events 
have been reported. A double-masked compar- 
ison of adaprolol and timolol performed on 67 
ocular hypertensive patients with IOP greater 
than 21 mmHg demonstrated that intraocular 
pressure was significantly reduced through- 
out the study in all treatment groups. Adapro- 
lo1 reduced IOP by about 20%, whereas timolol 
reduced IOP by 25-30% (16). In patients over 
70 years old, the IOP-reducing effects of 0.2% 
adaprolol and 0.5% timolol were statistically 
indistinguishable after 10 days of application 
(16). On the other hand, timolol reduced the 
systolic blood pressure with statistical signifi- 
cance, whereas neither of the adaprolol con- 
centrations tested demonstrated such change. 
Timolol also showed a trend, although not sta- 
tistically significant, to reduce the heart rate, 
whereas pulse was conserved in both adapro- 
lo1 treatment groups. Hence, adaprolol has a 
safer cardiovascular profile than that of timo- 
101, especially in the population over 70 years 
old. 

If systemic ultrashort-action is the objec- 
tive, then R groups that make (8) susceptible 
to rapid hydrolysis should be used. With such 
agents that have short half-lives ( ~ 1 5  mid ,  
steady-state plasma concentrations and 
readily adjustable effects can be rapidly 
achieved on intravenous administration and 
infusion. Also, drug effects can be rapidly 
eliminated by termination of the infusion. For 
example, a number of methyl-thiomethyl and 
related esters (8) (n = 1, R = CH,SCH,, 
CH,SOCH,, CH,SO,CH,) were found as ul- 
trashort acting (71). When injected intrave- 
nously, these compounds hydrolyzed ex- 
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Figure 15.4. Comparison of the metabolism of metoprolol(3) with that of the soft drugs (8) designed 
starting from one of its inactive metabolites (7). The dashed line in structures (8) and (9) denotes the 
possibility of having either isopropyl- or tert-butyl-substituted amines. 

tremely fast, much faster than simple alkyl 
esters. Many other compounds within this 
family of structures (8) (with n = 0 or 2), have 
been developed and tested in different labora- 
tories, and a number of them have proved 
quite successful. 

3.3.1.2 Esmolol. Esmolol (Brevibloc, 11) 
(Fig. 15.5) is an ultrashort-acting (USA) 
p-blocker that relies on rapid metabolism by 
serum esterases (72, 73). By the late 1970s, it 
was already known that insertion of an ester 
moiety between the aromatic ring and the 

p-amino alcohol side chain (74) or at the more 
remote para position (75) might not signifi- 
cantly affect P-blocking activity. It was also 
shown that the acid metabolites (9) (n = 0, 1) 
are devoid of P-adrenoceptor activity (62, 75). 
Somewhat later, following a systematic search 
of different p-blocker series that contained es- 
ter moieties inserted at different positions, es- 
molol was selected as the best candidate for 
development (72, 76-78). 

For compounds of the general structure (8) 
in these series, duration of action decreased as 
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Figure 15.5. Ester-containing /3-blocker structures. 

n increased from 0 to 2, probably because more 
rapid hydrolysis as steric hindrance de- 
creased. Esmolol (n = 2, R = CH,) was the 
fourth p-blocker to be approved by the FDA 
(1986) for intravenous clinical use, but it dif- 
fers from the previous three (propranolol, 
metoprolol, labetalol) because its pharmaco- 
logical effects dissipate within 15-20 min after 
stopping the drug (79). The elimination half- 
life of esmolol (5-15 min) is indeed consider- 
ably shorter than that of propranolol (2-4 h) 
(79). Its acid metabolite formed by hydrolysis 
of the ester group (9) (n = 2) has a relatively 
long half-life (3.7 h), but it is indeed inactive. 
Its P-adrenoceptor antagonist potency is 

about 1500 times lower than that of esmolol, 
and it is unlikely to exert any clinically signif- 
icant effects during esmolol administration 
(79). 

The in vitro human blood half-life of esmo- 
lo1 is around 25-27 min (50, 51). As a nice 
confirmation of the soft drug design princi- 
ples, the presence of other ester-containing 
drugs, such as acetylcholine, succinylcholine, 
procaine, or chloroprocaine, have been shown 
to have no effect on this hydrolytic half-life, 
and consequently no metabolic interactions 
are to be expected (50). 

3.3.1.3 Landiolol. Landiolol (ONO-1101, 
12) (Fig. 15.5) is a more recently developed 
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USA p-blocker with improved cardioselectiv- 
ity (80-83). Modification of the R ester group 
of esmolol did not afford compounds superior 
to esmolol in P-blocking activity, duration of 
action, or cardioselectivity. However, addi- 
tional modifications resulted in landiolol that, 
compared to esmolol, has a ninefold increased 
in vivo P-blocking activity and an eightfold in- 
creased in vitro P,/& cardioselectivity (255 
versus 32) (80). Its structure (12) contains a 
morpholinocarbonylamino moiety and has S- 
configured hydroxyl and ester functions. It 
has proved to be a potent P-antagonist with 
effects that are removed quickly by washout 

E (81-83). Landiolol was found to have an elim- 

1 I ination half-life (2.3-4.0 min, in viuo, human) 
: shorter than that of any other p-blocker (83). 

i 3.3.1.4 Vasomolol, Flestolol, and Other 
Structures. Vasomolol (13) was developed 
along quite similar design principles. It is a 
vanilloid-type USA PI-adrenoceptor antago- 
nist that has vasorelaxant activity and is de- 
void of intrinsic sympathomimetic activity 
(84). As with other similar agents, vasomolol 
infusion was characterized by a rapid onset of 
action. Steady state of p-blockade was at- 
tained within 10 min after initial infusion, and 
a rapid recovery from blockade occurred after 
discontinuation of the infusion (84). 

Because relatively early in these studies, 
insertion of an ester moiety between the aro- 
matic ring and the p-amino alcohol side chain 
was found to preserve reasonable P-blocking 
activity (74, 78), a variety of such structures 
were also synthesized and investigated. Half- 
lives in blood and liver suggested that ester 
hydrolysis is the major pathway for the inacti- 
vation of these [(arylcarbonyl)-oxylpropanol- 
amines. A bulky 2-CH, substituent prevented 
the hydrolysis of the ester, but the 2-F sub- 
stituent, which offered minimum steric hin- 
drance but maximum electron-withdrawing 
effect, was a promising aromatic substituent 
for short action (78). Flestolol(14, ACC-9089) 
(Fig. 15.5), a compound with such a 2-F sub- 
stituent, was selected for further toxicological 
evaluation and clinical study. Interestingly, 
an investigation of the metabolism of flestolol 
and other esters found polymorphic rates of 
ester hydrolysis in New Zealand white rabbit 
blood and cornea (55). About 30% of the ani- . . 

mals studied were found as "slow" metaboliz- 

ing (t,,, = 17 min, in vitro, blood) and about 
70% were found as "fast" metabolizing (t,,, < 
1 min). No such bimodal distribution of ester- 
ase activity was found in blood from rats, dogs, 
and humans or in the aqueous humor and iris- 
ciliary body complex of rabbits (55). 

Another P-antagonist, which has a struc- 
ture similar to the general structure (8) (n = 
2) but contains a reversed ester in its para- 
positioned side chain (L-653,328) (851, was 
also claimed to be a soft drug (70). The ocular 
instillation of 2% of this drug to human volun- 
teers resulted in a reduction in IOP; however, 
this was less than that elicited by 0.5% timolol. 
Nevertheless, in contrast to timolol, there was 
no evidence of systemic P-adrenoceptor block- 
ade (86). In addition, cumulative concentra- 
tions of L-653,328 up to 4% did not cause bron- 
choconstriction in asthmatic patients (87). 
Despite these, L-653,328 cannot be considered 
a true soft drug because its hydrolytic cleavage 
releases an active alcohol, L-652,698. In fact, 
L-653,328 was originally designed as the ace- 
tate ester prodrug of this active alcohol, and 
both the ester L-653,328 and the alcohol 
L-652,698 have modest preceptor blocking 
activity. The Ki value for displacement of lZ5I- 
iodocyanopindolol binding to &-binding sites 
in membrane fractions of rabbit left ventricle 
is somewhat smaller for the ester: 3.1 versus 
5.7 a, and the more lipophilic ester causes 
somewhat better IOP-lowering (85). As it 
turns out, this case represents neither an ideal 
prodrug nor an ideal soft drug design. The lack 
of systemic effects is attributed to the rapid 
oxidation of the alcohol in the systemic circu- 
lation into inactive carboxylic acid metabolites 
(86). 

3.3.1.5 Soft Bufuralol Analogs. Bufuralol 
(15) is a potent, nonselective P-adrenoceptor 
antagonist with p, partial agonist properties. 
Its effectiveness in the treatment of essential 
hypertension is probably the result of a favor- 
able balance of p-blockade and &-agonist- 
mediated vasodilation. Bufuralol undergoes 
complex metabolism in humans, including 
stepwise oxidation toward an acid metabolite 
(18) through the corresponding hydroxy (16) 
and keto (17) intermediates (Fig. 15.6). These 
intermediates are still active (88,89) and have 
different (interestingly, longer) elimination 
half-lives (90). Not only does a differential me- 



Retrometabolism-Based Drug Design and Targeting 

HO 

oxidative 
metabolites 

(1 5) 
bufuralol 

active metabolite 

design 

(1 9) 
soft analog 

(20) 
inactive metabolite 

Figure 15.6. Metabolism of bufuralol(15) produces oxidative, active metabolites (161, (17) that lead 
to a final inactive acid metabolite (18). Starting from a designed (hypothetical) inactive metabolite 
(20), a series of inactive metabolite-based soft compounds (19) were designed. 

tabolism of the two enantiomers occur, but 
differences attributed to genetic polymor- 
phism are also encountered (91). 

A soft drug approach may help avoid these 
problems, and recently, a number of ester-con- 
taining soft drug candidates (19) were synthe- 
sized and tested for P-antagonist activity by 
recording ECG and intra-arterial blood pres- 
sure in rats (92). This is an example of a hypo- 
thetical inactive metabolite-based approach, 
given that the retrometabolic design starts not 
from an actual, major metabolite, but from a 
hypothetical one (20). Nevertheless, this me- 
tabolite was confirmed to be inactive during 
the study: it did not decrease the heart rate 
significantly. Although in the isoproterenol- 
induced tachycardia model bufuralol at an i.v. 
dose of 1 mglkg diminished heart rate for at 
least 2 h, the effects of equimolar soft drugs 
lasted for only 10-30 min (Fig. 15.7). The ef- 
fects of the four most active compounds (19, R 

= methyl, ethyl, isopropyl, tert-butyl) on rest- 
ing heart rate and mean arterial pressure 
were also evaluated in comparison to esmolol 
following infusion (Fig. 15.7). These new soft 
drugs produced effects that were similar t o  
that produced by esmolol both in magnitude 
and time course, and the corresponding infu. 
sion rates were 10 times smaller. 

3.3.2 Soft Opioid Analgetics. Several short. 
acting 6anilidopiperidine opioids, such as fen. 
tanyl (21a), sufentanil (21b), or alfentanil, 
have been introduced into anesthetic practicc 
because they showed advantages over mor. 
phine. They do not cause significant histaminc 
release and have shorter durations of actior 
than that of morphine. Therefore, they car 
provide greater cardiovascular stability and 
less persistent postoperative respiratory de, 
pression. However, their terminal half-lives ir 
humans are still longer than desired; for ex. 
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Figure 15.7. Effects of bufuralol-related soft drugs (19) on isoproterenol-induced tachycardia (i.v. 
bolus of 3.8 pmolbg; vehicle 10% DMSO in 30% hydroxypropyl P-cyclodextrin) and resting heart rate 
(i.v. infusion, 2 pmol/kg/min, R = Et: 4 pmolikg/min, esmolol: 20 pmol/kg/min; vehicle 0.9% NaC1) in 
rats. Data represent the means of at least three animals; error bars were omitted for better visibility. 

ample, even the shortest-acting alfentanil has 
t,,, - 70-90 min. This can result in drug ac- 
cumulation and prolonged durations of action 
after multiple bolus injections or infusion. In 
addition, hepatic dysfunction may result in 
prolonged retention because the elimination 
of these compounds relies on hepatic metabo- 
lism (93). 

A hypothetical inactive metabolite-based 
soft drug approach proved useful in solving 
these problems. A first attempt to incorporate 
ester and carbonate moieties into structure 
(21) (Fig. 15.8) at the R, side-chain (R, = 

-CH,02CR1, --CH,02COR1) produced po- 
tent analgetics, but durations of action were 

still longer than desired (94). However, an- 
other design based on esterification of the hy- 
pothetical inactive metabolite (23) yielded 
remifentanil (22a, Ultiva), a unique ultra- 
short-acting opioid analgesic (53, 95-97). 

Even if there is no evidence for the opioid 
analgetics represented by (21) (Fig. 15.8) to 
metabolize into the acids (23) (931, structures 
of type (22) can represent possible soft, short- 
acting compounds susceptible to hydrolytic in- 
activation. During the synthesis and pharma- 
cological evaluation of a number of such 
compounds (531, it was established that the 
carfentanil piperidine (R, = CO,CH,) pro- 
vided more potent analgetics than the fenta- 
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Figure 15.8. Design of soft opi- (22) (23) 
oidanalgetics (22) based on the - n - R - R2 - 
hypothetical inactive metabo- 
lite (23). (22a) remifentanil 2 methyl C02CH3 

nyl nucleus (R, = H). A separation (n) of two 
methylene units between the piperidine nitro- 
gen and the ester function was found as opti- 
mal for added potency and decreased duration 
of action (53). Durations of actions, as mea- 
sured in vivo by a classic rat tail withdrawal 
assay (98), ranged from extremely short to 
long (5-85 min), depending on the substitu- 
tion of the alkyl portion of the ester (R). One of 
these compounds, remifentanil (22a) (Fig. 
15.8), was approved by the FDA in 1996 for 

Figure 15.9. Illustration of 
the difference between soft 
(SD) and traditional (D) drugs 
for inhaled corticosteroids. 
For soft drugs, the de- 
signed-in metabolism rapidly 
deactivates any fraction that 

Soft 
drug 

clinical use as an ultrashort-acting opioid an- 
algetic (Ultiva) during general anesthesia and 
monitored anesthesia care. Remifentanil has a 
half-life of 37 min in human whole blood (in 
vitro) and is nearly quantitatively converted to 
the corresponding acid (23). Furthermore, the 
carboxylic acid (23) was indeed found to be 
approximately 1000 times less potent in the in 
vitro guinea pig ileum assay and 350 times less 
potent in the in vivo rat tail withdrawal reflex 
model than its parent drug (22). Remifentanil 

reaches the systemic circula- 
tion; hence, the local effect is 
accompanied by no or just 
minimal side effect. 
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is roughly equivalent in potency to fentanyl in 
the guinea pig ileum assay (EC,, values of 2.4 
and 1.8 nM, respectively), and its effect can be 
antagonized by naloxone, an opiate antagonist 
(95). In 24 patients undergoing elective inpa- 
tient surgery, its terminal half-life ranged 
from 10 to 21 min, whereas that of its major 
metabolite (23) (n = 2, R, = CO,CH,) ranged 
from 88 to 137 min (97). 

In the case of remifentanil it was also 
proved that, as predicted by the basic princi- 
ples used in soft drug design, the possibility of 
drug interactions could be minimized by 
building metabolic considerations into the 
structure. Clearance, volume of distribution, 
and terminal half-life data indicated that co- 
administration of esmolol has no significant (P 
< 0.05) effect on the pharmacokinetics (or 
pharmacodynamics) of remifentanil in rats, 
despite both drugs being metabolized by non- 
specific esterases (99, 100). 

3.3.3 Soft Corticosteroids. One of the most 
active fields for soft drug design was the field 
of anti-inflammatory corticosteroids. Tradi- 
tional corticosteroids are very useful drugs, 
but they are known to have multiple adverse 
effects that seriously limit their usefulness. 
Even if corticosteroids are most often applied 
only topically, significant portions of the topi- 
cally applied drugs (e.g., lung, nasal mucosa, 
gastrointestinal tract, eye, or skin) reach the 
general circulatory system. Consequently, the 
resulting systemic side effects, such as adrenal 
suppression, effects on bone and growth, skin 
thinning and easy bruising, or increased risk 
of cataracts and glaucoma, together with local 
side effects, such as oral candidiasis or dyspho- 
nia, limit their use. Corticosteroids are also 
subject to different oxidative and/or reductive 
metabolic conversions, and formation of vari- 
ous steroidal metabolites can lead to undesir- 
ably complex situations. A considerable num- 
ber of attempts were aimed to improve this 
situation, and soft drug approaches are partic- 
ularly well suited for this purpose (Fig. 15.9). 

There is a frequent misconception regard- 
ing soft drugs, particularly soft steroids, that 
has to be clarified. Often, the soft nature is 
associated with fast hydrolytic degradation, 
but this is not necessarily so. If hydrolysis is 
too rapid, then only weak activity may be ob- 

tained. The desired increase of the therapeutic 
index can be achieved only if the drug is suffi- 
ciently stable to reach the receptor sites at the 
target organ and to produce its desired effect, 
but the free, non-protein-bound drug under- 
goes facile hydrolysis to avoid unwanted, sys- 
temic side effects. To successfully separate the 
desired local activity from systemic toxicity, 
an adequate balance between intrinsic activ- 
ity, solubility/lipophilicity, tissue distribution, 
protein binding, and rate of metabolic deacti- 
vation has to be achieved. In the case of slow, 
sustained release to the general circulatory 
system from the delivery site, even a relatively 
slow hydrolysis could result in a very low, al- 
most steady-state systemic concentration. 

3.3.3.1 Loteprednol Etabonate. Lotepred- 
noletabonate (26) (Figs. 15.10 and 15.11) is an 
active corticosteroid that lacks serious side ef- 
fects and that received final FDA approval in 
1998 as the active ingredient of two ophthal- 
mic preparations, Lotemax and Alrex (101, 
102). Currently, it is the only corticosteroid 
approved by the FDA for use in all inflamma- 
tory and allergy-related ophthalmic disorders, 
including inflammation after cataract sur- 
gery, uveitis, allergic conjunctivitis, and giant 
papillary conjunctivitis. Loteprednol eta- 
bonate resulted from a classic inactive metab- 
olite-based soft drug approach (103-114). 

Hydrocortisone (24) (R,, R,, R,, X,, X, = 
H, no A'; Fig. 15.10) undergoes a variety of 
oxidative and reductive metabolic conversions 
(115). Oxidation of its dihydroxyacetone side- 
chain leads to formation of cortienic acid (25) 
through a 21-aldehyde (21-dehydrocortisol) 
and a 21-acid (cortisolic acid). Cortienic acid is 
an ideal lead for the inactive metabolite ap- 
proach because it lacks corticosteroid activity 
and is a major metabolite excreted in human 
urine. To obtain active compounds, the impor- 
tant pharmacophores found in the 17a and 
17P side-chains had to be restored. Suitable 
isosteric/isoelectronic substitution of the 
a-hydroxy and P-carboxy substituents with es- 
ters or other types of functions should restore 
the original corticosteroid activity and also in- 
corporate hydrolytic features to help avoid ac- 
cumulation of toxic levels. More than 120 of 
such soft steroids (24) that resulted from mod- 
ifications of the 17p-carboxyl function and the 
17a-hydroxy function together with other 
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Figure 15.10. The inactive metabolite-based design and the metabolism of loteprednol etabonate 
(26). The general structure of the new l7a-dichloroacetate ester soft steroids is also included (29). 
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gure 15.11. Overlapping pharmacophore struc- 
res of corticosteroids. (a) Clobetasol propionate 
gray) and the soft corticosteroid loteprednol eta- 
late (26) (in black). The view is from the a side, 
m slightly below the steroid ring system. (b) 
ieprednol etabonate (in black) and a l7a-dichlo- 
ster soft steroid (in gray). This view is from the P 
3, from above the steroid ring system. See color 
3 r t .  

mges intended to enhance corticosteroid 
ivity [introduction of A', fluorination at 
:X,) andlor 9a(X,), methylation at 16a or 
3(R,)] have been synthesized at Otsuka 
armaceutical Co. (Japan). 
A haloester in the 17P position and a novel 
bonate (105) or ether (116) substitution in 
! 17a position were found as critical func- 
ns for activity. Incorporation of 17a carbon- 
s or ethers was preferred over 17a esters, to 
lance stability and to prevent formation of 
ued anhydrides that might be produced by 
ction of a 17a ester with a 17P acid func- 
nality. Such mixed anhydrides were as- 
ned toxic and probably cataractogenic. A 
iety of 17P esters were synthesized. Be- 
Lse this position is an important pharma- 
~hore that is sensitive to small modifica- 
ns, the freedom of choice was relatively 
.ited. For example, although chloromethyl 
luoromethyl esters showed very good activ- 
the chloroethyl or a-chloroethylidene de- 

%tives demonstrated very weak activity. 

Simple alkyl esters also proved virtually inac- 
tive. Consequently, the l7P-chloromethyl es- 
ter was held constant and l7a-carbonates 
with different substituents on the steroid skel- 
eton were varied for further investigation. 
Loteprednol etabonate, and some of the other 
soft steroids, provided a significant improve- 
ment of the therapeutic index determined as - 
the ratio between the anti-inflammatory ac- 
tivity and the thymus involution activity (114, 
117,118). Furthermore, binding studies using 
rat lung cytosolic corticosteroid receptors 
showed that some of the compounds approach 
and even exceed the binding affinity of the 
most potent corticosteroids known. 

Loteprednol (26) was selected for develop- 
ment based on various considerations includ- 
ing the therapeutic index, availability, synthe- 
sis, and "softness" (the rate and easiness of 
metabolic deactivation). Early studies in rab- 
bits (106, 109) and rats (110) demonstrated 
that,  consistent with its design, (26) is indeed 
active, is metabolized into its predicted metab- 
olites (27,28) (Fig. 15.10), and these metabo- 
lites are inactive (105). The pharmacokinetic 
profile of loteprednol indicated that, when ab- 
sorbed systemically, it is rapidly transformed 
to the inactive metabolite (27) and eliminated 
from the body mainly through the bile and 
urine (110, 111, 113). It did not affect the in- 
traocular pressure in rabbits (log), an obser- 
vation confirmed later in various human stud- 
ies (Fig. 15.12) (119). Consistent with the soft 
nature of this steroid, systemic levels or effects 
cannot be detected even after chronic ocular 
administration (120). 

Clinical studies proved that it is a safe and 
effective treatment for contact lens-associ- 
ated giant papillary conjunctivitis (GPC), sea- 
sonal allergic conjunctivitis, postoperative in- 
flammation, or uveitis (101, 102). Based on 
promising results from animal studies (112- 
114), loteprednol etabonate is also being de- 
veloped for treatment of asthma, rhinitis, co- 
litis, and dermatological problems. 

3.3.3.2 17a-Dichloroester Soft Steroids. 
Recently, a new class of soft steroids with 17a- 
dichloroester substituent has been identified 
(29) (Fig. 15.10) (121). This is aunique design: 
no known corticosteroid contains halogen sub- 
stituents at the 17a position. Nevertheless, 
the pharmacophore portions of these steroids, 
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Figure 15.12. Pooled data showing the percent of patients with IOP elevation greater than 10 
mmHg among patients not wearing contact lenses and treated for more than 28 days. The number of 
patients within each group was as follows: placebo, n = 304; loteprednol etabonate (LE), n = 624; 
prednisolone acetate (PA), n = 164 (119). 

including the halogen atoms at 17a, can be 
positioned so as to provide excellent overlap 
with those of the traditional corticosteroids 
(Fig. 15.11b). Dichlorinated substituents 
seem required for activity and sufficiently soft 
nature, and two justifications seem likely. 
First, with dichlorinated substituents, one of 
the C1 atoms will necessarily point in the di- 
rection needed for pharmacophore overlap, 
but with monochlorinated substituents, steric 
hindrance will force the lone C1 atom to point 
away from this desired direction. Second, 
whereas dichloro substituents increase the 
second-order rate constant k,,,/K, of enzy- 
matic hydrolysis in acetate esters by a factor of 
about 20 com~ared to that of the unsubsti- 
tuted ester, monochloro substituents do not 
cause any change (122). 

Contrary to loteprednol-type soft steroids 
(Fig. 15.10), in this class of soft steroids, hy- 
drolysis primarily cleaves not the 17P-posi- 
tioned, but the l7a-positioned ester. Never- 
theless, the corresponding metabolites are 
also inactive. Selected members of this class 
have shown better receptor binding than that 
of loteprednol etabonate; were proven as effec- 
tive as, or even more effective than, budes- 
onide in various asthma models; and, in agree- 
ment with their soft nature, were found as 
having low toxicity in animal models and in 
human clinical trials (121, 123). 

3.3.3.3 Fluocortin Butyl. Fluocortin butyl 
(30) (Fig. 15.13) is an anti-inflammatory ste- 
roid obtained in one of the early approaches 
aimed at integrating ester moieties into ste- 
roid structures. Metabolism studies on fluo- 
cortolone revealed a number of oxidative and 
reductive metabolites in human urine (124), 
including fluocortolone-21-acid, an inactive 
metabolite. Synthesis and pharmacological 
evaluation of its different ester derivatives 
yielded fluocortin butyl (30, Vaspit, Novo- 
derm, Varlane), the butyl ester of a C-21 car- 
boxy steroid (125-128). The ester is an anti- 
inflammatory agent of rather weak activity, 
and any portion absorbed systemically follow- 
ing topical application is hydrolyzed into inac- 
tive species. 

However, the low intrinsic activity of this 
steroid hindered its widespread use. The glu- 
cocorticoid receptor affinity and the topical 
anti-inflammatory potency of fluocortin butyl 
(30) are severalfold lower than those of dexa- 
methasone (126). Fluocortin butyl amelio- 
rated allergic rhinitis at daily doses of 2-8-mg 
divided into two to four daily inhalations (129, 
130), but it did not protect against bronchial 
obstruction in bronchial provocation tests, 
even at 8-mg doses divided into four daily in- 
halations, in contrast to a 10 times lower dose 
of beclomethasone dipropionate (131). 
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Figure 15.13. Corticosteroid structures discussed in the text. 
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3.3.3.4 itrocinonide. A soft steroid series 
containing 17P-methyl-carbonate ester moi- 
eties susceptible toward hydrolysis was also 
developed during the 1980s (132). Receptor af- 
finities varied significantly with the substitu- 
ents and with the stereochemistry of the chiral 
center at the 17P ester. The selected double- 
fluorinated compound, itrocinonide (31) (Fig. 
15.13), had a receptor affinity similar to that of 
budenoside and a sufficiently rapid rate of in 
vitro hydrolysis (tll, = 30 min in human blood 
at 37°C) (132). The in vivo potency of itroci- 
nonide was less than that of budesonide, but, 
in agreement with soft drug design principles, 
the ratio between its anti-inflammatory effi- 
cacy in airways/lung and its systemic steroid 
activity (i.e., thymus involution or plasma cor- 
tisol suppression) was much better than the 
corresponding ratio for budesonide. It also had 
very good systemic tolerance in human volun- 
teers and asthmatics. Because of its short 
plasma half-life ( ~ 3 0  min, which is about one- 
fifth that of budenoside and fluocortin butyl), 
itrocinonide lacked measurable systemic glu- 
cocorticoid activity. In patients with asthma 
or seasonal rhinitis, itrocinonide administered 
as a dry powder formulation did exert some 
antiasthmatic and antirhinitic efficacy, al- 
though these effects were not sufficient 
enough to compete with the efficacy of current 
inhaled steroids (132). 

3.3.3.5 Glucocorticoid y-lactones. Recently, 
various y-lactone derivatives including 21- 
thio derivatives of fluocinolone acetonide with 
y-lactones and cyclic carbonates (e.g., 32) 
(133) and sulfur-linked y-lactones incorpo- 
rated at the 17P position (e.g., 33) (134) were 
also explored. For these compounds, human 
serum paraoxonase (E.C. 3.1.8.1) was claimed 
to be the metabolizing enzyme (133), which is 
of interest because this enzyme has a much 
lower activity in lung tissue than in plasma, 
and thus it can provide improved site-specific 
activity for inhaled compounds. Contrary to 
the corresponding esters, 21-thio-linked lac- 
tones were stable in human lung S9 prepara- 
tion (t,,, > 480 min for 32), but rapidly hydro- 
lyzed in human plasma (tll, < 1 min) (133). 
The rate of hydrolysis was also rapid in plasma 
for the 17-linked lactones possessing a sulfur 
in the a-position of the butyrolactone group 
(t,,, < 5 min), whereas C-linked lactones were 

stable (134). Among the compounds of this se- 
ries, (33) showed promising topical anti-inflam- 
matory activity in the rat ear edema model and 
much lower systemic effects than those of 
budesonide in the thymus involution test. 

3.3.3.6 Other Corticosteroid Designs. Vari- 
ous, mostly prednisolone-based ester deriva- 
tives, were synthesized and investigated in a 
series of attempts (designated as antedrug de- 
signs) (27, 28, 135-143). They were aimed to 
improve the local-to-systemic activity ratio of 
anti-inflammatory steroids and may be con- 
sidered as based on hypothetical inactive me- 
tabolites. Studied compounds include ester de- 
rivatives of steroid 21-oic acids (271, a number 
of 16a-carboxylate analogs (e.g., 34) (28,135- 
137, 140), 6-carboxylate analogs (1381, and 
(16a,17a-d) isoxazolines derivatives (139,141, 
142). Some of these compounds were found to 
have relatively low activity, similar to that of 
hydrocortisone or prednisolone, and they also 
achieved some, but not very significant, im- 
provement in the local-to-systemic activity ra- 
tio. Relative binding affinities (RBA, consider- 
ing RBAd,,,, ,,,,,, , = 100, IC,, = 7.3 nM) of 
two such 9a-fluorinated steroids for the cyto- 
solic glucocorticoid receptor are 7.9 and 3.7 for 
FP16CM (34) and its 21-acetate derivative 
FPlGCMAc, respectively (28). For compari- 
son, loteprednol etabonate (261, a nonfluori- 
nated soft steroid, has an RBA value of around 
200 (105). 

Other groups also made attempts to sepa- 
rate local and systemic effects by integrating 
moieties susceptible to rapid, nonhepatic me- 
tabolism within the corticosteroid structure. 
One of the more successful attempts explored 
17a-(alkoxycarbony1)alkanoate analogs (35) 
of clobetasol propionate (144). Again, this can 
be considered as a hypothetical inactive me- 
tabolite-based approach, and a correspond- 
ing metabolite (35) (n = 2, R = H) has indeed 
been shown to be inactive. Esters that were 
susceptible to rapid hydrolysis exhibited good 
separation of topical anti-inflammatory to sys- 
temic activity. The study also indicated the 
existence of an optimal volume for the 17a side 
chain. For example, the methyl succinate de- 
rivative (35) (n = 2, R = methyl) showed as 
potent topical anti-inflammatory activity as 
clobetasol propionate, but a dramatically re- 
duced thymolytic activity. Therefore, the cor- 
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responding therapeutic index was increased 
more than 130-fold compared to that of clobe- 
tasol propionate. It has to be mentioned, how- 
ever, that for this compound (35), as well as 
for the glucocorticoid y-lactones (32, 331, ac- 
tive compounds may be formed from the inac- 
tive metabolite, for example, in the case of (35) 
by chemical cleavage of the succinate ester to 
the active clobetasol. 

Another effort involved the design, synthe- 
sis, and testing of a colon-targeted pro-soft 
drug (36) for possible oral treatment of ulcer- 
ative colitis (145). These C-20 oxypred- 
nisolonate 21-esters contain glucopyranosyl 
ethers to render the pro-soft drugs hydrophilic 
and thus poorly absorbable in the small intes- 
tine. Removal of the glucopyranosyl ethers re- 
leases the corresponding active soft drug. This 
process is mediated by colonic bacteria within 
the colonic lumen, as demonstrated in vivo af- 
ter administration in the jejunum of guinea 
pigs. In the systemic circulation, degradation 
of the C-21 esters rapidly releases the inactive 
acid metabolites. Interestingly, the half-lives 
in guinea pig plasma for the two different es- 
ter stereoisomers were quite different, being 
2.6 and 166.8 min for the 20R-dihydropred- 
nisolonate and 20s-dihydroprednisolonate, 
respectively. Somewhat later, steroid-17-yl 
methyl glycolates with succinyl group at C-20 
derived from prednisolone and dexametha- 
sone (37) were also investigated by the same 
group (146). In fact, this is again a pro-soft 
drug-type approach, as first an active com- 
pound, the 21-ester, is released, and then this 
is further metabolized into an inactive me- 
tabolite. 

In another separate study, three series of 
compounds were synthesized in which sulfur- 
containing amino acids were incorporated into 
the steroidal structure at the 21 position 
(147). The rationale for this, which the au- 
thors considered as being more or less along 
the principles of soft drug design, was that 
sulfur-containing compounds have shown, 
generally, a good cutaneous distribution as 
well as relative rapid biotransformation and 
fast elimination, with the oxidized metabolites 
being inactive in most cases. The selected 
most promising compound of this series was 

(38), for which in vivo results showed a local 
activity about 10 times less and a systemic ac- 
tivity about 970 times less than that of 
dexamethasone. 

Finally, before closing this section, it 
should be mentioned that some other steroid 
drugs such as fluticasone propionate (39), ti- 
predane, or butixocort 21-propionate are often 
and erroneously called soft drugs (148, 149). 
Thiol ester corticosteroids such as fluticasone 
have been shown to be metabolized in the liver 
by oxidative cleavage of the thiol ester bond 
and not by hydrolysis in the plasma (150). 
Consequently, even if fluticasone propionate 
itself lacks oral activity because high hepatic 
first-pass metabolism to the corresponding 
(inactive) 17-carboxylic acid, it has systemic 
effects if given subcutaneously (151). Flutica- 
sone propionate was found to have a terminal 
half-life of 7.7-8.3 h in 12 healthy male sub- 
jects after inhaled administration of 500, 
1000, and 2000 kg of drug using a metered- 
dose inhaler. In these subjects it produced 
dose-related cortisol suppression; the highest 
administered dose of fluticasone resulted in 
cortisol concentrations that were lower than 
the limit of detection (152). The slow elimina- 
tion of fluticasone led to accumulation during 
repeated dosing. This accumulation may ex- 
plain the marked decrease in plasma cortisol 
seen during treatment with fluticasone propi- 
onate within the clinical dose range (153). 
Furthermore, it is a highly lipophilic steroid 
and it shows an increased terminal half-life 
after inhalation, which usually is an indication 
of slow, rate-limiting absorption ("flip-flop 
pharmacokinetics") (154). 

3.3.4 Soft Estrogens. Estrogens represent 
another group of steroids in which soft drug 
approaches can provide new therapeutic 
agents with a beneficial separation of local and 
systemic effects. Menopause-related estrogen 
depletion is more than likely associated with a 
variety of symptoms that range the gamut 
from vasomotor complaints to cognitive defi- 
cits. Estrogen administration [hormone re- 
placement therapy (HRT)] is known to allevi- 
ate most of these symptoms, but because of an 
association with increased risk for cancer, 
stroke, and other metabolic diseases, such 
therapies are either not recommended for, or 
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Figure 15.14. Soft estrogens designed for the 
treatment of vaginal dyspareunia. 

avoided by, many women (155, 156). Vaginal 
dyspareunia is a common disease affecting a 
large proportion of menopausal women 
(around 40% within 10 years of the onset of 
menopause), and topical application of estro- 
gen has been used for treatment. Locally ac- 
tive soft estrogens with reduced systemic ac- 
tivity may provide a therapeutic alternative, 
and a series of estradiol-16a-carboxylic acid 
esters (40) (Fig. 15.14) were synthesized and 
examined recently for this purpose (157). 
Whereas none of the acids (40) (R = H, n = 0, 
1, 2) showed significant estrogen receptor 
binding, the esters did. For them, receptor 
binding decreased with increasing n (Fig. 
15.14) or branching of the alcohol portion (R = 
isopropyl, neopentyl), but not with increasing 
length of the alcohol chain (R = methyl-bu- 
tyl). The rate of hydrolysis in rat hepatic mi- 
crosomes increased with increasing chain 
length (methyl to butyl) and was especially 
high for fluorinated alcohol chains (e.g., R = 
CH,CHF,). Three of the most promising com- 
pounds (40, n = 0, R = CH,, CH,CH,, 
CH2CH2F) were also tested for systemic and 
local action in rodent in vivo models. All of 
them, and especially the fluoroethyl ester, 
showed good separation of local and systemic 
estrogenic action. 

3.3.5 Soft P,-Agonists. P,-Agonists repre- 
sent an important class of drugs in the therapy 
of asthma because of their P,-receptor medi- 
ated bronchodilating activity (158). Com- 
pounds such as terbutaline (41) (Fig. 15.15), 
fenoterol, or salbutamol are chemical analogs 
of epinephrine and are p2-selective agents. 
These agents, including the longer acting for- 

moterol or salmeterol, are most frequently 
taken by aerosol. The majority of the drug ad- 
ministered this way is swallowed, and only 
about 10% of the dose reaches the lung di- 
rectly. Therefore, there is a great potential to 
produce unwanted side effects such as tachy- 
cardia or skeletal muscle tremor. Again, a soft 
drug approach might yield viable solutions. In- 
corporation of a metabolically labile ester 
group into such structures has been at- 
tempted both in the nitrogen substituent 
(159) and on the aryl system (160) (Fig. 15.15). 

The activity of compounds (43) (n = 0 or 1, 
R = CH,) or (44) (R = CH,) surpassed that of 
terbutaline (41) or isoprenaline. The corre- 
sponding carboxylic acids (43 or 44, R = H) 
are essentially devoid of P,-agonist activity 
(they are 1-4 orders of magnitude less po- 
tent); therefore, their use as inactive metabo- 
lites in the design of more potent esters is jus- 
tified (Fig. 15.15) (159, 160). Compound (44) 
with R = CH, (ZK 90.055) was selected for 
further pharmacological and toxicological 
evaluation. Consistent with the design, it rap- 
idly hydrolyzed in the presence of guinea pig 
liver homogenate and showed good in vivo 
bronchospasmolytic activity when given by in- 
halation. Meanwhile, it was almost inactive on 
oral administration and had no effect on the 
heart rate of guinea pigs following inhalation 
of up to 10-fold the dose that was active in the 
bronchospasm experiment (160). 

Soft P-agonist structures were also investi- 
gated as possible soft antipsoriatic agents 
(161). Both soft drugs and pro-soft drugs were 
synthesized as models of topical antipsoriatic 
P-adrenergic agonists. The structure of the 
soft drugs was similar to that of (43) (Fig. 
15.15, n = 1, R = CH,, CH,CH,), and the pro- 
soft drugs were obtained by esterification of 
the phenolic functions. In the presence of por- 
cine liver carboxyesterase, the pivaloyl ester 
groups of the prodrug underwent rapid hydro- 
lysis (t,,, = 8.4 min) to release the soft drug, 
which then also underwent hydrolysis (t,,, = 

456 min) to the inactive carboxylate anion 
(161). The soft drug was a full P-agonist on the 
guinea pig tracheal preparation producing a 
maximal response similar to that achieved 
with isoprenaline. The pro-soft drug produced 
only slowly developing responses at high con- 
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Figure 15.15. Soft P,-agonists (43,441 designed based on lead structures such as terbutaline (41) or 

centrations (> lo  $4) and had better trans- 
port properties across a silicone membrane. 

3.3.6 Soft Insecticides/Pesticides. The very 
same concepts used for soft drug design can be 
extended to the design of less toxic commercial 
chemical substances, provided that adequate 
structure-activity relationship (SAR) and 
structure-metabolism relationship (SMR) 
data of analogous substances can be gathered 
(soft chemical design). The following two ex- 
amples are not actual designs based on such 
principles, but observations made in hind- 
sight. Nevertheless, they illustrate the possi- 
bilities inherent to such approaches. Also, 
they provide examples for the design of envi- 
ronmentally safe, nontoxic chemicals (green 
chemistry) (162). 

3.3.6.1 Chlorobenzilate. One instance in 
which these principles have been used (unin- 
tentionally) for the design of nonpharmaceu- 
tical products is chlorobenzilate (52), an ethyl 
ester-containing analog of dicofol (46) and 
dichlorodiphenyltrichloroethane (DDT, chlo- 
rophenothane, 45) (Fig. 15.16). DDT was the 
first chemical that revolutionized pest control, 

and it was also used to control typhus and ma- 
laria. Its insecticide properties were discov- 
ered in 1939 (163), and it was widely used as a 
pesticide in the United States, although it was 
banned in 1972 for all but essential public 
health use and a few minor uses. The decision 
was prompted by the prospect of ecological im- 
balance from continued use of DDT, by the 
development of resistant strains of insects, 
and by suspicions that it causes a variety of 
health problems, including cancer. DDT un- 
dergoes complex in uiuo metabolism, includ- 
ing oxidation (46, 47), iterative dehydrohalo- 
genation/reduction cycles (48-501, and 
hydrolysis (51) (Fig. 15.16) (164). The acid me- 
tabolite (51) is of low toxicity; can be excreted 
as a water-soluble species; and is, indeed, a 
major metabolite detected in feces and urine. 
Therefore, it is an ideal lead compound for a 
formal inactive metabolite approach (Fig. 
15.16). 

Not surprisingly, the corresponding ethyl 
ester, ethyl-4,4' -dichlorobenzilate (chloro- 
benzilate, 52), is also active as a pesticide, but 
has much lower carcinogenicity than that of 
either DDT or dicofol (kelthane, 46). For ex- 
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Figure 15.16. Chlorobenzilate (52) can be regarded as a soft chemical obtained using an inactive 
metabolite-based approach based on the metabolism of DDT (45). 

ample, the carcinogen concentration deter- 
mined in mice is 6000 mg/kg for chlorobenzi- 
late compared to 10 and 264 m a g  for DDT 
and dicofol, respectively (165, 166). The oral 
median lethal dose (LD,,) for female rats is 
1220 mgkg for chlorobenzilate compared to 
118 and 1000 mg/kg for DDT and dicofol, re- 
spectively (167). The ethyl ester moiety appar- 
ently functions similarly to that of the trichlo- 
romethyl group of DDT in restoring pesticidal 
activity. However, because in exposed subjects 
the labile ethyl ester group enables rapid me- 

tabolism to the free, nontoxic carboxylic acid: 
chlorobenzilate is considerably less toxic than 
DDT. 

3.3.6.2 Malathion. Malathion (54) (Fig. 
15.17) is an excellent example to illustrate an 
additional, not yet sufficiently explored aspect 
of the design of soft chemicals. As mentioned, 
it is desirable to design soft chemicals deacti- 
vated by carboxylesterases. For soft chemicals 
intended to be used as pesticides, in addition 
to the usual advantages of soft drug design, 
the differential distribution of these enzymes 
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Figure 15.17. Malathion (541, its oxidative activation to malaoxon (55), a much more active cho- 
linesterase inhibitor, and its deactivation by carboxylesterases. Oxidative activation is the dominant 
pathway in insects, but hydrolytic deactivation is the dominant pathway in mammals. Because of its 
hydrolytic deactivation in mammals, malathion is much less toxic than other organophosphates such 
as phorate (58) or parathion (59). 

between vertebrates and insects may also pro- 
vide selectivity based on metabolism. An elegant 
example is provided by malathion (541, a widely 
used organophosphate insecticide (Fig. 15.17). 
Malathion is detoxified through a variety of met- 
abolic pathways, one of the most prominent of 
which is the hydrolysis of one of its two ethyl 
carboxylester groups. The carboxylesterase that 
hydrolyzes and thereby detoxifies malathion is 
widely distributed in mammals, but only sporad- 
ically in insects, where in some rare cases it is 
responsible for insecticide resistance (168, 169). 
In the meantime, insects seem to possess a 
very active oxidative enzyme system that 
transforms malathion (54) into malaoxon 

(55), a much more active cholinesterase inhib- 
itor (Fig. 15.17). Probably, all insects and all 
vertebrates possess both an esterase and an 
NADPH-dependent oxidase system, but the 
balance of action of these two systems varies 
from one organism to another and provides 
selectivity of action. A similar mechanism may 
provide considerable selectivity for other soft 
chemicals to be designed and may result in 
safer, soft insecticides, for example, in the 
parathion family. These compounds are not 
susceptible to such deactivation mechanisms 
and, consequently, have unacceptably high 
mammalian toxicities. For example, acute oral 
LD,, values in male rats are 2 and 5 mg/kg for 
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phorate (58) and parathion (591, respectively, 
compared to 1400 mgikg for malathion (54). 

3.3.7 Soft Anticholinergics: Inactive Metab- 
olite-Based Approach. Soft anticholinergics 
provide a good illustration for the flexibility 
and potential of the general soft drug design 
concept. Our work in this area resulted in two 
entirely different classes of soft anticholin- 
ergics. Inactive metabolite-based classes (64, 
69) (Fig. 15.181, which are discussed here, 
were obtained by using methylatropine (60) 
(170-175), N-methylscopolamine (61) (176, 
177), or glycopyrrolate (62) (178) as lead. The 
soft analog class (73), which is discussed in the 
following section, contains soft quaternary an- 
alogs (26, 179). 

Anticholinergics are competitive inhibitors 
of acetylcholine and have many useful clinical 
effects, such as mydriasis/cycloplegia, preven- 
tion of motion sickness, local antisecretory ac- 
tivity, and others. However, their use is lim- 
ited by a number of side effects, such as dry 
mouth, photophobia, irritability, disorienta- 
tion, hallucinations, and cardiac arrhythmia 
(180). For example, their local antisecretory 
activity was long thought to be beneficial for 
inhibiting eccrine sweating (perspiration) 
(181, 182). A wide range of anticholinergic 
agents, such as atropine, scopolamine, or their 
quaternary ammonium salts, are known to in- 
hibit perspiration, but because they produce 
many side effects, they cannot be used as an- 
tiperspirants. A locally active soft analog may 
again represent a viable solution. 

To obtain such compounds that have high 
local, but practically no systemic activity, dif- 
ferent series of soft anticholinergics based on 
methylatropine, N-methylscopolamine, glyco- 
pyrrolate, or propantheline were designed in 
our laboratories (183). Several new molecules 
synthesized were found to be potent anticho- 
linergics both in vitro and in viuo, but in con- 
trast to their hard analogs they had no sys- 
temic anticholinergic activity following topical 
administration. For example, methylatropine- 
or methylscopolamine-derived phenylmalonic 
acids (64, n = 0) (170-173, 175,176) and phe- 
nylsuccinic acids (64, n = 1) (174, 177) served 
as useful hypothetical inactive metabolites for 
the design of soft anticholinergics. This inac- 
tive metabolite-based approach exploits the 

idea that the benzylic hydroxy function in 
methylatropine (60) or methylscopolamine 
(61) could be oxidized to the carboxylic acids 
(65) (n = 0), which are hypothetical (180,184, 
185) inactive metabolites. Esterification of 
this carboxy function to afford soft drug series 
(64) may restore activity and meanwhile en- 
sure facile, hydrolytic deactivation. 

Soft anticholinergic esters of this kind (64) 
showed good intrinsic activity, as indicated by 
the pA, value of 7.85 of tematropium (66) 
compared with 8.29 for atropine. However, in 
vivo activities were much shorter than those 
for the "hard" atropine. Accordingly, when 
equipotent mydriatic concentrations of atro- 
pine and tematropium (66) were compared 
following ocular administration, the same 
maximal mydriasis was obtained, but the area 
under the curve (mydriasis vs. time) for the 
soft compound was only 11-19% of that for 
atropine (170,172). This is consistent with the 
facile hydrolytic deactivation of the soft drug. 
Similarly, the cardiovascular activity of com- 
pound (66) showed ultrashort duration. The 
effect of (66) on the heart rate and its ability to 
antagonize the cholinergic cardiac depressant 
action induced by acetylcholine injection or by 
electrical vagus stimulation was determined 
in comparison with atropine (sulfate) and 
methylatropine (nitrate). A dose of 1 mgkg of 
atropine or methylatropine could completely 
abolish the bradycardia induced by acetylcho- 
line injection or by electrical vagus stimula- 
tion for more than 2 h following i.v. injection. 
On the other hand, similar doses of temat- 
ropium exerted antimuscarinic activity for 
only 1-3 min following i.v. injection. Even a 
10-fold increase in its dose to 10 mgikg did not 
lead to any significant prolongation of the du- 
ration of anticholinergic activity. 

As a further variation, the corresponding 
ester analogs of methylscopolamine were also 
investigated (176). For example, the ethyl es- 
ter was shorter acting than even tropicamide, 
and, consistent with the soft drug approach, 
the untreated eye did not show any mydriasis, 
as opposed to administration of methscopol- 
amine. Other structures like the cyclopentyl 
derivative (67) (PCMS-2) (175) or different 
phenylsuccinic analogs of methylatropine 
(174) and methylscopolamine (177) were also 
investigated. Compound (67) was equipotent 
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Figure 15.18. Design and metabolism of soft anticholinergics based on the inactive metabolite- 
based approach (64,69; substitutions at  two different positions) and the soft analog approach (73). 
pA, values shown are for in vitro anticholinergic activity determined by guinea pig ileum assay with 
carbachol as agonist. 
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to atropine in protecting against carbachol-in- 
duced bradycardia in rats, but its duration of 
action was again significantly shorter (15-30 
min vs. more than 2 h) (175). Similar ester 
analogs (68) of glycopyrrolate (62) were also 
explored (178). 

For soft anticholinergics, the inactive me- 
tabolite-based approach can also yield a dif- 
ferent class of compounds in which the hydro- 
lytically labile ester-containing side-chain is 
attached to the quaternary nitrogen head 
(69). A few such compounds derived from 
methylatropine (71) (186) or glycopyrrolate 
(187) have been recently synthesized and 
tested. Furthermore, compounds such as (72) 
have also been explored in an attempt to ob- 
tain soft anticholinergics with muscarinic re- 
ceptor subtype selectivity (188). Hence, a lead 
compound (LG50643) was selected that has 
been shown to be a potent and selective antag- 
onist for the M, receptor subtype (1891, and it 
was derivatized following the same procedure 
to obtain soft compounds such as 72. Recep- 
tor-binding studies on cloned muscarinic re- 
ceptors indicated that these soft anticholin- 
ergics have reasonable activity (pKi values of 
7.5-8.9) and that two of them show musca- 
rinic receptor subtype selectivity (MJM,) 
(188). Consistent with their soft nature, these 
compounds were short acting and were rapidly 
eliminated from plasma. 

3.4 Soft Analogs 

Compounds classified as soft analogs are close 
structural analogs of known active drugs (lead 
compounds), but they have a moiety that is 
susceptible to metabolic, preferentially hydro- 
lytic, degradation built into their structure. 
The built-in metabolism should be the major, 
and preferentially, the only metabolic route 
for drug deactivation (predictable metabo- 
lism), and the rate of the predictable metabo- 
lism should be controllable by structural 
modifications (controlled metabolism). The 
predicted metabolism should not require en- 
zymatic processes leading to highly reactive 
intermediates, and the products resulting 
from the metabolism should be nontoxic and 
have no significant biological or other activi- 
ties (metabolic inactivation). Finally, the met- 
abolically weak spot should be located within 
the molecule so that the overall physical, phys- 

icochemical, steric, and complementary prop- 
erties of the soft analog are very close to those 
of the lead compound (isostericlisoelectronic 
analogy). 

3.4.1 Soft Anticholinergics: Soft Quaternary 
Analogs. As mentioned, in addition to the in- 
active metabolite-based classes of soft anti- 
cholinergics, an entirely different class con- 
taining soft quaternary analogs has been 
explored. Structural differences between 
"hard" and "soft" anticholinergics of this kind 
are relatively small, but nonetheless pro- 
found, as illustrated on the right side of Fig. 
15.18. Soft analog anticholinergic structures 
were obtained by shortening the bridge of two 
or three carbon atoms separating the quater- 
nary head and ester function of traditional, 
"hard" anticholinergics illustrated by the gen- 
eralized structure (63) to just one carbon sep- 
aration as shown in structure (73). This allows 
facile hydrolytic deactivation by way of a 
short-lived intermediate to the corresponding 
acid, tertiary amine, and aldehyde, all inactive 
as anticholinergics, as shown in Fig. 15.18. 

At the time of the design, a separation of at 
least two carbon atoms between the ester ox- 
ygen and the quaternary nitrogen of such an- 
ticholinergic structures was thought to be 
critical for effective receptor binding. Nev,er- 
theless, several compounds of type (73) were 
found to be at least as potent as atropine (26). 
For example, (74) was equipotent with atro- 
pine in various anticholinergic tests, but it was 
very short acting after i.v. injection. There- 
fore, when applied topically to humans, it pro- 
duced high local antisecretory activity but no 
systemic toxicity. In a more recent study, sim- 
ilarly designed soft analogs of propantheline 
have also been investigated as potential anti- 
perspirants/antiulcerative agent (179). 

3.4.2 Soft Antimicrobials 
3.4.2.1 Cetylpyridinium Analogs: Soft Qua- 

ternary Salts. The very first soft analogs de- 
signed were "soft quaternary salts" repre- 
sented by the generalized structure (791, 
intended for antimicrobial use (6, 190). Simi- 
lar to the previously described anticholin- 
ergics structures, these substances undergo a 
facile hydrolytic cleavage process through a 
very short-lived intermediate to deactivate 



3 Soft Drugs 

CI- 

analog 
(76) 

approach cetylpyridinium chloride 

0 

0 - N 3  

CI- 

(77) 

1 2 hydrolysis / 
/- + N \  + RICHO 

R 0 R OH OH I 
(79) 

Figure 15.19. Cetylpyridinium chloride (76) and soft analog antimicrobials (77, 78). The general 
hydrolytic deactivation mechanism of soft quaternary salts (79) through a very short-lived interme- 
diate to an acid, an amine, and an aldehyde is also shown. 

and form an acid, an amine, and an aldehyde, 
as shown in Fig. 15.19. This mechanism was 
initially designed to develop a prodrug of aspi- 
rin, the synthesis of which, however, was un- 
successful (29). 

The simplest example of useful true soft 
analogs (Fig. 15.19) is provided by the isosteric 
analogs (77, 78) of cetylpyridinium chloride 
(76). Cetylpyridinium, a known "hard" qua- 
ternary antimicrobial agent, needs several ox- 
idative (generally P-oxidation) steps to lose its 
surface-active, antimicrobial properties. The 
quaternary salts represented by (76) and (77) 
are very similar:.both contain side chains that 
are essentially 16 atoms in length. Their phys- 
icochemical properties are also very similar. 
For example, their critical micelle concentra- 
tions determined by a molecular light-scatter- 
ing method are 1.3 X lop4 and 1.7 X lop4 M, 
respectively (24). Hard and soft compounds 
possess comparable antimicrobial activity as 
measured by their contact germicidal effi- 
ciency, but soft compounds undergo facile hy- 

drolytic cleavage, leading to their deactiva- 
tion. Because of this, the soft (78) is about 40 
times less toxic than the hard (76): the corre- 
sponding oral LD,, values for white Swiss 
male mice are 4110 and 108 mgkg, respec- 
tively. 

3.4.2.2 Longchain Esters of Betaine and 
Choline. Another, unrelated effort was di- 
rected toward the development of long-chain 
esters (80,83) of betaine (85) or choline (82) 
as soft antimicrobial agents (Fig. 15.20) (191- 
195). These compounds are ester-containing 
structural analogs of amphiphilic quaternary 
ammonium compounds, which, similar to 
cetylpyridinium (761, are surface active sub- 
stances known for their membrane-disruptive 
and antimicrobial activities. Contrary to the 
previous design, however, hydrolysis here is 
not followed by additional, fast degradation, 
but results in well-investigated and common 
compounds, such as choline (821, betaine (851, 
and fatty acids (81) (Fig. 15.20). For example, 
the alkanoylcholines were found active 
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Figure 15.20. Soft quaternary ammonium antimicrobials designed as long-chain ester of choline, 
betaine, or L-carnitine. 

against gram-negative and gram-positive bac- 
teria, as well as yeasts (192). Activity in- 
creased with increasing chain length and was 
similar to that of the stable, hard quaternary 
ammonium compounds of similar length such 
as hexadecyltrimethylammonium bromide. 
Considerable differences in the binding affln- 
ity of compounds with different hydrocarbon 
chains at different concentrations to Candida 
albicans were observed, and they seemed re- 
lated to the critical micelle concentration of 
the compounds (193). 

3.4.2.3 L-Carnitine Esters. Another class of 
soft broad-spectrum antimicrobials devoted to 
curing dermatological infections was designed 
based on quaternary ammonium L-carnitine 
esters (86) (Fig. 15.20) (196). The series, par- 
ticularly members characterized by alkyl 
chains with a total of 16-18 carbons, showed 
good activity against a wide range of bacteria, 
yeasts, and fungi. They also showed low in 
vitro cytotoxicity and good i n  vivo dermal tol- 
erance. However, the decomposition of these 
compounds was not analyzed in detail. Judi- 
cious esterification (R,) of the carboxy func- 
tion is required for antimicrobial activity, but 
a free hydroxy group at position 3 of the car- 
nitine skeleton does not annihilate activity. 

From the soft drug design point of view, it is 
also important to note that the common con- 
stituent of all these compounds, L-carnitine 
(87), has no pharmacological effects for doses 
of up to 15 glday. 

3.4.3 Soft Antiarrhythmic Agents 
3.4.3.1 ACC-9358 Soft Analogs. ACC-9358 

(88) (Fig. 15.21) is an orally active class Ic an- 
tiarrhythmic agent that underwent clinical 
trials and for which a number of soft analogs 
(89) were synthesized and tested (197). Re- 
placement of the formanilide function of ACC- 
9385 with alkyl esters resulted in compounds 
with similar antiarrhythmic activity. Esters at- 
tached directly to the aromatic ring (89, n = 0) of 
the bis(aminomethy1)phenol moiety were resis- 
tant to hydrolysis in human blood, but distanc- 
ing the ester (89, R = --CHiCH(CH,),) from 
the aromatic ring by one, two, and three meth- 
ylene units afforded soft compounds with hu- 
man blood half-lives of 8.7, 25.9, and 2.0 min, 
respectively (197). As in most other cases, 
branching on the carbon attached to the oxy- 
gen atom of the alkoxy functionality tended to 
inhibit ester hydrolysis. The antiarrhythmic 
activity, as measured i n  vitro in the guinea pig 
right atrium, of a number of acid metabolites 
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Figure 15.21. Soft analogs (89) of ACC-9358 (881, an orally active class Ic antiarrhythmic agent that 
underwent clinical evaluation. Soft analogs such as (90) and (91) showed good activity and suffi- 
ciently short half-life in human blood. 

(89, R = H, n = 0, 1, 2) was indeed signifi- 
cantly less than that of the corresponding es- 
ter soft drugs. 

In a more recent work, additional esters 
(89) derived from aromatic and heterocyclic 
alcohols were investigated to improve the li- 
pophilic character and enhance the in vivo po- 
tency, biodistribution, and duration profile 
(198). A number of these esters showed consis- 
tent ability to convert acetylstrophanthidin- 
induced arrhythmias in guinea pig right atria 
to normal sinus rhythm with an ED,, value of 
less than 10 &mL. Based on their shorter 
half-life in human blood, esters (90) (t,,, = 3.5 
min) and (91) (t,/, = 7.1 min) were selected for 
in vivo evaluation. They both demonstrated 
greater potency than that of lidocaine in the 
24-h Harris dog model and equal potency to 
lidocaine in the oubaine-intoxicated dog model 
(198). In addition, the lipophilicity of these 
compounds was lower than that of lidocaine, 
suggesting a lower ability to penetrate the 
blood-brain barrier and, thus, lower CNS li- 
ability. Considering all these observations, 
(91) was chosen as a potential development 

candidate because it possessed the most desir- 
able pharmacological and pharmacokinetic 
profile. Some analogs where the ester moiety 
was attached to the second aromatic ring of 
ACC-9385 (197) and some monoaminomethyl- 
ene-appended analogs were also explored 
(198). 

3.4.3.2 Amiodarone Soft Analogs. Among 
currently available antiarrhythmic agents, 
amiodarone (92), a structural analog of thy- 
roid hormone, has electrophysiological effects 
that most closely resemble those of an ideal 
drug. However, amiodarone is highly li- 
pophilic, is eliminated extremely slowly, and 
has unusually complex pharmacokinetic prop- 
erties, frequent side effects, and clinically sig- 
nificant interactions with many commonly 
used drugs (199). Consequently, despite its 
high efficacy, amiodarone is used only for life- 
threatening ventricular antiarrhythmias that 
are refractory to other drugs. 

An active soft analog may solve many of 
these problems, and because amiodarone has a 
butyl side chain, its structure is well suited for 
such a design (Fig. 15.22). A number of possi- 
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Figure 15.22. Arniodarone (92) and possible soft analogs (ATI-2000 series, 931, in which the butyl 
side chain at position 2 of the benzofurane moiety of amiodarone is replaced with an ester-containing 
side chain to allow facile hydrolytic degradation. 

ble soft analogs (ATI-2000 series, 93) were 
synthesized and tested for activity and dura- 
tion of action (200-203). For example, the 
electrophysiological effects of the first investi- 
gated analog, the methyl ester ATI-2001 (93, 
R = CH,), were found to be even greater than 
those of amiodarone in guinea pig isolated 
heart, and, in agreement with the soft drug 
design principles, they were more readily re- 
versible. At equimolar concentration (1 a), 
the soft analog caused significantly greater 
slowing of heart rate, depression of atrioven- 
tricular and intraventricular conduction, and 
prolongation of ventricular repolarization 
than did amiodarone. However. unlike amio- 
darone, its effects were significantly reversed 
during washout of the drug. 

Because the half-life of ATI-2001 in human 
plasma was found to be only 12 min (203), 
which may be too short to allow long-term 
management of cardiac arrhythmias, esters 
with longer or more branched side chains were 
also examined. These modifications were 
found to markedly alter the magnitude and 
time course of the induced electrophysiologi- 
cal effects, and the see-butyl and isopropyl es- 
ters were considered to merit firther investi- 

gation (202). In agreement with the principles 
of soft drug design, the common acid metabo- 
lite (93, R = H) was found to have no electro- 
physiological activity (202). Taken together, 
these findings suggest that such soft drugs 
may prove to be a valuable addition to current 
antiarrhythmic therapy, although further 
studies are needed. 

These compounds represent a possible ex- 
ample of an orally active soft drug. Even if the 
structure contains an ester moiety to allow en- 
zymatic hydrolysis, it is possible to maintain 
activity for ester-containing drugs after oral 
administration. Indeed, many ester-contain- 
ing drugs are orally administered. A study of 
the butyl ester prodrug of indomethacin in 
rats also showed that hydrolysis of the ester 
bond is mainly carried out in the circulatory 
system and the bond is barely hydrolyzed in 
the intestinal tract (204). 

The above examples illustrate the gener- 
ally applicable isosteric-type soft analog de- 
sign, where an ester or a reversed ester func- 
tion replaces two neighboring methylene 
groups. In some of these cases, when sufficient 
structural variability is introduced, the dis- 
tinction between a soft analog and a (real or 
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Figure 15.23. Design and metabolism of ultrashort-acting ACE inhibitors (95) based on soft ana- 
logs of captopril(94). Hydrolytic cleavage of these compounds results in small, hydrophilic metabo- 
lites (e.g., 97, 98) that have no ACE inhibitory activity. 

hypothetical) inactive metabolite-based de- 
sign may become somewhat blurred. For ex- 
ample, larger esters can no longer be regarded 
as strict structural analogs, but they can be 
regarded as esters of the (hypothetical) inac- 
tive acid metabolite (93) (R = H). 

3.4.4 Soft Angiotensin-Converting Enzyme 
(ACE) Inhibitors. ACE inhibitors, such as cap- 
topril (94) or enalapril, are widely accepted 
vasodilators in chronic heart failure. How- 
ever, their use in acute conditions is restricted 
because of the prolonged duration of their ef- 
fect. Again, a soft analog approach may pro- 
vide an active, ultrashort-acting (USA) ACE 
inhibitor that may represent a viable solution. 
In work based on these ideas, a number of 
captopril analogs (95) (Fig. 15.23) with the 
proline amide bond replaced by esters suscep- 
tible to hydrolytic cleavage were investigated 
(205). Whereas no captopril hydrolysis was ob- 
served in human blood, a number of soft ana- 
logs, especially those with thioalkyl substitu- 
ents, were degraded in a sufficiently fast 
manner. Potency, as measured on purified 
rabbit lung ACE, could be further increased 
with larger substituents, but the hydrolysis of 
these compounds became unacceptably slow. 
Soft analog (96) (FPL 66564) was selected as a 

potential drug candidate because it showed 
the required balance of ACE inhibition po- 
tency (5.7 nM) and degradation rate (human 
blood t,,, = 14 min). As required by general 
soft analog design principles, its hydrolytic 
products (97,98) are without ACE inhibitory 
activity and, being small hydrophilic mole- 
cules, should not present any clearance prob- 
lems. The in vivo testing of compound (96) 
showed a dose-dependent inhibition of angio- 
tensin I pressor response in the anesthetized 
rat, but the effect rapidly dissipated to base- 
line levels on termination of the i.v. infusion 
(205). 

3.4.5 Soft Dihydrofolate Reductase (DHFR) 
Inhibitors. A series of esters was synthesized 
recently as possible dihydrofolate reductase 
(DHFR) inhibitors that are susceptible toward 
hydrolytic degradation (148,206-208). DHFR 
is involved in the reduction of dihydrofolate 
into tetrahydrofolate, and reduced folates are 
important cofactors in the biosynthesis of nu- 
cleic acids and amino acids. Hence, DHFR in- 
hibitors can limit cellular growth. Conse- 
quently, classical DHFR inhibitors such as 
methotrexate (99) (Fig. 15.24) or nonclassical 
DHFR inhibitors such as trimetrexate (100) 
have shown antineoplastic or antiprotozoal 
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activity, and they might also be useful in the 
treatment of inflammatory bowel disease 
(IBD), rheumatoid arthritis, psoriasis, and 
asthma. A number of compounds composed of 
a bicyclic aromatic unit connected by an ester- 
containing bridge to another aromatic ring 
(e.g., 101,102) have been synthesized and in- 
vestigated as possible therapeutic agents 
against Pneumocystis carinii pneumonia and 
IBD with increased safety. Substitution of the 
methyleneamino bridge common to antifo- 
lates with an ester-containing bridge (Fig. 
15.24) retained DHFR-inhibitory activity. The 
best ester-containing inhibitors were about 10 
times less potent inhibitors than trimetrexate 
and piritrexim in the DHFR assay, but pro- 
vided slightly better pcDHFR selectivity in- 
dex, which was defined as the ratio of IC,, (rat 
liver DHFR) to IC,, (P. carinii DHFR). Fur- 
thermore, the hydrolytic metabolites were all 
poor inhibitors. In vitro hydrolysis using hu- 
man and rat tissues or available esterases 
were relatively slow for most of the esters. Hu- 
man and rat liver fractions were more active 
than human duodenal mucosa and human 
blood leukocytes in hydrolyzing the com- 
pounds. Contrary to (101), effective in vivo 
hydrolysis and a favorable pharmacokinetic 
profile could be demonstrated for (102) (207). 
Finally, (101) exhibited good anti-inflamma- 
tory activity in a colitis model in mice (208), 
but showed unsatisfactory results in a rat ar- 
thritic model (206). 

3.4.6 Soft Cannabinoids. The most impor- 
tant pharmacologically active member of the 
cannabinoid family is A9-tetrahydrocannabi- 
no1 (THC, 103) (Fig. 15.251, the main active 
constituent of marihuana, a psychoactive 
agent used for thousands of years. Cannabi- 
noids have many potential therapeutic bene- 
fits, one of the more interesting of which is the 
reduction of intraocular pressure (IOP) (209). 
They are known to produce significant and 
dose-dependent IOP-lowering activity, even if 
applied topically (209, 210). However, despite 
apparently doing this by a mechanism differ- 
ent from that of other antiglaucoma drugs 
(211), their therapeutic potential is dimin- 
ished because this effect could not be sepa- 
rated from strong CNS and cardiovascular ef- 
fects. 

As in other cases, a topically applied, soft 
drug susceptible to metabolic inactivation 
may afford separation between the local, de- 
sired effect and the unwanted, systemic side 
effects. Consequently, new soft cannabinoids 
(105) were synthesized and evaluated (54, 
212). They are -structural analogs of SP-1 
(104), a nitrogen-containing cannabinoid de- 
rivative that has been shown earlier to have 
IOP-lowering activity (210, 211, 213). In 
agreement with the SAR hypothesis used for 
the design, all the compounds that were suc- 
cessfully synthesized by using a Pechmann 
condensation had IOP-lowering activity, but 
the common acid metabolite of the soft ana- 
logs (105, R = H) was inactive. Activities were 
evaluated in a number of in vivo experiments 
after both i.v. and topical administration in 
rabbits. The results obtained were somewhat 
equivocal because of the extremely low aque- 
ous solubility of the compounds tested, but 
they were in agreement with a soft drug that is 
active and is rapidly inactivated. For example, 
when administered i.v. in rabbits, the ethyl- 
substituted soft analog (105) (R = C2H5, R' = 
C,H,) produced IOP-lowering activity that 
was parallel in both eyes, lasted for only 15 
min, and had a maximum of 18 2 3% (P < 
0.005). When dissolved in emulphor (EL-719 
PF618; PEG 40 castor oil) and administered 
topically, the same soft analog produced an 
IOP-lowering effect that lasted longer and was 
significant (P < 0.05) at t = 1 h. In a first 
evaluation (212), an indirect-response Em, 
PK/PD model (214) connecting plasma con- 
centration and IOP-lowering effect explained 
well the experimental results obtained in rab- 
bits following i.v. administration (Fig. 15.26). 

3.4.7 Soft CaZ+ Channel Blockers 
3.4.7.1 Perhexiline Analogs. Perhexiline is 

a Ca2+ channel blocker that is effective in the 
treatment of angina pectoris, the most com- 
mon symptom of chronic ischemic heart dis- 
ease, but is of limited use because of side ef- 
fects such as hepatotoxicity, weight loss, and 
peripheral neuropathy. Given that these un- 
desirable effects are related to the slow metab- 
olism and accumulation of perhexiline, soft 
analogs may represent a conceivable alterna- 
tive. A class of analogs with an amide moiety 
inserted as a possible enzymatically labile cen- 
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Figure 15.24. Design of soft analogs (101, 102) of methotrexate (99) and trimetrexate (100) as 
possible DHFR inhibitors. 

ter was investigated for perhexiline (215-217). 
Most of these newly designed compounds 
proved to be more active calcium antagonists 
on depolarized pig coronary artery than per- 
hexiline and produced concentration-related 
coronary dilation in the perfused guinea pig 
heart. Some of them also provided promising 
in viuo results. However, metabolic degrada- 
tion of amide moieties may not be fast enough 
to provide adequate metabolic lability and 

may take place only with the involvement of 
cytochrome P450. 

3.4.7.2 Clevidipine. Clevidipine (106) (Fig. 
15.27) is an ultrashort-acting, soft calcium 
channel blocker currently under clinical de- 
velopment for i.v. use in the reduction and 
control of blood pressure in cardiac surgical 
procedures (49, 218-220). It is a dihydropyri- 
dine-type calcium channel antagonist, struc- 
turally related to felodipine (log), but with an 
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Figure 15.25. Synthesized soft cannabinoid analog structures (105) and representative lead struc- 
tures used for the design (A

g
-THC, 103; SP-1,104). 

additional, less-hindered ester moiety intro- 
duced into its structure through an acyloxyal- 
kyl-type substitution. Contrary to the two hin- 
dered esters already present in the felodipine 
structure, this ester is susceptible to enzy- 
matic degradation and leads to an acidic, inac- 
tive metabolite (108) through an unstable 
intermediate (107) (Fig. 15.27) (49). Such 
acyloxyalkyl-type double esters have been 
extensively used in prodrug design to trigger 
sufficiently fast, substitution-controllable 
degradations (31). This design resulted in suf- 
ficiently fast degradation (e.g., in vitro human 
blood t,,, of 5.8 min) and formation of an 
equivalent amount of the corresponding pri- 
mary metabolite, which has been shown to be 
devoid of any vasodilating effect in both ani- 
mal and human experiments (49,218). Clevi- 
dipine is a high-clearance drug with a small 
volume of distribution, which results in very 
short half-lives. It appears suitable for blood 
pressure control, for example, after coronary 
artery bypass grafting (219). 

Clevidipine has two possible enantiomers, 
and hydrolysis half-lives were only about 10% 

different for the R and S isomers. A slight ste- 
reoselectivity in the extensive plasma binding 
of clevidipine (free fractions of 0.43% and 
0.32% for S- and R-clevidipine, respectively) 
might be the reason for this difference (49, 
220). Hence, from a pharmacokinetic point of 
view, there seems to be no advantage in using 
a single enantiomer instead of a racemic mix- 
ture. The hydrolytic half-life of clevidipine was 
also investigated in blood from pseudocho- 
linesterase-deficient volunteers because the 
homozygous atypical allele for the correspond- 
ing gene has been reported to occur with a 
frequency of about 1 in 3500 for Caucasians. 
In the small number of subjects studied, in 
vitro half-life increased by only about 50% 
(49). 

3.5 Active Metabolite-Based Soft Drugs 

Active metabolite-based soft drugs are meta- 
bolic products of a drug resulting from oxida- 
tive conversions that retain significant activ- 
ity of the same kind as the parent drug (7, 
10-12). Most drugs undergo stepwise meta- 
bolic degradation to yield intermediates and 



3 Soft Drugs 

Emax model > 1 kin 

0.1 1 I I I I I -25 
0 4 8 12 16 20 

Time (min) 

structural analogs (Dl. . .Dm) that often have 
activity similar to that of the original drug 
molecule (D) (Fig. 15.1). These general oxida- 
tive metabolic transformations put a burden 
on the saturable and slow oxidative enzyme 
system, and result in compounds that have dif- 
ferent selectivity, binding, distribution, and 
elimination properties. Therefore, at any 
given time, a mixture of active components is 
present with continuously changing relative 
concentration. This can result in complex, al- 
most uncontrollable situations, making safe 
and effective dosing almost impossible. 

In agreement with the basic soft drug de- 
sign principles, judicious selection of an active 
metabolite can yield a potent drug that will 
undergo a one-step deactivation process, given 
that it is already at the highest oxidation state. 
For example, if sequential oxidative metabolic 
conversion of a drug takes place, such as the 
quite common hydroxyalkyl + 0x0 + carboxy 
sequence, in which the carboxy function is 
generally the inactive form, some previous ox- 

Figure 15.26. PWPD relationship between 
the concentration C, (w) and IOP-lowering 
effect E (0) of soft cannabinoid 105 in rabbits 
following i.v. administration. Curves repre- 
sent the best fit of the data obtained with the 
indirect resvonse model used as a first eval- 
uation and characterized by the equations 
shown and the following parameters: EC,, 
= 1.2 pg/mL; Em, = 40%; k,,, = 0.75. No- 
tation: R, response; kin, zero-order influx 
rate constant of the process assumed to 
cause the IOP-lowering effect and assumed 
to be stimulated by the drug; k,, corre- 
sponding first-order efflux rate constant; E, 

measured effect (IOP change %);Em,, max- 
imum stimulatory effect of the drug on the 
influx rate; Cp, plasma concentration ob- 
tained from a two-compartment pharmaco- 
kinetic model (P, plasma; T, tissue) charac- 
terized by first-order rate constants k,,, k,,, 
and k,,; EC,,, plasma concentration causing 
50% of the Em, effect on kin. 

idative metabolite (preferably the one just be- 
fore deactivation) could be the best choice for a 
drug. Despite numerous publications suggest- 
ing the utility of active metabolites for drug 
design purposes (7, 10-12), the idea was long 
neglected and only recently began to generate 
interest. Nevertheless, there are examples of 
active metabolites used as a source of new 
drug candidates because of better safety pro- 
files; for example, oxyphenbutazone, the ac- 
tive p-hydroxy metabolite of phenylbutazone; 
oxazepam, the common active metabolite of 
chlordiazepoxide, halazepam, chlorazepate, 
and diazepam; or pravastatin, the hydroxy- 
lated structure derived from mevastatin (com- 
pactin). 

Bufuralol (15) (Fig. 15.6), the nonselective 
P-adrenoceptor antagonist with p, partial ag- 
onist properties discussed earlier, also pro- 
vides a good illustration. As mentioned, bu- 
furalol undergoes complex metabolism in 
humans, including stepwise oxidation toward 
an acid metabolite (18) through the corre- 
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soft drug (1 09) '----.; ".&pine clevidipine 

-CH20 + 
HO 

spontaneous, fast 

\o 0-OH 
decomposition 

OH 

NH NH 

(1 07) 
unstable intermediate 

(108) 
inactive metabolite (H 152181) 

Figure 15.27. Metabolic pathway of clevidipine (106), a calcium channel antagonist structurally 
related to felodipine (log), but with an acyloxyalkyl type substitution to ensure hydrolytic sensitivity. 

sponding hydroxy (16) and keto (17) interme- 
diates (Fig. 15.6). These intermediates are still 
active: the @-antagonist ED,, values for inhi- 
bition of tachycardia in rats are 169, 461284, 
and 203 pg/kg for bufuralol(15), the two ste- 
reoisomers of (16), and (I?), respectively (88, 
89). They also have different and long elimina- 
tion half-lives: biological half-lives are 4, 7, 
and 12 h for bufuralol (15), (161, and (171, 
respectively (90). Differential metabolism of 
the two enantiomers and differences ascribed 
to genetic polymorphism also occur (91). AC- 
cording to the principle of active metabolite 
design, the ketone (17), the highest active ox- 
idative metabolite, should be the drug of 
choice (11). This compound still retains most 
of the activity, but is deactivated by one-step 
oxidation to structure (18). 

3.6 Activated Soft Drugs 

Activated soft compounds are not analogs of 
known drugs, but are derived from nontoxic 

chemical compounds activated by introduc- 
tion of a group that provides pharmacological 
activity. During expression of activity, the in- 
active starting molecule is regenerated as a 
result of a hydrolytic process. An example of 
activated soft compound is provided by 
N-chloramine antimicrobials. During an ef- 
fort to identify locally active antimicrobial 
agents of low toxicity, N-chloramines based on 
amino acids, amino alcohol esters, and related 
compounds were developed. These compounds 
(Fig. 15.281, particularly those derived from 
a-disubstituted amino acid esters and amides 
(221, 222), serve as a source of positive chlo- 
rine (Cl+), which was assumed to be primarily 
responsible for antimicrobial activity. How- 
ever, when the chlorine is lost, before or after 
penetration through microbial cell walls, the 
nontoxic initial amine is regenerated (Fig. 
15.28). 

The antimicrobial activity of chloramines 
was known before, but chemical instability 
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4 
N-CI + H20 = izc: 

N-H + CI+ + OH- 

Figure 15.28. General structures of representative low chlorine potential, soft N-chloramine anti- 
microbials (110-112), and the mechanism of their decomposition. 

and high reactivity limited their widespread 
use. After establishing the mechanism of their 
decomposition (2211, it was realized that sta- 
ble N-chloramines that have much lower 
"chlorine potential" and are much less corro- 
sive could be obtained if the a-carbons lack 
hydrogen (22 1-224). Structures (1 lo), (1 l l ) ,  
and (1 12) in Fig. 15.28 illustrate some of these 
low chlorine potential, soft chloramines. 
Structure (110) proved to be a particularly ef- 
fective bactericide in a laboratory water treat- 
ment plant (225). I t  is exceptionally stable in 
water and in dry storage (226,227); it is non- 
toxic in chicken's drinking water at 200 mg/L, 
and it detoxifies ailatoxin (228). The mecha- 
nism of action of these compounds involves 
inhibition of bacterial growth by inhibiting 
DNA, RNA, and protein synthesis (229). When 
the chlorine interacts with -SH-containing 
enzymes, the original precursor is regener- 
ated. Thus, the predictable and controllable 
metabolism of soft chloramines gives a defi- 
nite advantage over hard, lipophilic, aromatic 
antimicrobials containing C - C l  bonds. 

Another example of activated soft com- 
pound is provided by the class of soft alkylat- 
ing agents prepared during the development 
of soft quaternary salts (25). These com- 
pounds are a-halo esters and are relatively 
mild alkylating agents. Their low alkylating 
potential should allow transport to tumor cells 
without indiscriminate alkylation. In addi- 
tion, being activated esters, the circulating 
free part can be deactivated by esterases. 
These should result in a better separation of 
desired activity and unwanted toxicity. One of 
these compounds, chloromethyl hexanoate, 

was found to have anticancer activity in the 
P388 lymphocytic leukemia test (25). 

3.7 Pro-Soft Drugs 

As their name implies, pro-soft drugs are inac- 
tive prodrugs (chemical delivery forms) of a 
soft drug of any of the above classes including 
endogenous soft molecules. They are con- 
verted enzymatically into the active soft drug, 
which is subsequently enzymatically deacti- 
vated. Soft drugs, as any other drug, can be the 
subject of prodrug design resulting in pro-soft 
drugs, but, as results from their definitions, 
one cannot conceive a "soft prodrug." Two ex- 
amples of pro-soft drugs have already been 
discussed: a colon-targeted pro-soft drug (36) 
for possible oral treatment of ulcerative colitis 
(145) and a possible pro-soft antipsoriatic 
P-adrenergic agonists (161). 

Derivatives of natural hormones and other 
biologically active agents such as neurotrans- 
mitters have well-developed mechanisms for 
their disposition and, therefore, can be consid- 
ered natural soft drugs (e.g., hydrocortisone, 
dopamine). Because their metabolism is usu- 
ally fast and their transport is specific, they 
can become useful as drugs only if sustained, 
local, or site-specific delivery is developed for 
them. Compounds designed for such purposes 
can also be considered pro-soft drugs. 

A possible example for sustained chemical 
release at the site of application for hydrocor- 
tisone (116), a natural soft drug, is shown in 
Fig. 15.29. The 4,5-unsaturated 3-ketone 
group, being essential for binding and activity, 
is a good target for modification. Spirothiazo- 
lidine derivatives (113) were selected (230) be- 
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retrometabolic 
design 

(116) 
hydrocortisone 

t 

Figure 15.29. Hydrocortisone (116) can be regarded as a natural soft drug, and a spirothiazolidine 
derivative (113) serves as apro-soft drug for controlled release. Opening of the thiazolidine ring (114) 
is followed by disulfide bridging (115) to trap the steroid at the site of application. 

cause they should be subject to biological 
cleavage of the imine formed after spontane- 
ous cleavage of the carbon-sulfur bond (231). 
Spirothiazolidines of hydrocortisone acetate 
were about three to four times more lsotent - 
than hydrocortisone derivatives when tested 
for topical anti-inflammatory activity. Mean- 
while, they delivered significantly less hydro- 
cortisone transdermallv than did either the " 

unmodified hydrocortisone or hydrocortisone 
21-acetate. These results are consistent with a 
local tissue binding through a disulfide bridge, 
as suggested in Fig. 15.29. The opening of the 
spirothiazolidine ring of (113) as shown in 
structure (114) allows trapping of the steroid 
with a disulfide bridging (115) at the site of 
application. Hydrolysis releases the active 
component (116) only locally (232). A similar 

behavior of the thiazolidine of progesterone 
confirmed this local binding in the skin (230). 

3.8 Computer-Aided Design 

Because of the considerable flexibility of retro- 
metabolic drug design, for certain lead com- 
pounds a large number of possible soft struc- 
tural analogs can be designed by applying the 
various "soft transformation rules." Finding 
the best drug candidate among them may 
prove tedious and difficult. Fortunately, com- 
puter methods developed to calculate various 
molecular properties, such as molecular vol- 
ume, surface area, charge distribution, polar- 
izability, aqueous solubility, partition and per- 
meability coefficient, and even hydrolytic 
lability, make possible more quantitative de- 
sign (233-244). The capabilities of quantita- 
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Figure 15.30. Windows 95/98 interface of the computer-aided soft drug design program. 

ive design have been further advanced by de- 
reloping expert systems that combine the 
rarious structure-generating rules of soft drug 
lesign with the developed predictive soft- 
vares to provide a ranking order based on 
sosteric/isoelectronic analogy (16, 245-247). 
'he interface of a recent version of the corre- 
ponding computer program is shown in Fig. 
5.30. 

The overall approach is general in nature 
nd can be used starting with essentially any 
.ad. The system can provide full libraries of 
lossible new "soft" molecular structures and 
n analogy-based ranking of these candidates, 
naking possible more thorough and more 
uantitative design. Because candidates that 
re unlikely to have reasonable activity can be 
liminated ahead of synthesis and experimen- 
31 testing, considerable savings are achieved 
1 laboratory time and expense. 

3.8.1 Structure Generation. The expert 
ystem designed to aid the generation and 
mking of novel soft drug candidates has been 
escribed in the literature in detail (16, 245- 

247). As an important part, it contains the 
rules to transform certain substructures of 
the lead compound according to the principles 
of retrometabolic design. For the soft drug ap- 
proach, the two most successful strategies, the 
inactive metabolite-based and the soft analog 
strategies, were implemented. The program 
can generate common oxidative metabolites of 
the lead compound; for example, it can find 
-CH,, -CH,OH, or other alkyl groups in the 
lead and replace them by -COOH or 
-(CH,),-4OOH groups, or it can find phe- 
nyl (- C,H,) groups and replace them by phe- 
nol (-C,H,OH) groups, and so forth. Accord- 
ingly, the computer can then generate new 
soft drugs by derivatization of the "oxidized" 
metabolite to regenerate active soft drugs. 
The program can also generate soft analogs by 
looking for the presence of neighboring meth- 
ylene/hydroxymethylene groups and by re- 
placing them in an isosteric/isoelectronic fash- 
ion with corresponding esters -0--COB, 
reversed esters - C M - ,  or other func- 
tions. 
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3.8.2 Candidate Ranking. Because in cer- 
tain cases a large number of analog structures 
may be designed, it is desirable to have some 
prediction regarding their activities and/or 
toxicities. Structures that are better isostericl 
isoelectronic analogs of the lead are also more 
promising drug candidates. The present ex- 
pert system provides a ranking order based on 
the closeness of calculated properties to those 
of the lead compound using fully optimized 
geometries obtained from advanced semiem- 
pirical AM1 calculations (248) for all the com- 
pounds that are of interest. 

Because most new structures are close 
structural analogs (often exact isomers), it is 
important to include as many and as relevant 
properties as possible. At present, four pararn- 
eter categories are used with equal weight to 
describe isosteric/isoelectronic relations: mo- 
lecular sizelshape descriptors (V, volume; S, 
surface area; 0, ovality); electronic properties 
(D, dipole moment; a, average polarizability; I, 
ionization potential); predicted solubility/par- 
tition properties (log W, log Po,); and atomic 
charge distribution on the unchanged por- 
tions. Each of these parameters can be ob- 
tained from the optimization output, and they 
all play important roles in determining bind- 
ing and transport properties; they should give 
a relatively good description of the isostericl 
isoelectronic analogy. Because all these prop- 
erties are measured in different units and vary 
over different ranges, ranking factors (RF) 
were introduced for each property, and a 
weighted average is used for the final ranking 
(16,245-247). Following synthesis and exper- 
imental testing of a few best candidates, fur- 
ther refinements are possible; for example, ex- 
perimental results might suggest different 
weighting for the properties used in ranking. 
Illustrative examples were also provided in de- 
tails in the reviews mentioned (16,245-247). 

3.8.3 Hydrolytic Lability. Hydrolytic labil- 
ity is also of considerable relevance; therefore, 
a quantitative structure-metabolism relation- 
ship (QSMR) study was undertaken recently 
to identify a structure-based QSMR equation 
that is not limited to congener series (241). An 
equation accounting for 80% of the variability 
of the in vitro human blood logt,,, of seven 
different drug classes containing a total of 67 

compounds was obtained by introducing the 
inaccessible solid angle 0, as a measure of 
steric hindrance. The final equation used to 
estimate logt,,,, in addition to flhO=, in- 
cludes the AM1-calculated charge on the car- 
bony1 carbon (q,J and a calculated log octa- 
nollwater partition coefficient (QLogP) (237, 
240, 243) as parameters: 

In general agreement with previous re- 
sults, we found steric effects as having the 
most important influence on the rate of enzy- 
matic hydrolysis. Lipophilicity, as measured 
by QLogP and some of the electronic parame- 
ters, such as the charge on the carbonyl C 
(q,,), also proved informative, but to a much 
lesser degree. Half-lives were found to in- 
crease with increasing steric hindrance 
around the ester moiety, as measured by the 
inaccessible solid angle a,. An important nov- 
elty was the finding that the rate of metabo- 
lism as measured by log t,,, seems to be more 
strongly correlated with the steric hindrance 
of the carbonyl sp2 oxygen ( a h 0  = :r2 = 0.58, 
n = 79) than with that of the carbonyl sp2 
carbon as measured by the inaccessible solid 
angle (ahC = : r2 = 0.29). This provides addi- 
tional evidence for the important, possibly 
even rate-determining role played by hydro- 
gen bonding at this oxygen atom in the 
mechanism of this enzymatic reaction. The 
corresponding fully computerized predictive 
method was integrated within the expert sys- 
tem (247). 

3.8.4 Illustration: Esmolol. A formal com- 
puter-aided soft drug design that uses homo- 
metoprolol (117) as the lead compound pro- 
vides a good illustration of the process of 
computerized structure-generation and candi- 
date ranking. Starting with structure (1171, 
four different soft drug analogs are generated 
by oxidizing the methoxymethyl function to 
its corresponding carboxylic acid type metab- 
olites and converting them into various esters 



(117) 
homo-rnetoprolol 

(R methyl or ethyl) ( l l s a ,  l l sb ) ,  respectively, 
by replacing neighboring methylene groups 
with - M O -  or -CO--0- functions 
(llsc, 118d), as shown in Fig. 15.31. Proper- 
ties are then calculated based on AM1-opti- 
mized structures. Table 15.1 summarizes the 

Figure 15.31. Illustration of the for- 
mal soft drug design process that uses 
homo-metoprolol(117) as lead to gener- 
ate four soft drug analogs including es- 
molol (118b). 

analogy-ranking in order of decreasing overall 
analogy together with the half-lives estimated 
using the present program (Fig. 15.30). 
Charge distributions were compared for at- 
oms in the aromatic ring and the p-amino al- 
cohol side-chain (including hydrogens). The 
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Table 15.1 Ranking Order and Predicted Hydrolytic Half-Lives for Homo-Metoprolol(117) 
Analogs 118 (Fig. 15.31) 

Predicted t , , ,  
Compound RF," RFE RFP RFQ RF (min) 

"Ranking factors (RF) were computed as described in the references mentioned. Smaller values indicate better isosteric/ - 
isoelectronic analogy. 

obtained results clearly show (11Sb) as an 
outstanding best analog in practically all cat- 
egories. The nice aspect of this hindsight de- 
sign is that structure (IlSb) corresponds to 
esmolol (Brevibloc), an ultrashort-acting 
(USA) P-blocker discussed earlier (1 1) (Fig. 
15.5). 

4 CHEMICAL DELIVERY SYSTEMS 

Chemical delivery system (CDS) approaches 
provide novel, systematic methodologies for 
targeting active biological molecules to spe- 
cific target sites or organs based on predictable 
enzymatic activation (15, 21, 23). CDSs are 
inactive chemical derivatives of a drug ob- 
tained by one or more chemical modifications. 
They provide site-specific or site-enhanced de- 
livery through sequential, multistep enzy- 
matic and/or chemical transformations. The 
newly attached moieties are monomolecular - 
units that are in general smaller than, or of 
similar size as, the original molecule. Hence, 
the chemical delivery system term is used here 
in a stricter sense: they do not include systems 
in which the drug is covalently attached to 
large "carrier" molecules. 

In a general formalism, the bioremovable 
moieties introduced can be classified into two 
categories. Targetor (T) moieties are responsi- 
ble for targeting, site specificity, and lock-in. 
Modifier functions (F,. - .F,) serve as lipophi- 
lizers, protect certain functions, or fine-tune 
the necessary molecular properties to prevent 
premature, unwanted metabolic conversions. 
CDSs are designed to undergo sequential met- 
abolic conversions, first disengaging the mod- 
ifier functions and then the targetor moiety, 
after it fulfilled its site- or organ-targeting 
role. These transformations provide targeting 

(differential distribution) of the drug by either 
exploiting site-specific transport properties, 
such as those provided by the presence of a 
blood-brain barrier (BBB), or by recognizing 
specific enzymes found primarily, exclusively, 
or at higher activity at the site of action. 

Three major CDS classes have been identi- 
fied: 

1. Brain-targeting (enzymatic physical-chem- 
ical- based) CDSs: exploit site-speci fic traf- 
fic properties by sequential metabolic con- 
versions that result in considerably altered 
transport properties. 

2. Site-specific enzyme-activated CDSs: ex- 
ploit specific enzymes found primarily, ex- 
clusively, or at higher activity at the site of 
action. 

3. Receptor-based transient anchor-type CDSs: 
provide enhanced selectivity and activity 
through transient, reversible binding at the 
receptor. 

4.1 Brain-Targeting (Enzymatic 
Physical-Chemical-Based) CDSs 

4.1 .I Design Principles. Brain-targeting 
chemical delivery systems represent the most 
developed CDS class. To obtain such a CDS, 
the drug is chemically modified to introduce 
the protective function(s) and the targetor (T) 
moiety. Upon administration, the resulting 
CDS is distributed throughout the body. Pre- 
dictable enzymatic reactions convert the orig- 
inal CDS by removing some of the protective 
functions and modifying the T moiety, leading 
to a precursor form (Tf -D), which is still in- 
active, but has significantly different physico- 
chemical properties (Fig. 15.32). Whereas 
these intermediates are continuously elimi- 
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Figure 15.32. Schematic representation of the sequential metabolism employed by brain-targeting 
CDSs to allow targeted and sustained delivery of the active drug D. 

nated from the "rest of the body," at the tar- 
zeted site, which has to be delimited by some 
gpecific membrane or other distribution bar- 
rier, efflux-influx processes are altered and 
yovide a specific concentration. Conse- 
luently, release of the active drug only occurs 
it the site of action. 

For example, the blood-brain barrier 
:BBB) can be regarded as a biological mem- 
rane  that is in general permeable to lipophilic 
:ompounds, but not to hydrophilic molecules 
:Fig. 15.33). In most cases, these transport cri- 
:.eria apply to both sides of the barrier. The 
3BB is a unique membranous barrier that 
iightly segregates the brain from the circulat- 
ng blood (249, 250). Capillaries of the verte- 
)rate brain and spinal cord lack the small 
)ores that allow rapid movement of solutes 
iom circulation into other organs; these cap- 
llaries are lined with a layer of special endo- 
helial cells that lack fenestrations and are 
ealed with tight junctions. Tight epithelium, 
imilar in nature to this barrier, can also be 
mnd in other organs (skin, bladder, colon, 
mg) (251). It is now well established that 
hese endothelial cells, together with perivas- 
ular elements such as astrocytes and peri- 
ytes, constitute the BBB. In brain capillaries, 
ltercellular cleft, pinocytosis, and fenestrae 

are virtually nonexistent; exchange must pass 
transcellularly. Therefore, only lipid-soluble 
solutes that can freely diffuse through the cap- 
illary endothelial membrane may passively 
cross the BBB. In general, such exchange is 
overshadowed by other nonspecific exchanges. 
Despite the estimated total length of 650 km 
and total surface area of 12 m2 of capillaries in 
human brain covered by only about 1 mL of 
total capillary endothelial cell volume, this 
barrier is very efficient and makes the brain 
practically inaccessible for lipid-insoluble 
compounds, such as polar molecules and small 
ions. The BBB also has an additional, enzy- 
matic aspect: solutes crossing the cell mem- 
brane are subsequently exposed to degrading 
enzymes present in large numbers inside the 
endothelial cells that contain large densities of 
mitochondria, metabolically highly active or- 
ganelles. Furthermore, active transport can 
significantly alter both inward and outward 
transport for compounds that are substrates 
of the corresponding transporters. 

Therefore, if a lipophilic compound enters 
the brain and is converted there into a hydro- 
philic molecule, it will become "locked in": it 
will no longer be able to come out (Fig. 15.32). 
With such a system, targeting is assisted be- 
cause the same conversion, as it takes place in 
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Figure 15.33. In vivo log permeability coefficient of rat brain capillaries (log @,,,I as a function of ' 

log octanollwater partition coefficient (log P,J, the most commonly used measure of lipophilicity. 
For compounds in italic, the log distribution coefficient measured at physiological pH was used 
(log D,,J Values denoted with a star are for guinea pig. The strong deviants below the line that are 
denoted with diamonds are known substrates for P-glycoprotein, a multidrug transporter that ac- 
tively removes them from the brain. 

the rest of the body, accelerates peripheral 
elimination and further contributes to brain 
targeting. In principle, many targetor moi- 
eties are possible for a general system of this 
kind (252-2571, but the one based on the 
1,4-dihydrotrigonelline * trigonelline (cof- 
fearine) system, in which the lipophilic 1,4- 
dihydro form (T) is converted in vivo to the 
hydrophilic quaternary form (Tf) (Fig. 15.34), 
proved the most useful. This conversion takes 
place easily everywhere in the body because it 
is closely related to the ubiquitous NAD(P)H 

NAD(P)+ coenzyme system associated with 
numerous oxidoreductases and cellular respi- 
ration (258, 259). Because oxidation takes 

place with direct hydride transfer (260) and 
without generating highly active or reactive 
radical intermediates, it provides a nontoxic 
targetor system (261). Furthermore, it was 
shown (262) that the trigonellinate ion formed 
after cleavage of the CDS undergoes rapid 
elimination from the brain, most likely by in- 
volvement of an active t rans~or t  mechanism 

A 

that eliminates small organic ions; therefore, 
the T+ moiety formed during the final release 
of the active drug D from the charged Tt-D 
form will not accumulate within the brain 
(262,263). 

Although the charged T+-D form is locked 
behind the BBB into the brain, it is easily elim- 
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Figure 15.34. The trigonellinate 1,4-dihy- 
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drotrigonellinate redox system used in brain- 
targeting CDSs exploits the analogy with the 
ubiquitous NAD(P)+ NAD(P)H coenzyme 
system to convert the lipophilic 1,4-dihydro 
form (T, 119) into the hydrophilic quaternary 
form (Tt, 120). 

inated from the body as a result of the ac- 
quired positive charge, which enhances water 
solubility. After a relatively short time, the de- 
livered drug D (as the inactive, locked-in T+- 
D) is present essentially only in the brain, pro- 
viding sustained and brain-specific release of 
the active drug. It has to be emphasized again 
that the system not only achieves delivery to 
the brain but it also achieves preferential de- 
livery, which means brain targeting. This 
should allow smaller doses and reduce periph- 
eral side effects. Furthermore, because the 
"lock-in" mechanism works against the con- 
centration gradient, the system also provides 
more prolonged effects. Consequently, these 
CDSs can be used not only to deliver com- 
pounds that otherwise have no access to the 
brain but also to retain lipophilic compounds 
within the brain, as it has indeed been 
achieved, for example, with a variety of steroid 
hormones. 

The CDS approach has been explored with 
a wide variety of drug classes: biogenic 
amines: phenylethylamine (17, 264, 265), 
tryptamine (266, 267); steroid hormones: tes- 
tosterone (257, 268-2701, progestins (271), 
progesterone (2721, dexamethasone (273, 274), 
hydrocortisone (257), estradiol(275-293); anti- 

infective agents: penicillins (294-297), sulfon- 
amides (298); antivirals: acyclovir (21,299), tri- 
fluorothyrnidine (300,301), ribavirin (302-304), 
Ara-A (3021, deoxyuridines (305-3071, 2'-F-5- 
methylarabinosyluracil (308); antiretrovirals: 
zidovudine (AZT) (3093231, 2',3'-dideoxythy- 
midine (263), 2',3'-dideoxycytidine (324), ganci- 
clovir (325), cytosinyl-oxathiolane (326); anti- 
cancer agents: lomustine (CCNU) (327, 328), 
HECNU (3281, chlorambucil(329); neurotrans- 
mitters: dopamine (3303341, GABA (335,336); 
nerve growth factor (NGF) inducers: catechol 
derivatives; anticonvulsants: GABA (336), phe- 
nytoin (3391, valproate (3401, stiripentol (341), 
felodipine (342); monoamine oxidase (MAO) in- 
hibitors: tranylcypromine (343, 344); antide- 
mentia drugs (cholinesterase inhibitors): ta- 
crine (345, 346); antioxidants: LY231617 (347); 
chelating agents: ligands for technetium com- 
plexes (348); nonsteroidal anti-inflammatory 
drugs (NSAIDs): indomethacin (349), naproxen 
(349); anesthetics: propofol (350); nucleosides: 
adenosine (351); and peptides: tryptophan (352, 
353), Leu-enkephalin analog (354,3551, thyro- 
tropin-releasing hormone (TRH) analogs 
(356-359), kyotorphin analogs (22, 360), and 
S-adenosyl-L-methionine (SAM) (361). Se- 
lected examples are summarized in the follow- 
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ing chapters together with representative 
physicochemical properties, metabolic path- 
ways, and pharmacological data. 

4.1.2 Site-Targeting Index and Targeting-En- 
hancement Factors. In most cases, drugs are 
intended to exert their action at some selected 
site, but they are delivered systemically, and 
only a small fraction of the dose reaches the 
intended target site (e.g., organ or cell). Drug 
targeting or drug delivery systems (including 
most prodrugs) are specifically designed to im- 
prove this situation. To assess the site-target- 
ing effectiveness of drugs or drug delivery sys- 
tems in general from a pharmacokinetic 
perspective, one can define a site-targeting in- 
dex @TI) as the ratio between the area under 
the curve (AUC) for the concentration of the 
drug itself at the targeted site and that at a 
systemic site (e.g., blood or plasma): 

This index gives an accurate measure on how 
effectively the active therapeutic agent is ac- 
tually delivered to its intended site of action. 
For example, as data in Table 15.2 indicate, 
some drugs (e.g., AZT and benzylpenicillin) 
are very ineffective in penetrating the BBB 
and reaching brain tissues; the AUCs of their 
brain concentrations are less than 1% of the 
corresponding blood values. 

To assess the effectiveness of a drug deliv- 
ery system compared to the drug itself, one 
can define a site-exposure enhancement factor 
(SEF) to measure the change of the AUC of the 
active drug at the target site after administra- 
tion of the delivery system compared to ad- 
ministration of the drug alone: 

Of course, this definition assumes equivalent 
doses. For slightly different doses, linearity 
between dose and AUC is a reasonable as- 
sumption, and the ratio of dose-normalized 
AUCs (AUCIdose) can be used in the above 
definition. Because a good delivery system not 
only increases exposure to the active agent at 
the target site, but also decreases the corre- 

sponding systemic exposure, a targeting-en- 
hancement factor (TEF) can be introduced 
that measures the relative improvement in 
the ST1 produced by administration of the de- 
livery system compared to administration of 
the drug itself: 

TEF as defined above is the most rigorous 
measure that can be used to quantify the im- 
provement in (pharmacokinetic) targeting 
produced by a delivery system. It compares 
not just concentrations, but concentrations 
along a time period, and it compares actual, 
active drug concentrations both at target and 
systemic sites. If (1) the targeting or delivery 
("carrier") moiety produces no toxicity of its 
own, (2) the therapeutic effect is linearly re- 
lated to AUC,,,,, and (3) side effects are lin- 
early related t o  AUC,,,,, (assumptions that 
are mostly satisfied), then TEF also repre- 
sents the enhancement produced in the ther- 
apeutic index (TI) defined by Equation 15.1: 
~1Delive1-y S y s t e m / ~ ~ D r u g  Alone . As it turns out, 
TEF, as defined here, represents the same ra- 
tio as a drug-targeting index used in a theoret- 
ical pharmacokinetic treatment (362). 

Table 15.2 presents such AUC-based SEF 
and TEF values for brain-targeting CDSs in 
different species with available in uivo experi- 
mental data. In a number of cases, CDSs pro- 

- 

duced a very substantial increase of the target- 
ing effectiveness, often more than an order of 
magnitude. 

4.1.3 Zidovudine (AZT)-CDS. One of the 
many devastating consequences of the infec- 
tion by human immunodeficiency virus type 1 
(HIV-I), the causative agent of AIDS, is an 
encephalopathy with subsequent dementia. 
To adequately treat AIDS dementia, antiviral 
agents must reach the CNS in therapeutically 
relevant concentrations, but many potentially 
useful drugs cannot penetrate into brain tis- 
sue. Zidovudine (azidothymidine, AZT; 122) 
(Fig. 15.35) was the first drug approved for the 
treatment of AIDS. This modified riboside has 
been shown to be useful in improving the neu- 
ropsychiatric course of AIDS encephalopathy 
in a few patients, although the doses required 



Table 15.2 Site-Targeting Indices (STI), Site-Exposure, and Targeting Enhancement Factors (SEF, TEF) of the Brain-Targeting CDSs 
with Available In Vivo Data 

D only CDS 

AUC (pg x h/mL) AUC (pg X h/mL) 
Compound Dose Time SEF TEF 

Species (reference) (pmovkd (h) Brain Blood ST1 Brain Blood ST1 Eq. 15.5 Eq. 15.6 . - 
AZT 

Mouse (322)" 187 12 1.21 26.64 0.045 11.28 25.38 0.444 9.32 9.79 
Rat (314) 130 6 0.23 26.33 0.009 7.09 9.67 0.733 31.51 85.84 
Rabbit (311) 64 3 11.22 37.92 0.296 26.98 34.07 0.792 2.40 2.68 

AZDU 
Mouse (322)" 197 12 2.09 25.83 0.081 11.43 25.79 0.443 5.47 5.48 

Ganciclovir 
Rat (325)b 80 6 0.66 10.46 0.063 3.61 1.42 2.542 5.44 40.05 

Benzylpenicillin, 
S = Me 
Rat (296) 60 1 0.20 6.05 0.033 0.74 4.56 0.162 3.70 4.91 
Dog (297)" 30 4 0.16 24.52 0.007 5.07 11.75 0.431 31.69 66.13 

Benzylpenicillin, 
S = Et 
Rat (296) 60 1 0.20 6.05 0.033 2.12 2.95 0.719 10.60 21.74 
Dog (297)" 30 4 0.16 24.52 0.007 0.48 0.61 0.787 3.00 120.59 

Dexamethasone 
Rat (273) 20 6 1.36 19.48 0.070 1.69 8.97 0.188 1.24 2.70 

"Brain and serum concentrations monitored. 
bBrain and plasma concentrations monitored. 
'CSF and blood concentrations monitored. 
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Figure 15.35. Synthesis of AZT-CDS (125) (310). Because AZT (122) contains a primary alcohol at 
the 5'-position, attachment of the targetor through an ester bond can be relatively easily carried out, 
and it illustrates one of the simplest possible synthetic routes for brain-targeting CDSs. 

for this improvement usually precipitated se- 
vere anemia. 

Because AZT-CDS (125) is relatively easily 
accessible synthetically (Fig. 15.35), following 
the increasing occurrence of AIDS, AZT-CDS 
was investigated in a number of laboratories 
to enhance the access of AZT to brain tissues 
(309-323). AZT-CDS is a crystalline solid, 
which is stable at room temperature for sev- 
eral months when protected from light and 
moisture. It is relatively stable in pH 7.4 phos- 
phate buffer, but rapidly oxidizes in enzymatic 
media. In addition, T+-AZT (124), the depot 
form of AZT, was shown to gradually release 
the parent compound. 

The ability of AZT-CDS to provide in- 
creased brain AZT levels has been demon- 
strated in a number of different in vivo animal 
models. The corresponding AUC data for mice 
(322), rats (314), and rabbits (311) are pre- 
sented in Table 15.2. In all species, AZT-CDS 

provided substantially increased brain-target- 
ing of AZT. For example, the targeting-en- 
hancement factor of the AUC-based site-tar- 
geting index was 86 in rats. It is interesting to 
note that the relatively large difference in the 
TEF values for different species is mainly at- 
tributable to the variability of the brain-ST1 
of AZT itself; AZT-CDS gave very similar val- 
ues in all three species. 

In rabbits, the brainblood ratio never ex- 
ceeded 1.0 after AZT administration, indicat- 
ing that the drug is always in higher concen- 
tration in the blood than in the brain, but it 
approached 3.0 at 1 h postdosing with AZT- 
CDS. Similarly, in dogs, AZT levels were 46% 
lower in blood, but 175-330% higher in brain 
after AZT-CDS administration compared to 
parent drug administration (315). Further- 
more, in vitro experiments found AZT-CDS 
not only more effective in inhibiting human 
immunodeficiency virus (HIV) replication 
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than AZT itself, presumably attributable to 
hydrolysis, but also less toxic to host lympho- 
cytes (314,317,318). In conclusion, a number 
of different studies found an improved deliv- 
ery to the brain and a decreased potential for 
dose-limiting side effects, suggesting that 
AZT-CDS may become useful in the treat- 
ment of AIDS encephalopathy and the related 
dementia. 

4.1.4 Ganciclovir-CDS. Enhanced brain 
delivery with a CDS approach has also been 
achieved for ganciclovir (126) (Fig. 15.36), an- 
other antiviral agent that may be useful in 
treating human encephalitic cytomegalovirus 
(CMV) infection (325). CMV infections are 
common and usually benign; however, human 
CMV occurs in 94% of all patients suffering 
with AIDS, and it has been implicated as a 
deadly cofactor. Although positive results 
were achieved in the treatment of the associ- 
ated retinitis, the treatment of encephalitic 
cytomegalic disease is far less successful with 
ganciclovir. A brain-targeted CDS (127) (Fig. 
15.36) was, therefore, investigated, and im- 
proved organ selectivity was demonstrated. As 
shown in Fig. 15.36 and Table 15.2, an almost 
fivefold increase in the relative brain exposure 
to ganciclovir and a simultaneous seven times 
decrease in blood exposure was achieved with 
the CDS in rats. 

4.1.5 Benzylpenicillin-CDS. The poor CNS 
penetration of p-lactam antibiotics, including 
penicillins and cephalosporins, often makes 
the treatment of various bacterial infections 
localized in brain and cerebrospinal fluid diffi- 
cult. Furthermore, because these antibiotics 
return from the CNS back to the blood (active 
transport may be involved), simple prodrug 
approaches did not provide real solutions. 
Consequently, a number of CDSs have been 
synthesized and investigated (294-297). Be- 
cause in these structures the targetor moiety 
had to be coupled to an acid moiety, a spacer 
function had to be inserted between the targe- 
tor and the drug. This renders additional flex- 
ibility to the approach, and several possibili- 
ties were investigated. Benzylpenicillin-CDS 
was one of the first cases in which the influ- 
ence of such functions on the stability and de- 
livery properties of CDSs could be investi- 

gated. Systematic studies of the effects of 
various modifications have been performed 
since then (254, 355). 

In rats, i.v. administration of benzylpenicil- 
lin-CDS with an ethylene 1,2-diol spacer gave 
an AUC-based brain-exposure enhancement 
factor for benzylpenicillin of around 11 (Table 
15.2) (296). From the several coupling possi- 
bilities investigated, diesters of methylene diol 
and ethylene 1,2-diol proved worthy of further 
investigation, but ester-amide combinations 
did not prove successful. Consequently, the di- 
esters have also been investigated in rabbits 
and dogs (297). 

Both in rabbits and in dogs, i.v. administra- 
tion of equimolar doses of CDSs provided ben- 
zylpenicillin levels in brain and cerebrospinal 
fluid (CSF) that were substantially higher and 
more prolonged than in the case of parent 
drug administration. In this study, the diester 
of methylene diol provided more significant in- 
crease in benzylpenicillin brain exposure (SEF 
= 32); the diester of ethylene 1,2-diol gave bet- 
ter targeting, but released lower drug concen- 
trations because of the formation of an inac- 
tive hydroxyethyl ester. Because dogs were 
not euthanized, only blood and CSF data were 
collected (Table 15.2), and these indicated bet- 
ter CSF penetration in dogs than in rabbits. 

Although parented injection of ben- 
zylpenicillins may sometimes cause undesired 
side effects, such as seizures, the high CNS 
levels obtained in dogs and rabbits after CDS 
administration were not accompanied by any 
toxic side effects (297). Similarly, although the 
delivered compound exhibited toxicity in the 
rotorod test at 0.5 h following a 300 mgkg i.p. 
dose, felodipine-CDS displayed no toxicity at 
either 0.5 or 4 h after a 100 mgkg i.p. dose or 
0.5 h for a 300 mgkg i.p. dose (342). Some 
toxicity, which is not surprising considering 
the toxicity of the delivered compound itself, 
was observed at 4 h for the 300 mglkg CDS 
dose. 

4.1.6 Estradiol-CDS. Among all CDSs, es- 
tradiol-CDS (Estredox) is in the most ad- 
vanced investigation stage (phase I/II clinical 
trials). Estrogens are endogenous hormones 
that produce numerous physiological actions 
and are among the most commonly prescribed 
drugs in the United States, mainly for HRT in 
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Figure 15.36. Ganciclovir (GV, 126) concentrations in brain and plasma as a function of time after 
an i.v. dose of 80 pmolkg of GV (126) or GV-CDS (127). Data are means f SEM in rats. 

postmenopausal women and as a component 
of oral contraceptives (363). They are li- 
pophilic steroids that are not impeded in their 
entry to the CNS; hence, they can readily pen- 
etrate the BBB and achieve high central levels 
after peripheral administration. However, es- 
trogens are poorly retained within the brain. 
Therefore, to maintain therapeutically signif- 
icant concentrations, frequent or sustained 
(transdermal) doses have to be administered. 
Constant peripheral exposure to estrogens has 
been related, however, to a number of patho- 
logical conditions including cancer, hyperten- 
sion, and altered metabolism (155, 156, 364- 

366). Furthermore, the Heart and Estrogen/ 
Progestin Replacement Study (HERS) sug- 
gested that HRT does not affect the incidence 
of coronary heart disease (CHD) (367, 368). 
Because estrogen is suspected to lead to a 30% 
increase in the risk of breast cancer, rising to 
50% if it is taken for more than 10 years (3691, 
there is less justification now for a systemic 
HRT. In industrialized nations, the average 
woman spends about a third of her life in the 
postmenopausal stage (menopause occurs at 
an average age of 52); hence, whether to take 
HRT or not is an important decision. Because 
the CNS is the target site for many estrogenic 
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actions (370), brain-targeted delivery may 
provide safer and more effective agents in 
many cases. 

Estrogen CDSs could be useful in reducing 
the secretion of luteinizing hormone-releasing 
hormone (LHRH) and, hence, in reducing the 
secretion of luteinizing hormone (LH) and go- 
nadal steroids. As such, they could be used to 
achieve contrace~tion and to reduce the 
growth of peripheral steroid-dependent tu- 
mors, such as those of the breast, uterus, and 
prostate, and to treat endometriosis. They also 
could be useful in stimulating male and female 
sexual behavior, and in the treatment of 
menopausal vasomotor symptoms ("hot flash- 
es") (371). Other potential uses are in neuro- 
protection (3721, in the reduction of body 
weight, or in the treatment of Parkinson's dis- 
ease (373), depression, and various types of 
dementia, including Alzheimer's disease (AD) 
(155,374,375). AD, which still has no specific 
cure, results in progressively worsening symp- 
toms that range from memory loss to declining 
cognitive ability. It affects an estimated 10% of 
the population over 65 years of age and almost 
50% of that over 85 years of age (376). Find- 
ings on the effect of estrogen in AD are some- 
what conflicting (377, 378). Nevertheless, es- 
trogen produces many effects (370) that may 
delay the onset of AD, prevent AD, or improve 
the quality of life in AD, and therapeutic ef- 
fects may require sustained and sufficiently 
high estradiol levels (379, 380). 

Estradiol (E,, 130) (Fig. 15.37) is the most 
potent natural steroid. It contains two hy- 
droxy functions: one in the phenolic 3 position 
and one in the 17 position. With these syn- 
thetic handles, three possible CDSs can be de- 
signed attaching the targetor at the 17-, at the 
3-, or at both positions. Attachment at either 
position, but especially at the 17 position, 
should greatly decrease the pharmacological 
activity of E,, given that these esters are 

- 

known not to interact with estrogen receptors 
(381). 

Since its first synthesis in 1986 (2751, E2- 
CDS (128) has been investigated in several 
models (276-286, 288-293). In vitro studies 
with rat organ homogenates as the test matrix 
indicated half-lives of 156.6, 29.9, and 29.2 
min for (T at the 17 position) in plasma, liver, 
and brain homogenates, respectively (275). 

Thus, E,-CDS is converted to the correspond- 
ing quaternary form (T'-E,) (129) faster in 
the tissue homogenates than in plasma. This 
is consistent with the hypothesis of a mem- 
brane-bound enzyme, such as the members of 
the NADH transhydrogenase family, acting as 
oxidative catalyst. These studies also indi- 
cated a very slow production of E, from Tt- 
E,, suggesting a possible slow and sustained 
release of estradiol from brain deposits of 
Tt-E,. 

To detect doses of E,-CDS (128), Tt-E, 
(1291, and E, (130) of physiological signifi- 
cance, a selective and sensitive method was 
needed. Therefore a precolumn-enriching 
HPLC system was used (282) that allowed ac- 
curate detection in plasma samples and organ 
homogenates with limits of 10, 20, and 50 
ng/mL or ng/g for Tt-E,, E,-CDS, and E,, 
respectively. This study proved that in rats, E, 
released from the T'-E, intermediate formed 
after i.v. E,-CDS administration has an elim- 
ination half-life of more than 200 h and brain 
E,-levels are elevated four to five times longer 
after administration than after simple estra- 
diol treatment (Fig. 15.38) (282). Proving ef- 
fective targeting, another study also found 
that steroid levels between 1 and 16 days after 
E,-CDS treatment were more than 12-fold 
higher in brain samples than in plasma sam- 
ples (286). Studies in orchidectomized rats 
proved that a single i.v. injection of E,-CDS (3 
mgkg) suppressed LH secretion by 88,86, and 
66% relative to DMSO controls at 12, 18, and 
24 days, respectively, and that E, levels were 
not elevated relative to the DMSO control at 
any sampling time (278). A single i.v. admin- 
istration of doses as low as 0.5 mgkg to ovari- 
ectomized rats induced prolonged (3-6 weeks) 
pharmacological effects as measured by LH 
suppression (276, 278, 286), reduced rate of 
weight gain (279, 284-286), or, in castrated 
male rats, reestablishment of copulatory be- 
havior (277). A large number of other very en- 
couraging results have been obtained in vari- 
ous animal models and phase 1/11 clinical trials 
(Fig. 15.39); most of them have been reviewed 
previously (21, 283, 288, 289, 291). Clinical 
evaluations suggest a potent central effect 
with only marginal elevations in systemic es- 
trogen levels; therefore, E,-CDS may become 
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Figure 15.37. Lock-in mechanism for estradiol-CDS (128). Experimental and calculated loga- 
rithms of the octanol-water partition (log P) and distribution (log D) coefficients are shown to 
illustrate the significant changes in partition properties. The lipophilic CDS (log P > 4) can easily 
cross the BBB, whereas the hydrophilic intermediate (log D < 0) is no longer able to come out, 
providing a sustained release of the active estradiol(130). 

a useful and safe therapy for menopausal 
symptoms or for estrogen-dependent cogni- 
tive effects. 

Recently, E,-CDS also was shown to pro- 
vide very encouraging neuroprotective effects. 
In ovariectomized rats, pretreatment with E,- 
CDS decreased the mortality caused by middle 
cerebral artery occlusion (MCAO) from 65% to 
16% (292). E,-CDS reduced the area of isch- 
emia by 45-90% or 31%, even if administered 
after MCAO by 40 or 90 min, respectively. An- 
other recent study provided evidence that 
treatment with E,-CDS can protect cholin- 

ergic neurons in the medial septum from le- 
sion-induced degeneration (293). 

4.1.7 Cyclodextrin Complexes. The same 
physicochemical characteristics that allow 
successful chemical delivery also complicate 
the development of acceptable pharmaceutical 
formulations. Increased lipophilicity allows 
partition into deep brain compartments, but 
also confers poor aqueous solubility. The oxi- 
dative lability, which is needed for the lock-in 
mechanism, and the hydrolytic instability, 
which releases the modifier functions or the 
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Tissues 

gure 15.38. Elimination half-lives in various tis- 
es for the Tt-E, (129) formed after i.v. adminis- 
~tion of 38.1 pmol/kg E,-CDS (128) in rats. 

active drug, combine to limit the shelf life of 
the CDS. Cyclodextrins may provide a possible 
solution. They are torus-shaped oligosaccha- 
rides that contain various numbers of a-1,4- 
linked glucose units (6, 7, and 8 for a-, P-, and 
y-cyclodextrin, respectively). The number of 
units determines the size of a conelike cavity 
into which various compounds can include 
and form stable complexes (382-385). Forma- 
tion of the host-guest inclusion complex gen- 
erally involves only the simple spatial entrap- 
ment of the guest molecule without formation 
of covalent bonds. 

The corresponding inclusion complex with 
2-hydroxypropyl-P-cyclodextrin (HPPCD) 
solved essentially all problems with E,-CDS 
(386). This modified cyclodextrin was selected 
based on its low toxicity observed using vari- 
ous administration routes and based on the 
fact that alkylation or hydroxyalkylation of 
the glucose oligomer can disrupt hydrogen 
bonding and provide increased water solubil- 
ity for the compound and for its inclusion com- 

Figure 15.39. (a) Effect of 
various grouped doses of E,- 

10-40 yg (n  = 3) 80-640 pg (n = 5) 1280 yg (n  = 2) CDS (128) on mean LH sup- 

i.v. buccal 
Treatment 

pression relative to baseline 
values in postmenopausal hu- 
man volunteers. (b) The effect 
of i.v. or buccal E,-CDS rela- 
tive to oral Progynova (estra- 
diol valerate) on LH suppres- 
sion or E, serum elevation in a 
study of 18 postmenopausal 
volunteers. Data are collected 
from all dosing groups and are 
corrected for baseline and 
dose. E,-CDS was signifi- 
cantly more active as mea- 
sured by the LH suppression, 
yet had less of a tendency to 
elevate serum E, levels. 
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plexes as well (387-390). Indeed, the aqueous 
solubility of E,-CDS was enhanced about 
250,000-fold in a 40% (wlv) HPPCD solution 
(from 65.8 ng/mL to 16.36 mg/mL). The phase 
solubility diagram indicated that a 1:l com- 
plex forms at low HPPCD concentration but a 
1:2 complex occurs at higher HPPCD concen- 
trations. The stability of E,-CDS was also sig- 
nificantly increased, allowing formulation in 
an acceptable form. The rate of ferricyanide- 
mediated oxidation, a good indicator of oxida- 
tive stability, was decreased by a factor of 
about 10, and shelf life was increased about 
fourfold, as indicated by t,, and t,, values in a 
temperature range of 23-80°C (386). The cy- 
clodextrin complex even provided better dis- 
tribution by preventing retention of the solid 
material precipitated in the lung. 

Similarly promising results were obtained 
for testosterone-CDS (270), lomustine-CDS 
(328), and benzylpenicillin-CDS (391). For 
the latter, aqueous solubility was enhanced 
about 70,000-fold in a 20% (w/v) HPPCD solu- 
tion (from 50-70 ng/mL to 4.2 mg/mL), and 
stability was also increased. 

4.1.8 Molecular Packaging. More recently, 
the CDS approach has been extended to 
achieve successful brain deliveries of a Leu- 
enkephalin analog (354, 3551, thyrotropin-re- 
leasing hormone (TRH) analogs (356-359), 
and kyotorphin analogs (22, 360). Neuropep- 
tides, peptides that act on the brain or spinal 
cord, represent the largest class of transmitter 
substance and have considerable therapeutic 
potential (22, 392, 393). The number of iden- 
tified endogenous peptides is growing expo- 
nentially; recently, almost 600 sequences for 
neuropeptides and related peptides have been 
listed (394). However, delivery of peptides 
through the BBB is an even more complex 
problem than delivery of other drugs because 
they can be rapidly inactivated by ubiquitous 
peptidases (395-398). Therefore, for a success- 
ful delivery, three issues have to be solved si- 
multaneously: (1) enhance passive transport 
by increasing the lipophilicity, (2) ensure en- 
zymatic stability to prevent premature degra- 
dation, and (3) exploit the lock-in mechanism 
to provide targeting. 

The solution described here is a complex 
molecular packaging strategy, in which the 

peptide unit is part of a bulky molecule domi- 
nated by lipophilic modifying groups that di- 
rect BBB penetration and prevent recognition 
by peptidases (399). Such a brain-targeted 
packaged peptide delivery system contains the 
following major components: the redox targe- 
tor (T); a spacer function (S), consisting of 
strategically used amino acids to ensure 
timely removal of the charged targetor from 
the peptide; the peptide itself (P); and a bulky 
lipophilic moiety (L), attached through an es- 
ter bond or sometimes through a C-terminal 
adjuster (A) at the carboxyl terminal to en- 
hance lipid solubility and to disguise the pep- 
tide nature of the molecule (see Fig. 15.41 be- 
low for an illustration). 

To achieve delivery and sustained activity 
with such complex systems, it is very impor- 
tant that the designated enzymatic reactions 
take place in a specific sequence. On delivery, 
the first step must be the conversion of the 
targetor to allow for lock-in. This must be fol- 
lowed by removal of the L function to form a 
direct precursor of the peptide that is still at- 
tached to the charged targetor. Subsequent 
cleavage of the targetor-spacer moiety finally 
releases the active peptide. 

4.1.8.1 Leu-Enkephalin Analog. Since the 
discovery of endogenous peptides with opiate 
activity (400), many potential roles have been 
identified for these substances (401,402). Pos- 
sible therapeutic applications could extend 
from treatment of opiate dependency to nu- 
merous other CNS-mediated dysfunctions. 
Opioid peptides are implicated in regulating 
neuroendocrine activity (403-4051, motor be- 
havior (406), seizure threshold (407, 4081, 
feeding and drinking (409), mental disorders 
(401, 410), cognitive functions (401,411), car- 
diovascular functions (412, 413), gastrointes- 
tinal functions (401,414), and sexual behavior 
and development (402). However, analgesia 
remains their best known role, and it is com- 
monly used to evaluate endogenous opioid 
peptide activity. Whereas native opioid pep- 
tides could alter pain threshold after intrace- 
rebroventricular (i.c.v.) dosing, they were in- 
effective after systemic injection. It was 
reasonable, therefore, to attempt a brain-tar- 
geted CDS approach. 

The first successful delivery and sustained 
release was achieved for Tyr-D-Ala-Gly-Phe-D- 
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Leu (DADLE), an analog of leucine-enkepha- 
lin, a naturally occurring linear pentapeptide 
(Tyr-Gly-Gly-Phe-Leu) that binds to opioid re- 
ceptors (Fig. 15.40) (354). In rat brain tissue 
samples collected 15 min after i.v. CDS-ad- 
ministration, electrospray ionization mass 
spectrometry clearly showed the presence of 
the locked-in T'-D form at an estimated con- 
centration of 600 pmoltg of tissue. The same 
ion was absent from the sample collected from 
the control animals treated with the vehicle 
solution only. To optimize this delivery strat- 
egy, an effective synthetic route was estab- 
lished for peptide CDSs, and the role of the 
spacer and the lipophilic functions was inves- 
tigated (355). Four different CDSs were syn- 
thesized by a segment-coupling method. Their 
i.v. injection produced a significant and long- 
lasting (>5 h) response in rats monitored by 
classic (98) tail-flick latency test. Compared 
with the delivered peptide itself, the packaged 
peptide and the intermediates formed during 
the sequential metabolism had weak affinity 
to opioid receptors. The antinociceptive effect 
was naloxone-reversible and methylnaloxo- 
nium-irreversible. Because quaternary deriv- 
atives such as methylnaloxonium are unable 
to cross the BBB, these techniques (355,415) 
are used to prove that central opiate receptors 
are responsible for mediating the induced an- 
algesia. It could be concluded, therefore, that 
the peptide CDS successfully delivered, re- 
tained, and released the peptide in the brain. 

The efficacy of the CDS package was 
strongly influenced by modifications of the 
spacer (S) and lipophilic (L) components, prov- 
ing that they have important roles in deter- 
mining molecular properties and the timing of 
the metabolic sequence. The bulkier cho- 
lesteryl group used as L showed a better effi- 
cacy than that of the smaller l-adamantane- 
ethyl, but the most important factor for 
manipulating the rate of peptide release and 
the pharmacological activity turned out to be 
the spacer (S) function: proline as spacer pro- 
duced more potent analgesia than did alanine. 

4.1.8.2 TRH Analogs. A similar strategy 
was used (356-359) for the CNS delivery of a 
thyrotropin-releasing hormone (TRH, Glp- 
His-Pro) analog (Glp-Leu-Pro) in which histi- 
dine (His2) was replaced with leucine (Leu2) to 

dissociate CNS effects from thyrotropin-re- 
leasing activity (416). Such compounds can 
increase extracellular acetylcholine (ACh) lev- 
els, accelerate ACh turnover, improve mem- 
ory and learning, and reverse the reduction in 
high-affinity choline uptake induced by le- 
sions of the medial septal cholineric neurons 
(417,418). Therefore, as reviewed in the liter- 
ature (419, 420), these peptides are potential 
agents for treating motor neuron diseases 
(421), spinal cord trauma (422), or neurode- 
generative disorders such as Alzheimer's dis- 
ease (423) and may also have a potential cyto- 
protective role (424). 

Because the peptide that has to be deliv- 
ered has no free -NH2 and -COOH termini, 
a precursor sequence (Gln-Leu-Pro-Gly) that 
will ultimately produce the final TRH analog 
was packaged for delivery. Therefore, two ad- 
ditional steps had to be included in the meta- 
bolic sequence: one in which the C-terminal 
adjuster glycine is cleaved by peptidyl glycine 
a-amidating monooxygenase (PAM) to form 
the ending prolinamide, and one in which the 
N-terminal pyroglutamyl is formed from glu- 
tamine by glutaminyl cyclase (356). In sum- 
mary, the following sequential biotransforma- 
tion has to take place after delivery to the 
brain: first, lock-in by oxidation of the dihy- 
drotrigonellyl (T) to the corresponding pyri- 
dinium salt, then removal of cholesterol, 
oxidation of glycine by peptidyl glycine a-ami- 
dating monoxygenase to prolineamide, cleav- 
age of the targetor-spacer combination, and, 
finally, cyclization of glutamine by glutaminyl 
cyclase to pyroglutamate. 

Selection of a suitable spacer proved also 
important for the efficacy of TRH-CDSs as 
measured by the decrease in the barbiturate- 
induced sleeping time in mice, an interesting 
and well-documented effect of this neuropep- 
tide (425, 426). After i.v. administration of 15 
~mol/kg, the Leu2-TRH analog itself pro- 
duced only a slight decrease of 17 + 7% com- 
pared to the vehicle control. Equimolar doses 
of the CDS compounds with Pro, Pro-Pro, and 
Pro-Ala spacers produced statistically signifi- 
cant (p < 0.05) decreases of 47 + 6%, 51 t 7%, 
and 56 2 4%, respectively (358). Treatment 
with a TRH-CDS also significantly improved 
memory-related behavior in a passive-avoid- 
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Figure 15.40. CPK structures illustrat- 
ing the sequential metabolism of the mo- 
lecular package used for brain delivery of 
a leucine enkephalin analog. See color in- 
sert. 

T S P L 
Trigonelline Ala Tyr-Ala-Gly-Phe-Leu Cholesteryl 

ance paradigm in rats bearing bilateral fim- 
brial lesions without altering thyroid function 
(357). 

Because the amide precursor was found to 
be susceptible to deamination by TRH-deami- 
nase, a side-reaction process competitive with 
the designed-in cleavage of the spacer-Gln 
peptide bond, another analog of TRH was also 
examined (359). The Pro-Gly C-terminal was 

4. Enzymatic hydrolysis 
(dipeptidyl peptidase) 

replaced by pipecolic acid (Pip), to obtain a 
TRH analog that is active in the carboxylate 
form and, hence, to eliminate the need for for- 
mation of the amide. The CDS was prepared 
by a 5 + 1 segment-coupling approach, and the 
cholesteryl ester of pipecolic acid was prepared 
using either Fmoc (fluorenylmethyloxycar- 
bonyl) or Boc (tert-butyloxycarbonyl) as pro- 
tection. Pharmacological activity was assessed 
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by antagonism of barbiturate-induced sleep- 
ing time in mice, and the pipecolic acid analog 
was found to be even somewhat more effective 
than the previous package. 

4.1.8.3 Kyotorphin Analogs. Finally, a kyo- 
torphin analog (Tyr-Lys) that has activity sim- 
ilar to kyotorphin itself (427) was also success- 
fully delivered (22, 360). Kyotorphin (Tyr- 
Arg) is an endogenous neuropeptide that 
exhibits analgesic action through the release 
of endogenous enkephalin, and its analgesic 
activity is about fourfold greater than that of 
Met-enkephalin (428). It also has other effects 
that may prove useful, such as seizure-protec- 
tive effects (429) or effects on nitric oxide syn- 
thase (NOS) (430-432). Because this peptide 
contains a free m i n e  residue, and because 
preliminary studies indicated that such ioniz- 
able functions might prevent successful deliv- 
ery, this free-amine functionality was addi- 
tionally "packaged" by attachment of a Boc 
group (131) (Fig. 15.41). It was assumed that 
this attachment is bioconvertible, and the 
lock-in mechanism will allow time for its en- 
zymatic removal. 

Because during the synthesis of this CDS 
package, a- and eamine functions had to be 
differentially functionalized, combined liquid 
phase Fmoc and Boc chemistry was employed. 
With this synthetic method at hand, a number 
of various spacers were explored for this deliv- 
ery system (proline, proline-alanine, and pro- 
line-proline), and the double proline (131) 
(Fig. 15.41) provided the best pharmacological 
effect among them. The corresponding CDS 
showed good activity on the rat tail-flick la- 
tency test even with a single proline spacer. 
Activity was already significant at a 3 ~ m o l k g  
(1.0 mg/kg) dose and leveled off at about 
22 pmolkg. This represents an improvement 
of about two orders of magnitude compared to 
the approximately 200 mgkg dose necessary 
to observe activity when the peptide itself is 
given intravenously. Several intermediates 
and building blocks were also studied, but only 
administration of the whole molecular pack- 
age produced significant pharmaceutical re- 
sponse, confirming that only the designed 
metabolic sequence as a whole is effective in 
delivering peptides across the BBB. 

4.1.8.4 Brain-Targeted Redox Analogs 
(BTRA). Kyotorphin analogs also served for 
the design and evaluation of a novel and con- 
ceptually different method that can provide 
brain-targeted activity for peptides containing 
amino acids with basic side chains (lysine, ar- 
ginine) (360). Within this approach, the targe- 
tor T moiety, which by conversion to its 
charged T' form is responsible for the lock-in 
mechanism, is not attached to the peptide 
from outside, but it is integrated within novel 
redox amino acids building blocks that replace 
the original basic amino acid of the active 
peptide. Consequently, isosteric/isoelectronic 
analogy between the original and the redox 
side chain and not cleavage of the redox targe- 
tor is expected to provide activity. Figure 
15.41 compares the structure of the classical 
brain-targeted CDS (131) with the structure 
of the novel brain-targeted redox analog 
(BTRA) (132) used for the present kyotorphin 
analog. The eamine function of lysine can be 
directly replaced by the nicotinamide function 
by use of the Zincke procedure to form pyri- 
dinium salts (353,360,433-435). As shown in 
Fig. 15.42, both the CDS and the BTRA pro- 
duced significant and prolonged analgesic ef- 
fect in rats, and both could be reversed by nal- 
oxone, demonstrating again that central 
opiate receptors must be responsible for medi- 
ating the induced analgesia. Such novel amino 
acids may provide both effective replacement 
and targeting for other lysine- or arginine- 
containing peptides. 

In conclusion, molecular packaging of pep- 
tides is a rational drug design approach that 
achieved the first documented noninvasive 
brain delivery of these important bio- 
molecules in pharmacologically significant 
amounts. Because drug delivery is the poten- 
tial Achilles' heel of biotechnology's peptide 
drug industry (4361, this approach may repre- 
sent an important step toward future genera- 
tions of high-efficiency neuropharmaceuticals 
obtained from biologically active peptides. 

4.2 Site-Specific Enzyme-Activated CDS 

These CDSs exploit enzymatic conversions 
that take place primarily, exclusively, or at 
higher activity a t  the site of action as a result 
of differential distribution of certain enzymes. 
If such enzymes can be found, their use in a 
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T S P L 
Trigonellinate, 
1 ,Cdihydro Pro-Pro Tyr-Lys Cholesteryl 

(131) 
YK-CDS 

Figure 15.41. Delivery of kyotorphin analogs was achieved using both using a chemical delivery 
system (131) and a brain-targeted redox analog (132) approach. 
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45 r Injection of the opioid antagonist 

Time, h 

-t BTRA -t CDS(PP) -+ BTRA + Nalox. * CDS(PP) + Nalox. 

strategically designed system can lead to high 
site specificity. The targetor moiety and the 
eventual protective function(s) are introduced 
by chemical modifications that also involve 
important pharmacophore functionalities. 
Following administration, the resulting CDS 
is distributed throughout the body. It is con- 
tinuously eliminated from the "rest of the 
body" without producing any pharmacological 
effects. However, at the targeted site, where 
the necessary enzymes are found primarily, 
exclusively, or at higher activity, predictable 
enzymatic reactions convert the original CDS 
to the active drug. 

Certainly, the system depends on the exis- 
tence of such enzymes. Successful site- and 
stereospecific delivery of intraocular pressure 
(1OP)-reducing p-adrenergic blocking agents 
to the eye was achieved with a retrometabolic 
design (118,437-442), based on ageneral met- 
abolic process that appears to apply to all li- 
pophilic ketone precursors of p-amino alco- 
hols. Contrary to the free catechol-containing 
adrenalone, lipophilic esters of adrenalone 
were effectively reduced within the eye to 
yield epinephrine by way of the corresponding 
esters. However, oral administration did not 
result in any formation of epinephrine (443). 
Hence, the ketone function may act as a tar- 
getor that can be reduced to produce the 
p-amino alcohol pharmacophore necessary for 
activity. Because the approach could be ex- 
tended to other p-agonists (444,4451, the pos- 

Figure 15.42. Reversal of 
the analgesia produced by 
22.3 pmoLkgYK-CDS (131) 
and BTRA (132) adminis- 
tered i.v. by naloxone (6.1 
pmolkg, 5.c.) administered 
30 min later. Data repre- 
sents means 2 SE of six rats 
for each group. 

sibility arose to produce ophthalmically useful 
p-adrenergic antagonists within the eye from 
the corresponding ketones. However, because 
ketones of the phenol ether-type p-blockers 
decompose in aqueous solutions to form the 
corresponding phenols, they are not good bio- 
precursors to produce p-amino alcohols. To 
stabilize them, they were converted to oximes, 
which need to undergo a facile enzymatic hy- 
drolysis to the bioreducible ketone. Although 
the oximes are much more stable than the ke- 
tones, their aqueous stability still does not 
provide an acceptable shelf life [e.g., even at 
pH 4.5, which can be considered the lowest 
acceptable pH limit for ophthalmic vehicle so- 
lutions and where the oxime is more stable, 
t,,, at room temperature of a 1% wlv solution 
is only 44 ? 5 days for alprenoxime (136) 
(440)l. Additional and significant stabilization 
was obtained, however, by using methoximes, 
methylethers of the corresponding oximes. 
For example, for the methoxime analog of al- 
prenolol, no significant decomposition was ob- 
served during storage at room temperature 
within 1 year at pH values around 6.5 (440). 

To summarize, in these CDSs, a p-amino 
oxime or alkyloxime function (133) (Fig. 
15.43) replaces the corresponding p-amino al- 
cohol pharmacophore part of the original mol- 
ecules (135). These oxime or alkyloxime deriv- 
atives exist in alternative Z (syn) or E (anti) 
configuration. They are enzymatically hydro- 
lyzed within the eye by enzymes located in the 
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2 (syn) E (anti) 
(1 33) 

oxime (R = H) or methoxime (R = CH3) 
(inactive) 

oxime hydrolase 

H OH HO\ 

Ar /  0 L N H  

(1 35) N N 
alcohol 's' 

S-(-) isomer (1 38) 
(active) timolone oxime 

alprenolone oxime 

Ar /  CH30, 

(1 34) 
ketone coo O&NH 

(inactive) 
\ 

Figure 15.43. Sequential activation of oximes in the site- and stereospecific delivery of P-adrenergic 
antagonists to the eye. The original oximes or methoximes (133) and the intermediate ketones (134) 
are inactive; they are enzymatically converted into the active S-(-)-P-adrenergic blocker alcohols 
(135) in a site- and stereospecific manner. 

stereospecific 
enzymatic reduction 
preferentially 
in eye tissues 

iris-ciliary body, and subsequently, reductive 
enzymes also located in the iris-ciliary body 
produce only the active S- ( - )  stereoisomer of 
the P-blocker (20). A variety of such oxime and 
methoxime analogs of alprenolol (136), bet- 
axolol (1371, propranolol, and timolol (138) 
were synthesized and tested (437, 440-442, 
446-448). They were all shown to undergo the 
predicted specific activation within, and only 
within, the eye. The highest concentrations of 

the active P-antagonists were observed in the 
iris-ciliary body. Following i.v. injection, the 
oxime disappeared rapidly from the blood, and 
at no time could the corresponding alcohol be 
detected (437). This indicates that the re- 
quired enzymatic hydrolysis-reduction acti- 
vation sequence, which occurs in the eye, does 
not take place in the systemic circulation. 

The oxime and methoxime analogs of alpre- 
no101 (136) (440, 447) and betaxolol (137) 

v 

ketone reductase 
(1 37) 

betaxolone methoxime 
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Time (hr) 

+ Betaxolone oxirne t Betaxolone rnethoxime --k- Betaxolol (Betoptic) 

Figure 15.44. IOP reducing activities of betaxolol (Betoptic) and its oxime and methoxime analogs 
in New Zealand albino rabbits. Doses of 100 pL solutions formulated in saline with 0.01% EDTA and 
0.01% benzalkonium chloride (pH 6.0) were administered in one eye (1.84-1.86 mg). Data are from 
Alcon Laboratories. 

(442) were found to produce significant and ity, but even their i.v. administration did not 
long-lasting reduction in the IOP of rabbits produce the active p-blockers metabolically. 
following uni- or bilateral administration (Fig. Therefore, they are void of any cardiovascular 
15.44). In most cases, the novel analogs pro- activity, a major drawback of classical anti- 
duced more pronounced and longer-lasting ef- glaucoma agents. Methoxime derivatives pro- 
fects than did the parent compounds and were vide sufficient stabilization for acceptable 
also less irritating. On the other hand, the i.v. shelf life. 
bolus injection of alprenoxime led to only in- 
significant transient bradycardia, and no ac- 
tivity was found after oral or topical adminis- 
tration in rats and rabbits (447). Alprenolol in 
a similar dose produced sustained and signifi- 
cant bradycardia for more than 30 min. A 
study in dogs (448) confirmed that no signifi- 
cant cardiac electrophysiologic parameters 
are altered after systemic treatment with al- 
prenoxime or its methyl ester analog, even at 
doses that far exceed that effective in reducing 
IOP. In the meantime, administration of al- 
prenolol itself exerted profound effects on car- 
diac function consistent with p-blocking activ- 
ity and resulting in changes of 30-140%. 
Alprenoxime also did not alter isoproterenol- 
induced tachycardia in dogs (448). In a similar 
manner and in contrast to betaxolol itself, the 
oxime or methoxime analogs of betaxolol 
had no effect on isoproterenol-induced 
tachycardia in Sprague-Dawley rats a t  doses 
up to 20 pmollkg (442). 

In conclusion, oxime or methoxime deriva- 
tives showed significant IOP-lowering activ- 

4.3 Receptor-Based Transient Anchor-Type 
CDS 

This last class of CDSs is based on formation of 
a reversible covalent bond between the deliv- 
ered entity and some part of the targeted re- 
ceptor site to enhance selectivity and activity. 
The targetor moiety of these CDSs is expected 
to undergo a modification that allows tran- 
sient anchoring of the active agent. This class 
is less well developed than the previous ones, 
but it may become of increasing importance 
with the accumulation of receptor-related in- 
formation. 

The possibilities of a receptor-based CDS 
for naloxone, a pure opiate antagonist, were 
explored because opiate addiction is a very se- 
rious problem and long-lasting antagonists 
are highly desirable. The presence of an essen- 
tial S H  group near the binding site in opioid 
receptors was long suspected (449), given that 
the agonist-binding capacity is destroyed by 
-SH reagents like N-ethylmaleimide. Mu- 
tagenesis and other studies (450, 451) are be- 
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ginning to elucidate the mechanism of this in- 
hibition of binding at opioid receptors, 
receptors that are members of the G-protein- 
coupled receptor family. There is also evidence 
that Leu-enkephalin or even morphine ana- 
logs containing activated sulfhydryl groups 
can form mixed disulfide linkages with opioid 
receptors. The modified agonist caused recep- 
tor activation that persisted following exten- 
sive washing, was naloxone-reversible, and re- 
turned after naloxone was washed away (452). 
Chlornaltrexamine, an irreversible alkylating 
affinity label on the opiate receptor, can main- 
tain its antagonist effect for an astonishing 
period of 2-3 days, proving that covalent bind- 
ingcan increase the duration of action at these 

Our investigation focused on a more re- 
versible, spirothiazolidine-based system. Spi- 
rothiazolidine derivatives were selected be- 
cause they should be subject to biological 
cleavage of the imine formed after spontane- 
ous cleavage of the carbon-sulfur bond (231), 
and because they have been explored earlier in 
delivery systems for controlled-release endog- 
enous agents like hydrocortisone or progester- 
one (Fig. 15.29) (230,232). Given that modifi- 
cations at the 6-keto position of naloxone are 
possible without loss of activity, the spirothia- 
zolidine ring was attached at this site in a 
manner similar to that done for hydrocorti- 
sone (Fig. 15.29). Opening of this spirothiazo- 
lidine ring allows oxidative anchoring of the 
delivered agent to nearby -SH groups 
through disulfide bridging. The blocking of 
the receptor is reversible; endogenous -SH 
compounds presumably will regenerate the 
S H  group of the receptor. If an adequate 
conformation can be obtained, stronger and 
longer binding is expected at the opiate recep- 
tors. Indeed, IC,, values of naloxone-6-spi- 
rothiazolidine for these receptors indicated in- 
creased a n i t i e s  (15). The increase was 
especially significant for the y-receptors 
known to be involved, among others, in seda- 
tive analgesia (IC,, values of 3.9 and 60.0 nM 
for naloxone-CDS and naloxone, respec- 
tively). The intrinsic activity for guinea pig 
ileum of naloxone-CDS also showed an almost 
25-fold increase compared with that of nalox- 
one. Because other G-protein-coupled recep- 
tors (e.g., TRH, Dl and D, dopamine, vaso- 

pressin, follicle-stimulating hormone, and 
cannabinoid receptors) are also sensitive to 
sulfhydryl reagents (451), there is consider- 
able potential for this CDS class if modifica- 
tions of the corresponding ligands at adequate 
sites can be performed. - 

In addition, because the earlier evaluations 
of spirothiazolidine-based systems indicated 
an enhanced deposition to lung tissue, the pos- 
sibility of using similar mechanisms in devel- 
oping other lung tissue targeting CDSs 
seemed worth exploring. Lipoic acid, a non- 
toxic coenzyme for acyl transfer and redox re- 
actions, was investigated as targetor moiety 
for selective delivery to lung tissue because of 
its ability to also form disulfide linkages (453). 
The corresponding CDSs for chlorambucil, 
an antineoplastic agent, and cromolyn, a 
bischromone used in antiasthmatic prophy- 
laxis, were built by way of an ester linkage. In 
vitro kinetic and in vivo pharmacokinetic 
studies showed that the respective CDSs were 
sufficiently stable in buffer and biological me- 
dia; hydrolyzed rapidly into the respective ac- 
tive parent drugs; and, relative to the underi- 
vatized parent compounds, they significantly 
enhanced delivery and retention of the active 
drug in lung tissue. For example, following ad- 
ministration to rats. about 20% of the admin- 
istered dose was found in lung with cromolyn- 
CDS; with parent drug administration, only 
about 0.2% was found for the same period of 
up to 30 min. Compared with the administra- 
tion of parent drug, chlorambucil-CDS also 
produced an over 20-fold increase in the 
amount of chlorambucil delivered to rabbit 
lung tissue after 30 min after administration. 
Increased lipophilicity in these systems is also 
likely to have a beneficial effect on the bio- 
availability of these highly hydrophilic com- 
pounds. These CDSs are designed to anchor 
the drug entity in lung tissue and provide a 
sustained release of active compound over a 
protracted period of time. 

5 CONCLUSIONS 

The present chapter attempted to systematize 
and summarize several novel metabolisn- 
based drug design approaches collected under 
the umbrella of retrometabolic drug design 
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and targeting. These approaches incorporate 
two major classes: soft drugs and chemical de- 
livery systems. They achieve their drug-tar- 
geting roles in opposite ways, but they have in 
common the basic concept of designed metab- 
olism to control drug action and targeting. 
These approaches are general in nature, can 
be applied to essentially all drug classes, and 
are based on specific design rules whose appli- 
cations can be enhanced by specific computer 
programs. To illustrate the concepts, many 
specific examples from a variety of fields were 
presented, including already marketed drugs 
that resulted from the successful application 
of such design principles. 
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Drug Discovery: The Role of Toxicology 

1 INTRODUCTION 

1.1 History 

Before the 1980s, toxicologists' principal role 
in the pharmaceutical industry was the as- 
sessment of the safety of drug candidates that 
had already entered the formal drug develop- 
ment process. In this role, they generated and 
interpreted data to provide an essential risk- 
benefit analysis that related to the predicted 
safety of drug candidates when administered 
to the target human or veterinary patient pop- 
ulations. Data generated from animals treated 
with the drug candidate were those drawn 
from antemortem and postmortem observa- 
tions and laboratory analyses including hema- 
tology, serum chemistry analysis, urinalysis, 
gross pathology, and histopathology. In vitro 
testing was largely limited to the Ames test or 
other genetic toxicity assays. The scientists 
who performed these tests were mainly gen- 
eral toxicologists, pathologists, and genetic 
toxicologists. 

With the scientific advances that were in- 
troduced to target highly specific tissue recep- 
tors and pharmacological targets, the toxicol- 
ogists' role, of necessity, expanded from a 
largely empiric approach to one of investigat- 
ing the adverse effects linked to the agonism 
or antagonism of these specific targets. The 
scientific specialties involved in toxicology also 
expanded to include molecular toxicology, 
safety pharmacology, cell biology, and immu- 
nopathology. As the field of toxicology ex- 
panded, it became apparent that this diversity 
of scientific skills could contribute to candi- 
date selection and optimization in the drug 
discovery effort, providing valuable informa- 
tion that chemists could use in establishing 
structure-activity relationships (SAR) for new 
classes of compounds. This information was 
useful in rational drug design, and success 
rates improved as these candidates were 
moved into development. As a result of these 
trends, whereas toxicologists continued their 
contributions in traditional risk assessment 
and problem solving, there was increased em- 
phasis on predicting and preventing toxicity in 
drug discovery and development. 

In this chapter, the contributions of state- 
of-the-art toxicology to the discovery process 
will be described. It is not the intent of this 
chapter to attempt to cover the entire field of 
toxicology; that is well covered in standard 
textbooks (1,2). The role of toxicology in drug 
development and regulatory-driven risk as- 
sessment is well established, directed by 
guidelines such as those published from the 
International Conferences on Harmonization 
(e.g., Proceedings of The Fourth International 
Conference On Harmonization) and will not 
be covered to any great extent. 

1.2 Overview of the Drug Discovery and 
Development Process 

Modern drug discovery starts with the identi- 
fication of a pharmacologic target that is hypo- 
thetically the primary cause of disease (3). 
Potential targets include host cell genes, re- 
ceptors, signaling systems, organelles, and 
biochemicals such as enzymes (4,5). Addition- 
ally, an element of a disease modifying pro- 
cess, such as an inflammatory mediator, may 
be a target. Biological processes required for 
propagation of infectious agents have also 
proven to be therapeutically useful targets; ex- 
amples include protease and reverse tran- 
scriptase of the human immunodeficiency vi- 
rus (HIV). Common to all targets selected as 
therapeutic opportunities is the hypothesis 
that some type of pathogenetic linkage exists 
to the disease-causing process, rather than to 
specific signs, symptoms, or effects. Validation 
of the therapeutic usefulness of targets is 
achieved through study of in vitro systems, 
animal models of disease, or clinical trials. Se- 
lection of potential lead compounds that inter- 
act with validated targets is often achieved 
through application of high throughput 
screening (HTS), which facilitates rapid 
screening of thousands of potential lead com- 
pounds usingvery small quantities of test sub- 
stance (6). Through HTS, a compound library 
may yield a subset of leads that bind or other- 
wise react with the target, indicating thera- 
peutic potential. This subset, which may still 
include hundreds of leads, is subjected to a 
process of lead selection and optimization to 
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arrive at a smaller group of perhaps 10 leads 
that have the best attributes in terms of spec- 
ificity and potency of interactions with the tar- 
get. This smaller group of leads can be tested 
in a number of in vitro metabolism, pharma- 
ceutics, and toxicology tests to determine their 
relative probability of success in later develop- 
ment. At this point, limited, single dose in vivo 
metabolism, bioavailability, and toxicity stud- 
ies are conducted, first in rodents and later in 
non-rodents. Based on the results of these pre- 
liminary in vivo studies, more extensive, re- 
peated-dose, range-finding in vivo studies are 
performed to help characterize the relation- 
ship of adverse effects to systemic exposure 
and to identify target organs for expression of 
toxicity. 

If the collective results of the toxicology 
studies indicate that one or more leads have an 
appropriate toxicity profile to progress as de- 
velopment candidates, more definitive studies, 
conducted according to Good Laboratory 
Practices (GLP) standards, are conducted in 
rodents and non-rodents to support initial 
clinical testing in humans. As development 
proceeds from exposure in healthy human vol- 
unteers to proof-of-concept studies for toler- 
ance and efficacy in small numbers of patients 
(phase I and phase I1 trials) to large clinical 
(phase 111) trials, nonclinical toxicity testing 
continues. Depending on the intended clinical 
indication and duration of treatment, animal 
chronic toxicity studies as long as 1 year and 
carcinogenicity studies as long as 2 years in 
duration may be needed to support approval 
and registration by governmental regulatory 
authorities. 

1.3 Changing Paradigm in Drug Discovery 
and Toxicology Problem Prevention versus 
Problem Solving 

Over the past decade, discovery scientists have 
refined and extended HTS and decreased their 
reliance on whole-animal (in vivo) pharmacol- 
ogy models, which had previously been used to 
select chemicals as potential candidates for de- 
velopment as therapeutic agents. This has re- 
sulted in dramatic reductions in the number of 
research animals used, as well as in time and 
human resources required to generate an ex- 
tensive database related to a specific therapeu- 
tic target. To leverage these advances and 

more effectively develop pharmaceutical prod- 
ucts, the nonclinical development sciences 
(pharmaceutics/formulation development, me- 
tabolism, and toxicology) were required to be- 
come involved at an earlier stage in the discov- 
ery process. 

In recent years, toxicologists have become 
integral members of discovery teams, partici- 
pating in the therapeutic target identification, 
chemical lead selection, candidate optimiza- 
tion, and early product characterization pro- 
cesses (7). In this role, toxicologists make im- 
portant contributions by identifying toxicity 
liabilities at earlier stages of the discovery pro- 
cess, providing essential SAR information that 
medicinal chemists and other discovery scien- 
tists can use to validate therapeutic targets 
and design new molecular templates. 

1.4 Role of Toxicology for Improving Speed 
and Success Rates in Drug Development 

In the pharmaceutical industry, more than 
one-third of the new drug candidates that en- 
ter preclinical and clinical evaluations for 
safety are dropped from development because 
of unanticipated toxicity. This represents a 
tremendous loss of time and resources, which 
results in increased cycle time, increased de- 
velopment costs, and significant delays in the 
availability of beneficial drugs to clinicians 
and their patients. Therefore, to reduce the 
number of failures in late development caused 
by safety issues, the potential toxic liability of 
new chemical entities is now being evaluated 
much earlier in the discovery process. 

Toxicologists contribute to speed and suc- 
cess rates in drug discovery and later in the 
development phases by detecting and charac- 
terizing adverse event liability as early as pos- 
sible through timely application of appropri- 
ate predictive methods. Through increased 
use of in vitro technology and other predictive 
methods, the toxicologist improves selection 
and optimization of molecular templates as 
drug candidates. Use of improved predictive 
methods enables early characterization of po- 
tential toxicity before initiation of extensive in  
vivo studies. Use of i n  vivo systems consumes 
more test compound and requires more time, 
and should be reserved for candidates that are 
most likely to progress to development. All ef- 
forts should be made to detect adverse effects 
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Figure 16.1. Generic screen- 
ing funnel. It is important to de- 
velop a basic set of physical- 
chemical and biological data for 
new chemical entities early in 
the discovery funnel. Com- 
pounds are screened for activity 
against a specified therapeutic 
target. Agents with a high activ- 
ity toward the desired target 
are termed "Hits," and these hit 
chemicals are subjected to a se- 
ries of in vitro screens to evalu- 
ate some of the basic parame- 
ters that help define a good 
drug. Compounds with the 
highest probability of success, 
based on the results of the in 
vitro screens, are tested in ani- 
mals to show proof of concept 
and to obtain basic pharmacoki- 
netic parameters. At this point, 
there may be one or two com- 
pounds remaining, and these 
must be evaluated for toxic lia- 
bility in 14-day repeated-dose 
rodent and non-rodent toxicity 
studies, followed by a 28-day 
study conducted under Good 
Laboratory Practices (GLP). 

before the drug candidate has 

Generic screening funnel 
High throughput screening 

1 

Single dose 
EGG study 

entered devel- 
opment, which involves more extensive, regu- 
latory-driven GLP studies in animals or clini- 
cal trials in human subjects. One example of a 
model for achieving these goals is depicted in 
Fig. 16.1. 

2 MECHANISMS OF ADVERSE EFFECTS 

The traditional scientific approach to pharma- 
ceutical safety assessment was based largely 
on the concept of xenobiotic-mediated direct 
injury to the whole animal, organ, tissue, or 
cell manifested by death; altered function; or 
modified growth rates. As scientific knowledge 
advanced, it became apparent that a variety of 
mechanisms were involved including direct in- 
jury to cellular macromolecules (e.g., DNA, 
RNA, proteins) or organelles (e.g., mito- 
chondria, endoplasmic reticulum), adaptive 
responses (e.g., induction or inhibition of cyto- 

chrome P450 isoenzymes), or pharmacologi- 
cally mediated response. The following sec- 
tions briefly describe some examples of each of 
these mechanisms. More detailed information 
is provided in standard toxicology textbooks 
and current literature. 

2.1 Direct Cellular Injury 

Toxicity is often discussed in terms of organ 
systems. Compounds can cause renal or liver 
damage, pancreatic injury, or neurological ef- 
fects. The tissue of a specific organ is com- 
prised of cells that have taken on the morphol- 
ogy and phenotype that characterize the organ 
system. Therefore, a renal toxin must ulti- 
mately produce an adverse effect on cells that 
make up the kidney. Consequently, investiga- 
tions into the mechanisms of organ toxicity 
must focus on how chemicals produce adverse 
effects by perturbing cellular and subcellular 
processes essential for the survival of the cell. 
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Identification of subcellular changes help elu- 
cidate the mechanism of toxicity, which is con- 
siderably more informative in the field of drug 
development than simply knowing that a com- 
pound causes liver or kidney damage. 

The integrity of cells is maintained by the 
cell membrane, the basic structure of which is 
a lipid bilayer interspersed with large globular 
proteins. Some of these proteins function as 
pumps that control osmotically active mole- 
cules such as sodium, potassium, and calcium. 
This osmotic balance is critical to the survival 
of the cell and hence the tissue to which the 
cell belongs. The cell membrane surrounds 
the cytosol, which contains the nucleus, mito- 
chondria, endoplasmic reticulum, golgi appa- 
ratus, peroxisomes, and lysosomes. In addi- 
tion, there are many proteins in the cytosol 
not contained within organelles that perform 
a number of important biochemical functions, 
which are critical to the survival and function- 
ality of the cell. The combined actions of cyto- 
solic enzymes (glycolysis) and mitochondria 
(citric acid cycle) provide energy in the form of 
adenosine triphosphate (ATP) used to fuel 
many cellular functions, including the manu- 
facturing of new proteins through transcrip- 
tion and translation. Some organs, such as 
brain, muscle, and heart, have cells with addi- 
tional features that give these tissues their 
unique functional characteristics. Thus, each 
tissue type is composed of many cells that use 
important mechanisms required to sustain 
health and to define the functionality of the 
organ. 

It is important to remember that all drugs 
and chemicals will produce adverse effects if 
the dose is high enough and the exposure long 
enough. Therefore, the dose determines 
whether the effect observed will be beneficial 
or adverse. This concept is important to re- 
member while reading the discussions that 
follow as many drugs are used as examples of 
adverse effects. Figure 16.2 is a diagrammatic 
representation of the many different cellular 
targets discussed below. 

Toxicity may be an extension of the desired 
pharmacology, or it may involve an entirely 
different mechanism. New chemicals can be 
successfully developed as drugs if the dose 
that produces the desired therapeutic effect is 
sufficiently smaller than the one that pro- 

duces toxicity. To develop an understanding of 
a compound's effective dose range versus its 
toxic dose range, it is necessary to conduct 
dose-response experiments that measure the 
desired and toxic responses over several doses. 
Once generated, these data can be used to de- 
velop numerical values that relate benefit to 
risk. The therapeutic index (TI) is defined by 
the ratio of the dose that causes 50% mortality 
(LD,,) to the dose that produces the desired 
effect in 50% of the animals (ED,,). The 
greater the TI, the safer the drug. The major 
disadvantage of using LD,, and ED,, values is 
that the shape of the dose-response curve is 
not taken into consideration because only the 
median point of the dose-response curve is 
used. One approach used in the pharmaceuti- 
cal industry to address this deficiency is the 
ratio of the no observed adverse effect level 
(NOAEL) to the pharmacologically effective 
level (ED,,). This ratio is sometimes referred 
to as the margin of safety (MOS). The relation- 
ship between the dose-response curves is 
shown in Fig. 16.3. 

2.1 .I Cell Membrane-Associated Toxicity. 
Cellular toxicity occurs when exogenous 
chemicals interact with the cell and disrupt 
the essential biochemical processes that main- 
tain homeostasis. There are many potential 
sites where exogenous chemicals could disrupt 
normal cellular function, resulting in cell in- 
jury and ultimately cell death. The more es- 
sential the function is to the health of the cell, 
the more severe the toxicity. For example, 
compounds that directly interact with the cell 
membrane may perturb its ability to control 
the movement of ions and maintain the os- 
motic balance between the interior and 
exterior of the cell. In addition, intercellular 
communication may be reduced or blocked by 
compounds that perturb the physical and 
chemical properties of the membrane environ- 
ment. 

Membrane-active compounds can elicit ad- 
verse effects in three primary ways. First, 
compounds that are positively charged at 
physiologic pH may alter membrane surface 
potential in a manner proportional to their 
concentration in the membrane. This in turn 
could have an adverse effect on membrane 
function. Second, the chemical may absorb 
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Figure 16.2. Mechanisms of cellular toxicity. Tissues are comprised of cells, and each cell is defined 
by its cell membrane. The cell membrane is composed of a lipid bilayer, which contains proteins that 
function as ion channels and receptors. Compounds that disrupt the membrane environment can 
directly or indirectly alter the normal function of these proteins. In each cell, there are numerous 
subcellular organelles, all of which are potential targets for toxicity. Cytochrome P450 enzymes in the 
endoplasmic reticulum may metabolize drugs that enter the cell. Metabolism has one of two effects on 
the drug's potential toxicity: (1) it may reduce toxicity by eliminatingparent compound, or (2) it may 
increase toxicity by generating a reactive (electrophilic) metabolite. Drugs may inhibit critical func- 
tions in mitochondria or damage DNA in the nucleus, which can lead to cell death by apoptosis or 
necrosis. 

into membrane proteins, thereby disrupting 
their normal function. Third, the compounds 
may incorporate in the lipid phase of the mem- 
brane, resulting in pronounced effects on 
membrane dynamics and structure. A charac- 
teristic of many P-adrenergic blocking drugs 
(exaprolol, alprenolol, propranolol, and meti- 
pranolol) is their ability to nonspecifically dis- 
rupt many membrane functions simulta- 
neously. It is likely that these agents are 
partitioning in the lipid phase and disrupting 
membrane structure, which in turn disrupts 
the membrane proteins associated with the ef- 
fects observed (8). The antitumor drug valino- 

mycin increases membrane permeability to 
potassium (9), which results in cell death. The 
antifungal agent amphotericin B is highly li- 
pophilic and easily absorbs into membrane lip- 
ids where it interacts with membrane sterols 
(cholesterol in mammals and ergosterol in 
fungi) to create channels in the membrane, 
which allows small molecules to be lost, even- 
tually leading to cell death (10). Membrane 
toxicity associated with compounds such as 
those discussed above can be reduced by pre- 
venting the compound from interacting with 
the cell membrane. One way of achieving this 
is to package the membrane-active drug into 
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membrane-vesicles called liposomes. This pre- 
vents membrane interaction, maintains effi- 
cacy, and significantly reduces toxicity. It 
should be clear from the preceding discussion 
that many drugs and chemicals have the abil- 
ity to interact with and disrupt the function of 
cell membranes, which can lead to cell death. 

2.1.2 Subcellular Targets of Toxicity. Sev- 
eral drugs and chemicals elicit their adverse 
effects by interacting with subcellular targets. 
Once in the intracellular milieu, there are 
many potential sites for a drug or chemical to 
interact with to produce toxicity. Macromole- 
cules such as proteins, lipids, and nucleic acids 
are all potential targets. Subcellular or- 
ganelles such as the mitochondria, lysosomes, 
endoplasmic reticulum, and nucleus are also 
potential sites of toxicity. One of the most es- 
sential processes in terms of cell health is cel- 
lular respiration and the production of ATP. 
Drugs or chemicals that inhibit mitochondrial 
oxidative phosphorylation or P-oxidation of 
fatty acids and subsequently the production of 
ATP and the ratio of nicotinamide-adenine 
dinucleotide phosphate to its reduced form 
(NAD/NADH)-reducing equivalents cause cell 
death in a relatively short period of time. The 
aminoglycoside antibiotics, gentamicin, neo- 
mycin, kanamycin, and streptomycin, inhibit 
mitochondrial respiration, resulting in renal 
and hepatic toxicity (11). Rotenone, oligomy- 
cin, and antimycin A are examples of com- 

- 

.2 drugs are evaluated for efficacy, potency, and tox- 
icity by examining the relationship between dose 
and response. The response may be the desired 
effect (efficacy curves) or a measure of adverse 
effects (toxicity curves). In most cases the 
amount of drug required to produce the desired 
effect is lower than the amount required to pro- 
duce toxicity. Compound A is more potent than B. 
NOAEL, no-observed-adverse effect level. 

pounds that inhibit specific complexes in oxi- 
dative phosphorylation, resulting in cell 
death. 

2.1.3 Proteins as Targets for Toxicity. Cyto- 
toxicity can result from the parent or unmod- 
ified drug or chemical or a reactive metabolite 
formed i n  vivo. For an excellent review on me- 
tabolism and the formation of reactive inter- 
mediates, the reader is referred to Ref. 12. Re- 
active intermediates, e.g., electrophiles, can 
undergo covalent protein binding. Although it 
is possible that some protein binding merely 
reflects the scavenging of electrophilic inter- 
mediates, recent evidence suggests that cova- 
lent protein binding can define the mechanism 
of toxicity. The formation of protein adducts 
can result in at least three outcomes: (1) al- 
tered protein function, (2) altered immune 
recognition, and (3) redistribution of proteins 
and enzyme inhibition (13). It is now clear 
that covalent protein binding can determine 
the target organ of toxicity. The application of 
immunological detection systems to this issue 
has provided the data to support this conclu- 
sion. Diclofenac is a nonsteroidal anti-inflam- 
matory drug that produces hepatotoxicity in a 
small number of humans ( ~ 1 5 % ) .  Although 
the exact mechanisms underlying diclofenac 
hepatotoxicity are unclear, evidence indicates 
that covalent protein binding could explain 
the observed toxicity (14). 

When administered at high doses, the anal- 
gesic acetaminophen (APAP) is hepatotoxic 
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and has been shown to covalently modify a 
select group of proteins. The modified proteins 
include microsomal glutamine synthase, mito- 
chondrial glutamate dehydrogenase, aldehyde 
dehydrogenase, carbamyl phosphate syn- 
thetase I, cytosolic selenium-binding protein, 
and nuclear lamin A. Inhibition of these en- 
zymes is important in elucidating the mecha- 
nisms of APAP toxicity. To develop a causal 
relationship between the formation of specific 
protein adducts and an observed toxicity, it is 
necessary to purify, sequence, and identify the 
adduct proteins and then show that the ob- 
served toxicity is a result of alteration of the 
enzyme (14-18). 

2.1.4 Nucleic Acids as Targets for Toxicity. 
Many compounds and their metabolites inter- 
act with nucleic acids to form covale9t adducts 
or noncovalent associations, such a4 intercala- 
tion, that can have significant effects on cell 
health. Covalent modification of DNA bases 
occurs when molecules with electrophilic 
properties react with the nucleotides in nu- 
cleophilic centers. Noncovalent DNA modifi- 
cations occur when molecules intercalate into 
the DNA strand. There are more than 15 po- 
tential nucleophilic sites where electrophilic 
compounds can form adducts with nucleotide 
bases. In addition, the phosphorous in the 
phosphodiester bond is also susceptible to 
modification. There are two basic classes of 
electrophiles that interact with nucleophilic 
centers in DNA. The first group is character- 
ized by the presence of an atom carrying a 
partial or full positive charge. The second 
group carries one or more unpaired electrons 
in its outer orbital. Group 1 electrophiles are 
formed metabolically, usually by cytochrome 
P450 enzymes, whereas group 2 electrophiles 
are free radicals formed by homolytic fission of 
a covalent bond or by accepting or losing an 
electron. 

Examples of compounds that form covalent 
bonds with DNA bases include diethylnitros- 
amine, which forms O4 adducts with deoxy- 
adenosine, and O6 and N7 adducts with deox- 
yguanine and aromatic amines, which react 
with DNA to form O6 and N2 adducts with 
deoxyguanine. If these mutations occur in 
genes that control cell division, they can lead 
to cell transformation and ultimately the de- 

velopment of cancer. Compounds that have 
noncovalent interactions include actinomycin 
D and mitarnycin, which intercalate into the 
DNA strand. These interactions profoundly 
affect DNA replication and transcriptional 
processes (19-21). 

Compounds that form DNA adducts or 
DNA association complexes can cause errors 
in DNA replication, leading to mutations and 
inhibit the transcription of genes. DNA ad- 
ducts and DNA-drug complexes may be harm- 
less in nonreplicating cells and lethal in cells 
undergoing division. The cells within tumors 
are characterized by uncontrolled cell replica- 
tion. Many antitumor drugs are designed to 
kill replicating cells by alkylating DNA. Un- 
fortunately, other dividing cell populations, 
such as the cells of bone marrow, are also 
susceptible to these drugs. It is important to 
remember that in addition to direct chemi- 
cal-mediated alkylation of DNA, many com- 
pounds induce the formation of reactive 
oxygen species such as hydroxyl radical, 
superoxide anion, and hydrogen peroxide. 
These highly reactive oxygen species can 
also modify DNA by forming 8-oxodeox- 
ygaunosine, which as been associated with 
aging and carcinogenesis (22). Several en- 
dogenous and exogenous compounds un- 
dergo metabolism to reactive intermediates 
known as quinones. Quinones formed from 
benzene, aromatic hydrocarbons, estrogens, 
and catecholamines alkylate DNA or proteins 
directly or undergo redox cycling to form reac- 
tive oxygen species (22). 

2.1.5 Lipids as Targets for Toxicity. Lipids 
are a diverse group of biomolecules present in 
eukaryotic organisms that are characterized 
by being water-insoluble but highly soluble in 
organic solvents. There are many different 
lipid molecules in eukaryotic organisms. 
These include phospholipids, cholesterol, gly- 
colipids, sphingolipids, glycerol, triacylglyc- 
erol, diacylglycerol, and free fatty acids. In ad- 
dition, there are specialized lipids used for 
transport known collectively as lipoproteins 
and include low density lipoproteins (LDL), 
high density lipoproteins (HDL), and chylomi- 
crons. There are several bioactive lipids, in- 
cluding diacylglycerol, phosphatidic acid, lyso- 
lipids, arachodonic acid, and ceramide (23). 
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These unique molecules have many important 
biological roles. They can serve as a source of 
energy, signal molecules, and components of 
various cell membranes. The primary lipids in 
biological membranes are phospholipids, cho- 
lesterol, and glycolipids (24). 

Phospholipids can originate from glycerol 
or from sphingosine. Phosphoglycerides are 
phospholipids made from glycerol. They are 
composed of a three-carbon glycerol backbone, 
two fatty acid chains (usually 16 or 18 carbons 
in length), and a phosphorylated alcohol. The 
balance of lipids in vivo is essential to normal 
development and general health. This is evi- 
dent by the lethality of lipid storage diseases 
and disease processes such as atherosclerosis 
(24). 

A disruption of lipid structure or composi- 
tion caused by drugs and chemicals can have 
significant adverse effects on cell function and 
overall homeostasis. As discussed above, many 
compounds indirectly alter lipid structures 
through noncovalent interactions. Hydropho- 
bic drugs absorb into the lipids of cells and 
indirectly disrupt membrane permeability, 
the function of transport proteins, and mem- 
brane potential (25). The metabolism of many 
drugs and chemicals result in the formation of 
reactive intermediates. An example of this can 
be seen with quinone compounds, which un- 
dergo redox cycling with their semiquinone 
radicals, leading to the formation of reactive 
oxygen species and the initiation of lipid per- 
oxidation. The degradation of lipids through 
lipid peroxidation is a significant mechanism 
of lipid-mediated toxicity (26). Lipid peroxida- 
tion causes the breakdown of critical lipids in 
the cell membrane and the subsequent release 
bioactive molecules such as lipid hydroperox- 
ides, chain-cleavage products, and polymeric 
materials (27). The important role that lipids 
play in maintaining the health of cells and or- 
gans is evident by the fact that the oxidation of 
lipids has been implicated in the pathogenesis 
of atherothrombosis, the development of cer- 
tain types of cancer, aging, and acute cytotox- 
icity (27-32). 

2.2 Adaptive Response 

Changes in organ weight or histopathological 
appearance, regarded as toxic effects, often 

represent an adaptive response in structure or 
function of the cell to the test substance. Ac- 
curate interpretation of the nature and cause 
of structural and functional changes is essen- 
tial in assessing early drug candidates for po- 
tential toxicity in later preclinical studies and 
safety in clinical trials. Electron microscopic 
examination of tissues is useful in differenti- 
ating injury to the cell from adaptive change 
and in correlating structural changes in the 
subcellular organelles (peroxisomes, endo- 
plasmic reticulum, and mitochondria) with 
functional adaptation to xenobiotics or physi- 
ological demand (33). 

There are several examples of compounds 
that can produce changes in rodents that are 
not relevant to anticipated effects in humans. 
The antiseizure drug, phenobarbital, pro- 
duces a well characterized sequence of bio- 
chemical and morphological changes in rats, 
which includes liver and thyroid enlargement 
and a pleiotrophic expression of cytochrome 
P450 enzymes (CYP2B112B2, CYP3A112, ep- 
oxide hydrolase, and uridine diphosphate 
(UDP)-glucuronosyltransferase) (34). En- 
largement of these organs is caused by in- 
creased numbers of cells (hyperplasia) and 
increased volume of individual cells (hypertro- 
phy). Hypertrophy of liver cells is at least par- 
tially attributable to proliferation of endoplas- 
mic reticulum. In addition, phenobarbital 
exposure causes hepatic and thyroid tumors in 
2-year rodent carcinogenicity studies (34-36). 
Investigations into the mechanisms underly- 
ing the rodent biochemical changes revealed 
that thyroid tumors are the result of an adap- 
tive response to an induction in hepatic me- 
tabolizing enzymes that reduce circulating 
thyroid hormone levels. This causes a compen- 
satory increase in thyroid stimulating hor- 
mone (TSH), which hyperstimulates the thy- 
roid to increase the release of thyroxin (T41 
T3). The hyperstimulation of the thyroid 
causes thyroid hypertrophy and hyperplasia 
and ultimately thyroid neoplasia. This adap- 
tive response is the underlying cause of thy- 
roid tumors in 2-year rodent studies (37). This 
seauence of events has not been documented 

A 

to occur in humans. Although phenobarbital 
clearly increases the incidence of hepatic tu- 
mors in rodents, a correlation between pheno- 
barbital and hepatic tumors has not been 
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shown in patients with epilepsy who were pre- 
scribed phenobarbital for the treatment of sei- 
zures associated with this disease (38-42). 
The research that identified the disconnect be- 
tween rodent effects and anticipated effects in 
humans has allowed several drugs and chem- 
icals described as phenobarbital-like (lorata- 
dine, oxazepam, doxylamine succinate, and 
phenobarbital), with respect to the biochemi- 
cal and morphological changes, to be approved 
for consumer use (37,43-47). 

In the middle to late 1980s, there were a 
number of reports of compounds with low sys- 
temic toxicity producing nephropathy and re- 
nal tumors in male rats (48). The renal lesions 
were characterized by an increase in a protein 
known as a2p-globulin. Compounds that pro- 
duce this syndrome are nongenotoxic, produce 
renal tumors in male rats but not in female 
rats, and are associated with hyaline droplets 
forming in the proximal segment of the renal 
tubule. Tumors typically develop after re- 
peated exposure to high concentrations of 
compounds. The synthesis of a2p-globulin is 
controlled by androgen and occurs exclusively 
in the liver of male rats. Under normal circum- 
stances, a2p-globulin is excreted from the 
liver, filtered by the glomerulus in the kidney, 
reabsorbed in the proximal tubule, and then 
degraded by lysosomal enzymes. It is now 
known that exposure to some chemicals can 
cause binding of small hydrocarbon molecules 
to a2p-globulin. The a2p-globulin-hydrocar- 
bon structure can still be filtered by the glo- 
merulus and is absorbed in the proximal tubu- 
lar cells; however, it cannot be degraded by 
lysosomal proteases. Consequently, it accu- 
mulates in the kidney and eventually takes on 
the form of hyaline droplets. The presence of 
these hyaline droplets stimulates cellular hy- 
perplasia, which over time acts as a tumor pro- 
moter. This seauence of events has been de- 
termined to be male-rat specific with no 
relevance to safety in humans (49, 50). 

Peroxisome proliferation (PP) occurs in ro- 
dents treated with agents that modify lipid 
metabolism through interaction with the 
peroxisome proliferator activator receptor 
(PPAR)-a in the nucleus of cells (51). When 
treated for long periods of time with drugs 
that cause PP, rodents commonly develop 
liver tumors, whereas a similar association 

has not been established in humans. The basis 
for the apparent difference in susceptibility to 
hepatic tumorigenesis is not understood, but 
may relate to the greater expression of 
PPAR-a in the liver of rodents compared with 
humans (52). 

The endoplasmic reticulum (ER) contrib- 
utes to a variety of functions, including pro- 
tein synthesis and detoxification of xenobiot- 
ics, and disturbance of these functions can be 
linked to cell injury (53). Prolonged exposure 
to ethanol induces proliferation of the ER of in 
the liver and enhanced activity of cytochrome 
P450 enzymes, which in turn can result in pro- 
duction of hepatotoxic or carcinogenic metab- 
olites (54). 

Mitochondria are involved in key functions 
essential to cell survival, notably those related 
to energy supply (55). Size and number of mi- 
tochondria increase with physiological de- 
mand in response to a variety of stimuli, in- 
cluding increased contractile activity of 
skeletal muscle (56). Injury from exposure to 
xenobiotics can result in structural changes 
(swelling, increase in number) in mitochon- 
dria that share some morphological features 
with those resulting from increased physiolog- 
ical demand (57). 

2.3 Pharmacologically Mediated Effects 

Pharmacologically mediated adverse effects 
can be placed into one of three categories: (1) 
primary pharmacodynamic (PD) effects, (2) 
secondary PD effects, and (3) those either not 
linked to the primary PD effect or caused by 
an unknown mechanism. Primary pharmaco- 
dynamic adverse effects are those which 
represent an overexpression of the primary, 
intended pharmacological effect of the xenobi- 
otic. An example of an adverse primary PD 
effect occurs when an overdose of insulin, a 
critical hormone involved in the homeostasis 
of blood glucose, is administered. A deficiency 
of insulin results in diabetes mellitus and is 
expressed by hyperglycemia. Overdosing of in- 
sulin results in hypoglycemia, which can have 
immediate and severe clinical consequences. 

Adverse secondary PD effects are those 
caused by a recognized pharmacological effect 
that is different from, but physiologically 
linked to, the primary, or desired PD effect. An 
example of this is hyperprolactinemia, which 
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is associated with psychotherapeutic agents 
that antagonize the activity of dopamine-2 
(D2) receptors in the brain (58). When D2 an- 
tagonists are administered to rodents in long- 
term toxicity studies, prolactin levels in the 
plasma are increased, which in turn stimulate 
cellular proliferation in the mammary gland 
and increase the incidence of mammary tu- 
mors. The directly causal relationship of hy- 
perprolactinemia with breast cancer in ro- 
dents has not been established in humans 
(59). 

Adverse pharmacological effects not recog- 
nized as being mechanistically linked to the 
primary PD effect occur with many therapeu- 
tic agents. Several categories of noncardiac 
drugs, including antipsychotics and antide- 
pressants, cause alteration of cardiac electro- 
physiology, expressed as prolongation of the 
QT interval of the QRST wave complex in elec- 
trocardiograms of human patients and ani- 
mals (60). Prolongation of the QT interval has 
been associated with increased incidence of 
life-threatening irregularities in cardiac func- 
tion. Because these adverse effects can be sep- 
arated from the primary PD effect, early 
mechanistic investigations and judicious 
screening facilitate SAR-driven chemistry, 
which reduces the likelihood of these liabili- 
ties appearing later in nonclinical studies or 
clinical trials. 

3 I N  VlVO TOXICITY TESTING 

Contemporary scientific and regulatory stan- 
dards require the use of well-validated animal 
models for fully defining the toxicity profile of 
drug products. Traditionally, the selection of 
new therapeutic entities was achieved mainly 
through tests in animals, limiting the num- 
bers of compounds that could be tested, con- 
suming excessive resources, and returning re- 
sults relatively slowly. Although the emerging 
in vitro methods described in this chapter for 
selecting drug candidates and characterizing 
their toxicity increase the efficiency of these 
processes, in vivo testing is still a valuable and 
widely used tool in drug discovery and early 
development. In  vivo determination of the ad- 
verse effect liability of new therapeutic enti- 
ties is achieved through collaboration with 

discovery and metabolism scientists in 
conducting serum chemistry, hematology, his- 
topathology, and pharmacokinetic examina- 
tions on animals used in primary pharmaco- 
logic studies. These examinations provide 
valuable preliminary insight by relating pri- 
mary pharmacodynamic effects and potential 
toxic liabilities to systemic exposure of the 
drug candidate and its metabolites. 

A guiding principle in use of in vivo testing 
during the early stages of drug discovery and 
development is to obtain as much information 
as early as possible, using the following: an 
appropriate species, fewest possible animals, 
and smallest possible amount of test sub- 
stance. Important factors in the selection of 
test animal species include scientific consider- 
ations such as pharmacologic responsiveness 
to the test compound, metabolic profile (often 
suggested by prior in vitro testing), bioavail- 
ability, and pharmacokinetics. Practical fac- 
tors such as body size, cost, ease of handling, 
and availability must also be taken into con- 
sideration. In the lead optimization and early 
toxicity characterization phases of drug dis- 
covery, when quantities of test compound are 
often limited, mice or other small rodents are 
the species of choice. In designing the studies, 
dose levels and duration of dosing are key con- 
siderations. Acute testing, involving adminis- 
trations of various, single, ascending doses of 
test compound to small groups of animals, is 
often adequate to compare the general tolera- 
bility of a set of early drug candidates and can 
provide general information regarding the 
toxicity profile, especially if adverse events in- 
clude convulsions or other profound clinical 
changes. To achieve these goals, it is necessary 
to achieve adequate systemic exposure, ap- 
proximating and exceeding the concentrations 
that result in primary pharmacodynamic ef- 
fects. Simple formulations, such as aqueous 
solutions or suspensions, are administered by 
the route that is most direct and well tolerated 
and achieves the desired plasma concentra- 
tions for exposure. Parenteral (intravenous, 
intraperitoneal, or subcutaneous) injection 
may be the preferable route of administration 
even if the ultimate goal is an orally adminis- 
tered product. 

Information gained from early in vivo stud- 
ies is essential in determining the doses to be 
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used in more definitive follow-up studies. Crit- 
ical information gained from the first, or early 
follow-up, in vivo studies include an indication 
of the maximum tolerated dose (MTD), prin- 
cipal target organs for expression of toxicity, 
and hematologic or other laboratory changes 
that might serve as biomarkers of toxicity. 
Whenever possible, plasma, serum, and urine 
should be collected from test animals for bio- 
analysis and correlation of adverse effects 
with systemic exposure. From correlation of 
toxicity with systemic exposure, general esti- 
mates of NOAEL and lowest observed effect 
level (LOEL) can be made. Because the scope 
and design of these early studies are limited, 
risk assessment to support early trials in hu- 
man subjects must be based on results from 
the longer-term and more definitive toxicology 
studies (i.e., carried out according to GLP), 
which are key components of registration ap- 
plication documents. 

4 EMERGING TECHNOLOGIES FOR 
ASSESSING TOXICITY 

Application of emerging technologies allows 
the optimization of potency and efficacy while 
monitoring potential adverse interactions of 
new chemicals with biological systems. In ad- 
dition, it is possible to develop structure activ- 
ity versus structure toxicity relationships, de- 
velop in vitro margins of safety, estimate a 
therapeutic index, and use in vitro data to es- 
timate in vivo toxicity. 

To provide meaningful toxicity data to dis- 
covery chemists during the early phase of lead 
identification; the test systems must be robust 
and allow data to be delivered in a timely man- 
ner so that the information can be incorpo- 
rated into the decision-making process. At this 
early time in discovery, compound availability 
is usually limited, which means that the in 
vitro systems employed must have low com- 
pound requirements. Moreover, these test sys- 
tems must be amenable to HTS formats, such 
as 96- or 384-well cell culture, and technically 
simple for rapid turnaround and successful in- 
tegration with robotics platforms. 

New technologies with applications to in 
vitro toxicity screening are being developed 
and marketed a t  an astounding rate. The dis- 

cussions that follow highlight some of the 
more significant technology platforms. 

4.1 In S i k o  Toxicology 

In recent years, there has been an increased 
interest, by regulatory agencies, pharmaceuti- 
cal companies, and chemical companies, in the 
development and use of computer-aided com- 
putational methods to predict toxicity. The ob- 
jective has been the development of software 
systems that can predict the potential toxicity 
of a new compound based on compound struc- 
ture characteristics and historical information 
stored in government and industrial data- 
bases. This approach has been fueled by a de- 
sire to reduce animal usage, reduce the cost of 
drug development, evaluate structure-related 
toxicity in a "virtual" environment even be- 
fore a new compound has been synthesized, 
and improve the downstream success of new 
drugs. Thus, the term in silico toxicology can 
be defined as the "application of computer 
technology and information processing to an- 
alyze, model, and estimate chemical toxicity 
based on SAR." Additional terms used to de- 
scribe the same process include e-TOX and 
Com Tox (61). 

In silico approaches focus on many impor- 
tant endpoints of toxicity; however, the ability 
to predict carcinogenic or mutagenic proper- 
ties has been the primary focus of initial'ef- 
forts. This was most likely because a large 
amount of toxicity data for a wide range of 
chemicals was readily available in government 
and corporate databases. In addition, these 
endpoints have a high level of importance as- 
signed to them by the regulatory agencies and 
the public. 

The e-Tox programs currently available 
were developed based on one of two ap- 
proaches: (1) expert systems (ES) based on 
rules or toxicity and (2) ES based on statistical 
or correlative methods. Both approaches at- 
tempt to evaluate the chemical itself, the bio- 
logical activity associated with the structure, 
and the algorithm that describes the relation- 
ship between the two. In general, ES consist of 
data and rule acquisition, a reasoning system, 
and a rule generator. Thus, an ES can reason 
with expert knowledge, explain its reasoning, 
and integrate new knowledge into an existing 
database (62). 
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Two examples of ES rules-based systems 
that are commercially available include De- 
ductive Estimation of Risk from Existing 
Knowledge (DEREK) and Oncologic. Both sys- 
tems make predictions based on a series of 
rules contained in their database. These rules 
were developed by experts who reviewed the 
toxicity associated with single chemicals or 
groups of chemicals with similar structures 
(e.g., congeneric chemicals) to develop struc- 
ture toxicity relationships (STR). The systems 
have been expanded to include known or hy- 
pothetical mechanisms of toxicity associated 
with the congeneric chemicals. Therefore, 
DEREK contains rules, established by ex- 
perts, for predicting chemical toxicity (carci- 
nogenicity) for a panel of toxicological end- 
points. The system can also provide estimates 
on metabolite formation and mechanisms as- 
sociated with the predicted toxicity. DEREK 
makes qualitative, not quantitative, predic- 
tions based on structural properties known to 
produce toxicity. Although the system was de- 
veloped around carcinogenic compounds, it 
has been expanded to include mutagenicity, 
skin sensitization, irritation, reproductive 
toxicity, and neurotoxicity. In comparison, 
Oncologic only contains rules for estimating 
carcinogenic potential (61-66). 

In contrast to the rules-based approach, 
statistical/correlative systems such as Toxicity 
Prediction by Komputer Assisted Technology 
(TOPKAT), Computer Automated Structure 
Evaluation (CASE), and MULTICASE, an im- 
proved version of CASE, depend on complex 
algorithms, based on existing knowledge ob- 
tained from a large noncongeneric or hetero- 
geneous group of chemicals, to build the STR 
or SAR used for predicting toxicity (66-73). 

4.2 Profiling Gene Expression, Proteins, 
and Metabolites 

The terminology used in the "Omics" technol- 
ogies may be confusing at first glance and 
therefore requires some explanation. 

In general, the genome refers to the cell's 
DNA, DNA sequence, and chromatin organi- 
zation. Transcriptome describes the cells com- 
plement of mRNA produced by the transcrip- 
tion of DNA sequences or genes, and the 
proteome is all cellular protein translated 
from the mRNA. The term metabonome refers 

to endogenous metabolites of cellular pro- 
cesses in tissues, blood, bile, or urine. 

4.2.1 Genomics. Significant advances in 
DNA sequencing and automation technologies 
have allowed scientists to embark on projects 
aimed at obtaining the entire genomic se- 
quence of various species including humans. 
These endeavors gave rise to the field of 
genomics, which refers to research aimed at 
characterizing the DNA sequence and gene 
structure of a particular organism. It is be- 
lieved that this new "gene" knowledge may 
allow scientists to predict an individual's risk 
of developing certain diseases or how they will 
respond to drug therapy (pharmacogenomics/ 
pharmacogenetics) (74) or environmental chem- 
ical exposure. 

Efforts in genomics have given rise to new 
technology platforms that allow scientists to 
evaluate and monitor gene transcription, 
translation, and functionality. Functional 
genomics describes the technologies employed 
to evaluate the biological significance of spe- 
cific genes. Evaluation of gene expression and 
the effects of chemicals on gene expression 
profiles in the past have focused either on one 
gene or on a small family of genes. Examples 
would include the cytokines, cytochrome 
P450s, and endocrine receptors. Some of the 
technologies available for studying the effects 
of new drugs or chemicals on these genes in- 
cluded Northern blots and PCRIdifferential 
display for mRNA levels, Western blots for 
protein levels, and biochemical assays for en- 
zyme activity. New analytical technologies re- 
sulting from the genomics effort, such as DNA 
microarrays, have allowed for studying the ex- 
pression profile of the entire genome rather 
than studying the expression profile of a single 
gene or a small set of genes. 

DNA microarrays can be used in two gen- 
eral ways: (1) a DNA-based comparison of 
genomic content and (2) the RNA-based com- 
parison of gene expression. This methodology 
enables the expression patterns of literally 
thousands of genes to be analyzed in a single 
experiment. DNA microarrays are prepared 
by immobilizing the gene sequences of inter- 
est on a solid support (e.g., glass or nylon 
membrane). Typically this is accomplished us- 
ing cDNA or oligonucleotides containing the 
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Figure 16.4. Analysis of multiple genes with DNA 
microarrays. 

coding sequence for each gene of interest. 
Changes in gene expression levels (suppres- 
sion or induction) are determined by extract- 
ing mRNA from cells or tissues exposed to var- 
ious new chemical entities. The extracted 
mRNA is labeled and hybridized to the immo- 
bilized gene sequences. Quantification is ac- 
complished with a phosphoimager equipped 
with software that allows the operator to eval- 
uate a large amount of data in a timely manner 
(Fig. 16.4). 

The field of genomics and the advent of 
technologies like DNA microarrays have al- 
ready made a significant impact on the phar- 
maceutical industry. Over the past 3 decades, 
the use of antibiotics has increased. Unfortu- 
nately, the resistance of microorganisms to 
the current battery of drugs has also in- 
creased. To keep up with the rate that current 
drugs are becoming ineffective, new targets 
must be identified and this information used 
to develop novel classes of drugs. The old pro- 
cess of identifying new anti-infectives in- 
volved testing natural products or derivatives 
of known compounds in vitro. This approach 
has not enabled pharmaceutical companies to 
develop novel classes of antibiotics in a time 
frame that can keep up with the increasing 
number of resistant microbes and the subse- 
quent demand for new drugs. Improved DNA 
sequencing technologies developed in the field 
of genomics has led to the genomic sequencing 
of more than 20 bacterial strains. With this 
information, it is possible to identify bacterial 

genes essential to the microbe. Once identi- 
fied, these become new targets for drug design 
and may lead to a new generation of structur- 
ally unique antimicrobial drugs (75-78). This 
is an example of how functional genomics can 
be integrated into the drug discovery process. 

Toxicogenomics is the application of 
genomic-based technologies to the field of tox- 
icology. By comparing gene and protein ex- 
pression profiles obtained from test systems 
exposed to new chemical entities with profiles 
obtained from controls, it is possible to iden- 
tify genetprotein expression profiles that are 
predictive of subcellular targets and organ- 
specific toxicity. This information can then be 
used to develop in vitro screens for specific 
types of toxicity. A current limitation of this 
approach in toxicology is the accurate inter- 
pretation of extremely large quantities of ex- 
pression data. How much induction is ad- 
verse? How much suppression is adverse? 
Which genes in fact lead to adverse effects in 
the cell? The answers to these questions may 
be obtained as research continues; however, 
an immediate application of this technology 
might be to identify the mechanisms of indi- 
rect toxicity. This would allow the analysis to 
focus on a smaller group of genes that respond 
to chemical insult and ultimately lead to cyto- 
toxicity (79, 80). Another approach would be 
to evaluate a large number of compounds with 
similar mechanisms of toxicity in the gene ex- 
pression assays and look for similar patterns 
of expression. Recent studies (81) have shown 
that this relationship between mechanism of 
toxicity and gene expression profiles may in- 
deed be correct. 

All cells in an organism carry the same 
complement of DNA (genome), and yet cells 
from different tissues have dramatically dif- 
ferent functions. The genes expressed in the 
neuronal cells of the brain are not the same as 
those expressed in the liver. Therefore, the ge- 
nome carries information about what a cell 
might be. In comparison, the functionality of a 
cell is defined by its complement of proteins 
(proteome). Proteins represent what the cell 
actually is in terms of identity and function. 
Thus, although a great deal of information can 
be obtained from gene expression profiling, 
the functional result of those changes cannot 



4 Emerging Technologies for Assessing Toxicity 

be known without evaluating the protein 
products of those genes. 

4.2.2 Proteomics. Proteomics is the tech- 
nology that allows the evaluation of protein 
expression profiles. The methodology of pro- 
teomics can be broken down into four general 
phases: separation, detection, analysis, and 
identification. The separation of proteins is 
done by two-dimensional gel electrophoresis 
(2D-gels). This involves the separation of pro- 
teins first by their isoelectric point (PI) and 
then by their molecular weight. The separated 
proteins are visualized with stains such as 
Coomasie Brilliant Blue or silver stains. This 
technology has been used for many years, and 
the details of running 2D-gels can be found in 
any number of excellent references (82). The 
2D-gels are evaluated by image analysis to an- 
alyze the effect of time and treatment on the 
protein expression profiles. The image analy- 
sis software enables multiple gels to be com- 
pared and a differential expression pattern to 
be obtained. 

An ideal approach to unknown chemicals is 
to evaluate alterations in gene expression and 
then correlate these to changes in the relative 
abundance or function of the proteins coded 
by those same genes. 

4.2.3 Metabonomics. Metabonomics is 
similar to genomics and proteomics in that it 
identifies changes in the profiles of small en- 
dogenous molecules that are the normal prod- 
ucts of various metabolic pathways. Applica- 
tion to the field of toxicology is based on the 
premise that a chemical insult disrupts nor- 
mal metabolic pathways, resulting in a change 
in the metabolite profiles measured in blood, 
urine, and other biofluids. The goal is to gain 
an overall understanding of how a chemical 
affects an organism, and in some instances, to 
predict the site of in vivo toxicity (e.g., liver or 
kidney). Biofluids are collected from control 
and treated animals, and the metabolite pro- 
file analyzed by nuclear magnetic resonance 
(NMR). The results are processed using pat- 
tern recognition algorithms to evaluate differ- 
ences between control and treated patterns 
(83-86). 

4.2.4 Branched DNA Analysis of Gene Ex- 
pression. Branched DNA (bDNA, Quantagene 
Technology, Emeryville, CA) is a method for 
the quantitation of gene expression (mRNA) 
that achieves sensitivity by amplifying the de- 
tection signal not the target itself. This main- 
tains the relative abundance of target se- 
quences to other gene transcripts in the 
transcriptome. The system is unique in that it 
does not require extensive RNA isolations, 
gels, or autoradiography, and the assay can 
achieve sensitivities similar to those obtained 
with PCR. The assay can be performed in 96- 
well cell culture plates, and multiple targets 
can be assessed in the same 96-well plate. The 
bDNA assay is performed by preparing multi- 
ple oligonucleotide probes per target gene of 
interest. Two types of oligonucleotide probes 
are prepared for each target of interest. These 
are known as capture extenders (CEs) and la- 
bel extenders (LEs). One section of the CE 
probe consists of a sequence complementary 
to the target mRNA, whereas another section 
contains a sequence complimentary to a syn- 
thetic nucleotide attached to the bottom of the 
Quantagene 96-well plate. Cells are lysed to 
release total RNA, and an aliquot of this is 
transferred to the Quantagene plate. The CE 
probes are added to capture the mRNA of in- 
terest. The probe-mRNA complex binds to the 
nucleotide sequence attached to the plate. The 
well is washed to remove all unbound mRNA. 
The mRNA of interest (target) remains in the 
plate bound by the capture extender probes. 
The second set of probes, known as the LE 
probes, is added to the plate. This probe has a 
section with a sequence complementary to 
the target and a section with a sequence 
complementary to a nucleotide on which is 
built the signal amplification branched oli- 
gonucleotide DNA molecules (bDNA ampli- 
fier). Label probes conjugated with alkaline 
phosphatase are added and allowed to hy- 
bridize to the bDNA amplifier complex. A 
chemiluminescence substrate is added for 
detection (Fig. 16.5). A software system sup- 
plied by Quantagene called Probe Designer 
allows the design of CEs and LEs that have 
minimal cross-reactions with other mRNAs 
(87, 88). 
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Figure 16.5. Branched DNA (bDNA) methodology. 

4.3 In Vitro Cell-Based Toxicity Screening 

4.3.1 Multi-Endpoint Analysis. Until re- 
cently, in  vitro evaluations were typically done 
using primary cell cultures and a limited num- 
ber of doses to monitor changes in one or two 
endpoints. The new paradigm is to evaluate 
toxicity much earlier in the discovery process. 
To be useful to discovery teams, these evalua- 
tions must be done with a small amount of 
compound, require no more than 1 or 2 weeks 
to turn data around, provide information on a 
new compound's toxicity relative to other 
chemicals in class, enable the prioritization of 
new leads based on some parameter of toxicity 
(e.g., the concentration that produces a half- 

plate 

maximal response or TC,,), allow the develop- 
ment of STRs, provide information on mecha- 
nism and subcellular targets, and provide 
information on i n  vivo toxicity. 

Achieving these many objectives has re- 
quired not one, but several, biochemical end- 
points capable of evaluating multiple bio- 
chemical processes which are essential to the 
health of the cell. The Tox-Cluster Assay Sys- 
tem (89) incorporates assays that monitor mi- 
tochondrial function, mitogenesis, energy 
status, cell death (necrotic/apoptotic), and ox- 
idative stress with an immortalized cell line 
derived from rat liver. These endpoints are - 
monitored over exposure concentrations that 
range from 0.1 to 300 pM. By combining the 
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Figure 16.6. Multiple endpoint analysis (tox-cluster) for determining toxicity. 

concentration response profiles obtained for 
each endpoint, it is possible to provide a more 
complete toxicity profile. 

An example, using the insecticide rotenone 
(89, 901, of the information that can be ob- 
tained from this system is shown in Fig. 16.6. 
Rotenone was initially exposed to cells for 
24 h. This resulted in a sharp reduction in all 
parameters. To gain more information on the 
mechanisms underlying cell death, the exper- 
iment was repeated for 6 h, as shown above. If 
membrane integrity [glutathione S-trans- 
ferase (GST)] had been used to assess toxicity, 
the compound would have appeared safe. If 
cell number had been the endpoint used, there 
would have been a small reduction in cells, but 
the reason for the loss of cells (death or re- 
duced rate of proliferation) would not be 
known. When the common markers of 3-[4,5- 
dimethylthiazol-2-yll-2,5-diphenyltetrazo- 
lium bromide (MTT) reduction and ATP levels 

were used, a steep dose-dependent reduction 
in both parameters was observed. Again, if 
these were the only assays used, it would not 
be possible to ascertain the reason for the re- 
duction. MTT and ATP are general markers of 
mitochondrial function, which could have 
been reduced by acute cell death, inhibition of 
mitochondrial function, or direct inhibition of 
the enzymes responsible for synthesis or deg- 
radation. When all parameters are combined, 
it is possible to deduce that the reduction in 
MTT and ATP was most likely the result of 
direct interaction with mitochondria resulting 
in a loss of cellular ATP. Cell replication re- 
quires a large amount of energy; therefore, the 
reduction in cell number was caused by a re- 
duced rate of cell replication. Indeed, the 
mechanism of rotenone toxicity is inhibition of 
oxidative phosphorylation. Multiple experi- 
ments comparing the in vitro data to in  vivo 
toxicity showed excellent correlation. 
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Clearly, no system can predict all mecha- 
nisms of toxicity. Toxicity related to the pro- 
duction of active metabolites, the immune sys- 
tem, the endocrine system, or the CNS are 
examples of toxic mechanisms that would not 
be detected. 

This multi-parameter approach provides 
reliable information to drug discovery teams 
on the relative toxicity of new compounds in a 
class, toxicity relative to similar drugs already 
on the market, STRs, subcellular targets, 
identification of the mechanism of adverse ef- 
fects, and plasma concentrations where toxic- 
ity would be expected to occur in vivo. 

4.3.2 High Content Screening. High con- 
tent screening (HCS) is a relatively new tech- 
nology platform that incorporates fluorescent 
probes to monitor biochemical events, a cell- 
imaging system, and bioinformatics in a single 
instrument (Cellomics Inc., Pittsburgh, PA). 
The system provides a mechanism to evaluate 
a complete biological profile of a single cell 
by monitoring multiple endpoints simulta- 
neously (91,92). The system uses high resolu- 
tion imaging to quantify several different tar- 
gets identified by using fluorescent probes 
specific for each biochemical event of interest. 
These endpoints are quantified on discrete flu- 
orescence channels in a near simultaneous 
fashion (Fig. 16.7). Although HCS has gained 
popularity in the area of drug discovery where 
it has been used for identifying novel thera- 
peutic targets and for assessing drug effects on 
these targets, HCS also holds a great deal of 
promise for the field of toxicology. For exam- 
ple, HCS has been used to monitor the poten- 
tial of new drugs to induce apoptosis. To 
accomplish this, fluorescent probes were de- 
signed to monitor specific biochemical events 
indicative of apoptosis. These included mito- 
chondrial mass and membrane potential, 
caspase 3 and caspase 8, F-actin, and nuclear 
fragmentation. In this study, three different 
cell lines (MCF-7, L929, and BHK) were ex- 
posed to the apoptotic agents staurosporine 
and taxol. HCS enabled the detection and 
quantification of changes occurring in intact 
cells and showed that both com~ounds in- 
duced apoptosis. In addition, these studies 
provided significant insight into the differen- 
tial effects of time and dose in different cell 

types (91). It is not difficult to envision the 
design and use of many different probes to 
monitor specific cellular events, which could 
be potential targets of toxicity. The small 
space requirements, its ability to monitor mul- 
tiple events, and its potential for rapid 
throughput makes HCS technology extremely 
promising. 

4.3.3 Mouse and Human Embryonic Stem 
Cells in Toxicology. One of the most interest- 
ing and potentially valuable discoveries in de- 
velopmental biology has been the ability to iso- 
late and culture embryonic stem cell lines. 
Before it is possible to understand the re- 
search potential of these cell lines, it is neces- 
sary to first understand what embryonic stem 
cells are and how they are obtained. Stem cells 
are characterized by the ability to self-repli- 
cate for long periods of time and maintain the 
capacity to differentiate into one of many dif- 
ferent cell types (pluripotent). In the preim- 
plantation embryo, early cells do not resemble 
the differentiated cells of adult organs. In the 
normal environment, fertilization occurs in 
the oviduct. Over the next few days as the em- 
bryo moves down the oviduct into the uterus, 
it undergoes several cellular divisions, result- 
ing in cells known as blastomeres. Blas- 
tomeres are not committed to becoming any 
particular cell type and thus the preimplanta- 
tion embryo maintains a great deal of plastic- 
ity. After about 5 days of development, the 
outer layer of cells, known as the trophecto- 
derm, separates from the inner cell mass 
(ICM) to become the placenta. The cells of the 
ICM maintain their pluripotent properties 
prior to implantation. However, after implan- 
tation, the ICM cells become restricted in their 
ability to differentiate. If the ICM cells are re- 
moved from their in vivo environment and cul- 
tured under appropriate i n  vitro conditions, 
the cells maintain their ability to proliferate 
and to differentiate into any number of possi- 
ble cell types. These totipotent cells are known 
as the embryonic stem cell line (93-96). 

The successful derivation of embryonic 
stem cell lines from the mouse blastocyst was 
accomplished in 1981, and the potential value 
of these unique cells was realized (97, 98). In 
1998, the first human-derived embryonic stem 
cell line was successfully developed from the 
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Figure 16.7. Graphical user interface of Arrayscan HCS System. Staurosporine treatment of BHK 
cells in 96-well microplate. Drug concentrations increase from left to right (controls in first two 
columns). Well color coding reflects ( I )  well status (current well being scanned is shown in white 
whereas unscanned wells are shown in grey) and (2) well results (pink wells have insufficient cell 
number, blue wells are below user-defined threshold range, red wells are above range, and green wells 
are in range for the selected cell parameter). Images correspond to current well, with three mono- 
chrome images reflecting three respective fluorescence channels, and composite (three-channel) color 
overlay in upper left panel. Nuclei are identified by the Hoechst dye (blue), microtubules by fluores- 
cently labeled phalloidin (green), and mitochondria by Mitotracker stain (red). See color insert. 

blastocyst of preimplantation embryos pro- 
duced by in vitro fertilization (96). Because 
embryonic stem cells can proliferate for pro- 
longed periods and maintain the potential to 
differentiate into specific cell types, they hold 
great promise for several areas of medical re- 
search. They offer the possibility of an unlim- 
ited source of tissue for transplant, and this 
technology alone may provide significant 
treatments for heart disease, diabetes, Par- 
kinson's disease, and leukemia. Human em- 
bryonic stem cell lines may provide a new in 
vitro model that will provide information on 
infertility, spontaneous abortions, and other 
developmental problems. This model may also 
provide human-derived tissues that could be 

used in the development of new drugs and as a 
model to evaluate potential toxicity much ear- 
lier in the drug discovery process. 

Because human embryonic stem cell lines 
are derived from a fertilized human embryo, 
many moral, ethical, and political issues have 
slowed research requiring human embryonic 
stem cell lines (99-101). Continued research 
is essential to fully understanding the poten- 
tial benefits of these unique cells. 

4.3.4 Screening for Cardiotoxicity. Early 
detection of potential for adverse cardiovascu- 
lar effects has become increasingly important 
with the recognition of the clinical risks asso- 
ciated with increased prolongation of the QT 
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segment of the electrocardiogram of patients 
taking noncardiac drugs (60). Advances in 
electronics have facilitated remote recording 
of physiologic effects of drug candidates in un- 
restrained, instrumented rodents and larger 
animals. Whereas these in vivo measurements 
are valuable in detecting adverse cardiovascu- 
lar effects and are an essential component of 
the toxicology testing program for drug candi- 
dates, they occur relatively late in the candi- 
date selection process, require larger amounts 
of test substance, are expensive, and can lack 
sensitivity. In  vitro tests can overcome many 
of the disadvantages of i n  vivo cardiovascular 
testing as a screening tool and contribute 
valuable information in establishing chemical 
SARs. 

Tests for action potential duration (APD) 
are conducted using isolated heart tissue (Pur- 
kinje fibers, papillary muscle, or ventricle) 
from donor animals in a perfusion solution 
that contains test substance (102). Multiple 
preparations of the APD test system can be 
obtained from one animal, and test conditions 
can be manipulated to better define effects re- 
lated to the test substance. Prolongation of the 
QT segment is associated with blockade of the 
inward rectifier potassium (Ikr) channel in 
cardiac tissue (103, 104). The Ikr channel is 
encoded by the human ether-a-gogo-related 
gene (HERG), which has become an important 
screening tool for potential QT prolongation 
(105). Whereas the in vitro tests for APD pro- 
longation and Ikr blockade have advanced the 
ability to screen for QT prolongation, there 
are a number of technical limitations, and the 
results do not necessarily correlate with occur- 
rence of adverse cardiac effects in patients. - 
Therefore, these tests are regarded as a means 
of identifying the presence of a potential risk. 
Results of all i n  vitro and in uivo cardiovascu- 
lar tests must be considered and integrated in 
developing a complete risk assessment (106). 

5 SUMMARY AND CONCLUSIONS 

Advances in identification of therapeutic tar- 
gets and medicinal chemistry to interact with 
these targets have driven changes in the way 
that toxicologists contribute to the discovery 
and development of drugs. The emphasis is 

increasingly on identifying cellular and molec- 
ular alterations that are mechanistically re- 
lated to expressions of toxicity. Identification 
of mechanisms of toxicity has improved un- 
derstanding of adverse effects of therapeutic 
agents and resulted in more relevant assess- 
ment of risk versus benefit. Additionally, im- 
proved mechanistic understanding has en- 
abled use of in vitro methodologies that 
facilitate prediction of toxic liabilities and con- 
tribute to structure activity decisions in the 
synthesis of new therapeutic molecules. The 
teamwork between medicinal chemists and 
toxicologists working in this new paradigm 
will be a key factor in driving advances in dis- 
covery of new therapeutic agents. 
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Drug Absorption, Distribution, and Elimination 

1 OVERVIEW OF PRODUCT 
DEVELOPMENT ISSUES 

Although many compounds come through 
drug discovery every year, only a rare few can 
actually make their way through product de- 
velopment and pass the scrutiny of the U.S. 
Food and Drug Administration (FDA). With 
some ups and downs in marketing, these 
newly approved pharmaceutical products 
eventually land on the shelves in pharmacies, 
where they are dispensed to patients upon pre- 
sentation of the proper prescriptions. 

Why are so many compounds "killed" in 
the product development stage? Because the 
bottom line question in drug development 
asks, "Is this drug safe and effective in the 
human body?" many of these compounds sim- 
ply do not prove to be safe and effective in the 
human body. 

To answer this safety and efficacy question 
satisfactorily, development scientists must ad- 
dress issues from many areas. Some of the 
common questions are: 

r What route of administration will be used to 
deliver the drug? 

0 How much of the drug gets into the systemic 
circulation and to the site of action? 

o Where in the body will the drug distribute? 
m How long does the drug remain intact in the 

body? 
o How does the drug get eliminated from the 

body? 
m Is the administered compound metabolized 

into other entities? 
m Is the pharmacological effect derived from 

the administered compound orland from 
metabolites? 
How much drug in the body is needed to 
elicit the pharmacological effect? 

m Can patients develop allergic or toxic reac- 
tions toward the administered compound or 
its metabolites? 
How much drug in the body is needed to 
initiate such adverse reactions? 

What is the mechanism for such allergic re- 
actions? 
Are these reactions reversible? 
Is the drug or the metabolites carcinogenic, 
teratogenic, or mutagenic? If so, what is the 
underlying mechanism? 

2 DEFINING DRUG ABSORPTION, 
DISPOSITION, AND ELIMINATION 
THROUGH USE OF PHARMACOKINETICS 

Initial progress in product development rests 
heavily on a thorough understanding of the 
absorption, distribution, and elimination 
characteristics of a drug. Absorption, distribu- 
tion, and elimination processes begin when a 
dose is administered and may govern the ap- 
pearance of any therapeutic effect (Fig. 17.1). 
Pharmacokinetics is used to quantitate these 
processes. Apart from its usefulness in ex- 
plaining the safety and toxicity assessment 
data that will be discussed later in the chapter, 
pharmacokinetic analysis is used primarily to 
design appropriate dosing regimens and also 
to quantitatively define drug disposition (2). 

The termpharmacokinetics can be defined 
as what the body does to the drug. The parallel 
term, pharmacodynamics, can be defined as 
what the drug does to the body. A fundamen- 
tal hypothesis of pharmacokinetics is that a 
relationship exists between a pharmacologic 
or toxic effect of a drug and the concentration 
of the drug in a readily accessible site of the 
body (e.g., blood). This hypothesis has been 
documented for many drugs (3, 4), although 
for some drugs no clear relationship has been 
found between pharmacologic effect and 
plasma or blood concentrations. 

This chapter focuses on the conceptual ap- 
proach to pharmacokinetics, its use as a tool in 
therapeutics, and in defining drug disposition. 
The more common mathematical modeling- 
exponential equation-data analysis approach 
to pharmacokinetics will not be discussed 
here. These mathematical techniques are nec- 
essary to determine the important pharmaco- 
kinetic parameters that are to be discussed; 
however, for medicinal chemists who need to 
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Figure 17.1. Schematic representation of the dose-response relationship of a drug (1). (Reproduced 
courtesy of the author and Appleton & Lange.) 

interact with other pharmaceutical scientists 
in the drug development process, a conceptual 
approach to pharmacokinetics will be more 
useful. Nevertheless, to even gain a concep- 
tual understanding of pharmacokinetics and 
its application to drug development, some ba- 
sic simple equations, as discussed in this chap- 
ter, are necessary. This approach should allow 
the medicinal chemist to appreciate why mod- 
ification of a drug molecule may lead to impor- 
tant changes in drug disposition. 

3 IMPORTANT PHARMACOKINETIC 
PARAMETERS USED IN DEFINING 
DRUG DISPOSITION 

Among the many pharmacokinetic parame- 
ters (Table 17.1) that can be determined when 

defining a new drug substance, clearance (CL) 
is the most important defining drug disposi- 
tion. Bioavailability (8') and volume of distri- 
bution (V) are also of primary importance 
when pharmacokinetics is used to define drug 
absorption. 

3.1 Clearance 

Clearance (CL) is the measure of the ability of 
the body to eliminate a drug. Initially, clear- 
ance will be looked at from a physiological 
point of view. Figure 17.2 depicts how a drug is 
removed from the systemic circulation when it 
passes through an eliminating organ. The rate 
of presentation of a drug to a drug elimination 
organ is the product of organ blood flow (Q)  
and the concentration of drug in the arterial 
blood entering the organ (C,). The rate of exit 
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Table 17.1 Ten Critical Pharmacokinetic Extraction ratio 
and Pharmacodynamic Parameters in Drug 
Development in Order of Importancea = (rate of elimination/ (17.4al 

1. Clearance 
2. Effective concentration range 
3. Extent of availability 
4. Fraction of the available dose excreted 

unchanged 
5. Blood/plasma concentration ratio 
6. Half-life 
7. Toxic concentration 
8. Extent of protein binding 
9. Volume of distribution 

10. Rate of availability 

"Ref. 5 reproduced courtesy of L. 2. Benet and Plenum 
Press. 

rate of presentation) 

The maximum possible extraction ration is 1.0 
when no drug emerges into the venous blood 
upon presentation to the eliminating organ 
(i.e., Cv = 0). The lowest possible extraction 
ratio is zero, when all the drug passing 
through the potential drug-eliminating organ 
appears in the venous blood (i.e., Cv = C,). 
Drugs with an extraction ratio of more than of a drug from the drug-eliminating organ is 

the product of the organ blood flow (Q) and the 0.7 are by convention considered as high ex- 

concentration of the drug in the venous blood traction ratio drugs, whereas those with an 

leaving the organ (C,). By mass balance, the extraction ratio of less than 0.3 are considered 

rate of elimination (or extraction) of a drug by as low extraction ratio drugs. 

a drug-eliminating organ is the difference be- The product of organ blood flow and extrac- 

tween the rate of presentation and the rate of tion ration of an organ represents a rate at 
exit. which a certain volume of blood is completely 

cleared of a drug. This expression defines the 
Rate of presentation = QCA (17.1) Organ clearance (CL,,,,) of a drug. 

Rate of exit = QCv (17.2) CLorgan = QER = Q(CA - Cv)/CA (17.5) 

Rate of elimination = QCA - QCv From Equations 17.3 and 17.5, one can see 
(17.3) that clearance is a proportionality constant 

= &(CA - C d  between rate of elimination and the arterial 
drug concentration. 

At steady state, by definition, rate in equals 
The extraction ratio (ER) of an organ can rate out. Rate is given by the dosing rate 

be defined as the ratio of the rate of elimina- (Doselr, i.e., dose divided by dosing interval 7) 
tion to the rate of presentation. multiplied by the drug availability F, whereas 

Liver 

dose Oral - , ;nrnous 

Remainder 
of the body 

Figure 17.2. Schematic representation 
of the concentration-clearance relation- 
ship. 
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rate out is the rate of elimination (clearance 
multiplied by the systemic concentration C). 

Rate in = rate out (17.6) 

When Equation 17.7 is integrated over time 
from zero to infinity, Equation 17.8 results. 

where AUC is the area under the concentra- 
tion time curve and F is the fraction of dose 
available to the systemic circulation (see Bio- 
availability in Section 3.2). 

Clearance may be calculated as the avail- 
able dose divided by the area under the sys- 
temic drug concentration curve. 

F(Dose) 
CL = AUC (17.9) 

The maximum value for organ clearance is 
limited by the blood flow to the organ (i.e., 
extraction ratio is 1). The average blood flow 
to the kidneys is approximately 66 L/h and to 
the liver, approximately 81 L/h. Clearance can 
occur in many sites in the body and is gener- 
ally additive. Elimination of a drug may occur 
as a result of processes occurring in the liver, 
the kidney, and other organs. The total sys- 
temic clearance will be the sum of the individ- 
ual organ clearances. 

Among the many organs that are capable of 
eliminating drugs, the liver, in general, has 
the highest metabolic capability. Drug mole- 
cules in blood are bound to blood cells and 
plasma proteins such as albumin and alpha,- 
acid glycoprotein. Yet only unbound drug mol- 
ecules can pass through hepatic membranes 
into hepatocytes, where they are metabolized 
by hepatic enzymes or transported into the 
bile. Thus to be eliminated, drug molecules 
must partition out of the red blood cells and 
dissociate from plasma proteins to become 
unbound or free drug molecules. Because 
unbound drug molecules are free to parti- 

tion into and out of the blood cells and hepa- 
tocytes, there is an equilibrium of free drug 
concentration between the blood cells, the 
plasma, and the hepatocytes. The ratio be- 
tween unbound drug concentration and the 
total drug concentration constitutes the 
fraction unbound (f,). 

Fraction unbound = 

unbound drug concentration1 

total drug concentration 

Because an equilibrium exists between the 
unbound drug molecules in the blood cells and 
the plasma, the rate of elimination of unbound 
drugs is the same in the whole blood as in the 
plasma at steady state. Thus, 

where the subscripts p, b, and u refer to 
plasma, blood, and unbound, respectively. 

From the material presented so far, one 
may intuitively imagine that hepatic drug 
clearance will be influenced by hepatic blood 
flow, fraction unbound, and intrinsic clear- 
ance; that is, the intrinsic ability of the organ 
to clear unbound drug. The simplest model 
that describes hepatic clearance in terms of 
these physiological parameters is the well- 
stirred model (6). Assuming instantaneous 
and complete mixing, the well-stirred model 
states that hepatic clearance (with respect to 
blood concentration) is 

Note that fu is calculated from unbound and 
total concentration in whole blood. 

Equation 17.5 advises that hepatic clear- 
ance is the product of hepatic blood flow and 
hepatic extraction ratio. Therefore, as shown 
in Equation 17.13, the hepatic extraction ratio 
is 
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By examining Equations 17.13 and 17.14, one 
finds that for drugs with a high extraction ratio 
(i.e., ER approaches 1.01, fuCLint is much greater 
than Q,,, and clearance approaches Q,,. In 
other words, the clearance for a high extraction 
ratio drug, imipramine for example, is perfusion 
rate limited. For drugs with a low extraction ra- 
tio (i.e., ER approaches zero), Q,, is much 
greater than fuCLint, and clearance is approxi- 
mated by fuCLine An example of a low extraction 
ratio drug is acetaminophen. 

The intrinsic ability of an organ to clear a 
drug is directly proportional to the activity of the 
metabolic enzymes in the organ. Such metabolic 
processes, both in vitro and in vivo, are charac- 
terized by Michaelis-Menten kinetics: 

Rate of metabolism = VIMAXCI(KM + C) (17.15) 

in which V-, the maximum rate at which 
metabolism can proceed, is proportional to the 
total concentration of enzyme. KM is the 
Michaelis-Menten constant corresponding to 
the drug concentration that yields one-half of 
the maximum rate of metabolism. Dividing 
both sides of Equation 17.15 by the systemic 
concentration (C) yields 

Rate of metabolism1C = CLmetaholism 
(17.16) 

= V-lKM + C) 

Because identification of a saturable process 
occurs only for low extraction ratio com- 
pounds (i.e., CL,et,,lis, = fuCLint), the rela- 
tionship between classical enzyme kinetics 
and pharmacokinetics is revealed: 

Because VMM and KM can be obtained 
from in vitro metabolism experiments, devel- 
opment scientists may reasonably predict the 
in vivo clearance parameter of a low or inter- 
mediate extraction ratio drug from in vitro 
data, by use of Equations 17.13 and 17.17. By 
use of appropriate scaling factors, the in vivo 
clearance parameter in humans can be ap- 

proximated from in vitro metabolism data 
from other species (7,8). 

The kidneys are also important drug-elim- 
inating organs. Renal clearance (CL,) is a pro- 
portionality term between urinary excretion 
rate and systemic concentration. By integrat- 
ing Equation 17.18a over time from zero to 
infinity, one obtains renal clearance, which is 
the ratio of the total amount of the drug ex- 
creted unchanged to the area under the sys- 
temic concentration curve. The total amount 
of drug excreted unchanged can be measured 
experimentally or can be calculated from the 
dose, if the fraction of the available dose ex- 
creted unchanged (f,) is known. 

CL, = Urinary excretion rate/C (17.18a) 

= Total amount of drug 
(17.18b) 

excreted unchangedlAUC 

It is obvious from the preceding arguments 
that the conceptual approach to clearance re- 
quires measurements of blood concentrations. 
Yet, bioanalytical measurements are often 
carried out in plasma because of the ease of 
sample handling. However, measuring the 
blood to plasma ratio allows one to convert 
clearance values, determined in plasma, to 
their corresponding blood values by use of 
Equation 17.12. 

3.2 Bioavailability 

The bioavailability of a drug product through 
various routes of administration is defined as 
the fraction of unchanged drug that is ab- 
sorbed intact and then reaches the site of ac- 
tion; or the systemic circulation following ad- 
ministration by any route. For an intravenous 
dose of a drug, bioavailability is defined as 
unity. For drugs administered by other routes 
of administration, bioavailability is often less 
than unity. Incomplete bioavailability may be 
attributed to a number of factors that can be 
subdivided into categories of dosage-form ef- 
fects, membrane effects, and site of adminis- 
tration effects. Obviously, the route of admin- 
istration that offers maximum bioavailability 
is the direct input at the site of action for 
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which the drug is developed. This arrange- 
ment may be difficult to achieve because the 
site of action is not known for disease states 
and, in other cases, the site of action may be 
completely inaccessible, even when the drug is 
placed into the blood stream. The most com- 
monly used route is oral administration. How- 
ever, orally administered drugs may decompose 
in the fluids of the gastrointestinal lumen, or be 
metabolized as they pass through the gastroin- 
testinal membrane. In addition, once a drug 
passes into the hepatic portal vein, it may be 
cleared by the liver before entering into the gen- 
eral circulation. The loss of drug as it passes 
through drug-eliminating organs for the fist 
time is known as the first-pass effect. 

The fraction of an oral dose available to the 
systemic circulation, considering both absorp- 
tion and the first-pass effect, can be found by 
comparing the ratio of AUCs after oral and 
intravenous dosing. 

If an assumption is made that all of a drug dose 
is absorbed through the gastrointestinal tract 
intact, and that the only extraction takes place 
at the liver, then the maximum bioavailability 

From Equations 17.5 and 17.20, one can 
derive the following relationship for F,,: 

For high extraction ratio drugs, where CL,,, 
approaches Q,,,, F,, will be small. For low 
extraction ratio drugs, Q,,, is much greater 
than CL,,, and F,, will approximate one. 

~ e c e n t i ~ ,  bioavailability and clearance 
data obtained from a crossover study of cyclo- 
sporine kinetics before and after rifampin dos- 
ing revealed a new understanding of drug me- 
tabolism and disposition of the compound (9). 
Healthy volunteers were given cyclosporine, 
intravenously and orally, before and after 
CYP3A (P450 3A) enzymes were introduced 
by rifampin. As expected, the blood clearance 
and cyclosporine increased from 0.31 to 0.42 L 

h-' kg-' as a result of the induction of the 
drug's metabolizing enzymes (i.e., an increase 
in V,, in Equation 17.15). There was no 
change in volume of distribution, but there 
was a dramatic decrease in bioavailability 
from 27% to 10% in these individuals. 

A decrease in bioavailability is to be ex- 
pected because cyclosporine undergoes some 
first-pass metabolism as it goes through the 
liver after oral dosing. However, if one pre- 
dicts on the basis of pharmacokinetics what 
the maximum bioavailability [as calculated by 
Equation 17.211 would be before and after ri- 
fampin dosing, the maximum bioavailability 
would decrease from 77% to 68%. Thus, there 
would be an expected cyclosporine bioavail- 
ability decrease of approximately 12% just on 
the basis of clearance changes resulting from 
inducing CYP3A enzymes in the liver. In fact, 
there was a bioavailability decrease of 60%. 
Furthermore, bioavailability was significantly 
less than would be predicted at maximum. Al- 
though some of that lower bioavailability was 
attributed to formulation effects, the discrep- 
ancy between the theoretical maximum bio- 
availability and the achievable bioavailability 
of cyclosporine remained a question. 

However, on the basis of new findings dur- 
ing the last several years about the high prev- 
alence of CYP3A isozymes in the gut, signifi- 
cant metabolism of cyclosporine in the gut as 
well as in the liver was speculated. This hy- 
pothesis can consistently explain the signifi- 
cantly lower bioavailability that would be pre- 
dicted, even if all of the drug could be absorbed 
into the blood stream. This finding, particu- 
larly quantification of the magnitude of gut 
metabolism (more than two-thirds of the total 
metabolism for an oral dose of cyclosporine 
occurs in the gut), would not have been real- 
ized had pharmacokinetics not been used in 
the analysis of the given data. 

3.3 Volume of Distribution 

The volume of distribution (V) relates the 
amount of drug in the body to the concentra- 
tion of drug in the blood or plasma, depending 
on the fluid measured. At its simplest, this re- 
lationship is defined by Equation 17.22: 
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Figure 17.3. Mean serum IFN-a con- 
centrations after a single 36 X 106 U 
dose as an intravenous infusion (0) or " 
an intramuscular (x) or subcutaneous 
(a) injection (10). (Fkproduced courtesy 10 I I I I I 
of the author and Clin. Pharmacol. 0 5 10 15 20 25 

Ther.) Time (h) 

V  = amount of drug in body/C (17.22) v = vp + vmfu~fu,~ (17.23) 

For a normal 70-kg man, the plasma volume is 3 
L, the blood volume is 5 L, the extracellular fluid 
outside the plasma is 12 L, and the total body 
water is approximately 42 L. However, many 
classical drugs exhibit volumes of distribution 
far in excess of these known volumes. The vol- 
ume of distribution for digoxin is about 700 L, 
which is approximately 10 times greater than 
the total body volume of a 70-kg man. This ex- 
ample serves to emphasize that the volume of 
distribution does not represent a real volume. 
Rather, it is an apparent volume that should be 
considered as the size of the pool of body fluids 
that would be required if the drug were equally 
distributed throughout all portions of the body. 
In fact, the relatively hydrophobic digoxin has a 
high apparent volume of distribution because it 
distributes predominantly into muscle and adi- 
pose tissue, leaving only a very small amount of 
drug in the plasma in which the concentration of 
drug is measured. 

At equilibrium, the distribution of a drug 
within the body depends on binding to blood 
cells, plasma proteins, and tissue components. 
Only the unbound drug is capable of entering 
and leaving the plasma and tissue compart- 
ments. A memory aid for this relationship can 
be summarized by the expression 

where V, is the volume of plasma, V,, is the 
aqueous volume outside plasma, f, is the frac- 
tion unbound in plasma, and f,,, is the frac- 
tion unbound in tissue. Thus, a drug that has a 
high degree of binding to plasma proteins (i.e., 
low f,) will generally exhibit a small volum of 
distribution. Unlike plasma protein binding, 
tissue binding of a drug cannot be measured 
directly. Generally, this parameter is assumed 
to be constant unless indicated otherwise. 

In Equation 17.22, the body is considered 
as a single homogeneous pool of body fluids as 
described above for digoxin. For most drugs, 
however, two or three distinct pools of distri- 
bution space appear to exist. This condition 
results in a time-dependent decrease in the 
measurable blood or plasma concentration, 
which reflects distribution into other body 
pools independent of the body's ability to elim- 
inate the drug. Figure 17.3 describes mean 
serum IFN-a concentrations after a 40-min 
intravenous infusion as well as after intra- 
muscular and subcutaneous injections of the 
same dose. Note the logarithmic biphasic na. 
ture of the mean plasma concentration-time 
curve after the intravenous infusion. This bi. 
phasic nature represents both the distribution 
and elimination processes. 
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Generally, comparisons of volume of distri- 
bution are made by use of a parameter desig- 
nated as the volume of distribution at steady 
state (V,,), which reflects the sum of the vol- 
umes of all the pools into which a drug may 
distribute. V,, can be calculated from the area 
under the moment curve (AUMC) and the 
area under the curve (AUC) as defined by 
Benet and Galeazzi (11): 

AUMC can be calculated from areas under 
a plot of concentration.time vs. time. Both 
AUC and AUMC may be calculated from the 
coefficients and exponents of the equations 
used to describe the multicompartment na- 
ture of drug kinetics as depicted in Fig. 17.3. 
These concepts will be revisited following a 
discussion of half-life. 

4 IMPORTANT PHARMACOKINETIC 
PARAMETERS USED IN THERAPEUTICS 

In addition to the three parameters, clearance 
(CL), bioavailability (F), and volume of distri- 
bution (V) discussed previously, a fourth pa- 
rameter, half-life (t,,,), is also crucial in ther- 
apeutics. The decreasing order of importance 
of these four parameters is clearance, bioavail- 
ability, half-life, and volume. Clearance de- 
fines the dosing rate, bioavailability defines 
dose adjustment, and half-life defines the dos- 
ing interval. Volume of distribution defines 
the loading dose. 

4.1 Dosing Rate 

As discussed in Equation 17.6 in Section 3.1, 
rate of presentation equals rate of exit at 
steady rate. Whereas rate of presentation is 
the product of bioavailability and dosing rate, 
rate of exit is the product of clearance and 
average (steady-state) concentration. By re- 
placing the average concentration with the 
target concentration, the dosing rate can be 
computed with known values of bioavailability 
and clearance. 

Bioavailability X dosing rate 

= Clearance (17.7a) 

X average concentration 

F(dosing rate) - = CL(C,,,,) (17.7b) 

4.2 Dose Adjustment 

There is often a therapeutic concentration 
range of drug in the blood that is necessary to 
elicit a clinical effect without causing drug tox- 
icity. The boundaries of this range are set by 
the minimum effective concentration (MEC) 
and the minimum toxic concentration (MTC). 
For example, to maintain a steady rate of pre- 
sentation of 100 mglmin, one can administer 
either a completely bioavailable intravenous 
(i.v.1 infusion at 100 mglmin or a sustained 
release oral dosage form with 50% bioavail- 
ability at 200 mgtmin. As shown in Equations 
17.7a and 17.7b, the actual dosing rate de- 
pends on the bioavailability of the dosage 
form. For proper dosing adjustment, the bio- 
availability (F) of a given dosage form stands 
as a must-know parameter in therapeutics. 

4.3 Dosing Interval 

Half-life (t,,) is an extremely useful kinetic 
parameter in terms of therapeutics, given that 
this parameter, together with therapeutic in- 
dex, helps define the dosing interval at which 
drugs should be administered. By definition, 
half-life is the time required for 50% of the 
drug remaining in the body to be eliminated. 
In three and one-third half-lives, 90% of the 
dose would have been eliminated. Table 17.2 
shows the percentage of dose lost in different 
numbers of half-lives. If the dosing interval is 

Table 17.2 Percentage of Dose Lost as a 
Function of Number of Half-Lives 

Number of Half-Lives Dose Lost (%) 

Rate in = rate out (17.6) 
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Time (h) 

Figure 17.4. Relationship between frequency of dosing and maximum plasma concentrations when 
a steady-state plasma level of 15 &mL is desired. The time course of plasma concentrations for 43.2 
mg/h intravenous infusion, and 8-hourly 340 mg oral dose, and a 24-hourly 1020 mg oral dose are 
depicted. (Reproduced courtesy of the author and Appleton & Lange.) 

long relative to the half-life, large fluctuations 
in drug concentration will occur. On the other 
hand, if the dosing interval is short relative to 
half-life, significant accumulation will occur. 
The half-life parameter also allows one to pre- 
dict drug accumulation within the body and 
quantifies the approach to plateau that occurs 
with multiple dosing and constant rates of in- 
fusion. Conventionally, three and one third 
half-lives are used as the time required to 
achieve steady state under constant infusion. 
The concentration level achieved after this 
time is already 90% of the steady-state concen- 
tration and, clinically, it is difficult to distin- 
guish a 10% difference in concentrations. 

After determining the extent of oral drug 
bioavailability, half-life is probably the next 
most important parameter in terms of decid- 
ing the appropriateness of a drug for further 
development. Drugs with very short half-lives 
create problems in maintaining steady-state 
concentrations in the therapeutic range. 
Thus, a successful drug product with a short 
half-life will require a dosage form that allows 

a relatively constant prolonged input. Drugs 
with a very long half-life are favored in terms 
of efficacy considerations; however, this long 
half-life may be a negative characteristic in 
terms of toxicity considerations. Figure 17.4 
illustrates the importance of half-life in defin- 
ing the dosing interval. 

Figure 17.4 depicts the relationship be- 
tween the frequency of theophylline dosing 
and the plasma concentration time course 
when a steady-state theophylline plasma level 
of 15 pglmL is desired. The smoothly rising 
curve shows the plasma concentration 
achieved with an i.v. infusion of 43.2 mgh to a 
patient exhibiting an average theophylline 
clearance of 0.69 mL min-' kg-'. The steady- 
state theophylline plasma level achieved is 
midway within the therapeutic concentration 
range of 10-20 pg/mL. The figure also depicts 
the time courses for 8-hourly administration 
of 340 mg and 24-hourly administration of 
1020 mg, assuming that these doses are ad- 
ministered in an immediate release dosage 
form. In each case the mean steady-state con- 
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centration is 15 pg/mL. However, the peak to 
trough ratio and the concentrations achieved 
with the once-daily dosing (i.e., 1020 mg) of a 
rapidly released formulation would result in 
concentrations in the toxic range, exceeding 
20 pgJmL for certain periods of time, as well as 
concentrations less than 10 pg/mL, for signif- 
icant periods during each dosing interval. In 
contrast, the 8-hourly dosing, which is approx- 
imately equivalent to the half-life of theophyl- 
line, shows a twofold range in peak to trough, 
and theophylline levels stay within the thera- 
peutic plasma concentration range. 

Although half-life is a very important pa- 
rameter in therapeutics for defining the dos- 
ing interval, half-life can be a very misleading 
parameter when one is attempting to use 
pharmacokinetics as a tool in defining drug 
disposition. As depicted in Equation 17.25, 
half-life varies as a function of the two physi- 
ologically related parameters, volume and 
clearance. 

Half-life has little value as an indicator of 
the processes involved in either drug elimina- 
tion or distribution. Yet, early studies of drug 
pharmacokinetics in disease states have relied 
on drug half-life as the sole measure of alter- 
ation in drug disposition. Disease states can 
affect the physiologically related parameters, 
volume of distribution and clearance; thus, 
the derived parameter, half-life, will not nec- 
essarily reflect the expected change in drug 
elimination. 

As clearance decreases, because of a disease 
process, half-life would be expected to in- 
crease. However, this reciprocal relationship 
is exact only when the disease does not change 
the volume of distribution. For example, as 
Klotz and coworkers have shown, the increase 
in half-life of diazepam with age does not re- 
sult from a decrease in clearance but rather 
results from an increase in volume as the pa- 
tient ages (12). Clearance, a measure of the 
body's ability to eliminate the drug, does not 
significantly decrease with age for diazepam. 
However, when volume increases, less drug is 
in the blood flowing to the liver, and elimina- 
tion can occur only for those molecules that 

come into contact with the liver. Thus the time 
that the drug remains in the body is increased. 
Another example of how half-life is not a good 
predictor of mechanisms of elimination is 
given by studies with the oral antihypoglyce- 
mic tolbutamide. The half-life of tolbutamide 
decreases in patients with acute viral hepati- 
tis; that is, the drug appears to be eliminated 
faster by a diseased liver, the exact opposite 
from what one might expect. Here, the disease 
appears to decrease protein binding in both 
plasma and tissues, causing no change in vol- 
ume of distribution but an increase in free 
fraction in the plasma, which results in an in- 
crease in total clearance and, subsequently, a 
decrease in half-life (13). 

Equation 17.25 describes the half-life rela- 
tionship for a drug that appears to follow one- 
compartment body kinetics; that is, when the 
body is considered to be a single homogeneous 
pool of body fluids. However, many drugs ap- 
pear to exhibit multiple distribution pools and 
therefore may have multiple half-lives (as was 
depicted in Fig. 17.3 for IFN-a). Drugs with 
multiple half-lives are usually reported in the 
literature as having "distribution" and "ter- 
minal elimination" half-lives. Defining the 
"relevant" half-life in such situations has been 
addressed by Benet and coworkers (2, 14, 15). 

Consider the situation in which a drug is 
best described by a two-pool model, as has 
been suggested for IFN-a by Wills et al. (10). 
The data in the Wills study were recalculated 
to represent the equation describing the con- 
centration (ng/mL) of the drug after a 228 pg 
dose of IFN-a as a function of time (h), as 
given in Equation 17.26. 

The disposition constants in the exponents 
of Equation 17.26 correspond to half-lives of 
0.667 h (40 min) and 5.1 h. In the interferon 
literature, the 5.1-h half-life is generally re- 
ferred to as the mean elimination half-life, 
whereas the 40-min half-life, if mentioned at 
all, is generally referred to as a distribution 
half-life. These representations may not be ac- 
curate; the relevance of a particular half-life 
may be defined in terms of the fraction of the 
clearance that is related to each half-life. Note 



Drug Absorption, Distribution, and Elimination 

in Equation 17.8 that clearance is inversely 
related to area under the drug concentration 
time curve (AUC). When the equation describ- 
ing the time course of drug concentrations re- 
quires more than one exponential term, this 
circumstance can be represented by Equation 
17.27. For an n-compartment pharmacoki- 
netic model, 

AUC can be calculated as the ratio of coef- 
ficients and exponents as in Equation 17.28. 

AUC = LllAl + L21A2 + . + LJA, (17.28) 

Calculating AUC for IFN-a as described in 
Equation 17.26 yields 

AUC (ng h-l mL-l) = 13.59 + 4.01 
(77%) (23%) 

Note that 77% of the AUC relates to the coef- 
ficient and exponent for the 40-min half-life, 
which suggests that the 5.1-h half-life is in fact 
a minor contributor to the prediction of 
steady-state concentrations of IFN-a. The im- 
portance of these fractional areas can be ob- 
served if Equation 17.7 is rearranged to pre- 
dict steady-state concentrations (Css): 

Now, given that CL can be defined as given in 
Equation 17.9 as the relationship between an 
available single dose and AUC, Equation 1 7 . 7 ~  
becomes 

Thus, the ability to correctly predict C,, is 
dependent on the accuracy of the measure- 
ment of AUC. If the 5.1-h half-life for IFN-a is 
ignored, the data of Wills et al. suggest that 
the value for AUC, and therefore the steady- 
state concentration, will be underestimated by 
only 23%, given that this longer half-life rep- 
resents a relatively small fraction of the total 
IFN-a clearance (10). This error in drug con- 
centrations could probably be ignored with 
confidence because a 23% difference may often 

be within analytical error for protein drugs, as 
well as within the day-to-day variability in a 
particular patient. 

The above calculations assume that drug 
concentrations are important in defining the 
efficacy or toxicity of IFN-a. If this is true, the 
clinician can safely ignore the 5.1-h half-life in 
patients with normal elimination characteris- 
tics because little change in steady-state drug 
levels will be observed. However, it may be 
that the response, particularly toxicity, is re- 
lated to the amount of drug in the body, rather 
than the systemic concentration. The amount 
in the body at steady state (Ass) is the product 
of the systemic concentration and the steady- 
state volume of distribution: 

Ass = CssVss (17.30) 

As can be seen from Equation 17.24, the accu- 
rate calculation of V,, requires an under- 
standing of how AUMC is related to the frac- 
tional area of each half-life. The complications 
of this relationship will not be discussed in this 
introductory chapter but the correct estima- 
tion of Vss is always significantly determined 
by the terminal half-life. 

More recently, Benet has described so- 
called multiple dosing half-lives, the half-life 
for a drug that is equivalent to the dosing in- 
terval to choose so that plasma concentrations 
(Equation 17.31) or amounts of drug in the 
body (Equation 17.32) will show a 50% drop 
during a dosing interval at a steady state. 
These parameters are defined in terms of the 
mean residence time in the central compart- 
ment (MRTC) and the mean residence time in 
the body (MRT). 

MRTC in a one-compartment body model is 
the inverse of the rate constant for elimina- 
tion. In a multiple-compartment model, where 
the multiple dosing plasma half-life is useful, 
MTRC is given by the volume of the central 
compartment where drug concentrations are 
measured divided by clearance. MRT in Equa- 
tion 17.32 is the ratio of AUMCIAUC. 
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4.4 Loading Dose 

For drugs with long half-lives, the time to 
reach steady state is substantial. In these in- 
stances, it may be desirable to administer a 
loading dose that promptly raises the concen- 
tration of a drug in plasma to the projected 
steady-state value. In theory, only the amount 
of the loading dose needs to be computed, not 
the rate of its administration. To a first ap- 
proximation, this is true. The amount of drug 
required to achieve a given steady-state con- 
centration in the plasma is the amount of drug 
that must be in the body when the desired 
steady state is reached. For intermittent dos- 
age schemes, the amount is that at the average 
concentration. The volume of distribution is 
the proportionality factor that relates the to- 
tal amount of drug in the body to the concen- 
tration in the plasma. If a loading dose is ad- 
ministered to achieve the desired steady-state 
concentration, then 

Loading dose 

= amount in the body at steady state 

For most drugs, the loading dose can be 
given as a single dose by the chosen route of 
administration. However, for drugs that fol- 
low complicated a multicompartment model, 
the distribution phase cannot be ignored in 
the calculation of the loading dose. If the rate 
of absorption is rapid relative to distribution 
(this circumstance is always true for i.v. bolus 
administration), the concentration of drug in 
plasma that results from an appropriate load- 
ing dose can initially be considerably higher 
than desired. Severe toxicity may occur, albeit 
transiently. This may be particularly impor- 
tant, for example, in the administration of an- 
tiarrhythmic drugs, where an almost immedi- 
ate toxic response is obtained when plasma 
concentrations exceed a particular level. 
Thus, although estimation of the amount of 
the loading dose may be quite correct, the rate 
of administration can be crucial in preventing 
excessive drug concentrations, and slow ad- 
ministration of an i.v. drug (over minutes 
rather than seconds) is almost always wise. 

5 H O W  I S  PHARMACOKINETICS USED 
IN THE DEVELOPMENT PROCESS? 

5.1 Prechical Development 

The pharmacokinetics of a new molecular en- 
tity must be defined in the animal species used 
in preclinical drug development. This infor- 
mation serves as a portion of the required data 
necessary for submission of an IND (investiga- 
tional new drug) application. Generally, the 
absorption, distribution, metabolism, and ex- 
cretion of a new molecular entity is character- 
ized in a small animal such as a rodent (usu- 
ally the rat) and in a large animal (usually the 
dog and/or monkey). The drug should be char- 
acterized in terms of its clearance, volume of 
distribution, bioavailability, and half-life. In 
addition, the linearity of the drug pharmaco- 
kinetics over the doses anticipated for use in 
toxicology studies must be determined. Where 
nonlinearities are observed, the Michaelis- 
Menten parameters are characterized. These 
preclinical pharmacokinetics data may be 
used in an initial prediction of the disposition 
characteristics in humans. Theoretically, in- 
trinsic clearance or clearance and volume of 
distribution may be scaled up from the pre- 
clinical animal species to predict parameters 
in humans. At this time, these approaches 
have not been as successful as one would hope. 
With the rapid development in the under- 
standing of the metabolic isozymes involved in 
drug metabolism, and their conservation of 
characteristics across animal species, it is an- 
ticipated that scale-up procedures from ani- 
mal data may be more readily used in the fu- 
ture. 

5.2 Pharmacokinetics in Initial Phase I 
Human Studies 

Phase I human studies are designed to evalu- 
ate the absorption, distribution, metabolism, 
and excretion characteristics of a new molec- 
ular entity in humans. Except for potentially 
toxic drugs, as used in life-threatening dis- 
eases such as cancer and AIDS, phase I studies 
are usually undertaken in healthy volunteers. 
Here, the pharmacokinetic characteristics of 
the drug are defined as in the preclinical stud- 
ies. As described previously, the extent of 
availability after oral dosing and the half-life 
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of the drug are two of the critical parameters 
used by the drug industry in making decisions 
as to whether further study of the drug is jus- 
tified. For example, if first-pass elimination of 
a drug is extensive, as defined by Equation 
17.21, the drug manufacturer must make a 
decision as to whether it is economically feasi- 
ble to pursue further studies of this drug in 
humans. If the drug is unique in its pharma- 
codynamic characteristics, or is useful in 
treating life-threatening conditions, where in- 
travenous dosing will be acceptable to the 
medical community, then companies may pur- 
sue further development, even though they 
anticipate that oral bioavailability may be low 
and consequently highly variable from patient 
to patient. Similarly, as discussed previously, 
drugs with very short half-lives will be useful 
only if a controlled-release dosage form of the 
drug can be developed to maintain necessary 
systemic concentrations without excessive 
dosing throughout the day. As described ear- 
lier in the section on preclinical development, 
Phase I studies are also useful to determine 
whether a drug exhibits nonlinear kinetics 
and whether clearance may change during 
multiple dosing, as a result of either induction 
or inhibition of elimination pathways. An- 
other important part of Phase I evaluation is 
the effect of meals on drug bioavailability, 
both in terms of the extent and the rate of 
availability. The studies carried out in initial 
Phase I evaluation are used to predict the ap- 
propriate dose and the drug disposition char- 
acteristics that might be expected in patient 
populations. 

5.3 Pharmacokinetics in Phase II 
and Phase Ill Studies 

Once the drug disposition characteristics of a 
new molecular entity are defined, the drug 
must also be evaluated in the patient popula- 
tions that will receive the drug. Phase I1 stud- 
ies, the first studies in patients, are designed 
to select the appropriate dosage and condi- 
tions to be used in the pivotal multicenter 
large-scale clinical studies (phase 111) required 
to prove safety and efficacy. Phase I1 and 
phase I11 studies do not routinely involve de- 
tailed studies designed to characterize the 
drug's pharmacokinetics. Rather, on the basis 
of the information gained in the Phase I stud- 

ies, investigators predict the systemic concen- 
tration time course that would be observed in 
patients receiving the drug. Generally, a few 
plasma samples are taken during phase I1 and 
phase I11 studies, which are then used in a 
"population pharmacokinetic model" to deter- 
mine whether the characteristics of the drug 
in the patient population differ from those de- 
termined in healthy volunteers. This knowl- 
edge, of course, is important to accurately pre- 
dict the appropriate dosage regimen to be 
administered to the patient population, and to 
define the labeling for the dosage form to be 
marketed in the future. 

5.4 Late Phase I Pharmacokinetic Studies 

Once a drug sponsor has obtained information 
in patient populations through phase I11 stud- 
ies that a drug is safe and effective, a number 
of so-called phase I studies are then carried 
out to complete the pharmacokinetic package 
of information to be supplied to regulatory 
agencies. These studies include evaluating the 
effects of disease states on the drug pharma- 
cokinetics. For example, the effect of de- 
creased renal function, the effect of hepatic 
disease, the effects of age and gender, and the 
evaluation of potential interactions with other 
drugs that the patients may be taking are car- 
ried out during the late phase I studies. These 
studies are characterized as phase I because 
they are usually carried out in subjects who do 
not have the disease for which the drug has 
been prescribed, but rather have a particular 
characteristic that the regulatory agencies 
and the company wish to have evaluated. 

Often, the final dosage form to be marketed 
by the drug manufacturer is not exactly coin- 
cident with the dosage form that was used in 
the efficacy and safety studies in phase I11 pa- 
tient populations. Thus, the drug sponsor 
must carry out a bioequivalence study be- 
tween these dosage forms to ensure the regu- 
latory agencies that the product to be mar- 
keted is equivalent, in terms of the active 
ingredients, to the dosage form used in the 
pivotal phase I11 studies proving efficacy and 
safety. 

5.5 Pharmacokinetics in Phase IV 

Phase IV constitutes studies that are carried 
out after regulatory approval and commercial 
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sales of the product. In some cases, regulatory 
agencies may request the pharmaceutical 
manufacturer to carry out a drug interaction 
or a disease interaction study after approval of 
the drug for marketing. These studies are 
used to ensure that the labeling and the dos- 
age recommendations under particular condi- 
tions are accurate. In addition, the pharma- 
ceutical manufacturer may need to change the 
manufacturing processes for the dosage form 
after the drug is on the market. Under these 
conditions, bioequivalence studies would be 
required by the regulatory agencies to ensure 
that the new product is equivalent to that pre- 
viously marketed by the company. 

6 APPLICATIONS IN AREAS OTHER 
THAN DRUG DISCOVERY 

In addition to the wide application of pharma- 
cokinetics in the drug discovery process and in 
clinical pharmacology, pharmacokinetics has 
also been found to be extremely useful in en- 
vironmental science. In toxicological studies, 
such as pesticide exposure, water contami- 
nants exposure, and air-borne carcinogens ex- 
posure, pharmacokinetics becomes a valuable 
tool in evaluating the-safety level of such com- 
pounds in humans or domestic animals. 
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1 I N T R O D U C T I O N  

Although thousands of compounds, really 
hundreds of thousands in today's pharmaceu- 
tical industry, are synthesized and evaluated 
every year, very few make it to clinical testing 
and fewer still make it to the market. The rea- 
sons for failure are many. One thing is always 
true though: a marketable dosage form with 
the desired drug delivery properties must be 
developed to commercialize a product! Be- 
cause of the challenges associated with drug 
discovery and development, the opportunity 
to identify and develop a safe and effective 
product benefits greatly from the integration 
of pharmacology, chemistry, toxicology, me- 
tabolism, clinical research, and formulation 
development. Every discovery team will bene- 
fit by keeping this in mind. The ability to iden- 
tify a suitable dosage form can make or break 
a product. The dosage form must achieve the 
desired concentration at the desired site (often 
considered the blood) for the desired duration. 
Furthermore, the dosage form must be robust 
and manufacturable! 

To initiate formulation development activ- 
i t i e e tha t  is, the identification of a "market- 
able" product-important physical and chem- 
ical properties (physicochemical properties) as 
well as permeability properties need to be de- 
termined. Evaluation of these properties early 
in the discovery process can help discovery 
teams not only to select which templates to 
pursue but also to identify the most promising 
leads. This information is also valuable 
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"downstream" as decisions regarding dosage 
form design are being made. The focus of this 
chapter is primarily on those physicochemical 
properties that are most important in the eval- 
uation of discovery leads and provides the in- 
formation and guidance needed as dosage 
form development is started and progresses. It 
will become apparent that the dosage forms 
that make sense to consider are dictated to a 
large extent by physicochemical properties. 
Throughout this chapter there is an emphasis 
on the tools and principles that will be helpful 
to the medicinal chemist during the drug dis- 
covery process, with particular emphasis .on 
oral dosage forms. 

It must be emphasized that, throughout 
the discovery and development process, col- 
laboration between the drug discovery ex- 
perts, medicinal chemistry scientists, and clin- 
ical development and drug delivery scientists 
is extremely important in identifying lead 
compounds that have the best chance of sur- 
viving the development process and lead to a 
marketable product. In some ways, drug dis- 
covery and development is a bit like a crap- 
shoot; the best we can do is load the dice in our 
favor to improve our odds of finding successful 
compounds by understanding and applying 
sound scientific principles. 

2 SOLID F O R M  SELECTION 

Usually, for oral drug delivery, crystalline sol- 
ids are preferred. This is especially true for 
solid dosage forms such as tablets or capsules, 
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where the solid form of the active ingredient is 
often a critical component in determining dos- 
age form manufacturing, performance, and 
stability. Ideally, though not always, the most 
thermodynamically stable form is used be- 
cause it will generally provide the greatest 
physical and chemical stability. Therefore, 
early identification and selection of the solid 
form to be used in development becomes par- 
amount, given its direct impact on physico- 
chemical and drug delivery attributes. 

Many of the physicochemical properties 
discussed in this chapter are, in fact, depen- 
dent on the solid form. Aqueous solubility, hy- 
groscopicity, and chemical stability are three 
obvious examples where very large differences 
may exist between solid forms. It is therefore 
valuable to begin a rigorous process of identi- 
fying solid forms early in the discovery pro- 
cess. This information is valuable as discovery 
efforts proceed. As lead compounds are identi- 
fied, a systematic approach to the synthesis of 
crystalline salts should take place where pos- 
sible and appropriate by use of different sol- 
vents and counterions (1). Once salts of inter- 
est are identified, a systematic approach to the 
crystallization, identification, and character- 
ization of all solid forms including salts should 
be undertaken. This often requires a system- 
atic approach to crystallization, often from a 
variety of solvents, to identify polymorphs as 
well as alternative pseudopolymorphs such as 
solvates (2,3). Selection of the right solid form 
or salt can allow the formulation scientist to 
design the dosage form with optimal physico- 
chemical and drug-release properties. A thor- 
ough understanding of the polymorphs, pseu- 
dopolymorphs, hydrates, solvates, salt forms, 
and amorphous forms maximizes the opportu- 
nity to understand, control, and predict the 
behavior of a compound in the solid state, 
identify the appropriate dosage forms to con- 
sider, and develop a marketable product. 

This section provides a brief overview of 
solid form considerations. The physicochemi- 
cal characterization described in this chapter 
can, in effect, be applied to each of the forms 
that have been identified and isolated because 
each solid form will have a unique set of phys- 
icochemical properties. Careful consideration 
of these properties will inevitably lead to the 

Figure 18.1. pH-solubility profile of different acids 
of a free base. 

identification of better lead compounds and 
forms with which to enter development. 

2.1 Salts 

The preparation of salts is frequently under- 
taken to improve the physicochemical proper- 
ties of an ionizable compound. Most often, im- 
provement of solubility and dissolution rate is 
desired. However, improvement in crystallin- 
ity (e.g., melting point), stability, or hygro- 
scopicity may be possible (1, 2). Figure 18.1 
shows the solubility of several salts of terfena- 
dine and the free base as a function of pH. 
Development of salts, particularly soluble 
salts of insoluble compounds, is not without 
challenge, however. Complete characteriza- 
tion of salt forms is needed (4). If the salt is 
very soluble, precipitation of the insoluble free 
base (or free acid) may occur in uivo under 
physiological pH conditions. 

Systematic screening for salts is advanta- 
geous at an early stage to identify the most 
desirable salts from the perspective of solubil- 
ity, dissolution rate, solid state stability, hy- 
groscopicity, toxicity, and drug delivery. In 
particular, consideration of the toxicological 
properties of the counterion is needed. For 
some counterions, toxicological concerns may 
exist because of the high doses needed during 
drug safety evaluation, whereas the quantity 
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Table 18.1 Selected Counterions Suitable for Salt Formation 

Anions Cations 

Preferred Citratea 

Universally accepted by regulatory agencies with no significant Hydrochloridea 

limit on quantities Phosphatea 

Generally accepted Acetatea 

Generally accepted but with some limitation on quantities Besylate 
and/or route of administration Gluconate 

Lactate 
Malate 
Mesylatea 

Nitratea 

Succinate 
Sulfatea 

Tartratea 

Tannate 
Tosylate 

Suitable for use 
More limited approval with some limitation on quantities 

which are acceptable in safety studies or human use 
and/or route of administration 

Adipate 
Benzoate 
Cholate 
Edisylate 
Hydrobromide 
Fumarate 
Maleatea 
Napsylate 
Pamoate 
Stearate 

Choline 
Ethylenediamine 
Tromethamine 

Arginine 
Glycine 
Lycine 
Magnesium 
Meglumine 

"Commonly used. 

of the counterion present in the marketed dos- 
age form may not be problematic. Table 18.1 is 
a summary of the most commonly used coun- 
terions for pharmaceutical salt formation. A 
review of U.S. Food and Drug Administration 
(FDA) approved drugs shows over 60 different 
counterions have been used (1). 

2.2 Polymorphs 

Polymorphs differ in solid crystalline phase 
structure (crystal packing) but are identical in 
the liquid and vapor states (5). As such, differ- 
ent polymorphs may exhibit very different 
properties. In effect, two different polymorphs 
of the same molecule may be as different in 
their physicochemical properties as the crys- 
tals of two different compounds. Properties 
such as melting point, solubility, dissolution 
rate, stability, hygroscopicity, and density can 
all vary with polymorph. In fact, it is a safe bet 
that multiple polymorphs will exist of a crys- 

talline form and a large number of pharma- 
ceutical compounds have been shown to crys- 
tallize in multiple polymorphic forms. It is 
therefore appropriate and even "mandatory" 
to actively pursue polymorph identification (2, 
6). The first form isolated in the medicinal 
chemistry laboratory is not necessarily the 
most stable, soluble, or desirable form for test- 
ing or development. Identification of the most 
stable form, which is generally the form that is 
most desirable for development, is critical to 
the successful development of a stable solid 
dosage form. It is also valuable to identify and 
characterize the other metastable polymor- 
phic forms that may have more desirable prop- 
erties. Even if a metastable crystalline form is 
ultimately chosen for development, an under- 
standing of the properties of the thermody- 
namically stable form is critical to the devel- 
opment of a dosage form with maximum 
stability. 
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2.3 Pseudopolymorphs 

Pseudopolymorphs are not strictly poly- 
morphs because they differ from each other in 
the solid crystalline phase, such as through 
the incorporation of solvents (solvates) or wa- 
ter (hydrates). Pseudopolymorphs may also be 
suitable for development and should be iden- 
tified and evaluated during solid form screen- 
ing activities. 

2.3.1 Hydrates. Generally, hydrates are 
considered appropriate pseudopolymorphs for 
development. Many drugs are marketed as hy- 
drates, presumably because they are either 
the most stable form at "typical" relative hu- 
midities or because they offer other drug de- 
livery advantages. Hydrates often, though not 
always, are less soluble in water than the cor- 
responding anhydrous form. If the hydrate is 
less soluble, it often crystallizes when the an- 
hydrous form is suspended in water and al- 
lowed to equilibrate. 

An important consideration for hydrates is 
the humidity range in which interconversion 
of the anhydrous form and hydrate occurs. In 
theory, exposing anhydrous or hydrous forms 
to different relative humidities and evaluating 
the solid form and moisture content present at 
"equilibrium" can characterize this. However, 
the interconversion rate between anhydrous 
and hydrate forms is often slow. A more 
rapid and efficient method is to slurry anhy- 
drous and hydrate forms in solvents of varying 
water activity (7,s). The slurry facilitates and 
speeds conversion to the most stable form at 
the specified water activity and temperature. 
Characterization of the solid form at equilib- 
rium in the slurry allows a more precise deter- 
mination of the relative humidity (RH; i.e., 
water activity in the vapor phase) at which 
conversion occurs. Appropriate selection of ex- 
cipients, manufacturing processing condi- 
tions, packaging, and storage conditions may 
minimize changes in form that can occur for 
such compounds in a dosage form. However, 
the development needs and regulatory bur- 
dens to demonstrate adequate physical stabil- 
ity (e.g., no conversion to another form in the 
dosage form) may be undesirable (6) and it is 
often best to avoid these forms if possible. 

As a general rule, anhydrous forms that do 
not convert to the hydrate below 75% RH (at 
equilibrium) are likely to exhibit adequate 
physical and chemical stability in oral solid 
dosage forms. Adequate manufacturing and 
packaging can be designed to protect most oral 
solid dosage forms from exposure to >75% 
RH. Conversely, hydrates that do not convert 
to the anhydrous form until the relative hu- 
midity drops below about 20% (at equilibrium) 
are also likely to exhibit adequate physical sta- 
bility in solid dosage forms. 

2.3.2 Solvates. Generally, solvates are un- 
desirable as a final form because the solvent is 
frequently unacceptable for human use. How- 
ever, the formation of solvates can frequently 
occur during drug synthesis, and understand- 
ing their physicochemical properties is a key 
to proper control and crystallization of the de- 
sired solid form. Desolvated solvates can re- 
tain the structure of the solvate even after the 
solvent is removed by drying or vacuum. Small 
changes in lattice parameters may occur and 
the remaining desolvated solvate form tends 
to be less ordered (2). Under some circum- 
stances, a desolvated solvate may be used as 
an intermediate in the preparation of the final 
solid form. 

2.4 Amorphous Solids 

Although development of oral dosage forms 
most often takes advantage of crystalline solid 
forms, amorphous solids have occasionally 
been used and offer some unique opportuni- 
ties to overcome limitations associated with 
crystalline forms. This is sometimes necessary 
if no crystalline forms can be identified. Arnor- 
phous solids may be prepared by solvent evap- 
oration, freeze-drying, or coprecipitation pro- 
cesses. Because of their higher energy state, 
amorphous solids may be used to improve sol- 
ubility or dissolution rate. However, caution 
and careful formulation is required to ensure 
that no undesirable form changes occur 
within the dosage form that could compromise 
physical or chemical properties of the product 
throughout its shelf life. Amorphous solids are 
generally quite hygroscopic, less chemically 
stable than crystalline forms, and difficult to 
handle. 
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Table 18.2 Important Physical, Chemical, and Biological Properties for Oral Drug Delivery 

Physical Properties Chemical Properties Biological Properties 

Polymorphic form(s) 
Crystallinity 
Melting point 
Particle size, shape, surface area 
Density 
Hygroscopicity 
Aqueous solubility as a function of pH 
Solubility in organic solvents 
Solubility in presence of surfactants 

(e.g., bile acids) 
Dissolution rate 
Wettability 
Partition coefficient (octanol-water) 

Ionization constant (pK,) Membrane permeability 
Solubility product (K,,) of salt forms Gut metabolism 
Chemical stability in solution First-pass metabolism 
Chemical stability in solid state Systemic metabolism 
Photolytic stability 
Oxidative stability 
Incompatibility with formulation 

additives 
Complexation with formulation 

additives 

2.5 Nonsolid Forms 

Nonsolid forms of active pharmaceutical in- 
gredients are rarely used in oral dosage 
forms primarily because of difficulties in iso- 
lation and in carrying out weighing and pro- 
cessing steps commonly used in pharmaceu- 
tical manufacturing. It is possible, however, 
to incorporate liquids directly into liquid 
formulations such as syrups and in liquid- 
filled capsule preparations. However, this 
approach rarely offers any advantage over 
the use of a solid form and should be avoided 
if at all possible through the use of appropri- 
ate solid form crystallization or salt selec- 
tion studies. 

3 PHYSICOCHEMICAL PROPERTY 
EVALUATION 

Measurement of key physicochemical proper- 
ties of the most relevant solid forms of lead 
compounds early in the discovery process can 
help discovery teams not only to select which 
templates to pursue but also to identify prom- 
ising leads. This information is particularly 
valuable "downstream" as decisions regarding 
dosage form design are being made. Some of 
the key physical, chemical, and biological 
properties that should be of interest to both 
the discovery team and the formulation scien- 
tist are listed in Table 18.2. Of these, the phys- 
icochemical properties that have a clear im- 
pact on the feasibility of oral formulation 
development are: melting point, partition co- 
efficient, aqueous solubility, biological mem- 

brane permeability, hygroscopicity, ionization 
constants, solution stability, and solid state 
stability. These are discussed in greater detail 
in the following sections. I t  should be kept in 
mind that many of these properties are depen- 
dent on the solid form, and complete charac- 
terization of each of the most relevant solid 
forms is needed to provide a complete physico- 
chemical picture. 

Many of the physicochemical properties of 
interest are dependent on the solid form and, 
unfortunately, successful prediction of poly- 
morphic forms is inexact. This, in combination 
with the fact that prediction of physicochenii- 
cal properties is also very challenging, makes 
ab initio prediction very difficult and impre- 
cise. However, some discussion of predictive 
tools is included in this chapter. A general 
comment regarding ab initio prediction is that 
"order of magnitude" predictions may be pos- 
sible once some basic physicochemical infor- 
mation is available. However, the complexity 
and diversity of the chemistry space make re- 
liable predictions across a broad spectrum of 
chemical structures very difficult. I t  is not sur- 
prising then that physicochemical predictions 
across more narrowly defined chemical spaces 
(e.g., chemical or therapeutic classes) can be 
more reliable and useful. Drug delivery, for- 
mulation, and computational chemistry ex- 
perts will likely be able to provide a useful 
perspective on opportunities to take advan- 
tage of such ab initio predictions within the 
chemistry space that discovery teams often op- 
erate. 
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3.1 Melting Point 

Melting point is defined as the temperature at 
which the solid phase exists in equilibrium 
with its liquid phase. As such, the melting 
point is a measure of the "energy" required to 
overcome the attractive forces that hold the 
crystal together. Melting point determination 
is of great value and can successfully be ac- 
complished by any of several commonly used 
methods, including visual observation of the 
melting of material packed in a capillary tube 
(Thiele arrangement), hot-stage microscopy, 
or other thermal analysis methods such as dif- 
ferential scanning calorimetry (DSC). Careful 
characterization of thermal properties such as 
that possible with DSC provides the investiga- 
tor with an opportunity to assess and quantify 
the presence of impurities as well as the pres- 
ence or interconversion of polymorphs and 
pseudopolymorphs. Melting points and the en- 
ergetics of desolvation can also be evaluated, 
as can the enthalpies of fusion for different 
solid forms. 

As a practical matter, low melting materi- 
als tend to be more difficult to handle in con- 
ventional solid dosage forms. Melting points 
below about 60°C are generally considered to 
be problematic and melting points greater 
than 100°C are considered desirable. Temper- 
atures in conventional manufacturing equip- 
ment such as high shear granulation equip- 
ment, fluid bed granulation, and drying as well 
as production tablet machines can exceed 40- 
80°C. Although amorphous solids do not have 
a distinct melting point, they undergo soften- 
ing as temperatures approach the glass-tran- 
sition temperature. Furthermore, common 
handling procedures (e.g., weighing, process- 
ing) can be difficult for low melting materials. 
Alternative dosage forms (liquid type) may be 
required for liquid or low melting materials. A 
comparison of melting points of polymorphs 
also provides a perspective on the relative sta- 
bility of polymorphic forms (5). For mono- 
tropic polymorphs, the highest melting poly- 
morph is the most stable at all temperatures, 
whereas for enantiotropic polymorphs, the 
highest melting polymorph is not necessarily 
the most stable at all conditions (5). 

Ab initio prediction of melting point is not 
currently very practical because there is no 

general relationship yet that relates melting 
points of compounds to chemical structure. 
Some success has been achieved for small data 
sets of hydrocarbons and substituted aromat- 
ics (9). Yalkowsky and coworkers (10-12) 
have had some success in the use of a group 
contribution and molecular geometry ap- 
proach to predict the melting points of ali- 
phatic compounds. To date, melting point pre- 
dictions for these limited data sets are in the 
range of 235°C. The melting point of organic 
molecules is primarily controlled by the inter- 
molecular forces (van der Wads, dipolar 
forces, hydrogen bonds) and molecular sym- 
metry (11). Computational tools to predict 
polymorphs and melting points have been 
used to a limited extent thus far (13). Greater 
molecular symmetry, which determines how 
efficiently molecules will pack in a crystal, and 
the presence of hydrogen donor groups both 
significantly increase intermolecular interac- 
tions in the solid state and increase melting 
point. 

3.2 Partition Coefficient 

The partition coefficient is defined for dilute 
solutions as the molar concentration ratio of a 
single, neutral species between two phases at 
equilibrium: 

Usually the logarithm (base 10) of the parti- 
tion coefficient (log P) is used because parti- 
tion coefficient values may range over 8-10 
orders or magnitude. Indeed, the partition co- 
efficient, typically the octanol-water partition 
coefficient, has become a widely used and stud- 
ied physicochemical parameter in a variety of 
fields, including medicinal chemistry, physical 
chemistry, pharmaceutics, environmental sci- 
ence, and toxicology. Although P is the parti- 
tion coefficient notation generally used in the 
pharmaceutical and medicinal chemistry liter- 
ature, environmental and toxicological sci- 
ences have more traditionally used the term K 
or KO,. 

One of the earliest applications of oillwater 
partitioning to explain pharmacological activ- 
ity was the work of Overton (14) and Meyer 
(15) over a century ago, which demonstrated 
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that narcotic potency tended to increase with 
oiVwater partition coefficient. The estimation 
and application of partition coefficient data to 
drug delivery began to grow rapidly in the 
1960s (16-21), to become one of the most 
widely used and studied physicochemical pa- 
rameters in medicinal chemistry and pharma- 
ceutics. 

Selection of the octanol-water system is of- 
ten justified in part because, like biological 
membrane components, octanol is flexible and 
contains a polar head and a nonpolar tail. 
Hence, the tendency of a drug molecule to 
leave the aqueous phase and partition into oc- 
tan01 is viewed as a measure of how efficiently 
a drug will partition into and diffuse across 
biological barriers such as the intestinal mem- 
brane. Although the octanol-water partition 
coefficient is, by far, most commonly used, 
other solvent systems such as cyclohexane- 
water and chloroform-water systems offer ad- 
ditional insight into partitioning phenomena. 

Partition coefficients are relatively simple 
to measure, at least in principle. However, the 
devil is in the details and certain aspects de- 
mand sufficient attention that rapid through- 
put methodologies have not yet been success- 
fully developed to cover a broad range of 
partitioning. Several recent reviews of experi- 
mental methods provide an abundance of 
practical information on the accurate determi- 
nation of partition coefficients (22, 23). In- 
deed, some of the motivation to develop reli- 
able predictions of partition coefficient lies in 
the fact that measurement is often time-con- 
suming and challenging (24). 

With the widespread application of lipophi- 
licity and partitioning to biophysical pro- 
cesses, a wide variety of tools is currently 
available to estimate partition coefficient. Sev- 
eral recent reviews of programs and methods 
that are commercially available have been 
published (25-28). Predictive methods may be 
broken down into the following basic ap- 
proaches to partition coefficient estimation: 
(1 )  group contribution methods, by use of mo- 
lecular fragments; (2) group contribution, by 
use of atom-based contributions; (3) confor- 
mation-dependent or molecular methods; (4) 
combined fragment and atom-based methods; 
and (5) other physicochemical methods. 

As mentioned earlier, partition coefficient 
refers to the distribution of the neutral spe- 
cies. For ionizable drugs in which the ionized 
species does not partition into the organic 
phase, the apparent partition coefficient (D) 
can be calculated from the following: 

Acids: 

(PH-PKJ) (18.2) log D = log P - log(1 + 10 

Bases: 

(PK,-PH)) (18.3) log D = log P - log(1 + 10 

Critical reviews of computational methods are 
available in the literature (24-28). Each com- 
putational method has strengths and weak- 
nesses, although it is important to keep in 
mind that any computational tool is only as 
good as its database and that extrapolation to 
compound structures that lie outside that data 
set is risky. In general, predictive methods can 
be viewed as providing the best estimates for 
the chemistry spaces used to develop the 
model. For medicinal chemists, this means 
that the greatest success is likely to be 
achieved with the development of specific re- 
lationships for the class of compounds of inter- 
est. Measurement of representative com- 
pounds within a therapeutic class may veljr 
likely allow more accurate prediction of the 
properties of the entire class. 

3.3 Aqueous Solubility 

At its simplest, the importance of aqueous sol- 
ubility in determining oral absorption can be 
seen from the following equation describing 
the flux of drug across the intestinal mem- 
brane: 

where P, is the intestinal membrane perme- 
ability, Ci is the aqueous drug concentration 
(un-ionized) in the intestine, and C,  is the por- 
tal blood concentration (un-ionized). 

If solid drug is present in the intestine, the 
concentration in the intestinal tract may ap- 
proach or equal its aqueous solubility, S, if 
dissolution and release of drug from the dos- 
age form is sufficiently rapid (Ci - S). From 
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Equation 18.4, then, it is apparent that the 
flux of drug across the intestine is directly pro- 
portional to its aqueous solubility. For drugs 
that have high intestinal membrane perme- 
ability (P,) aqueous solubility may be the lim- 
iting factor to adequate drug absorption. Gen- 
erally, only the un-ionized species is absorbed; 
thus, for ionizable compounds, the concentra- 
tion of the un-ionized form should be consid- 
ered in Equation 18.4. 

Generally, drug solubility is determined by 
adding excess drug to well-defined aqueous 
media and agitating until equilibrium is 
achieved. Appropriate temperature control, 
solute purity, agitation rate, and time as well 
as monitoring of the solid phase at equilibra- 
tion are needed to ensure that high quality 
solubility data are obtained (29). In particular, 
it is important to evaluate the suspended solid 
form present at equilibrium because conver- 
sion to another solid form (e.g., polymorph, 
pseudopolymorph, hydrate, salt) may occur 
during equilibration. If a form change has oc- 
curred, the measured solubility is more likely 
representative of the solubility of the final 
form present rather than the starting mate- 
rial. Efforts to develop high throughput 
screening methods to measure or classify sol- 
ubility have recently been undertaken (30) 
with some success, although they generally 
suffer from being a dynamic measure (i.e., not 
equilibrium) and increased variability attrib- 
uted to higher throughput. 

A number of different techniques have 
been proposed for estimating aqueous solubil- 
ity. They can broadly be classified as (1) meth- 
ods based on group contributions, (2) tech- 
niques based on experimental or predicted 
physicochemical properties (e.g., partition co- 
efficient, melting point), (3) methods based on 
molecular structure (e.g., molar volume, mo- 
lecular surface area, topological indices), and 
(4) methods that use a combination of ap- 
proaches (29,31,32). Although all of the meth- 
ods have some theoretical basis, their use in 
predicting aqueous solubility is largely empir- 
ical. Detailed discussions may be found in the 
literature of the fundamentals of solubility 
measurement and prediction (29, 30). Each 
approach has advantages and has been suc- 
cessfully applied to a variety of classes of 
compounds to develop and test the accuracy 

of solubility predictions. Usually, approaches 
that are developed from structurally related 
analogs yield more accurate predictions 
(32). 

Aqueous solubility is determined, in a sim- 
ple sense, by the interaction of solute mole- 
cules in the crystal lattice, interactions in so- 
lution, and the entropy changes as the solute 
passes from the solid phase to the solution 
phase. Accordingly, the pioneering work of 
Yalkowsky and Valvani (33) successfully esti- 
mated the solubility of rigid short-chain non- 
electrolytes with the following equation: 

log(S) = -log(P) - 0 .O 1 (MP) + 1 .O5 

where S is molar solubility, P is the octanol- 
water partition coefficient, and MP is the 
melting point in "C. 

The Yalkowsky-Valvani equation provides 
insight into the relative importance of crystal 
energy (melting point) and lipophilicity (par- 
tition coefficient). This semiempirical ap- 
proach has subsequently been applied to and 
refined for a variety of solutes and classes of 
compounds (33-37). From Equation 18.5, one 
can see that the octanol-water partition coef- 
ficient is a significant predictor of aqueous sol- 
ubility. A 1 log unit change in aqueous solubil- 
ity can be expected for each log unit change in 
partition coefficient. By comparison, a melt- 
ing point change of 100°C is required to have 
the same 1 log unit change on solubility. The 
Yalkowsy-Valvani and similar equations can 
be used to predict aqueous solubility often 
within a factor of 2, by use of predicted par- 
tition coefficients and measured melting 
points. 

Aqueous solubility prediction continues to 
be an active area of research, with a wide va- 
riety of approaches being applied to this im- 
portant and challenging area. To date, group 
contribution approaches as well as correlation 
with physicochemical properties (partition co- 
efficient) appear to be the most promising (29, 
32). I t  is important to keep in mind that cor- 
relations that are developed from structurally 
related analogs would consistently yield more 
accurate predictions. 
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3.4 Dissolution Rate 

Aqueous solubility can also play a critical role 
in the rate of dissolution of drug and hence 
release from dosage forms. The dissolution 
rate of a solute from a solid was shown by 
Noyes and Whitney (38) to be 

Dissolution rate = (AIV)(DIh)(S - C) 

where A is the drug surface area; V is the vol- 
ume of dissolution medium; D is the aqueous 
diffusion coefficient; h is the "aqueous diffu- 
sion layer thickness," which is dependent on 
viscosity and agitation rate; S is the aqueous 
drug solubility at the surface of the dissolving 
solid; and C is the concentration of drug in the 
bulk aqueous phase. 

From the Noyes-Whitney equation, the dis- 
solution rate is seen to be directly proportional 
to the aqueous solubility (S) as well as the 
surface area (A) of drug exposed to the disso- 
lution medium. It is common practice, espe- 
cially for low solubility drugs, to increase the 
dissolution rate by increasing the surface area 
of a drug through particle size reduction. If the 
drug surface area is too low, the dissolution 
rate may be too slow and absorption may be- 
come dissolution rate limited. For high solu- 
bility drugs, the dissolution rate is generally 
fast enough that a high drug concentration is 
achieved in the lumen and extensive particle 
size reduction is not needed. Synthesis of high 
solubility salts of weak acids or bases is com- 
monly undertaken to facilitate rapid dissolu- 
tion in the gastrointestinal (GI) tract. On the 
basis of theoretical considerations (391, as a 
rough "rule of thumb," if the particle diameter 
(in micrometers) is less than the aqueous sol- 
ubility (in pgImL), further particle size reduc- 
tion is probably not needed to achieve conven- 
tional immediate release dissolution profiles. 

3.5 Permeability 

Lead compounds generated in today's phar- 
maceutical research environment, frequently 
through the use of high throughput screen 
programs, often have unfavorable biopharma- 
ceutical properties. These compounds are gen- 
erally more lipophilic, less soluble, and of 
higher molecular weight (30). Indeed, perme- 

ability, solubility, and dose, referred to as the 
triad (30), determine whether a drug molecule 
can be developed into a commercially viable 
product with the desired properties. As de- 
scribed earlier by Equation 18.4, intestinal 
permeability can be critically important both 
in controlling the rate and extent of absorp- 
tion and in achieving desired plasma levels. 

It is often assumed that the major factors 
determining transport of drugs across the in- 
testinal membrane are molecular size and hy- 
drophobicity. Although true to some extent, 
this is a simplistic view of drug transport 
across a complex biological barrier (40). There 
are essentially four mechanisms by which 
drugs may cross the intestinal membrane: 
passive diffusion, carrier-mediated transport, 
endocytosis, and paracellular transport. Of 
these, passive diffusion across the intestinal 
membrane follows Fick's law (Equation 18.4) 
and is often the major mechanism for low mo- 
lecular weight, lipophilic compounds. Trans- 
port is proportional to intestinal membrane 
permeability. Passive transport depends to a 
large extent on three interdependent physico- 
chemical parameters: lipophilicity, polarity, 
and molecular size (41-43). Maximizing pas- 
sive absorption generally involves optimizing 
these properties. Molecules, most commonly 
hydrophilic in nature, may also pass through 
the tight junctions that exist between adjacent 
epithelial cells. However, tight junctions are 
estimated to constitute only 0.1% of the sur- 
face area of the intestine (44) and so limit this 
mechanism. Some compounds are reported to 
open tight junctions, thereby increasing para- 
cellular transport. 

Epithelial cells are also knovim to contain 
P-glycoprotein (P-gp) efflux pumps that serve 
to pump drugs out of the cells and back into 
the lumen against a concentration gradient. 
The small intestine is particularly rich in P-gp 
pumps and this mechanism has been shown to 
limit the oral absorption of a variety of mole- 
cules such as cyclosporin, digoxin, ranitidine, 
and cytotoxic drugs (40, 45, 46). The role of 
efflux pumps in drug absorption is a topic of 
great interest and research and its importance 
may be greater than is currently recognized 
(46). 

Although physicochemical descriptors of 
drug molecules are generally not adequate to 
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Table 18.3 Rule of Fivea 

Molecular weight > 500 
LogP>  5 
Number of H-bond acceptors > 10 (sum of nitrogens and oxygens in molecule) 
Number of H-bond donors > 5 (sum of OHs and NHs in molecule) 

"Ref. 30. 

precisely predict oral bioavailability, there is 
certainlv value to the medicinal chemist to un- " 

derstand some of the basic molecular proper- 
ties that influence permeability. Of these, pas- 
sive transport in particular depends to a large 
extent on three interdependent physicochem- 
ical parameters: lipophilicity, polarity, and 
molecular size (41,42,47-50). 

Drug lipophilicity is widely used as a pre- 
dictor of membrane permeability, given that 
partitioning of drug into the lipophilic epithe- 
lial cells is a necessary step for passive diffu- 
sion. Chief among the measures of lipophilic- 
ity is the octanol-water partition coefficient 
discussed earlier in greater detail. However, 
lipophilicity alone is inadequate to accurately 
predict bioavailability, and this is no surprise 
considering the complicated multifaceted na- 
ture of transport across the intestinal mem- 
brane (51). Even when limiting predictions to 
drugs that are absorbed by passive diffusion, 
only an approximate relationship between li- 
pophilicity and permeability is observed (41). 
However, excessively high lipophilicity is 
clearly a detriment to efficient absorption, 
probably because it is reflected in a very low 
aqueous solubility. Also, highly lipophilic 
drugs may become sequestered in the cell, 
with little improvement in permeability 

- 

across the membrane. In a recent study by 
Lipinski and coworkers (48), only about 10% 
of the compounds that entered late-stage clin- 
ical testing (phase 11) had a log P value greater 
than 5. 

Additional factors that appear to influence 
permeability are polarity and molecular 
weight. An excessive number of hydrogen 
bond donors and hydrogen bond acceptors 
have been correlated to decreased permeabil- 
ity. Lipinski and others (48, 52, 53) also con- 
cluded that molecules with more than five hy- 
drogen bond donors (number of NH + number 
of OH) and more than 10 hydrogen bond ac- 
ceptors (number of nitrogens + number of 

oxygens) are not common in compounds that 
have reached later-stage clinical development 
and this is likely the result of decreased ab- 
sorption. Finally, they conclude that molecu- 
lar weight also appears to be a factor. Very few 
compounds with a molecular weight greater 
than 500 proceed very far in development. On 
the basis of these observations, Lipinski and 
coworkers defined the "Rule of Five" as de- 
scribed in Table 18.3 as a reasonable rule- 
based guideline to consider (30). If molecules 
exceed two or more of the "limits," the medic- 
inal chemist should be concerned that oral ab- 
sorption may be a significant problem. 

With the difficulties associated with accu- 
rate estimation of permeability based only on 
physicochemical properties, a variety of meth- 
ods of measuring permeability have been de- 
veloped and used, among which are: (1) cul- 
tured monolayer cell systems, such as Caco-2 
or MDCK; (2) diffusion cell systems that use 
small sections of intestinal mucosa between 
two chambers; (3) in situ intestinal perfusion 
experiments performed in anesthetized ani- 
mals such as rats; and (4) intestinal perfusion 
studies performed in humans (40,54-62). All 
of these methods offer opportunities to study 
transport of drug across biological membranes 
under well-controlled conditions. Caco-2 mono- 
layer systems in particular have become in- 
creasingly commonly used in recent years and 
human intestinal perfusion methods are also 
becoming more commonly available. Correla- 
tions between Caco-2 permeability and ab- 
sorption in humans have been developed in 
several laboratories (63-72). As shown in Fig. 
18.2, a correlation between absorption in hu- 
mans and Caco-2 permeability is obtained in 
each laboratory but with a displacement of the 
curve (73). A comparison of the variability in 
Caco-2 permeability values from different lab- 
oratories demonstrates that direct comvari- 
son of results between laboratories must be 
done with caution. For this reason it is neces- 
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Figure 18.2. Correlation between absorbed fraction in humans after oral administration and per- 
meability in Caco-2 monolayers obtained from four different laboratories. [Reprinted with permis- 
sion of the publisher (73).1 

sary to use a set of reference compounds to Ka = [Hf ][A-]/[HA1 (18.8) 
accurately characterize a drug molecule as 
poorly or highly permeable. Generally the best By definition, pKa is described as 
correlation to the in vivo situation is obtained 
for drugs absorbed by passive transport, but pKa = -log(Ka) = pH + log[HA]/[A-I 
transport by different mechanisms may also 
be characterized by the use of these in vitro (18.9) 

and in situ methods, depending on selected 
cell lines or in situ models. Corresponding equations for a weak base (Bl 

and its conjugate acid (BHt) are described by 
3.6 Ionization Constant the following: 

Knowledge of acid-base ionization properties 
is essential to an understanding of solubility 
properties, partitioning, complexation, chem- 
ical stability, and drug absorption. The ionized 
molecule exhibits markedly different proper- 
ties from the corresponding un-ionized form. 

For weak acids, the equilibrium between the 
free acid (HA) and its conjugate base (A-) is de- 
scribed by the following equilibrium equation: 

and the corresponding acid dissociation con- 
stant (Ka) is given by 

Of particular interest to the medicinal chemist 
and formulation scientist is the impact of pK, 
on apparent aqueous solubility and partitioning. 

Takinga weak base as an example, the total 
aqueous solubility (ST) is equal to the sum oi 
the ionized ([BHt]) and un-ionized species 
([BI) concentrations in solution. 



3 Physicochemical Property Evaluation 

Generally the un-ionized form, in this case the 
free base, is the less soluble species in water. 
The solubility of the un-ionized free base form 
is defined as the intrinsic solubility (S,). 

Assuming that the solution is saturated 
with respect to free base at all pH values, 
Equation 18.14 can be expressed as 

: or, 

I 

ST = Sb(l + 10(pKa-pH)) (18.16) 

i 

i The corresponding solubility equation for a 
i weak acid with an intrinsic solubility of S, is 
i 
i givenby 

and, 

Typical solubility profiles are shown in Fig. 
18.3 for a weak acid and a weak base and sev- 
eral significant conclusions and implications 
are worth pointing out. Taking the free base as 
an example once again, at pH values greater 
than the pKa, the predominant form present 
in solution is the un-ionized form; hence the 
total solubility is essentially equal to the in- 
trinsic solubility. At pH = pKa, the drug is 50% 
ionized and the total solubility is equal to 
twice the intrinsic solubility. As the pH drops 
significantly below the pKa, a rapid increase in 
total solubility is observed because the per- 
centage ionized is dramatically increasing. In 
fact, for each unit decrease in pH, the total 
aqueous solubility will increase 10-fold, as 
seen in Fig. 18.3. The total solubility will con- 
tinue to increase in such a manner as long as 
the ionized form continues to be soluble. Such 
dramatic increases in solubility as a function 
of pH demonstrate the importance of control- 

Figure 18.3. pH-solubility profile for a free base 
and acid. 

ling solution pH and also offer the formulation 
scientist a number of possible opportunities to 
modify dosage form and factors leading to oral 
absorption properties. 

For weak acids, one will observe a rapid 
increase in total solubility as the pH exceeds 
the pKa because, in this case, the ionized con- 
jugate base concentration will increase with 
increasing pH. Often, for weak acids and 
bases, the medicinal chemist and formulation 
scientist must understand the solubility prop- 
erties of both the un-ionized s~ecies and its 
corresponding conjugate form because each 
may limit solubility. In this regard, the work 
of Kramer and Flynn (74) is particularly in- 
structive. As seen in their work, the free base 
solubility curve is as predicted at high pH. In 
this pH range, the free base form is the least 
soluble form and limits the total solubility, as 
predicted by equation (18.16). Also shown in 
their work (similar to Fig. 18.1) is the solubil- 
ity curve for the corresponding salt. At low pH, 
it is the solubility of the salt that limits the 
total solubility. From this solubility curve, one 
can correctly conclude which solid form will 
exist at equilibrium as a function of pH. This 
basic principle is of significance in vivo, for 
example, because one might imagine dosing 
patients with a soluble salt, which could rap- 
idly dissolve in the low pH of the stomach, but 
as the drug in the gastric contents entered the 
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intestine where solution pH approaches neu- 
tral, precipitation of the free base could occur. 
Such changes have been proposed as an expla- 
nation for the poor bioavailability of highly 
soluble salts of weak bases. 

There are currently a number of software 
packages that allow for reasonably accurate 
pK, estimates based on a variety of ap- 
proaches, including the application of linear 
free energy relationships based on group con- 
tributions, chemical reactivity, and calculated 
atomic charges. In addition to predictive tools, 
a variety of reliable methods for measuring 
pK, values are available, including tritramet- 
ric and spectroscopic methods as well as aque- 
ous solubility curve measurements as a func- 
tion of pH. 

3.7 Hygroscopicity 

Moisture uptake is a significant concern for 
pharmaceutical powders. Moisture has been 
shown to have a significant impact, for exam- 
ple, on the physical, chemical, and manufac- 
turing properties of drugs, excipients, and for- 
mulations. It is also a key factor in decisions 
related to packaging, storage, handling, and 
shelf life, and successful development requires 
a sound understanding of hygroscopic proper- 
ties. Moisture sorption isotherms relate the 
equilibrium water content of the solid mate- 
rial to the atmospheric relative humidity (i.e., 
water activity in the vapor phase) to which it is 
exposed. Isotherms can yield an abundance of 
information regarding the physical state of 
the solid and the conditions under which sig- 
nificant changes may occur. Conversion from 
an anhydrous form to a hydrated form may be 
observed when the relative humidity exceeds a 
critical level and moisture content rapidly in- 
creases in the solid. Quantitative measure- 
ment of moisture content also provides valu- 
able information on the type of hydrate that 
formed. 

Measurement of moisture uptake is typi- 
cally done by either of two general methods. 
The classical approach involves equilibration 
of solid at several different humidities and the 
subsequent determination of water content ei- 
ther by gravimetric or analytical methods 
such as Karl Fischer titration or loss on dry- 
ing. Moisture adsorption or desorption may be 
measured by use of this method and the pro- 

cess is effective but tedious and time-consum- 
ing. A relatively recent development is the use 
of automated controlled-atmosphere systems 
in conjunction with an electronic microbal- 
ance (75-77). Such systems can generate an 
atmosphere with well-controlled humidity 
passing over a sample (often only a few milli- 
grams are needed) and weight change is mon- 
itored. Such systems can be programmed to 
carry out a series of humidity increments to 
generate the adsorption curve and/or a series 
of decrements to generate moisture desorp- 
tion. In this way hysteresis may be observed as 
well as any phase or form changes that are 
associated with moisture sorption. Examples 
of moisture sorption curves are shown in Figs. 
18.4 and 18.5. 

Dynamic moisture sorption, in particular, 
provides an excellent opportunity to study 
solid form conversion; Fig. 18.6 depicts a typ- 
ical sorption curve of an antiarrhythmic com- 
pound that shows the conversion of an anhy- 
drate to a monohydrate. Moisture uptake by 
the anhydrous form is very small on the mois- 
ture uptake curve until a critical humidity of 
about 70% is achieved. At this point, rapid 
moisture uptake occurs and a hydrate form 
containing 10% moisture is generated. Subse- 
quent reduction in the humidity (desorption) 
shows the hydrate to remain until approxi- 
mately 5% RH, when it spontaneously con- 
verts to the anhydrous form. It is important to 
recognize, however, that conversion between 
solid forms is very time dependent. The rela- 
tive humidities at which conversion was seen 
in Fig. 18.6 are significantly dependent on the 
length of time the solid material was equili- 
brated. For the material shown in Fig. 18.6, 
conversion from the anhydrous to the hydrate 
"at equilibrium" will occur somewhere be- 
tween 10 and 70% RH. More precise deter- 
mination of the critical humidity at which " 

conversion occurs may be determined as de- 
scribed in Section 2.3.1. 

Prediction of moisture sorption is not cur- 
rently possible, although it is certainly influ- 
enced by crystal structure, amorphous com- 
ponents, and solubility. In general, water 
adsorption to the surface of crystalline mate- 
rials will result in very limited moisture up- 
take. Only 0.1% water uptake would be pre- 
dicted for monolayer coverage of a crystalline 
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Figure 18.4. Moisture sorption as a function of relative humidity for an antiarrhythmic compound. 
(Reprinted from Ref. 75 with permission from Elsevier Science.) 

material with an average particle size of 1 pm high moisture uptake is likely to reflect the 
(78). Typically, pharmaceutical powders are in presence of amorphous regions or form 
the range of 1-200 pm in diameter, so signifi- changes such as the formation of stochiomet- 
cant moisture uptake by powders is likely at- ric hydrates or nonstochiometric hydrates 
tributable to reasons other than simple sur- (clathrates). Moisture sorption has, in fact, 
face adsorption. Amorphous regions tend to be been used to quantitate the amorphous con- 
much more prone to moisture sorption, and tent of predominantly crystalline materials. 

p i z q  
.-e- Desorption 

Figure 18.5. Moisture sorption as a function of relative humidity of a protein kinase inhibitor. 
[Reprinted with permission of the publisher (76).1 
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Figure 18.6. Moisture sorption as a function of relative humidity of an antiarrhythmic compound. 

3.8 Stability 

Both solution and solid state stability are key 
considerations for oral delivery. The drug mol- 
ecule must be adequately stable in the dosage 
form to ensure a satisfactory shelf life. For 
oral dosage forms, it is generally considered 
that 2 years is the minimum acceptable shelf 
life. This allows sufficient time for the manu- 
facture and storage of bulk drug, the manufac- 
ture of the dosage form, shipping, storage, 
and, finally, sale to and use by the consumer. 
Loss of potency is an obvious consideration 
and generally stability guidelines require that 
at least 90% of the drug remain at the end of 
the shelf life. More often though, shelf life is 
determined by the appearance of relatively 
low levels of degradation products. Although a 
5-10% loss of drug perhaps may be considered 
acceptable, the appearance of a degradation 
product or impurity of unknown toxicity at a 
level of 0.1-1% will likely require identifica- 
tion or qualification. Detailed guidance re- 
garding stability has been provided by regula- 
tory agencies such as those in the FDA 
Guidance for Industry and the International 
Conference on Harmonization (ICH). 

3.8.1 Solution Stability. Solution stability 
is important for oral products because the 
drug generally has to dissolve in the gastric or 
intestinal fluids before absorption. Residence 
time in the stomach varies between 15 min 
and several hours depending on fastingtfed 

state. In addition, the stomach is generally 
quite acid for a majority of subjects but may 
depend on disease state. In this context, sta- 
bility under acid conditions over a period of 
several hours at 37°C is satisfactory, with no 
significant appearance of degradation prod- 
ucts of unknown toxicity. Residence time in 
the small intestine, where the pH may range 
from 5-7, is approximately 3 h, whereas resi- 
dence in the large intestine ranges up to 24 h. 
Stability studies for up to 24 h in the pH range 
of 5-7 at 37"C, with no significant appearance 
of degradation products of unknown toxicity, 
generally indicates that significant decompo- 
sition in the intestine will not occur. 

Buffered aqueous solution stability studies 
are typically done at pH values of 1.2-2 and in 
the range of 5-7. A complete degradation rate 
profile can provide valuable information 
regarding the degradation mechanism and 
degradation products. A complete study and 
understanding of solution stability is particu- 
larly critical for aqueous and cosolvent solu- 
tion formulations that may be developed for 
pediatric or geriatric populations. The medic- 
inal chemist will likely have an excellent un- 
derstanding of the possibility of acid or base 
catalysis and degradation in aqueous solu- 
tions. A close collaboration with the formula- 
tion scientist can ensure that a careful analy- 
sis and study of potential decomposition 
mechanisms are adequately investigated early 
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Table 18.4 The Biopharmaceutics Classification Systema 

Class I Class I1 Class I11 Class IV 

High solubility Low solubility High solubility Low solubility 
High permeability High permeability Low permeability Low permeability 

"Ref. 83. 

in development. This will minimize the 
chances of surprises later in development. 

3.8.2 Solid State Stability. Adequate solid 
state stability is often critical for many drugs 
because solid dosage forms (tablets, capsules) 
are generally the preferred delivery system. 
Stability of the drug in the dosage form for 
several years at room temperature is generally 
required. Unstable drugs may be developed, 
although the time and resources needed are 
generally much greater and the chances of 
failure far greater. 

Accelerated stability studies are often car- 
ried out early in development on pure drug to 
assess stability and identify degradation prod- 
ucts and mechanism. Testing at 50°C, 60°C, or 
even 70°C under dry and humid conditions 
(75% RH) for 1 month are often sufficient to 
provide an initial assessment. More quantita- 
tive assessments of drug and formulation 
stability are carried out to support regulatory 
filings and generally follow regulatory guide- 
lines (79). 

The field of solution and solid state stability 
is expansive, varied, and beyond the scope of 
this chapter. Stability studies described ear- 
lier at a variety of conditions provide the per- 
spective and understanding needed to make 
meaningful predictions of long-term stability 
and shelf life (80, 81). Typically, solid state 
decomposition occurs either by zero-order or 
first-order processes. Arrhenius analysis and 
extrapolation to room temperature may pro- 
vide additional confidence that the dosage 
form will have acceptable stability. Generally 
though, regulatory guidance allows for New 
Drug Applications to project shelf life on the 
basis of accelerated conditions, although data 
at the recommended storage temperature are 
generally required to support the actual shelf 
life of marketed products. 

4 DOSAGE FORM DEVELOPMENT 
STRATEGIES 

An important aspect of pharmaceutical for- 
mulation development is to "facilitate" drug 
absorption and to ensure that an adequate 
amount of drug reaches the systemic circula- 
tion. Most orally administered drugs enter 
systemic circulation by way of a passive diffu- 
sion process through the small intestine. This 
is easily seen from the following equation (82): 

where the amount of drug absorbed (M) is pro- 
portional to the effective membrane perme- 
ability (P,,), the surface area available for ab- 
sorption (A), the apparent luminal drug 
concentration (Cap,), and the residence time 
(t,,,). Because it is difficult to alter or control 
surface area and residence time, formulation 
strategies often focus on enhancing either 
drug permeability across the apical membrane 
or drug concentration at the absorption site. 
Recently, a Biopharmaceutics Classification 
System (BCS) has been proposed as a tool to 
categorize compounds into four classes accord- 
ing to these two key parameters, solubility and 
permeability (83). Although the BCS does not 
address other important factors such as the drug 
absorption mechanism and presystemic degra- 
dation or complexation, it nonetheless provides 
a useful framework for identifying appropriate 
dosage forms and strategies to consider which 
may provide opportunities to overcome physico- 
chemical limitations. It is within the BCS con- 
text that this chapter discusses dosage form de- 
velopment strategies that should be considered. 

4.1 Biopharmaceutics Classification System 

According to the BCS, compounds are grouped 
into four classes according to their solubility 
and permeability, as shown in Table 18.4 (83). 
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4.1.1 Solubility. In recent guidelines is- 
sued by the FDA, solubility within the BCS is 
defined as the "minimum concentration of 
drug, milligram/milliliter (mg/mL), in the 
largest dose strength, determined in the phys- 
iological pH range (pH 1-7.5) and tempera- 
ture (37 + 0.5"C) in aqueous media" (84). 
Drugs with a dose-to-solubility ratio of less 
than or equal to 250 mL are considered highly 
soluble; otherwise, they are considered poorly 
soluble. In other words, the highest therapeu- 
tic dose must dissolve in 250 mL of water at 
any physiological pH. Because the dissolution 
rate is closely tied to solubility (see Section 
3.4), the FDA also provides dissolution criteria 
for immediate release (IR) products. A rapidly 
dissolving IR drug product should release no 
less than 85% of the labeled drug content 
within 30 min, by use of United States Phar- 
macopeia (USP) dissolution apparatus I at 100 
rpm in each of the following media: (1)  0.1 N 
HC1 or simulated gastric fluid (USP) without 
enzymes; (2) pH 4.5 buffer; and (3) pH 6.8 
buffer or simulated intestinal fluid (USP) 
without enzymes. One needs to realize, how- 
ever, that these compendial dissolution media 
may drastically underestimate i n  vivo perfor- 
mance of poorly soluble compounds, especially 
lipophilic compounds. Even though a li- 
pophilic compound is poorly soluble in aque- 
ous environment, it may be sufficiently solu- 
ble in the presence of bile salts and other 
native components of the GI tract. To better 
simulate physiological conditions of the GI 
tract, Dressman and coworkers recently pro- 
posed use of "biorelevant" media, to take into 
account the effect of composition, volume, and 
hydrodynamics of the luminal contents on 
drug dissolution and solubility (85). 

4.1.2 Permeability. In the same guidance 
as mentioned earlier, permeability is defined 
"as the effective human jejunal wall perme- 
ability of a drug and includes an apparent re- 
sistance to mass transport to the intestinal 
membrane" (84). High permeability drugs are 
considered to be those "with greater than 90% 
oral absorption in the absence of documented 
instability in the gastrointestinal tract, or 
whose permeability attributes have been de- 
termined experimentally" (84). A list of com- 
pounds has been compiled to allow research- 

ers to establish a correlation between in vitro 
permeability measurements and i n  vivo ab- 
sorption. Accordingly, a drug with a human 
permeability greater than 2-4 X lop4 cmls 
would be expected to have greater than 95% 
absorption (83). Permeability measurements 
in predictor models such as Caco-2 or i n  situ 
perfusions are generally related back to the 
reference compounds. A rough guide is that 
compounds with permeability greater than 
that of metoprolol are considered high perme- 
ability. Even though this BCS was designed to 
guide decisions with respect to i n  vivo and i n  
vitro correlations and the need for bioequiva- 
lence studies, it can also be used to categorize 
the types of formulation strategies that might 
be pursued. Table 18.5 summarizes dosage 
form options for each biopharmaceutics class. 

4.2 Class I: High Solubility and 
High Permeability 

Compounds belonging to Class I are highly sol- 
uble and permeable. When formulated in an 
immediate-release dosage form, a Class I com- 
pound should rapidly dissolve and be well ab- 
sorbed across the gut wall. However, absorp- 
tion problems may still occur if the compound 
is unstable, forms an insoluble complex in the 
lumen, undergoes presystematic metabolism, 
or is actively secreted from the gut wall. Po- 
tential formulation strategies that may over- 
come such absorption barriers are discussed 
later in further detail. 

In many cases, the challenge to formulate 
Class I drugs is not to achieve rapid absorp- 
tion, but rather to achieve the target release 
profile associated with a particular pharmaco- 
kinetic and/or pharmacodynamic profile. In 
such cases, a controlled-release dosage form 
may be more desirable to tailor the blood pro- 
file to maintain the plasma concentration at a 
more sustained level (see Fig. 18.7). Con- 
trolled release technology is well established 
in the pharmaceutical industry, and there are 
at least 60 commercially available oral con- 
trolled-release products (86). Depending on 
the release mechanism, controlled release 
technology can be classified into four major 
categories: dissolution controlled, osmotically 
controlled, diffusion controlled, and chemi- 
cally controlled dosage forms. Extensive re- 
views are available in this area (86, 87). It is 
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Table 18.5 Dosage Form Options Based on Biopharmaceutics Classi6cation System 

Class I: High Solubility, High Permeability Class 11: Low Solubility, High Permeability 

No major challenges for immediate release Formulations designed to overcome solubility or 
dosage forms dissolution rate problems 
Controlled-release dosage forms may be Salt formation 
needed to limit rapid absorption profile Precipitation inhibitors 

Metastable forms 
Solid dispersion 
Complexation 
Lipid technologies 
Particle size reduction 

- - 

Class 111: High Solubility, Low Permeability Class IV: Low Solubility, Low Permeability 

Approaches to 
Prodrugs 
Permeation 

improve permeability 

enhancers 
Ion pairing 
Bioadhesives 

Formulation would have to use a combination 
of approaches identified in Class I1 and Class 
I11 to overcome dissolution and permeability 
problems 
Strategies for oral administration are not 
really viable. Often use alternative delivery 
methods, such as intravenous administration. 

Class V: Metabolically or Chemically Unstable Compoundsa 

Approaches to stabilize or avoid instability 
Prodrugs 
Enteric coating (protection in stomach) 
Lipid vehicles (micelles or emulsions/microemulsions) 
Enzyme inhibitor 
Lymphatic delivery (to avoid &st-pass metabolism) 
Lipid prodrugs 
P-gp efflux pump inhibitors 

"Class V compounds do not belong to the Biopharmaceutics Classification System. Compounds in this class may have 
acceptable solubility and permeability, but can still pose significant absorption challenge if they undergo luminal degrada- 
tion, presystemic elimination, or are emuxed by p-glycoproteins. 

beyond the scope of this chapter to review all 
controlled release technology. However, it is 
still worth pointing out the considerations 
in designing oral controlled-release dosage 
forms, particularly those relevant to Class I 
compounds. These considerations include: 

1. How long is the GI transit time? 
2. Is there substantial colonic absorption? 
3. What is the dose required? 
4. Is there a safety concern if dose dumping 

occurs? 

Dose dumping of Class I compounds, in par- 
ticular, may cause more safety concerns than 

for other classes of compounds because Class I 
compounds are expected to be absorbed rap- 
idly. 

4.3 Class 11: Low Solubility and 
High Permeability 

Compounds belonging to Class I1 have high 
permeability but low aqueous solubility. In 
the past decade, an increasing number of Class 
I1 compounds have emerged from the discov- 
ery pipeline, thereby stimulating the develop- 
ment of a variety of dosage forms and drug 
delivery technologies. Major Class I1 technol- 
ogies are designed to deal with poor solubility 
and dissolution characteristics and include 
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Figure 18.7. Modification of 
drug release profile to achieve 
maximum therapeutic effect. 
(Reprinted from Ref. 134 with 
permission of the publisher.) 

salt formation, size reduction, use of metasta- 
ble forms, complexation, solid dispersion, and 
lipid-based formulations. Despite the diversity 
of these technologies, the central theme of 
Class I1 formulation approaches remains the 
same: to enhance the drug dissolution rate 
andlor solubilize drugs at the absorption site 
to provide faster and more complete absorp- 
tion. The following section discusses the ad- 
vantages and limitations of major technolo- 
gies for Class I1 compounds. 

Conversion from salt to either free acid or base 
has been a common problem both in vitro and 
in vivo. Such conversion may cause surface 
deposition of a less soluble free acid or free 
base on a dissolving tablet and prevent further 
drug release. Even if a solid dosage form com- 
pletely dissolves, the un-ionized form may still 
precipitate out in the lumen before absorp- 
tion. In such cases, use of precipitation inhib- 
itors may significantly improve the bioavail- 
ability of rapidly dissolving salts. 

4.3.1 Salt Formation. Salt formulation is 
one of the most commonly used approaches to 4.3.2 Precipitation Inhibition. As  mentioned 

deal with Class I1 compounds as a way to en- earlier, the central theme of Class I1 technol- 

hance drug solubility and dissolution rate. ogies is to enhance the drug dissolution rate or 

Salt selection largely depends on pKa. It is gen- solubilization to provide more rapid and com- 

erally accepted that a minimum difference of 3 plete absorption. However, a significant in- 

units between the pKa value of the group and crease in "free drug" concentration above 
that of its counterion is to form stable equilibrium solubility results in supersatura- 
salts (88). Many other factors also influence 
salt selection, such as the physical and chemi- 
cal characteristics of the salt, safety of the 
counterion, therapeutic indications, and route 
of administration. The main purpose of salt 
formation is to enhance the rate at which the 
drug dissolves. For this purpose, sodium and 
potassium salts are often first considered for - 
weakly acidic drugs, whereas hydrochloride 
salts are often first considered for weakly basic 
drugs. A wide variety of counterions have been 
successfullv used in ~harmaceuticals and " - 
many of the most common ones are listed in 
Table 18.1. 

Salt formation does have its limitations. It 
is not feasible to form salts of neutral com- 
pounds and it may be difficult to form salts of 
very weak bases or acids. Even if a stable salt 
can be formed, the salt may be hygroscopic, 
exhibit complicated polymorphism, or have 
poor processing characteristics. In addition, 
formulation of a stable and soluble salt may 
not be as straightforward as one would expect. 

tion, which can lead to drug precipitation. 
This has been a common problem of many 
Class I1 technologies. The supersaturation (a), 
which is the driving force for both nucleation 
and crystal growth, is frequently defined as 
follows: 

where C is the solution concentration and S is 
the solubility of the compound of interest at a 
given temperature. The crystallization rate 
generally increases with u and decreases with 
viscosity of the crystallization medium. Cer- 
tain inert polymers, such as hydroxypropyl 
methylcellulose (HPMC), polyvinylpyrroli- 
done (PVP), polyvinyl alcohol (PVA), and poly- 
ethylene glycol (PEG) are known to prolong 
the supersaturation of certain compounds 
from a few minutes to hours. It is suggested 
that these polymers increase the viscosity of 
the crystallization medium, thereby reducing 
the crystallization rate of drugs (89-91). In 
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addition, these polymers may present a steric 
barrier to drug molecules and inhibit drug 
crystallization through specific intermolecu- 
lar interactions on growing crystal surfaces. 
Polymers such as acacia, poloxamers, HPMC, 
and PVP have been shown to be adsorbed onto 
certain faces of host crystals, reduce the crys- 
tal growth rate of the host, and produce 
smaller crystals (92,931. 

In addition to polymers, synthetic impuri- 
ties may also influence the crystallization rate 
of drugs. Extensive research has been carried 
out to examine effect of "tailor-made addi- 
tives" on the crystallization of drugs (94). 
These additives are generally structurally tai- 
lored to resemble drug molecules and can be 
incorporated into the lattice of the drug to 
some extent. Upon incorporation, additives 
can impede further drug crystallization 
through specific host-additive interactions. In 
theory, potent additives can be designed to in- 
hibit drug precipitation more effectively than 
can polymers. However, unless these additives 
are pharmaceutically acceptable, use of such 
additives in a formulation can raise safety and 
regulatory concerns. 

4.3.3 Metastable Forms. The solid-state 
structure of drugs, such as the state of hydra- 
tion, polymorphic form, and crystallinity have 
a significant effect on physicochemical proper- 
ties, such as solubility and dissolution rate, 
which was discussed earlier in this chapter. In 
general, anhydrous forms, for example, dis- 
solve faster and have higher solubility than 
that of hydrates in an aqueous environment. 
Although some studies have shown that hy- 
drates of certain drugs dissolve faster than an- 
hydrous forms, such studies may be compli- 
cated by phase transition between anhydrous 
to hydrated forms or differences in particle 
size and wettability between anhydrous and 
hydrated materials. 

Polymorphic form also influences dissolu- 
tion rate and solubility. By definition, meta- 
stable polymorphs should have higher solubil- 
ity and faster dissolution rates than those of 
their more stable crystalline counterparts be- 
cause they possess a higher Gibbs free energy. 
Generally, only a moderate enhancement of 
solubility and dissolution rate can be achieved 
through polymorphic modification, although 

exceptions do exist. Greater increases can be 
achieved through the use of amorphous mate- 
rial, which is a noncrystalline solid that is 
metastable with respect to the crystalline 
form. Amorphous forms can be viewed as an 
extension of the liquid state below the melting 
point of the solid (95). In some cases, amor- 
phous materials can significantly enhance the 
dissolution rate and solubility and lead to a 
three- to fourfold increase in bioavailability 
(96). 

Common processing methods, such as 
freeze drying, spray drying, and milling, may 
partially or completely transform a crystalline 
material into amorphous forms. Because the 
solid-state structure can significantly impact 
bioavailability, it is important to control pro- 
cessing methods so that a pure form (or a mix- 
ture of forms with fmed ratio) is produced con- 
sistently. Even if a reproducible processing 
method is available, one still faces the inevita- 
ble challenge: metastable forms are destined 
to convert to thermodynamically more stable 
polymorphs with time. Polymorphic transfor- 
mation is a kinetic issue that depends on many 
factors such as crystal defects, residual sol- 
vent, processing, and storage conditions. 
Amorphous forms are particularly sensitive to 
moisture level in the product as well as in the 
atmosphere because water significantly low- 
ers the glass-transition temperature of the 
amorphous form and facilitates recrystalliza- 
tion. For this reason, there is often a reluc- 
tance to develop a metastable form of a drug 
unless there is enough confidence that the 
metastable form will not transform to the sta- 
ble form during storage within a desirable 
shelf life. To overcome this problem, several 
approaches have been used to prolong the 
shelf life of metastable forms. 

4.3.4 Solid Dispersion. Sekiguchi and Obi 
were the first to develop a solid dispersion 
method to enhance the bioavailability of a 
poorly water soluble drug (97). Their method 
involved melting a physical mixture of drug 
with hydrophilic carriers to form a eutectic 
mixture, in which the drug was present in a 
microcrystalline state. When a drug is homo- 
geneously dispersed throughout the solid ma- 
trix, this type of formulation is also termed a 
"solid dispersion." However, a drug may not 
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always be present in a "microcrystalline 
state." As later demonstrated by Goldberg et 
al. (98,99), a certain fraction of drug might be 
molecularly dispersed in a carrier, thereby 
forming a solid solution. The key difference 
between a solid dispersion and a solid solution 
is that the former is a homogeneous physical 
mixture of components, whereas the latter is a - 
molecular dispersion of one component in an- 
other. In the solid dispersion, each component 
still preserves its own crystal lattice, whereas 
in solid solution, there are no individual crys- 
tals of each component but, rather, the mole- 
cules are mixed together at the molecular 
level. A solid dispersion is generally consid- 
ered to release drug as very fine colloidal par- 
ticles upon contact with an aqueous environ- 
ment, thereby enhancing the dissolution rate 
of poorly soluble drugs through increased sur- 
face area (100). Other factors that could lead 
to enhanced dissolution rate include possible 
creation of an amorphous drug as well as gen- 
erally increased solubility and wettability of a 
drug in the solid dispersion matrix. 

Despite the promises, complicated process- 
ing methods have limited commercial viability 
of solid dispersions. There are two common 
methods to produce solid dispersions. One is to - 
melt drugs and hydrophilic carriers such as 
PEG, PVP, PVA, and HPMC or other sugars, 
followed by cooling and hardening of the melt. 
The other is to dissolve drug and carrier in a 
common solvent, followed by solvent evapora- 
tion. The melting technique often involves 
high temperature, which presents a challenge 
for processing thermal-labile compounds, 
whereas the cosolvent technique has its own 
problems. Because solid dispersion often uses 
hydrophilic carriers and hydrophobic drugs, it 
is difficult to find a common solvent to dissolve 
both components. Regardless of processing 
method, solid dispersion materials are often 
soft, waxy, and possess poor compressibility 
and flowability. This presents additional man- 
ufacturing challenges, especially during the 
scale-up process. 

Physical instability and the preparation of 
reproducible material are two significant chal- 
lenges in developing solid dispersions. It is not 
uncommon to produce 'wholly or partially 
amorphous drug during processing, which will 
eventually transform to a more stable crystal- 

line form over time. The rate of transforma- 
tion may be greatly influenced by storage 
conditions, formulation composition, and pro- 
cessing methods. So far, very few solid disper- 
sion products have been marketed. 

4.3.5 Complexation. It has been well es- 
tablished in the literature that complexation 
is an effective way to solubilize hydrophobic 
compounds. Nicotinimide is known to complex 
with aromatic drugs through rr donor-rr accep- 
tor interaction (101). Similar rr-rr interaction 
also occurs between salts of benzoic acid or 
salicylic acid and drugs containing aromatic 
rings such as caffeine (102). Obviously, aroma- 
ticity is an important factor in this type of 
complexation. Unfortunately, from a safety 
perspective the use of these types of complex- 
ing agents for products is not really very 
viable. 

Cyclodextrin (CD) exemplifies another 
type of complexation, that is, complexation 
through inclusion. Cyclodextrins are torus- 
shape "oligosaccharides composed of 6- 8 dex- 
trose units (a-, p-, and y-cyclodextrins, respec- 
tively) joined through 1-4 bonds" (103). It has 
a lipophilic cavity with a 6.0- to 6.5-A opening, 
which can form inclusion complexes by taking 
up a guest molecule into the central cavity. 
Formation of complexes alters the physico- 
chemical properties such as solubility, dissolu- 
tion rate, stability, and volatility of both drug 
molecules and CD molecules. A drug's solubil- 
ity and dissolution rate usually increase when 
forming inclusion complex with CDs. 

Inclusion complexation has also been used 
to stabilize, decrease the volatility, and ame- 
liorate the irritancy and toxicity of drug mol- 
ecules. In addition, modified CDs such as car- 
boxymethyl derivatives (e.g., CME-P-CD) 
exhibit pH-dependent solubility, and there- 
fore can be used in enteric formulations. 

Many drugs interact most favorably with 
P-CD. Unfortunately, P-CD has the lowest sol- 
ubility (1.8% in water at 25°C) among the 
three non-derivatized CDs, thereby limiting 
its solubilization capacity. To enhance the sol- 
ubility of the P-CD and to improve its safety, 
derivatives of P-CD have been developed. 
Among them, hydroxypropyl-P-cyclodextrins 
(HP-p-CDs) and sulfobutylether-P-cyclodex- 
trins (SBE-P-CDs, mainly as SBE7-P-CD, 
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where 7 refers to the average degree of substi- 
tution) have captured interest in formulating 
poorly soluble drugs in immediate-release dos- 
age forms. A disadvantage of going to these 
derivatized cyclodextrins as an excipient is 
higher cost. 

It is well demonstrated in the literature 
that complexation with CD could significantly 
enhance bioavailability of poorly soluble com- 
pounds. Apart from bioavailability enhance- 
ment, other advantages of the use of cyclodex- 
trin include modification of stability, ease of 
manufacturing, and reproducibility compared 
to other Class I1 strategies such as use of 
"higher energy forms" and solid dispersions. 
So far, at least 10 oral products containing CD 
have gained approval from the FDA (103). 

A frequent consideration when forming in- 
clusion complexes is how fast the drug is re- 
leased from the complex in vivo. Stella and 
Rejewski showed that weakly to moderately 
bound drug, in fact, rapidly dissociates from 
CD upon dilution (103). For strongly bound 
drugs or when dilution is minimal, competi- 
tive displacement is important for rapid and 
complete dissociation. Although rapid revers- 
ibility of the complexation process is essential 
for drug absorption, it also poses the potential 
to reduce bioavailability. Excess free drug may 
precipitate upon dilution in the GI tract before 
absorption. If such precipitation is significant, 
it may prove valuable to combine drug/CD 
complexes with precipitation inhibitors. 

Another potential concern with CD is 
safety because there is only limited experience 
with marketed products at this point. Al- 
though oral administration of CD is generally 
considered safe, it may cause increased elimi- 
nation of bile acids and certain nutrients 
(104). In addition, CD may also cause mem- 
brane destabilization through its ability to ex- 
tract membrane components such as choles- 
terol and phospholipids. In this regard, 
cyclodextrin may act as a permeation en- 
hancer to enhance the mucosal permeation of 
the drug (105). 

4.3.6 Lipid Technologies. It has been known 
for a long time that lipid-based formulations 
can significantly improve the bioavailability of 
hydrophobic drugs by facilitating drug disso- 
lution, dispersion, and solubilization, either 

directly from administered lipids or through 
intraluminal lipid processing. However, the 
preference for solid dosage forms usually pre- 
vails because of physical and chemical insta- 
bility associated with lipid formulations. It 
was not until recently that lipid technologies 
generated much interest, likely because of the 
increasing numbers of hydrophobic com- 
pounds emerging from discovery programs. 
Several common types of lipid-based dosage 
forms include lipid suspensions and solutions, 
micelle solubilization, microemulsions, mac- 
roemulsions (or emulsions), and liposomes. 

4.3.6.1 Lipid Suspensions and Solutions. A 
typical lipid solution is composed of triglycer- 
ides or mixed glycerides and surfactants (106). 
Although lipid solutions are easy to formulate, 
they have limited solvent capacities except for 
very lipophilic drugs (log P > 4) (107). Conse- 
quently, the design of unit dose lipid solutions 
is often not a practical approach, especially for 
high dose compounds. Further, a typical lipid 
solution may be poorly dispersible in water. In 
such cases, digestibility of the lipid formula- 
tion may be important to achieve good bio- 
availability because lipolysis is commonly be- 
lieved to facilitate release of drug from 
colloidal solution, thereby leading to faster ab- 
sorption (108). Nondigestible lipids such as 
mineral oil (liquid paraffin) and sucrose poly- 
esters "can actually limitlreduce drug absorp- 
tion by retaining a portion of the co-adminis- 
tered drug" (109). Studies have also shown 
that the bioavailability of a digestible lipid for- 
mulation tends to be higher than that of non- 
digestible formulations. However, given the 
complexity of lipid digestion, it may be diffi- 
cult to interpret the effects of lipid vehicles. 
Common digestible lipids are dietary lipids 
(including glycerides, fatty acids, phospholip- 
ids, and cholesterollcholesterol esters) and 
their synthetic derivatives. A few excellent re- 
views on how digestibility may influence bio- 
availability are available (108, 109). 

Lipid suspensions are also known to en- 
hance the bioavailability of hydrophobic 
drugs. Unlike lipid solutions, suspended drug 
needs to undergo additional dissolution before 
the absorption. Therefore, factors such as 
drug particle size and amount suspended may 
also influence the bioavailability. 
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Table 18.6 Physical Characteristics of Different Lipid Colloidal Systemsa 

Micelles 

Spontaneously obtained Yes 
Thermodynamically stable Yes 
Turbidity Transparent 

Typical size range <0.01 pm 
Cosurfactant used No 
Surfactant concentration <5% 
Dispersed phase <5% 

Microemulsions 

Yes 
Yes 
Transparent 

- 0.1 pm or less 
Yes 
>lo% 
1 3 0 %  

Emulsions 

No 
No 
Turbid 

0.5-5 pm 
No 
1-20% 
1-30% 

Liposome 

No 
No 
Transparent to 

turbidb 

0.025-25 pm 
No 
0.5-20% 
1-30% 

concentration 

"Modified from ref. 135. 
bDepending on droplet size. 

4.3.6.2 Micelle Solubilization. The early 
interest in lipid formulations was initiated by 
the findings that coadministration of drug 
with food enhanced the bioavailability of 
many drugs. Intake of food stimulates secre- 
tion of bile salts into the duodenum, increas- 
ing bile salts concentration in the duodenum 
from a typical 1-4 mmol/L in the fasted state 
to 10-20 mmol/L in the fed state (110). It is 
hypothesized that micelles or mixed micelles 
formed by bile salts and digested lipids could 
significantly solubilize a hydrophobic drug, 
thereby enhancing drug absorption. This 
prompted investigation of the use of simple 
lipid solutions and suspensions for hydropho- 
bic drugs discussed earlier. As summarized in 
Table 18.6, normal micelles are transparent 
and thermodynamically stable liquid solutions 
consisting of water and amphiphile. Micelles 
have low viscosity, long shelf life, and are easy 
to prepare. However, they have limited capac- 
ity to solubilize oil and hydrophobic drugs. 

Small amounts of surfactants are often 
added to formulations to significantly improve 
drug wettability. Also, when added below their 
critical micelle concentration (CMC), the sur- 
factant can adhere to the surface of the drug 
and reduce the interfacial tension between the 
drug and the dissolution medium. Above the 
CMC, surfactants form micelles that can solu- 

bilize the drug. Micelle solubilization may ei- 
ther increase drug absorption, by increasing 
the amount of drug that is solubilized and 
available at the absorption surface (1 1 I), or it 
may, in some cases, reduce diffusion of the 
drug to the absorption surface and reduce ab- 
sorption (112). See Table 18.7 for a list of com- 
mon surfactants that are pharmaceutically ac- 
ceptable. 

4.3.6.3 Emulsions. Emulsions have much 
higher solvent capacity than micelles for hy- 
drophobic materials. However, emulsions are 
metastable colloids that will phase separate 
over a period of time and form a two-phase 
system (i.e., oil phase and aqueous phase). Be- 
cause of its physical instability, large energy 
input (usually mechanical mixing) is required 
to form an emulsion. 

4.3.6.4 Microemulsions. Unlike emulsions, 
microemulsions are transparent and thermo- 
dynamically stable colloidal systems, formed 
under certain concentrations of surfactant, 
water, and oil (Fig. 18.8). The transparency is 
because the droplet size of the microemulsions 
is small enough (<I00 nm) that they do not 
reflect light. Because of its thermodynamic 
stability, microemulsions may have long shelf 
lives and spontaneously form with gentle agi- 
tation. However, microemulsions are not infi- 
nitely stable upon dilution because dilution 

Table 18.7 List of Common Surfactants That Are Pharmaceutically Acceptable 

Nonionic Polysorbates (Tweens), sorbitan esters (Spans), polyoxyethylene monohexadecyl ether 
Anionic Sodium lauryl sulfate, SLS or SDS, sodium docusate 
Cationic Quaternary ammonium alkyl salts such as  hexadecyl trimethyl ammonium bromide 

(CTAB), didodcecylammonium bromide (DDAB) 
Zwitterionic Phospholipids 
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dose volume. SEDDS often have a dose volume S 
(surfactant + cosurfactant) 

Micellar 
solution 

Macroemulsion 

Water Oil 

Figure 18.8. Hypothetical phase regions of micro- 
emulsion systems of oil (O),  water (W), and surfac- 
tant + consurfactant (S). (Reprinted from Ref. 135 
with permission of the publisher.) 

changes the composition of the colloidal sys- 
tem. Microemulsions also have a high capacity 
for hydrophobic drugs that further adds to 
their attractiveness as a promising drug deliv- 
ery system for poorly water soluble com- 
pounds. 

4.3.6.5 Liposomes. Liposomes are a meta- 
stable colloidal system consisting of natural 
lipids and cholesterol. Unlike micelles, emul- 
sions, and microemulsions, liposomes use in- 
gredients that are part of biological mem- 
branes. Therefore, liposomes have relatively 
few problems with toxicity, unlike the exoge- 
nous surfactants present in other colloidal sys- 
tems. Although liposomes have generated 
great interest in the past decades, oral admin- 
istration of liposomes remains highly contro- 
versial, and thus is not discussed in detail. 

4.3.6.6 Self-Emulsifying Drug Delivery Sys- 
tems (SEDDS). SEDDS. closely related to mi- " 

croemulsions and emulsions, are isotropic 
lipid solutions typically consisting of a mixture 
of surfactant, oil, and drug that rapidly dis- 
perses to form fine emulsion droplets upon ad- 
ministration. If the droplet size is comparable 
to typical microemulsion droplet size, SEDDS 
become SMEDDS or a self-microemulsifying 
drug delivery system. One apparent advan- 
tage of SMEDDS and SEDDS over microemul- 
sions is elimination or reduction of the aque- 
ous phase, thereby significantly reducing the 

that is small enough to allow encapsulation 
into soft or hard gelatin capsules. In addition, 
use of SEDDS avoids or partially avoids com- 
mon physical stability problems associated 
with emulsions. 

Early work by pouton demonstrated that a 
good SEDDS formulation could significantly 
enhance the dissolution and bioavailability of 
poorly soluble compounds (113). Pouton pro- 
posed two criteria to describe the efficiency of 
SEDDS formulation: (1) the rate of emulsifi- 
cation and (2) the particle size distribution of 
the resultant emulsion. An efficient SEDDS 
should produce fine dispersions (< 1 pm) rap- 
idly at a reproducible rate. Efficient SEDDS or 
SMEDDS have demonstrated their potential 
in delivering hydrophobic compounds. The 
most notable case is a SMEDDS formulation 
of cyclosporin A (Neoral), in which the formu- 
lation has significantly increased the bioavail- 
ability as well as decreased patient variability 
(114, 115). 

Despite the potential of SEDDS and 
SMEDDS in oral delivery of poorly soluble 
drugs, few oral SEDDS formulations have 
been marketed so far. This is partly attribut- 
able to traditional preferences to develop a 
solid dosage form, and partly to inherent lim- 
itations associated with lipid products. One 
limitation of SEDDS systems in general is 
physical and chemical instability caused by 
undesirable interactions between drug and ex- 
cipient or among excipients. Another major 
limitation of SEDDS is that many hydropho- 
bic drugs may not have sufficient solubility in 
pharmaceutically acceptable lipids. It is a com- 
mon misperception that poor water solubility 
means good lipid solubility. Although SEDDS 
may have relatively higher solubilization ca- 
pacities than those of simple lipid solutions 
and micelles, most hydrophobic drugs are not 
very soluble in long-chain hydrocarbon oils. In 
general, many hydrophobic drugs (2 < log P < 
4) are more soluble in small/medium-chain 
oils such as Miglyol 812 than in long-chain 
oils. However, it is rare that the drug load of a 
SEDDS formula can exceed 30%. 

High concentrations of surfactants in 
SEDDS also raise safety concerns, especially 
for drugs intended for chronic therapy. In ad- 
dition, common lipid components such as fatty 
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acids, glycerides, and several surfactants are 
known to act as absorption enhancers (116). 
There is a host of safety issues associated with 
absorption enhancers (for details, refer to Sec- 
tions 4.4.2 and 4.4.3). Furthermore, formulat- 
ing a SEDDS system is not a trivial exercise. It 
requires understanding of complicated phase 
behavior of a system, consisting of at lease 
four basic components: oil, drug, surfac- 
tant(s), cosurfactant(s), as well as water for 
microemulsion. It is hoped that research in 
this area will build a large enough database to 
help formulate SEDDS in the future. 

4.3.7 Size Reduction. Particle size reduc- 
tion is a common method to enhance the dis- 
solution rate of poorly soluble drugs. The un- 
derlying principle is that the dissolution rate 
is directly proportional to the surface area, 
which increases with size reduction. The most 
common way to reduce particle size is through 
milling. There are several types of milling 
equipment including the cutter mill, revolving 
mill, hammer mill, roller mill, attrition mill, 
and fluid-energy mill. Equipment selection de- 
pends on target particle size distribution as 
well as characteristics of drugs. For example, 
the cutter mill is often used for fibrous mate- 
rial and product size is 180-850 pm, whereas 
the fluid-energy mill (sometimes referred to as 
micronizing mill) is often used for moderately 
hard and friable crystalline materials with 
typical size distribution created of 1-30 pm 
(117). Although size reduction generally en- 
hances the dissolution rate of poorly soluble 
compounds, there is a critical threshold below 
which further reduction in particle size will 
not enhance absorption. For compounds that 
are extremely insoluble, the critical threshold 
may be in the nanoparticle range. In such 
cases, nanoparticle technology may come in 
handy. Refer to Section 3.4 on dissolution rate 
for further details on the importance and im- 
pact of particle size on dissolution rate. 

Heat and mechanical impact generated 
during the milling process can cause both 
physical and chemical instability. During the 
milling process, the localized temperature 
may rise as high as 100°C and cause chemical 
degradation or physical conversion. There- 
fore, it is important to always evaluate the ef- 
fect of milling on the physical and chemical 

properties of drugs. In addition to stability 
problems, very small particle size powder of- 
ten possesses poor flow properties and wetta- 
bility. In general, size reduction of hydropho- 
bic material increases the tendency for powder 
to aggregate in an aqueous environment. Pow- 
der aggregation reduces the effective surface 
area of a drug, thereby reducing the dissolu- 
tion rate. Excipients such as surfactants, sug- 
ars, polymers, or other excipients may be 
added to a formulation to minimize aggrega- 
tion. Small amounts of surfactants are often 
added to formulations to significantly improve 
drug wettability. 

4.4 Class Ill: High Solubility and 
Low Permeability 

The limiting factor for Class I11 compounds is 
the effective permeability across the GI tract. 
Given the difficulty of altering membrane per- 
meability, Class I1 technologies are often used 
to formulate Class I11 compounds. The under- 
lying principle for such substitution is that in- 
creasing the drug concentration in the GI 
tract should increase absorption of a drug, if it 
is absorbed through the passive diffusion pro- 
cess (the assumption is valid in most cases). 
However. Class I1 solubilization technologies - 
may not significantly enhance drug absorption 
if the solubility and dissolution rate are high. 
Theoretically, the most effective way to en- 
hance the absorption of Class I11 compound is 
to overcome the absorption rate-limiting bar- 
rier, permeation. The following section re- 
views some emerging technologies that have 
showed early promises to formulate Class I11 
compounds. 

4.4.1 Prodrugs. Poor membrane perme- 
ation is most commonly attributed to either 
low partitioning into the lipid membrane or 
low membrane diffusivity. The most direct so- 
lution is to: (1) modify a drug's structure to 
increase lipophilicity, (2) reduce molecular 
weight, or (3) remove hydrogen-bonding 
groups. Prodrugs are one way to structurally 
modify the active compound to improve mem- 
brane permeability and still maintain activity 
of the parent drug upon bioreversion. Success- 
ful prodrug approaches include an approved 
antihypertensive agent, fosinopril (an acylox- 
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yalkyl prodrug of fosinoprilat), and various 
angiotensin-converting enzyme (ACE) inhibi- 
tors (118). 

There are five important criteria in pro- 
drug design: (1) adequate stability to the vari- 
able pH environment of the GI tract, (2) ade- 
quate solubility or solubilization mechanisms, 
(3) enzymatic stability to luminal contents as 
well as the enzymes found in the brush border 
membrane, (4) good permeability and ade- 
quate log P, and (5) the prodrug should revert 
to the parent drug either in the enterocyte or 
once absorbed into systemic circulation (118). 
Post-enterocyte reversion is more desirable 
because conversion in the enterocyte would 
also allow for back diffusion into the GI 
lumen. 

Among these five criteria, knowledge of 
both the rate of bioreversion and the biological 
distribution of reconversion sites is often most 
critical for prodrug success. If bioreversion is 
fast and nonspecific, prodrug reversion may 
take place before the limiting barrier is over- 
come; if too slow, the prodrug may readily 
reach the site of action but not release enough 
parent drug to elicit a pharmacological re- 
sponse prior to clearance of the prodrug. 
Knowledge about the biological distribution of 
reconversion sites will help predict the loca- 
tion of active drug. Ideally, reconversion sites 
should coincide with the target site. 

Unfortunately, it is often difficult to satisfy 
all five criteria simultaneously, among which 
control of reconversion rate proves especially 
difficult. In addition, increasing lipophilicity 
often reduces aqueous solubility, which makes 
it even more difficult to formulate. Perhaps 
one of the biggest concerns is that prodrugs 
are considered new chemical entities that re- 
quire a new set of preclinical studies. There- 
fore, the prodrug approach is often less pre- 
ferred if simpler formulation approaches are 
available. The incorporation of a prodrug 
strategy really should occur in very early pre- 
clinical evaluations. Prodrug approaches do 
offer the opportunity to expand intellectual 
property through patents. 

4.4.2 Permeation Enhancers. Use of perme- 
ation enhancers is an alternative way to en- 
hance drug permeation through the biological 
membrane by transiently altering the integ- 

rity of the mucosal membrane. Permeation 
enhancers may act at either the apical cell 
membrane (transcellular pathway) or the 
tight junctions between cells (paracellular 
pathway). There are several ways that perme- 
ation enhancers may interact with the cell 
membrane. Some fatty acids such as oleic acid 
have been found to disrupt the configuration 
of the lipid region (116, 119). Some enhancers 
such as salicylic acid may interact with mem- 
brane protein, which carries on important 
membrane functions. Medium chain mono- 
glycerides may extract cholesterol out of the 
cell membrane (120). Chelators such as EDTA 
and some bile acids could chelate Ca2+ in the 
tight junction, which can lead to pore openings 
from 8 to 14 (121). 

Because of its potential damage to the 
membrane, permeation enhancers elicit great 
safety concern, especially in chronic therapy. 
Some of these include: (1) potential tissue ir- 
ritation and damage, (2) effect of the enhancer 
on structural integrity of the mucosal mem- 
brane, (3) reversibility of membrane perturba- 
tion, (4) long-term effect of continued expo- 
sure to the enhancer, and (5) potential to also 
enhance absorption of any potential harmful 
substances that are also present in the intes- 
tine. All these issues may have significant tox- 
icity ramifications. Therefore, the FDA has - 
not approved any permeation enhancer, al- 
though use of some common excipients that 
are reported to enhance absorption may be ac- 
ceptable (Table 18.8). 

4.4.3 Ion Pairing. Ion pairing has been pro- 
posed to enhance effective permeability of po- 
lar or hydrophilic drugs that exhibit poor per- 
meability properties. In this approach, an 
ionizable drug is coadministered with an ex- 
cess concentration of a counterion. In theory, 
the ionized drug will associate with the coun- 
terion and partition into the membrane as a 
more lipophilic ion pair. Although several an- 
imal studies reported moderate success with 
the ion-pairing approach, in most cases the 
formulation was directly administered onto 
the absorption surface. Therefore, these stud- 
ies did not reflect the effect of dilution, disper- 
sion, and other counterions in the GI tract on 
ion-pair dissociation (122). In fact, although 
the concept of ion pairing has been around for 



676 Physicochemical Characterization and Principles of Oral Dosage Form Selection 

Table 18.8 Compounds Shown to Have Intestinal Absorption-Enhancing Effectsa 

- 

Classes Examples 

Bile salts Sodium deoxycholate, sodium glycocholate, sodium taurocholate, and 

Surfactant 

Fatty acids 
Glycerides 

their derivatives 
P~l~oxyethylene alkyl ethers, polysorbate, sodium lauryl sulfate, dioctyl 

sodium sulfosuccinate 
Sodium caprate, oleic acid 
Natural oils, medium chain glycerides, phospholipids, polyoxyethylene 

glyceryl esters 
Acyl carnitines and cholines Palmitoyl carnitine, lauroyl choline 
Salicylates Sodium salicylate, sodium methoxysalicylate 
Chelating agents EDTA 
Swellable polymers Starch, polycarbophil, chitosan 
Others Citric acid, cyclodextrin 

"Modified from Ref. 116. 

almost four decades, lack of preclinical evi- and/or permeability or searching for a non- 
dence or commercial feasibility has limited oral route may be more likely to succeed. 
further research and development of this ap- 
proach. 4.6 "Class V": Other Absorption Barriers 

4.4.4 Improving Residence Time: Bioadhe- 
sives. Increasing residence time at the absorp- 
tion site could also enhance drug absorption. 
Bioadhesive drug delivery systems have been 
proposed as a means to increase GI tract resi- 
dence time. The original concept of bioadhe- 
sion is to administer drug in a bioadhesive 
polymer matrix that adheres to mucosal mem- 
branes to prolong the residence time (12-24 
h), thereby increasing the contact time be- 
tween drug and the absorption site. Several 
review articles and books have extensively re- 
viewed the concept of bioadhesive polymers 
(123-126). This approach seems to have lost 
its popularity because of disappointing animal 
and human data. 

4.5 Class IV: Low Solubility and 
Low Permeability 

Class IV compounds exhibit both poor solubil- 
ity and poor permeability and pose tremen- 
dous challenges to formulation development. 
As a result, a substantial investment in dosage 
form development with no guarantee of suc- 
cess should be expected. Class IV compounds 
are rarely developed or reach the market as 
oral products. A combination of Class I1 and 
Class 111 technologies could be used to formu- 
late Class IV compounds. However, redesign- 
ing drug molecules to enhance solubility 

Although the BCS provides a useful frame- 
work for recognizing solubility and permeabil- 
ity as two key parameters controlling absorp- 
tion, additional "barriers" that limit drug 
absorption do exist beyond the scope of the 
BCS. Luminal complexation can reduce the 
free drug concentration available for absorp- 
tion. Luminal degradation further degrades 
compounds such as proteins and peptides that 
are susceptible to intestinal enzymes or micro- 
organisms. Presystemic elimination includes 
both traditional first-pass metabolism and 
also intestinal metabolism. The significance of 
intestinal drug metabolism is a relatively re- 
cent discovery, as evidenced by the high intes- 
tinal concentration of CYP3A4, which is 
present in the intestine at approximately 80- 
100% of the CYP3A4 concentration in the liver 
(127). In addition, P-gp, a membrane trans- 
porter, further reduces drug absorption by 
retrograding efflux of the drug into the intes- 
tinal lumen in the secretory direction (or ba- 
solateral-to-apical direction). 

This section reviews potential formulation 
strategies addressing the above-mentioned is- 
sues. However, given the difficult nature of 
overcoming such absorption barriers and the 
limited knowledge in this area, most of the 
formulation strategies reviewed in this section 
are highly experimental and yet to be proved. 
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4.6.1 Luminal Degradation. Luminal deg- 
radation can be attributed to chemical decom- 
position in the aqueous intestinal environ- 
ment or metabolism by luminal digestive 
enzymes or luminal microorganisms. Degra- 
dation in the acidic environment of the stom- 
ach is relatively easy to solve either by use of 
an enteric coating dosage form or by formulat- 
ing with antacid agents (122). Chemical insta- 
bility in the slightly acidic to neutral pH of the 
small intestine (pH range: 4-7) may be more 
difficult to solve, especially for molecules that 
cannot be "protected" from the aqueous envi- 
ronment by complexation or solubilization. 
Another difficult problem to solve is enzy- 
matic degradation in the GI lumen. Enzymatic 
degradation, combined with poor permeabil- 
ity, has significantly limited the oral absorp- 
tion of proteins and peptides. Prodrugs are 
one approach to protect the parent compound 
from enzymatic degradation. Lipid vesicles 
and micelles may also be able to shield their 
encapsulated contents from luminal degrada- 
tion. Micelle formation, for example, has been 
shown to slow ester hydrolysis of benzoylthia- 
mine disulfide, resulting in increased in situ 
and in  vivo absorption (128). Water-in-oil mi- 
croemulsions have also demonstrated some 
potential in delivering peptides and pro- 
teins, although a t  a very low capacity or ef- 
ficiency (129). Upon aqueous dilution in the 
GI tract, water-in-oil (w/o) microemulsions 
can undergo phase separation or inversion 
that can cause dose dumping and expose the 
encapsulated water-soluble drug to luminal 
degradation. Therefore, in cases where drug 
absorption is significantly enhanced in w/o 
microemulsions, it may not be simply be- 
cause the w/o microemulsion protects the 
drug from luminal degradation. One cannot 
rule out the possibility that certain lipid ex- 
cipients may act as an absorption enhancer 
and increase absorption of proteins and 
peptides. 

Coadministration of the drug with an enzy- 
matic inhibitor may also protect the drug from 
luminal enzymatic degradation. The key to 
this approach is that the inhibitor needs to 
effectively protect the drug until the drug is 
dissolved and absorbed. This would require 
large amounts of inhibitor to overcome dilu- 
tion in the lumen. For the best protection, the 

drug may be encapsulated with the inhibitor 
in lipid vesicles or polymeric membranes. 
However, this approach may raise serious 
safety concerns and would not be recom- 
mended as a general approach to overcome en- 
zymatic degradation. 

4.6.2 Presystemic Elimination (First-Pass 
Metabolism and Intestinal Metabolism). Pre- 
systemic elimination includes both intestinal 
metabolism and hepatic first-pass metabo- 
lism. The significance of the former is a rela- 
tively recent discovery. Among enzymes dis- 
covered in the human intestine, CYP3A4 is by 
far the most important enzyme to drug metab- 
olism. The CYP3A4 intestinal concentrations 
are approximately 80-100% of that in the 
liver. Other enzymes, such as CYP3A5, 
CYPlAl, CYP2C8-10, CYP2D6, and CYP2E1, 
have also been identified in the small intes- 
tine, although their levels are significantly 
lower than that in the liver (127). 

Few oral formulation approaches are avail- 
able to overcome presystemic elimination. Al- 
though coadministration of drug with an en- 
zymatic inhibitor could boost bioavailability, 
it is not recommended as a viable approach 
because it raises serious safety concerns. In- 
testinal lymphatic transport offers the possi- 
bility of avoiding hepatic first-pass metabo- 
lism. The intestinal lymphatics are the major 
absorption gateway for natural lipids, lipid de- 
rivatives, and cholesterol. However, only 
highly lipophilic compounds (log P > 5-61, 
such as lipid-soluble vitamins or xenobiotics, 
can gain significant access to the systemic cir- 
culation through the lymphatics. The vast ma- 
jority of pharmaceutical compounds are not 
lipophilic enough and, when they are, their 
solubilities are extremely poor. Lipophilic pro- 
drugs may be designed for the purpose of en- 
hancing intestinal lymphatic drug delivery. 
The design sophistication varies from simple 
chemical modification (e.g., derivative com- 
pounds through simple ester or ether link- 
ages) to sophisticated functional design, in 
which a "functionally based" promoiety is 
added to facilitate compound incorporation 
into the normal lipid-processing pathways. 
Comprehensive reviews in this area are avail- 
able (130,131). In general, the use of lipidpro- 
drugs to target the lymphatics is a wide-open 
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research area. Much needs to be done before 
one can assess the practicality of this ap- 
proach. 

4.6.3 P-gp Efflux Mechanism. Enterocyte 
P-gp is an apically polarized efflux transporter 
that was first identified in multidrug-resistant 
cancer cells but later also found to be present 
in the intestinal brush border region. P-gp re- 
duces drug absorption by actively transport- 
ing a drug in the secretory direction back into 
the intestinal lumen. Interestingly, P-gp ap- 
pears to share a large number of substrates 
and inhibitors with CW3A (127). Little is 
known about how to overcome the absorption 
barrier posed by the P-gp efflux pump. Certain 
nonionic surfactants such as Cremophor have 
been shown to inhibit the P-gp efflux pump in 
vitro (132). However, to counter GI dilution, a 
much higher amount of surfactant may be re- 
quired to achieve a similar effect in vivo. An- 
other approach for overcoming P-gp efflux is 
to coadminister the drug with a P-gp inhibitor. 
For example, docetaxel has very poor oral bio- 
availability, partly because of its affinity for 
the intestinal P-gp efflux pump and partly be- 
cause of possible metabolism of docetaxel by 
cytochrome P450 in the gut and liver. In a 
recent clinical study with 14 patients, the 
mean oral bioavailability in patients taking 
docetaxel was only 8 ? 6%, whereas the bio- 
availability of docetaxel in patients receiving 
both the drug and cyclosporine A (both a P-gp 
substrate and inhibitor) was 90 t 44% (133). 
Although effective, this approach does raise a 
series of safety concerns. Some important 
questions include: 

Given that the P-gp efflux pump and 
CW3A share a large number of substrates, 
what is the effect of administrating a P-gp 
inhibitor on liver and gut metabolism? 
If both P-gp and CYP3A are inhibited, what 
are the potential implications caused by po- 
tential toxic substances that are usually 
metabolized by CYP3A? 
Is the inhibition transient or long-lasting, 
reversible or irreversible? 
What is the impact of intersubject variabil- 
ity on P-gp inhibition? 

These issues may have serious toxicity im- 
plications. Therefore, without fully under- 
standing the mechanism of P-gp inhibitors or 
the natural role of P-gp transporters, this ap- 
proach is too risky to be considered as a rou- 
tine method to improve oral bioavailability. 

Overall, many so-called Class V compounds 
face significant delivery challenges that can- 
not be easily overcome by traditional methods. 
Although some emerging Class V technologies 
may be able to overcome such challenges to a 
certain extent, these strategies are highly ex- 
ploratory and are yet to be proved. One may be 
better off seeking a non-oral delivery route to 
overcome the absorption barriers posed by 
Class V compounds. Such delivery routes may 
include nasal, oral mucosal, or intravenous ad- 
ministration. Details regarding these delivery 
routes are beyond the scope of this chapter. 

4.7 Excipient and Process Selection 
in Dosage Form Design 

The preceding sections classify the formula- 
tion strategies on the basis of the solubility 
and permeability of drugs. Once a formulation 
strategy is identified, it is important to choose 
suitable excipients and processing methods to 
achieve the objective of a selected dosage form, 
in terms of both dosage form performance and 
manufacturability. Although it is beyond the 
scope of this chapter to delve into the details of 
formulation development, a brief overview of 
some considerations may provide a useful in- 
sight into the factors considered by the formu- 
lation scientist in developing formulations. 
Typically, excipients are added to drugs to al- 
low for the manufacture of dosage forms that 
meet performance (e.g., drug release, stabil- 
ity) and manufacturing requirements. Com- 
&on excipients for tablet formulations, for 
example, include tablet fillers, binders, disin- 
tegrants, wetting agents, glidants, and lubri- 
cants. In addition to selecting appropriate 
excipients, suitable processing steps and pro- 
cessing conditions must be identified. For tab- 
let dosage forms, typical processing steps 
include mixing, granulation, sizing, and com- 
pression. The granulation process can produce 
product with improved performance and man- 
ufacturing properties and either dry granula- 
tion or wet granulation can be done, depend- 
ing on whether a granulating fluid is used. For 
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materials with appropriate physical, chemical, 
and mechanical properties, direct compres- 
sion without the granulation step may be most 
appropriate and desirable. 

Proper selection of excipients and pro- 
cesses will impact the performance of a dosage 
form. For example, a poorly soluble drug often 
tends to be poorly wettable, too. If the objec- 
tive is to obtain a fast-dissolving and dispers- 
ing dosage form, inclusion of a wetting agent 
such as sodium lauryl sulfate or polysorbate 
80 may be appropriate or even necessary. Pro- 
cessing methods may also significantly impact 
dosage form performance. For example, it may 
not be appropriate to wet granulate amor- 
phous drug because water may lower the 
glass-transition temperature and facilitate re- 
crystallization during or after processing. In 
other situations, wet granulation can be used 
to avoid potential segregation and content 
uniformity problems where there is a signifi- 
cant difference in particle size or bulk density 
between the drug and excipients. Overall, a 
wise selection of excipients and processes re- 
lies on a sound understanding of the physical, 
chemical, and mechanical properties of the 
drug and excipients. A formulation may be 
successfully scaled up and consistently meet 
performance and manufacturing require- 
ments only when one fully understands the 
complex relationship between the drug, ex- 
cipients, processing, and the desired dosage 
form performance criteria. 

5 CONCLUSION 

This chapter is composed of two parts. Part I 
provides an overview of physicochemical char- 
acterization and its relevance to drug delivery. 
Part I1 categorizes various dosage form op- 
tions according to the well-established Bio- 
pharmaceutics Classification System (BCS). 
Physicochemical properties are closely linked 
to biopharmaceutical properties of drug candi- 
dates. The BCS captures this link by high- 
lighting the important effects of solubility and 
permeability on drug absorption. Therefore, a 
sound understanding of how physicochemical 
properties may affect absorption is essential to 
make a smart choice of which drug candi- 
date(~) to select and which of the wide variety " 

of oral dosage formulation options to pursue. 
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1 CAVEAT 

The reader is reminded that all the informa- 
tion that is provided in this chapter is freely 
available on the Web from the government 
and other sources and subject to change. In- 
stead of a bibliography, only the hyperlink 
sources are included in text, and the reader is 
advised to check them frequently.' 

"The problem is to find a form of association 
which will defend and protect with the whole 
common force the person and goods of each 
associate, and in which each, while uniting 
himself with all, may still obey himself alone, 
and remain as free as before." So wrote Jean 
Jacques Rousseau, Citizen of Geneva, in The 
Social Contract or Principles of Political Right 
(1762) (http://www.blackmask.com/booksl0c/ 
socon.htm). His teachings were well known to 
the Founding Fathers. The Miracle at Phila- 
delphia, the Constitutional Convention of 
May-September 1787, so gloriously described 
by Catherine Drinker Bowen, established fed- 
eralism in the United States and provided for 
regulation of commerce between the states. 

The progress of federalism was slow, and a 
trigger was needed. On the 25th of April 1846, 
Mexican troops crossed the Rio Grande to at- 
tack U.S. dragoons; this provided an excuse 
for the U.S.-Mexican war of 1846-1848. The 
state of medical support for the U.S. troops in 
Mexico was appalling. The drugs imported for 
them, counterfeited. In reaction to these 
events the U.S. Congress passed the Drug Im- 
portation Act of 1848, considered by many as 
the cornerstone of drug regulation in the 
United States. The act itself required U.S. 

The views expressed are my own and do not neces- 
sarily represent those of nor imply endorsement 
from the Food and Drug Administration or the U.S. 
Government. 

Customs Service (already in existence) inspec- 
tion to stop entry of adulterated drugs from 
overseas. If one subscribes to George F. Will's 
precept: "We are not a democracy, we are a 
republic," the ensuing train of legislative en- 
deavor provides for a fascinating story of con- 
tinuous interaction between the governing 
and the governed. 

Therefore, the Food and Drug Administra- 
tion exists by the mandate of the U.S. Con- 
gress with the Food, Drug & Cosmetics 
Act (http://www.fda.gov/opacom/laws/fdcact/ 
fdctoc.htm) as the principal law to enforce. 
The Act, based on it regulations developed 
by the Agency, constitutes the basis of the 
drug approval process (http://www.fda.gov/ 
cder/regulatory/applications/default.htm). 
The name Food and Drug Administration is 
relatively new. In 1931 the Food, Drug, and 
Insecticide Administration, then part of the 
U.S. Department of Agriculture, was re- 
named the Food and Drug Administration 
(http://www.fda.gov). 

3 CHRONOLOGY OF DRUG 
REGULATION IN THE UNITED STATES 

The history of food and drug law enforcement 
in the United States and the consecutive 
modifications of the 1906 Act are summarized 
below (from http://www.fda.gov/cder/about/ 
history/timel.htm). 

1820 Eleven physicians meet in Washing- 
ton, DC, to establish the U.S. Pharma- 
copeia, the first compendium of stan- 
dard drugs for the United States. 

1846 Publication of Lewis Caleb Beck's 
Adulteration of Various Substances 
Used in Medicine and the Arts helps doc- 
ument problems in the drug supply. 

1848 Drug Importation Act passed by Con- 
gress requires U.S. Customs Service in- 
spection to stop entry of adulterated 
drugs from overseas. 
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1903 Lyman F. Kebler, M. D., Ph.C., as- 
sumes duties as Director of the Drug 
Laboratory, Bureau of Chemistry. 

1905 Samuel Hopkins Adams' 10-part ex- 
pose of the patent medicine industry, 
"The Great American Fraud," begins in 
Collier's. The American Medical Associ- 
ation, through its Council on Pharmacy 
and Chemistry, initiates a voluntary 
program of drug approval that would 
last until 1955. To earn the right to ad- 
vertise in AMA and related journals, 
companies submitted evidence, for re- 
view by the Council and outside experts, 
to support their therapeutic claims for 
drugs. 

1906 The original Food and Drugs Act is 
passed by Congress on June 30 and 
signed by President Theodore Roos- 
evelt. It prohibits interstate commerce 
in misbranded and adulterated foods 
and drugs. The Meat Inspection Act is 
passed the same day. Shocking disclo- 
sures of unsanitary conditions in meat- 
packing plants, the use of poisonous pre- 
servatives and dyes in foods, and cure- 
all claims for worthless and dangerous 
patent medicines were the major prob- 
lems leading to the enactment of these 
laws. 

1911 In US.  versus Johnson, the Supreme 
Court rules that the 1906 Food and 
Drugs Act does not prohibit false thera- 
peutic claims but only false and mislead- 
ing statements about the ingredients or 
identity of a drug. 

1912 Congress enacts the Sherley Amend- 
ment to overcome the ruling in U.S. ver- 
sus Johnson. It prohibits labeling medi- 
cines with false therapeutic claims 
intended to defraud the purchaser, a 
standard difficult to prove. 

1914 The Harrison Narcotic Act imposes 
upper limits on the amount of opium, 
opium-derived products, and cocaine al- 
lowed in products available to the pub- 
lic; requires prescriptions for products 
exceeding the allowable limit of narcot- 
ics; and mandates increased record 
keeping for physicians and pharmacists 

that dispense narcotics. A separate law 
dealing with marihuana would be en- 
acted in 1937. 

1933 FDA recommends a complete revision 
of the obsolete 1906 Food and Drugs 
Act. The first bill is introduced into the 
Senate, launching a Byear legislative 
battle. FDA assembles a graphic display 
of shortcomings in pharmaceutical and 
other regulation under the 1906 act, 
dubbed by one reporter as the Chamber 
of Horrors and exhibited nationwide to 
help draw support for a new law. 

1937 Elixir Sulfanilamide, containing the 
poisonous solvent diethylene glycol, 
kills 107 persons, many of whom are 
children, dramatizing the need to estab- 
lish drug safety before marketing and to 
enact the pending food and drug law. 

1938 The Federal Food, Drug, and Cos- 
metic Act of 1938 is passed by Congress, 
containing new provisions: 

Requiring new drugs to be shown 
safe before marketing; starting a 
new system of drug regulation. 

Eliminating the Sherley Amendment 
requirement to prove intent to de- 
fraud in drug misbranding cases. 

Extending control to cosmetics and 
therapeutic devices. 

Providing that safe tolerances be set 
for unavoidable poisonous sub- 
stances. 

Authorizing standards of identity, 
quality, and fill-of-container for 
foods. 

Authorizing factory inspections. 
Adding the remedy of court injunc- 

tions to the previous penalties of 
seizures and prosecutions. 

Under the Wheeler-Lea Act, the Fed- 
eral Trade Commission is charged 
to oversee advertising associated 
with products, including pharma- 
ceuticals, otherwise regulated by 
FDA. 

FDA promulgates the policy in Au- 
gust that sulfanilamide and se- 
lected other dangerous drugs 
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must be administered under the 
direction of a qualified expert, 
thus launching the requirement 
for prescription only (non-narcot- 
ic) drugs. 

1941 Insulin Amendment requires FDA to 
test and certify purity and potency of 
this life-saving drug for diabetes. 

Nearly 300 deaths and injuries result 
from distribution of sulfathiazole tab- 
lets tainted with the sedative phenobar- 
bital. The incident prompts FDA to re- 
vise manufacturing and quality controls 
drastically, the beginning of what would 
later be called good manufacturing prac- 
tices (GMPs). 

1945 Penicillin Amendment requires FDA 
testing and certification of safety and ef- 
fectiveness of all penicillin products. 
Later amendments would extend this 
requirement to all antibiotics. In 1983 
such control would be found no longer 
needed and was abolished. 

1948 Supreme Court rules in U.S. versus 
Sullivan that FDA's jurisdiction extends 
to the retail distribution, thereby per- 
mitting FDA to interdict in pharmacies 
illegal sales of drugs-the most prob- 
lematical being barbiturates and am- 
phetamines. 

1951 Durham-Humphrey Amendment de- 
fines the kinds of drugs that cannot be 
used safely without medical supervision 
and restricts their sale to prescription 
by a licensed practitioner. 

1952 In U.S. versus Cardiff, the Supreme 
Court rules that the factory inspection 
provision of the 1938 FDC Act is too 
vague to be enforced as criminal law. 

A nationwide investigation by FDA 
reveals that chloramphenicol, a broad- 
spectrum antibiotic, has caused nearly 
180 cases of often fatal blood diseases. 
Two years later, the FDA would engage 
the American Society of Hospital Phar- 
macists, the American Association of 
Medical Record Librarians, and later 
the American Medical Association in a 
voluntary program of drug reaction re- 
porting. 

1953 Factory Inspection Amendment clar- 
ifies previous law and requires FDA to 
give manufacturers written reports of 
conditions observed during inspections 
and analyses of factory samples. 

1955 HEW Secretary Olveta Culp Hobby 
appoints a committee of 14 citizens to 
study the adequacy of FDA's facilities 
and programs. The committee recom- 
mends a substantial expansion of FDA 
staff and facilities, a new headquarters 
building, and more use of educational 
and informational programs. 

1962 Thalidomide, a new sleeping pill, is 
found to have caused birth defects in 
thousands of babies born in western Eu- 
rope. News reports on the role of Dr. 
Frances Kelsey, FDA medical officer, in 
keeping the drug off the U.S. market, 
arouse public support for stronger drug 
regulation. 

Kefauver-Harris Drug Amendments 
are passed to ensure drug efficacy and 
greater drug safety. For the first time, 
drug manufacturers are required to 
prove to the FDA the effectiveness of 
their products before marketing them. 
In addition, the FDA is given closer con- 
trol over investigational drug studies, 
FDA inspectors are granted access to ad- 
ditional company records, and manufac- 
turers must demonstrate the efficacy of 
products approved before 1962. 

1963 Advisory Committee on Investiga- 
tional Drugs meets, the first meeting of 
a committee to advise FDA on product 
approval and policy on an ongoing basis. 

1965 Drug Abuse Control Amendments 
are enacted to deal with problems 
caused by abuse of depressants, stimu- 
lants, and hallucinogens. 

1966 FDA contracts with the National 
Academy of Sciences/National Research 
Council to evaluate the effectiveness of 
4000 drugs approved on the basis of 
safety alone between 1938 and 1962. 

1968 FDA Bureau of Drug Abuse Control 
and the Treasury Department's Bureau 
of Narcotics are transferred to the De- 
partment of Justice to form the Bureau 
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of Narcotics and Dangerous Drugs 
(BNDDI, consolidating efforts to police 
traffic in abused drugs. A reorganization 
of BNDD in 1973 formed the Drug En- 
forcement Administration. 

The FDA forms the Drug Efficacy 
Study Implementation (DESI) to 
incorporate the recommendations 
of a National Academy of Sciences 
investigation of effectiveness of 
drugs marketed between 1938 and 
1962. 

Animal Drug Amendments place all 
regulation of new animal drugs 
under one section of the Food, 
Drug, and Cosmetic Act--Section 
512-making approval of animal 
drugs and medicated feeds more 
efficient. 

1970 In Upjohn versus Finch, the Court of 
Appeals upholds enforcement of the 
1962 drug effectiveness amendments by 
ruling that commercial success alone 
does not constitute substantial evidence 
of drug safety and efficacy. 

The FDA requires the first patient 
package insert: oral contracep- 
tives must contain information for 
the patient about specific risks 
and benefits. 

The Comprehensive Drug Abuse Pre- 
vention and Control Act replaces 
previous laws and categorizes 
drugs based on abuse and addic- 
tion potential v is -his  therapeu- 
tic value. 

1972 Over-the-counter Drug Review initi- 
ated to enhance the safety, effective- 
ness, and appropriate labeling of drugs 
sold without prescription. 

1973 The U. S. Supreme Court upholds the 
1962 drug effectiveness law and en- 
dorses FDA action to control entire 
classes of products by regulations rather 
than to rely only on time-consuming lit- 
igation. 

1976 Vitamins and Minerals Amendments 
("Proxmire Amendments") stop the 
FDA from establishing standards limit- 

ing potency of vitamins and minerals in 
food supplements or regulating them as 
drugs based solely on potency. 

1982 Tamper-resistant packaging regula- 
tions issued by the FDA to prevent poi- 
sonings such as deaths from cyanide 
placed in Tylenol capsules. The Federal 
Anti-Tampering Act passed in 1983 
makes it a crime to tamper with pack- 
aged consumer products. 

1983 Orphan Drug Act passed, enabling 
FDA to promote research and market- 
ing of drugs needed for treating rare dis- 
eases. 

1984 Drug Price Competition and Patent 
Term Restoration expedites the avail- 
ability of less costly generic drugs by 
permitting the FDA to approve applica- 
tions to market generic versions of 
brand-name drugs without repeating 
the research done to prove them safe 
and effective. 

At the same time, the brand-name 
companies can apply for up to 5 years of 
additional patent protection for the new 
medicines they developed to make up for 
time lost while their products were go- 
ing through the FDA's approval process. 

1987 The FDA revises investigational 
drug regulations to expand access to 
experimental drugs for patients with 
serious diseases with no alternative 
therapies. 

1988 The Prescription Drug Marketing Act 
bans the diversion of prescription drugs 
from legitimate commercial channels. 
Congress finds that the resale of such 
drugs leads to the distribution of misla- 
beled, adulterated, subpotent, and coun- 
terfeit drugs to the public. The new law 
requires drug wholesalers to be licensed 
by the states; restricts reimportation 
from other countries; and bans sale, 
trade, or purchase of drug samples and 
traffic or counterfeiting of redeemable 
drug coupons. 

1991 The FDA publishes regulations to ac- 
celerate reviews of drugs for life-threat- 
ening diseases. 
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1992 Generic Drug Enforcement Act im- 
poses debarment and other penalties for 
illegal acts involving abbreviated drug 
applications. 

Prescription Drug User Fee requires 
drug and biologics manufacturers to pay 
fees for product applications and supple- 
ments and other services. The act also 
requires the FDA to use these funds to 
hire more reviewers to assess applica- 
tions. 

1994 The FDA announces it could consider 
regulating nicotine in cigarettes as a 
drug, in response to a citizen's petition 
by the Coalition on Smoking and 
Health. 

Uruguay Round Agreements Act ex- 
tends the patent terms of U.S. drugs 
from 17 to 20 years. 

1995 The FDA declares cigarettes to be 
"drug delivery devices." Restrictions are 
proposed on marketing and sales to re- 
duce smoking by young people. 

1997 Food and Drug Administration Mod- 
ernization Act (FDAMA) re-authorizes 
the Prescription Drug User Fee Act of 
1992 and mandates the most wide-rang- 
ing reforms in agency practices since 
1938. Provisions include measures to ac- 
celerate review of devices, advertising 
unapproved uses of approved drugs and 
devices, health claims for foods in agree- 
ment with published data by a reputable 
public health source, and development 
of good guidance practices for agency de- 
cision-making. The fast track provisions 
are intended to speed up the develop- 
ment and the approval review process 
for. . . "drug intended for the treatment 
of a serious or life-threatening condition 
and it demonstrates the potential to ad- 
dress unmet medical needs for such a 
condition." 

Center for Biologics Evaluation and Re- 
search (CBER) 

Center for Devices and Radiological Health 
(CDRH) 

Center for Drug Evaluation and Research 
(CDER) 

Center for Food Safety and Applied Nutri- 
tion (CFSAN) 

Center for Veterinary Medicine (CVM) 
National Center for Toxicological Research 

(NCTR) 
Office of the Commissioner (OC) 
Office of Regulatory Affairs (OM) 

As an agency of the U.S. Government, the 
FDA does not develop, manufacture, or test 
drugs. Drug approval is entirely based on 
sponsor's (manufacturer's) reports of a drug's 
studies so that the appropriate Center can 
evaluate its data. The evaluation of submitted 
data allows the Center reviewers (1) to estab- 
lish whether the drug submitted for approval 
works for the proposed use, (2) to assess the 
benefit-to-risk relationship, and (3) to deter- 
mine if the drug will be approved. The ap- 
proval of low molecular weight molecular en- 
tities rests within the CDER authority (http:/t 
www.fda.gov/cder/) and is the subject of this 
chapter. An analogous center CBER regulates 
biological products like blood, vaccines, thera- 
peutics, and related drugs and devices (http:/I 
www.fda.gov/cbern. The reader interested in 
other centers or aspects of FDA activities is 
advised to visit appropriate sites. In general 

- 

outline, the drug approval process is divided 
into an Investigational New Drug (IND) Ap- 
plication Process (with its phases represent- 
ing a logical and safe process of drug develop- 
ment); New Drug Approval, and the post- 
approval activities. For as long as an approved 
drug remains on the market, all aspects perti- 
nent to its safety are under constant scrutiny 
by the FDA. 

5 IND APPLICATION PROCESS 
4 FDA BASIC STRUCTURE 

Employing over 9000 employees, the FDA's 
structure reflects the tasks on hand and con- 
sists of a number of centers and offices. 

The tests carried out in the pre-clinical inves- 
tigation of a potential drug serve the purpose 
to determine whether the new molecule has 
the desired pharmacological activity and is 
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reasonably safe to be administered to humans 
in limited, early-stage clinical studies. Before 
any new drug under pre-clinical investigation 
is administered to patients to determine its 
value as a therapeutic or diagnostic, the drug's 
sponsor must obtain permission from the FDA 
through the IND process (http://www.fda.gov/ 
cder/regulatory/applications). By definition, a 
sponsor is a person or entity who assumes re- 
sponsibility for compliance with applicable 
provisions of the Federal Food, Drug, and Cos- 
metic Act (the FDC Act) and related regula- 
tions and initiates a clinical investigation. A 
sponsor could be an individual, partnership, 
corporation, government agency, manufac- 
turer, or scientific institution. In a way, the 
IND is an exemption from the legal require- 
ment to transport or distribute across state 
lines only drugs approved for marketing. Al- 
though not approved, the molecule has to con- 
form to specific requirements under the Fed- 
eral Food, Drug, and Cosmetic Act as 
interpreted by the Code of Federal Regula- 
tions (CFR). The CFR, a codification of the 
general and permanent regulations published 
in the Federal Register by the Executive de- 
partments and agencies, provides detailed in- 
formation of requirements for each step of the 
approval process (http://www.access.gpo.gov/ 
nara/cfr/waisidx - 98/21cfr312 98.html). The 
Federal Register is the additional important 
source for information on what regulations 
FDA proposes and notices issues. 

A sponsor wishing to submit an IND is as- 
sisted and guided by a number of regulatory 
mechanisms and documents created to secure 
the uniformity of applications and to guaran- 
tee consistency of the review process. The log- 
ical development of information and guidance 
is as follows: ( 1 )  from the Federal Food, Drug, 
and Cosmetic Act to (2) the Code of Federal 
Regulations to (3) the use of available guid- 
ance documents issued by the CDERICBER 
and International Conference on Harmoniza- 
tion (ICH). In their review process the FDA 
reviewers also depend on Manuals of Policies 
and Procedures (MAPPs), which constitute 
approved instructions for internal practices 
and procedures followed by CDER staff. 
MAPPs are to help standardize the new drug 

review process and other activities and are 
available for the public (http://www.fda.gov/ 
cder/mapp.htm). 

5.1 Types of IND 

The CFR does not differentiate between the 
(6 "commercial" and "non-commercial," re- 

search," or "compassionate" IND. The three 
general "types" of INDs below are often men- 
tioned, but again the nomenclature used is not 
recognized by 21 CFR312.3. The term Com- 
mercial IND is defined in CDER's MAPP 
6030.1 as: "An IND for which the sponsor is 
usually either a corporate entity or one of the 
institutes of the National Institutes of Health 
(NIH). In addition, CDER may designate 
other INDs as commercial if it is clear the 
sponsor intends the product to be commercial- 
ized at a later date" (http://www.fda.gov/cder/ 
mapp/6030-Lpdf). The term Screening IND is 
defined in CDER's MAPP 6030.4 (http://www. 
fda.gov/cder/mapp/6030-4.pdf) as "A single 
IND submitted for the sole purpose of compar- 
ing the properties of closely related active moi- 
eties to screen for the preferred compounds or 
formulations. These compounds or formula- 
tions can then become the subject of addi- 
tional clinical development, each under a sep- 
arate IND." 

The same goes for the fast track programs 
of the FDAoriginating from the section 112(b) 
"Expediting Study and Approval of Fast Track 
Drugs" of the Food and Drug Administration 
Modernization Act (FDAMA) of 1997. The 
FDAMA amendments of the Act are designed 
to facilitate the development and expedite the 
review of new drugs that are intended to treat 
serious or life-threatening conditions and that 
demonstrate the potential to address unmet 
medical needs (fast track products). 

5.1 .I An Investigator IND. An investigator 
is an individual who conducts a clinical inves- 
tigation or is a responsible leader of a team of 
investigators. Sponsor is a person who takes 
responsibility far and initiates a clinical inves- 
tigation. Sponsor may be a person or an orga- 
nization, company, university, etc. Sponsor- 
investigator is a physician who both initiates 
and conducts an investigation, and under 
whose immediate direction the investigational 
drug is administered or dispensed. A physician 
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might submit a research IND to propose 
studying an unapproved drug, or an approved 
product for a new indication or in a new pa- 
tient population. The investigator's name ap- 
pears on the Investigational New Drug Appli- 
cation forms (Forms FDA 1571 and 1572) as 
the name of person responsible for monitoring 
the conduct and progress of clinical investiga- 
tions. 

5.1.2 Emergency Use IND. Emergency Use 
IND of an investigational new drug (21 CFR 
312.36) allows the FDA to authorize use of an 
experimental drug in an emergency situation 
that does not allow time for submission of an 
IND in accordance with the Code of Federal 
Regulations. It is also used for patients who do 
not meet the criteria of an existing study pro- 
tocol or if an approved study protocol does not 
exist. 

5.1.3 Treatment IND. Treatment IND (21 
CFR 312.34) is submitted for experimental 
drugs showing promise in clinical testing for 
serious or immediately life-threatening condi- 
tions while the final clinical work is conducted 
and the FDA review takes place. An immedi- 
ately life-threatening disease means a stage of 
a disease in which there is a reasonable likeli- 
hood that death will occur within a matter of 
months or in which premature death is likely 
without early treatment. For example, ad- 
vanced cases of AIDS, herpes simplex enceph- 
alitis, and subarachnoid hemorrhage are all 
considered to be immediately life-threatening 
diseases. Treatment INDs are made available 
to patients before general marketing begins, 
typically during phase I11 studies. Treatment 
INDs also allow FDA to obtain additional data 
on the drug's safety and effectiveness (http:l/ 
www.fda.gov/cder/handbook/treatind.htm). 

5.2 Parallel Track 

Another mechanism used to permit wider 
availability of experimental agents is the "par- 
allel track" policy (Federal Register of May 21, 
1990) developed by the U.S. Public Health 
Service in response to AIDS. Under this policy, 
patients with AIDS whose condition prevents 
them from participating in controlled clinical 
trials can receive investigational drugs shown 
in preliminary studies to be promising. 

5.3 Resources for Preparation of IND 
Applications 

As listed above, to assist in preparation of 
IND, numerous resources are available on the 
Web to provide the sponsor with (1) the legal 
requirements of an IND application, (2) assis- 
tance from CDERICBER to help meet those 
requirements, and (3) internal IND review 
principles, policies, and procedures. 

5.3.1 Pre-IND Meeting. In addition to all 
documents available on the Web, under the 
FDAMA provisions and the resulting guid- 
ances (http://www.fda.gov/cder/fdama,/default. 
htm), a sponsor can request all kinds of meet- 
ings with the FDA to facilitate the review and 
approval process. The pre-IND meetings (21 
CFR 312.82) belong to type B meetings and 
should occur with the division of CDER re- 
sponsible for the review of given drug thera- 
peutic category within 60 days from when the 
Agency receives a written request. The list of 
questions and the information submitted to 
the Agency in the Information Package should 
be of sufficient pertinence and quality to per- 
mit a productive meeting. 

5.3.2 Guidance Documents. Guidance doc- 
uments representing the Agency's current 
thinking on a particular subject can be ob- 
tained from the Web (http://www.fda.gov/ 
cder/guidance/index.htm) or from the Office of 
Training and Communications, Division of 
Communications Management (http://www. 
fda.gov/cder/dib/dibinfo.htm). One should re- 
member that the guidance documents merely 
provide direction and are not binding on ei- 
ther part. A Guidance for Industry "Content 
and Format of Investigational New Drug Ap- 
plications (INDs) for Phase I Studies of Drugs, 
Including Well-Characterized, Therapeutic, 
Biotechnology-derived Products" (http://www. 
fda.gov/cder/guidance/index.htm) is a place to 
start. This particular Guidance, based on 
21CFR 312, provides a detailed clarification of 
CFR requirements for data and data presenta- 
tion to be included in the initial phase I IND 
document, permitting its acceptance by the 
Agency for review. 
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5.3.3 Information Submitted with IND. To 
be acceptable for review by the FDA, the IND 
application must include the following groups 
of information. 

5.3.3.1 Animal Pharmacology and Toxicol- 
ogy Studies. Pre-clinical data to permit an as- 
sessment as to whether the product is reason- 
ably safe for initial testing in humans. Also 
included are the results of any previous expe- 
rience with the drug in humans (often foreign 
use). 

5.3.3.2 Manufacturing Information. Infor- 
mation pertaining to the composition, manu- 
facturer, stability, and controls used for man- 
ufacturing the drug substance and the drug 
product. This information is assessed to en- 
sure that the company can adequately produce 
and supply consistent batches of the drug. 

5.3.3.3 Clinical Protocols and Investigator 
Information. Detailed protocols for proposed 
clinical studies to assess whether the initial- 
phase trials will expose subjects to unneces- 
sary risks needs to be provided. In addition, 
information on the qualifications of clinical in- 
vestigators, professionals (generally physi- 
cians) who oversee the administration of the 
experimental compound, to assess whether 
they are qualified to fulfill their clinical trial 
duties is needed. Finally, commitments to ob- 
tain informed consent from the research sub- 
jects, to obtain review of the study by an insti- 
tutional review board (IRB), and to adhere to 
the investigational new drug regulations are 
also required. 

Once the IND is submitted, the sponsor 
must wait 30 calendar days before initiating 
any clinical trials. During this time, the FDA 
has an opportunity to review the IND for 
safety to assure that research subjects will not 
be subjected to unreasonable risk. 

5.4 The First Step, the Phase I IND 
Application 

The content of the Phase I IND Application 
(http://www. fda.gov/cder/guidance/index. 
htm) must include the following: 

A. FDA Forms 1571 (IND Application) and 
1572 (Statement of Investigator) 

B. Table of Contents 

C. Introductory Statement and General In- 
vestigational Plan 

D. Investigator's Brochure 
E. Protocols 
F. Chemistry, Manufacturing, and Control 

(CMC) Information 
G. Pharmacology and Toxicology Informa- 

tion 
H. Previous Human Experience with the In- 

vestigational Drug 
I. Additional and Relevant Information 

Ad C. It should succinctly describe what 
the sponsor attempts to determine by the first 
human studies. All previous human experi- 
ence with the drug, other INDs, previous at- 
tempts to investigate followed by withdrawal, 
foreign marketing experience relevant to the 
safety of the proposed investigation, etc., 
should be described. Because the detailed de- 
velopment plans are contingent on the results 
of the initial studies, limited in scope and sub- 
ject to change, that section should be kept as 
brief as possible. 

Ad D. Before the investigation of a drug by 
participating clinical investigators may begin, 
the sponsor should provide them with an In- 
vestigator Brochure. The recommended ele- 
ments of Investigator's Brochure are subject 
of ICH document ICH E6 (http://www.fda.gov/ 
cder/guidance/iche6.htm) and should provide 
a compilation of the clinical and non-clinical 
data relevant to the study in human subjects. 
The brochure should include a brief descrip- 
tion of the drug substance, summaries of 
pharmacological and toxicological effects, 
pharmacokinetics and biological disposition in 
animals, and if known, in humans. 

Also included should be a summary of 
known safety and effectiveness in humans 
from previous clinical studies. Reprints of 
published studies may be attached. Based on 
prior experience or on related drugs, the bro- 
chure should describe possible risks and side 
effects and eventual precautions or need of 
special monitoring. 

Ad E. Protocols for phase I studies need not 
be detailed and may be quite flexible compared 
with later phases. They should provide the fol- 
lowing: (1) outline of the investigation, (2) es- 
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timated number of patients involved, (3) de- 
scription of safety exclusions, (4) description 
of dosing plan, duration, and dose or method 
of determining the dose, and (5) specific detail 
elements critical to safety. Monitoring of vital 
signs and blood chemistry and toxicity-based 
stopping or dose adjustment rules should be 
specified in detail. 

Ad F. Phase I studies are usually conducted 
with the drug substance of drug discovery or- 
igin. It is recognized that the synthetic meth- 
ods may change and that additional informa- 
tion may be accumulated as the studies and 
development progress. Nevertheless, the ap- 
plication should provide CMC information 
sufficient to evaluate the safety of drug sub- 
stance. The governing principle is that the 
sponsor should be able to relate the drugprod- 
uct proposed for human studies to the drug 
product used in animal toxicology studies. At 
issue is the comparability of the (imlpurity 
profiles. Also addressed should be the issues of 
stability of the drug product and the polymor- 
phic form of the drug substance as they might 
change with the change of synthetic methods. 
The CMC information section to be provided 
in the phase I application should consist of 
following sections. 

1. CMC Introduction: Should address any po- 
tential human risks and the proposed steps 
to monitor such risks and describe the 
eventual chemical and manufacturing dif- 
ferences between batches used in animal 
and proposed for human studies. 

2. Drug Substance: 
a. Brief description of the drug substance 

including some physicochemical charac- 
terization and proof of structure. 

b. The name and address of manufacturer. 
c. Brief description of manufacturing pro- 

cess with a flow chart and a list of re- 
agents, solvents and catalysts. 

d. Proposed acceptable limits of assay and 
related substances (impurities) based 
on actual analytical results with the cer- 
tificates of analysis for batches used in 
animal toxicological studies and stabil- 
ity studies and batches destined for clin- 
ical studies. 

e. Stability studies may be brief but should 
cover the proposed duration of the 
study. A tabular presentation of past 
stability studies may be submitted. 

3. Drug Product: 
a. List of all components. 
b. Quantitative composition of the investi- 

gational drug product. 
c. The name and address of manufacturer. 
d. Brief description of manufacturing and 

packaging process. 
e. Specifications and methods assuring 

identification, strength, quality and pu- 
rity of drug product. 

f. Stability and stability methods used. 
The stability studies should cover the 
duration of toxicologic and clinical stud- 
ies. 

4. Placebo (see part 3) 
5. Labels and Labeling: Copies or mock-ups of 

proposed labeling that will be provided to 
each investigator should be provided. 

6. A claim for Categorical Exclusion from sub- 
mission or submission of Environmental 
Assessment. The FDA believes that the 
great majority of drug products should 
qualify for a categorical exclusion. 

Ad G. The Pharmacology and Toxicology 
Information is usually divided into the follow- 
ing sections. 

1. Pharmacology & Drug Distribution which 
should contain, if known: description of 
drug pharmacologic effects and mechanisms 
of action in animals and its absorption, dis- 
tribution, metabolism and excretion. 

2. Toxicology: Integrated Summary of toxico- 
logic effects in animals and in uitro. In 
cases where species specificity may be of 
concern, the sponsor is encouraged to dis- 
cuss the issue with the Agency. In the early 
phase of IND, the final fully quality-as- 
sured individual study reports may slow 
preparation and delay the submission of 
application. If the integrated summary is 
based on unaudited draft reports, the spon- 
sor is required to submit an update by 120 
days after the start of the human studies 
and identify the differences. Any new find- 
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ings discovered in preparation of final doc- 
ument affecting the patient safety must be 
reported to FDA in IND safety reports. To 
support the safety of human investigation 
the integrated summary should include: 
a. Design of the toxicologic studies and de- 

viations from it. The dates of trials. Ref- 
erences to protocols and protocol 
amendments. 

b. Systematic presentation of findings 
highlighting the findings that may be 
considered by an expert as possible risk 
signals. 

c. Qualifications of individual who evalu- 
ated the animal safety data. That indi- 
vidual should sign the summary attest- 
ing that the summary accurately 
reflects the data. 

d. Location of animal studies and where 
the records of the studies are located, in 
case of an inspection. 

e. Declaration of compliance to Good Lab- 
oratory Practices (GLP) or explanation 
why the compliance was impossible and 
how it may affect the interpretation of 
findings. 

3. Toxicology-Full Data Tabulation. Each 
animal toxicology study intended to sup- 
port the safety of the proposed clinical 
study should be supported by a full tabula- 
tion of data suitable for detailed review. A 
technical report on methods used and a 
copy of the study protocol should be 
attached. 

A d  H. Previous Human Experience with 
the Investigational Drug may be presented in 
an integrated summary report. The absence of 
previous human experience should be stated. 

Ad I. Additional and Relevant Information 
may be needed if the drug has a dependence or 
abuse potential, is radioactive, or if pediatric 
safety and effectiveness assessment is 
planned. Any information previously submit- 
ted need not to be resubmitted but may be 
referenced. 

Once the IND is submitted to FDA, an IND 
number is assigned, and the application is for- 
warded to the appropriate reviewing division. 
The reviewing division sends a letter to the 

Sponsor-Investigator providing the IND num- 
ber assigned, date of receipt of the original 
application, address where future submissions 
to the IND should be sent, and the name and 
telephone number of the FDA person to whom 
questions about the application should be di- 
rected. The IND studies shall not be initiated 
until 30 days after the date of receipt of the 
IND by the FDA. The sponsor may receive ear- 
lier notification by the FDA that studies may 
begin. 

5.4.1 Phase I of IND. The initial introduc- 
tion of an investigational new drug into hu- 
mans may be conducted in patients, but is usu- 
ally conducted in healthy volunteer subjects. 
Phase I studies are usually designed to obtain, 
in humans, sufficient information about the 
pharmacokinetics, pharmacological effects, 
and metabolism, the side effects associated 
with increasing doses, and perhaps, prelimi- 
nary evidence on effectiveness of the drug. 
The information collected should permit the 
design of well-controlled, scientifically valid 
phase I1 studies. The studies might even at- 
tempt to study the structure-activity relation- 
ships and the mechanism of action. The total 
number of subjects in the phase I study may 
vary. Depending on intent, it is usually in the 
range of 20-80 and rarely exceeds 100. The 
phase lasts several months and 70% of inves- 
tigated drugs pass that phase. Beginning with 
phase I studies, the CDER can impose a clini- 
cal hold (i.e., prohibit the study from proceed- 
ing or stop a trial that has started) for reasons 
of safety or because of a sponsor's failure to 
accurately disclose the risk of study to investi- 
gators. The review process, illustrated in Fig. 
19.1, begins with the moment the IND appli- 
cation is assigned to individual reviewers rep- 
resenting various disciplines. 

5.4.2 Phase ll of IND. The initial (phase I) 
studies can be conducted in a group of pa- 
tients, but most likely are conducted in 
healthy volunteers. In phase 11, the early clin- 
ical studies of the effectiveness of the drug for 
a particular indication or indications are 
conducted in patients with the disease or con- 
dition. They are also used to determine the 
common short-term side effects and risks as- 
sociated with the drug. The number of pa- 
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tients in phase I1 studies is still small and does 
not exceed several hundred. The studies that 
have to be well-controlled and closely moni- 
tored last several months to 2 years. Approxi- 
mately 33% of drugs investigated pass that 
phase. 

5.4.3 Phase Ill of IND. Phase I11 studies 
are expanded controlled and uncontrolled tri- 
als. They are performed after preliminary ev- 
idence suggesting effectiveness of the drug has 
been obtained in phase I1 and are intended to 
gather the additional information about effec- 
tiveness and safety that is needed to evaluate 
the overall benefit-risk relationship of the. 
drug. Phase I11 studies also provide an ade- 
quate basis for extrapolating the results to the 
general population and transmitting that in- 
formation in the physician labeling. Phase 111 
studies usually include several hundred to sev- 
eral thousand people. 

In both phases I1 and 111, CDER can impose 
a clinical hold if a study is unsafe (as in phase 
I), or if the protocol is clearly deficient in de- 
sign in meeting its stated objectives. Great 
care is taken to ensure that this determination 
is not made in isolation, but reflects current 
scientific knowledge, agency experience with 
the design of clinical trials, and experience 
with the class of drugs under investigation. 
Out of 100 drugs entering phase I, over 25 
should pass phase I11 and go into the New 
Drug Application (NDA) approval process. Ac- 
cording to FDA calculations (http://www. 
fda.gov/fdac/special/newdrug/ndd toc.html), 
about 20% of drugs entering I N D - ~ ~ ~ S ~  are 
eventually approved for marketing. The num- 
bers agree with similar representation of 
Pharmaceutical Research and Manufacturers 
of America (PhRMA; http://www.phrma.org/ 
index.phtml?mode=web), showing that on the 
average, it takes 12-15 years and over $500 
million to discover and develop a new drug. 
Out of 5000 compounds entering the preclini- 
cal research, only 5 go to IND and only 1 is 
approved (http://www.phrma.org/publications/ 
documents/factsheets//2001-03-01.21O.phtrnl). 

5.4.4 Phase I V  of IND. 21 CFR 312 Sub- 
part E provides for drugs intended to treat 
life-threatening and severely-debilitating ill- 
nesses. In that case, the end-of-phase I meet- 

ings would reach agreement on the design of 
phase I1 controlled clinical trials. If the results 
of preliminary analysis of phase I1 studies are 
promising, a treatment protocol may be re- 
quested and when granted would remain in 
effect until the complete data necessary for 
marketing application are assembled. Concur- 
rent with the marketing approval, the FDA 
may seek agreement to conduct post-market- 
ing, phase IV studies (21CFR312.85). 

5.5 Meetings with the FDA (http://www. 
fda.gov/cder/guidance/2125fnl.pdf) 

Section 119(a) of the FDAMA of the 1997 Act 
directs the FDA to meet with sponsors and 
applicants, provided certain conditions are 
met, for the purpose of reaching agreement on 
the design and size of clinical trials intended to 
form the primary basis of an effectiveness 
claim in a NDA submitted under section 
505(b) of the Act. These meetings are consid- 
ered special protocol assessment meetings. All 
in all, there are three categories of meetings 
between sponsors or applicants for PDUFA 
products and CDER staff listed in the above 
guidance: type A, type B, and type C. 

5.5.1 Type A. A type A meeting is one that 
is immediately necessary for an otherwise 
stalled drug development program to proceed. 
Type A meetings generally will be reserved for 
dispute resolution meetings, meetings to dis- 
cuss clinical holds, and special protocol assess- 
ment meetings that are requested by sponsors 
after the FDA's evaluation of protocols in as- 
sessment letters. Type A meetings should be 
scheduled to occur within 30 days of FDA's 
receipt of a written request for a meeting from 
a sponsor or applicant for a PDUFA product. 

5.5.2 Type 6. Type B meetings are (1) pre- 
IND meetings (21 CFR 312.82), (2) certain end 
of phase I meetings (21 CFR 312.82), (3) end of 
phase IIIpre-phase I11 meetings (21 CFR 
312.47), and (4) pre-NDNBLA meetings (21 
CFR 312.47). Type B meetings should be sched- 
uled to occur within 60 days of the Agency's re- 
ceipt of the written request for a meeting. 

5.5.3 Type C. A type C meeting is any 
meeting other than a type A or type B meeting, 
but it should be regarding the development 
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Figure 19.2. New drug development and approval process. 

and review of a product in a human drug ap- 
plication as described in section 735 (1) of the 
Act. 

6 DRUG DEVELOPMENT A N D  APPROVAL 
TIME FRAME 

The development and approval process is pre- 
sented in Fig. 19.2. In the preclinical phase, 
the sponsor conducts the short-term animal 
testing and begins more extensive long-term 
animal studies. It is advisable to meet with the 
appropriate division of CDER in a pre-IND 
meeting to clarify the content of an applica- 
tion. When a sufficient amount of necessary 
data is gathered into an IND document, the 
application is filed with the FDA. The Agency 
has 30 days from the date the document is 
received to review the IND application, re- 
quest additional information, and reach the 

decision of whether the phase I studies using 
human subjects can begin (see Fig. 19.1). De- 
pending on the amount of information avail- 
able or developed about the investigated drug, 
the phases of IND can overlap. There is no 
time limit on the duration of IND phases, and 
the time limits are simply determined by the 
results and economics. Approval of a drug 
doesn't end the IND process, which may con- 
tinue for as long the sponsor intends to accu- 
mulate additional information about the drug, 
which may lead to new uses or formulation 
(see Fig. 19.2). 

Accelerated developmentlreview (Federal 
Register, April 15,1992) is a highly specialized 
mechanism for speeding the development of 
drugs that promise significant benefit over ex- 
isting therapy for serious or life-threatening 
illnesses for which no therapy exists. This pro- 
cess incorporates several novel elements 
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aimed at making sure that rapid development 
and review is balanced by safeguards to pro- 
tect both the patients and the integrity of the 
regulatory process. 

6.1 Accelerated DevelopmenVReview 

Accelerated developmentlreview can be used 
under two special circumstances: when ap- 
proval is based on evidence of the product's 
effect on a "surrogate endpoint," and when 
the FDA determines that safe use of a product 
depends on restricting its distribution or use. 
A surrogate endpoint is a laboratory finding or 
physical sign that may not be a direct mea- 
surement of how a patient feels, functions, or 
survives, but is still considered likely to pre- 
dict therapeutic benefit for the patient. 

The fundamental element of this process is 
that the manufacturers must continue testing 
after approval to demonstrate that the drug 
indeed provides therapeutic benefit to the pa- 
tient (21CFR314.510). If not, the FDA can 
withdraw the product from the market more 
easily than usual. 

6.2 Fast Track Programs 

Fast Track Programs (ht tp : /h . fda .gov/  
cder/fdama/default.htm and http://www. 
fda.gov/cder/guidance/2 112fnl.pd0, Section 
112(b), of the Food and Drug Administration 
Modernization Act of 1997 (FDAMA) amends 
the Federal Food, Drug, and Cosmetic Act (the 
Act) by adding section 506 (21 U.S.C. 356) and 
directing the FDA to issue guidance describing 
its policies and procedures pertaining to fast 
track products. Section 506 authorizes the 
FDA to take actions appropriate to facilitate 
the development and expedite the review of an 
application for such a product. These actions 
are not limited to those specified in the fast 
track provision but also encompass existing 
FDA programs to facilitate development and 
review of products for serious and life-threat- 
ening conditions. 

The advantages of Fast Track consist of 
scheduled meetings with the FDA to gain 
Agency input into development plans, the op- 
tion of submitting a New Drug Application in 
sections, and the option of requesting evalua- 
tion of studies using surrogate endpoints (see 
Accelerated Approval). "The Fast Track desig- 

nation is intended for products that address 
an unmet medical need, but is independent of 
Priority Review and Accelerated Approval. An 
applicant may use any or all of the components 
of Fast Track without the formal designation. 
Fast Track designation does not necessarily 
lead to a Priority ~ek iew or Accelerated Ap- 
proval" (http://www.accessdata.fda.gov/scripts/ 
cder/onctools/accel.cfm). 

6.3 Safety of Clinical Trials 

The safety and effectiveness of the majority of 
investigated, unapproved drugs in treating, 
preventing, or diagnosing a specific disease or 
condition can only be determined by their ad- 
ministration to humans. It is the patient that 
is the ultimate premarket testing ground for 
unapproved drugs. To assure the safety of pa- 
tients in clinical trials, the CDER monitors the 
study design and conduct of clinical trials to 
ensure that people in the trials are not exposed 
to unnecessary risks. The information avail- 
able on the Web refers the sponsors and inves- 
tigators to the necessary CFR regulations and 
guidances. The most important parts of CFR 
regulating clinical trials are as follows. 

1. Financial disclosure section under 21 CFR 
54. This covers financial disclosure for clin- 
ical investigators to ensure that financial 
interests and arrangements of clinical in- 
vestigators that could affect reliability of 
data submitted to the FDA in support of 
product marketing are identified and dis- 
closed by the sponsor (http://www.fda.govl 
cder/about/smallbiz/financial~disclosure. 
htm). 

2. Parts of 21 CFR 312 that include regula- 
tions for clinical investigators (http://www. 
fda.gov/cder/about/smallbiz/CFR.htm#3 12. 
60 and further): 

312.60 General Responsibilities of Investi- 
gators 

312.61 Control of the Investigational Drug 
312.62 Investigator Record Keeping and 

Record Retention 
312.64 Investigator Records 
312.66 Assurance of Institutional Review 

Board (IRB) Review 
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312.68 Inspection of Investigator's Records 
and Reports 

312.69 Handling of controlled Substances 
312.70 Disqualification of a Clinical Inves- 

tigator 

The important part of any clinical investi- 
gation is the presence and activity of an Insti- 
tutional Review Board (http://www.fda.gov/ 
oc/ohrt/irbs/default.htm), a group that is for- 
mally designated to review and monitor bio- 
medical research involving human subjects. 
An IRB has the authority to approve, require 
modifications in (to secure approval), or disap- 
prove research. This group review serves an 
important role in the protection of the rights 
and welfare of human research subjects. An 
IRB review is to assure, both in advance and 
by periodic review, that appropriate steps are 
taken to protect the rights and welfare of hu- 
mans participating as subjects in the research. 
To achieve that, IRBs use a group process to 
review research protocols and related materi- 
als (e.g., informed consent documents and in- 
vestigator brochures) to ensure protection of 
the rights and welfare of human subjects. 

7 NDA PROCESS (HTTP:/lWWW.FDA. 
COV/CDER/REG U LATORY/ 
APPLICATIONS/NDA.HTM) 

By submitting the NDA application to the 
FDA, the sponsor formally proposes to ap- 
prove a new drug for sale and marketing in the 
United States. The information on the drug's 
safety and efficacy collected during the animal 
and human trials during the IND process be- 
comes part of the NDA application. The re- 
view process of the submitted NDA (Fig. 19.3) 
is expected to answer the following questions: 

1. Is the new drug safe and effective in its 
proposed use(s)? Do the benefits of the drug 
outweigh the risks? 

2. Is the proposed labeling (package insert) of 
the drug appropriate and complete? 

3. Are the manufacturing and control meth- 
ods adequate to preserve drug's identity, 
strength, quality, and purity? 

As for IND, the preparation of NDA sub- 
mission is based on existing laws and regula- 

tions and is guided by various guidance docu- 
ments representing the Agency's current 
thinking on particular subjects to be included 
in the NDA documentation. The preparation 
of NDA submission is based on the Federal 
Food, Drug, and Cosmetic Act (http://www. 
fda.gov/opacom/laws/fdcact/fdctoc.htm), as 
amended, which is the basic drug law in the 
United States. Its interpretation is provided 
by the Code of Federal Regulations: 21CFR 
314-Applications for FDA Approval to Mar- 
ket a New Drug or an Antibiotic Drug and is 
available in PDF format at http://www.fda. 
gov/opacom/laws/fdcact/fdctoc.htm. Further 
help in understanding of the NDA process 
is obtained from the available online guid- 
ances (http://www.fda.gov/cder/guidance/index. 
htm) and CDER Manuals of Policies and Pro- 
cedures (MAPPs; http://www.fda.gov/cder/ 
mapp.htm). The list of guidances is particularly 
long and needs constant monitoring because 
some of them may be updated or withdrawn. 
Many of them address the format and content of 
the application to assure uniformity and consis- 
tency of the review process and decision-mak- 
ing. Particularly useful are the following 
MAPPs (in PDF): 

6050.1-Refusal to Accept Application for 
Filing from Applicants in Arrears 

7211.1-Drug Application Approval 501(b) 
Policy 

7600.6-Requesting and Accepting Non- 
Archivable Electronic Records for New 
Drug Applications 

7.1 Review Priority Classification 

Under the Food and Drug Administration 
Modernization Act (FDAMA), depending on 
the anticipated therapeutic or diagnostic 
value of the submitted NDA, its review might 
receive a "Priority" (P) or "Standard" (S) clas- 
sification. The designations "Priority" (P) and 
"Standard" (S) are mutually exclusive. Both 
original NDAs and effectiveness supplements 
receive a review priority classification, but 
manufacturing supplements do not. The ba- 
sics of classification, discussed in CDER's 
MAPP 6020.3 (http://www.fda.gov/cder/mapp/ 
6020-3.pd0, are listed below. 
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7.2 P-Priority Review benefit, or of the observed clinical benefit to 

The drug product, if approved, would be a sig- 
nificant improvement compared with mar- 
keted products [approved (if such is required), 
including non-"drug" products/therapies] in 
the treatment, diagnosis, or prevention of a 
disease. Improvement can be demonstrated by 
(1) evidence of increased effectiveness in treat- 
ment, prevention, or diagnosis of disease; (2) 
elimination or substantial reduction of a treat- 
ment-limiting drug reaction; (3) documented 

ultimate outcome. Post-marketing studies 
would usually be studies already underway. 
When required to be conducted, such studies 
must also be adequate and well-controlled. 
The applicant shall carry out any such studies 
with due diligence;" Therefore, an approval, if 
it is granted, may be considered a conditional 
approval with a written commitment to com- 
plete clinical studies that formally demon- 
strate patient benefit. 

enhancement of patient compliance; or (4) ev- 
idence of safety and effectiveness of a new sub- 
population. (The CBER definition of a priority 8 U.S. PHARMACOPEIA AND FDA 

review is stricter than the definition that 
CDER uses. The biological drug, if approved, 
must be a significant improvement in the 
safety or effectiveness of the treatment diag- 
nosis or prevention of a serious or life-threat- 
ening disease). 

7.3 %Standard Review 

All non-priority applications will be consid- 
ered standard applications. The target date for 
completing all aspects of a review and the FDA 
taking an action on the "S" application (ap- 
prove or not approve) is 10 months after the 
date it was filed. The "P" applications have the 
target date for the FDA action set at 6 months. 

7.4 Accelerated Approval (21 CFR Subpart H 
Sec. 314.51 0) 

Accelerated Approval is approval based on a 
surrogate endpoint or on an effect on a clinical 
endpoint other than survival or irreversible 
morbidity. The CFR clearly states that the 
FDA. . . "may grant marketing approval for a 
new drug product on the basis of adequate and 
well-controlled clinical trials establishing that 
the drug product has an effect on a surrogate 
endpoint that is reasonably likely, based on 
epidemiologic, therapeutic, pathophysiologic, 
or other evidence, to predict clinical benefit or 
on the basis of an effect on a clinical end~oint . 
other than survival or irreversible morbidity. 
Approval under this section will be subject to 
the requirement that the applicant study the 
drug further, to verify and describe its clinical 
benefit, where there is uncertainty as to the 
relation of the surrogate endpoint to clinical 

The USP Convention is the publisher of the 
United States Pharmacopeia and National 
Formulary (USPINF). These texts and supple- 
ments are recognized as official compendia un- 
der the Federal Food, Drug & Cosmetic Act 
(FD&C Act). As such, their standards of 
strength, quality, purity, packaging, and la- 
beling are directly enforceable under the adul- 
teration and misbranding provisions without 
further approval or adoption by the FDA 
(http://www.usp.org!frameset.htm; http://www. 
usp.org!standards/fda/jgv testimony.htm). 

The Federal Food,  rug, and Cosmetic Act 
S321(g) (1) states: "The term "drug" means 
(A) articles recognized in the official United 
States Pharmacopoeia, official Homeopathic 
Pharmacopoeia of the United States, or offi- 
cial National Formulary, or any supplement to 
any of them; and . . . " (http://www.mlmlaw. 
com/library/statutes/federal/fdcact 1.htm). 
That statement and additional arguments 
evolving from it may lead to a misapprehen- 
sion that the USP and the FDA are at logger- 
heads over the authority to regulate the qual- 
ity of drugs marketed in the United States. 
Nothing could be further from the truth. The 
harmonious collaboration of the FDA with 
many of the USP offices and committees may 
serve as a model of interaction between a fed- 
eral agency and a non-governmental organiza- 
tion such as USP. 

CDER's MAPP 7211.1 (http://ww.fda.gov/ 
cder/mapp/7211-1.pdf) establishes policy ap- 
plicable to drug application approval with 
regard to official compendial standards and 
Section 501(b) of the Act: "When a USP mono- 
graph exists and an ANDA/NDA application is 
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submitted to the Agency, reviewers are not 
to approve regulatory methods/specifications 
(i.e., those which must be relied upon for en- 
forcement purposes) that differ from those in 
the USP, unless a recommendation is being or 
has been sent to the USPC through Compen- 
dial Operations Branch (COB) to change the 
methods/specifications. Direct notification to 
the U.S. Pharmacopeial Convention, Inc. by 
applicants does not absolve reviewers of their 
obligation to notify COB. Each Office within 
the Center should determine its own standard 
operating procedures under the policy deci- 
sion." 

9 CDER FREEDOM OF INFORMATION 
ELECTRONIC READING ROOM 

The 1996 amendments to the Freedom of In- 
formation (FOI) Act (FOIA) mandate publicly 
accessible "electronic reading rooms" (ERRs) 
with agency FOIA response materials and 
other information routinely available to the 
public, with electronic search and indexing 
features. The FDA (http://www.fda.gov/foil 
electrr.htm) and many centers (http://www. 
fda.gov/cder/foi/index.htm) have their ERRs 
on the Web. 

The International Conference on Harmoni- 
zation of Technical Requirements for Regis- 
tration of Pharmaceuticals for Human Use 
(ICH; http://www.ifpma.org/ichl.html) brings 
together the regulatory authorities of Euro- 
pean Union (EU-15), Japan, and the United 
States, and experts from the pharmaceutical 
industry in these three regions. The purpose is 
to make recommendations on ways to achieve 
greater harmonization in the interpretation 
and application of technical guidelines and re- 
quirements for product registration to reduce 

or obviate the need to duplicate the testing 
carried out during the research and develop- 
ment of new medicines. The objective of such 
harmonization is a more economical use of hu- 
man, animal, and material resources, and the 
elimination of unnecessary delay in the global 
development and availability of new medi- 
cines while maintaining safeguards on qual- 
ity, safety, and efficacy, and regulatory obliga- 
tions to protect public health. 

A series of guidances have been issued 
(such as http://www.fda.govlcder/guidance/ 
4539Q.htm) that provide recommendations 
for applicants preparing the Common Techni- 
cal Document for the Registration of Pharma- 
ceuticals for Human Use (CTD) for submis- 
sion to the FDA. 

10 CONCLUSION 

The ever-expanding field of medicinal chemis- 
try and the heterogeneity of treatment ap- 
proaches require constant vigilance to main- 
tain the balance between the safe and the 
novel. The process of new drug evaluation to 
determine the riskibenefit quotient is affected 
by many conflicting factors. Nobody, be it the 
inventor, the generic, the regulatory, the phy- 
sician, or the patient, is immune from tempta- 
tion. The principles of social contract as it was 
written by Jean Jacques Rousseau and ac- 
cepted by John Adams still apply. The global- 
ization of pharmaceutical industry in G-7 
countries and the harmonization of regulatory 
process between the United States, EU-15, 
and Japan will have a profound impact on how 
and how many of the new drugs are going to be 
developed in the future. The reader is advised 
to stay familiar with the Web and attuned to 
the FDA and PhRMA pages. 
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1 I N T R O D U C T I O N  

Intellectual property is the branch of law that 
protects and, indeed, encourages the creation 
of certain products of the human mind or in- 
tellect. This chapter is intended to provide a 
basic understanding and appreciation of intel- 
lectual property law, especially as it relates to 
patents, trademarks, and trade secrets, in the 
United States and, to a lesser extent, in the 
remainder of the world (1). Issues and con- 
cerns particularly related to the drug discov- 
ery and development process are emphasized. 

By making effective use of the legal protec- 
tion afforded by the intellectual property laws 
in the United States and elsewhere, the drug 
developer can protect its investment, enhance 
the value of the technology being developed, 
and earn a profit sufficient to allow and en- 
courage further research into improving exist- 
ing drugs and therapies as well as developing 
new drugs and therapies. By better under- 
standing these intellectual property laws, the 
drug developer, together with experienced in- 
tellectual property counsel, can develop an ef- 
fective intellectual property strategy. In this 

way, new and emerging technologies as well as 
new drug discoveries can be identified, man- 
aged, and protected as an integral part of an 
organization's research and development ac- 
tivities to create a strong intellectual property 
portfolio. 

The rewards flowing from the development 
of a strong intellectual property portfolio can 
be significant. A patent allows the patent 
holder to exclude others from making, using, 
offering for sale, or selling the patented inven- 
tion during the term of the patent. A carefully 
crafted intellectual property portfolio (includ- 
ing pending patent applications, issued pat- 
ents, trademarks, and trade secrets) can also 
serve many other purposes. It can be used de- 
fensively to prevent others from patenting the 
invention. It can present legitimate barriers to 
competitors attempting to enter a new field. It 
can allow time for recouping investments and 
establishing market position and identity. It 
can be used to generate revenues through li- 
censing arrangements or outright sales of the 
patents, trademarks and associated goodwill, 
or trade secrets. It can be useful in obtaining 
outside financing or entering into shared re- 
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search arrangements, joint ventures, or cross- 
licensing arrangements. In many instances, a 
start-up biotechnology company's only mar- 
ketable asset is its intellectual property. A 
carefully crafted and maintained patent port- 
folio can be an especially beneficial asset when 
seeking outside funding or negotiating an 
agreement with a large, well-established, and 
well-funded partner. 

The application of intellectual property law 
to the field of drug discovery and biotechnol- 
ogy presents unique and challenging issues for 
the individual researcher, the research organi- 
zation or company, and the intellectual prop- 
erty counsel. These issues arise mainly be- 
cause of the fast-developing nature of the drug 
discovery and biotechnology field, the enor- 
mous investment in time and money required 
in the current regulatory climate to develop a 
new drug or treatment process and bring it to 
the marketplace, and the opportunity derived 
from the "biotechnology revolution" to 
achieve rapid breakthroughs in the health 
care area with the potential for substantial 
economic rewards. How the industry meets 
these challenges, and how the legal system 
evolves and adapts to this rapidly changing 
field, will significantly affect the development 
of the burgeoning biotechnology-pharmaceu- 
tical industry and the health care system in 
general. How well individual companies or re- 
search organizations protect their intellectual 
property will determine, to a significant de- 
gree, who will survive and prosper. 

The development of a drug or treatment 
process from its conception until its introduc- 
tion in the marketplace generally requires 6 to 
10 years, sometimes even more. This delay is 
generally attributed to the time required for 
research and development, pilot plant studies, 
scale-up studies, animal studies, clinical stud- 
ies, obtaining the necessary regulatory ap- 
provals [e.g., from the U.S. Food and Drug Ad- 
ministration (FDA)], marketing studies, and 
the like. A successful drug development pro- 
gram can cost hundreds of millions of dollars. 
The ability to protect that human and eco- 
nomic investment has become an increasingly 
important factor in the drug discovery and de- 
velopment process. A business organization, 
whether a start-up company or an established 
pharmaceutical giant, often cannot justify the 

necessary investment if its intellectual prop- 
erty cannot be reasonably protected. Without 
such protection, a so-called free rider could of- 
fer the same or very similar drug or treatment 
process based on the developer's own research 
data at a significantly lower cost. Without the 
ability to protect and recover one's investment 
and earn a profit, drug discovery and develop- 
ment, for all practical purposes, could be car- 
ried out or sponsored only by governments or 
large nonprofit organizations. This would se- 
verely limit the number of persons generating 
new ideas, decrease the number of new drugs 
entering the marketplace, and increase the 
time required for the development of new 
drugs or treatment processes. 

Intellectual property law-that body of law 
that includes patents, trademarks, trade se- 
crets, and copyrights-provides the frame- 
work and mechanism by which investment in 
intellectual property can be protected. The 
drug discovery process, especially as it has de- 
veloped in response to federal regulation and 
the recent biotechnology revolution, faces new 
and difficult challenges and issues within the 
field of intellectual property law. The biotech- 
nology-pharmaceutical industry must recog- 
nize and understand these challenges and is- 
sues to take advantage of the protection now 
offered and to be prepared to adapt to modifi- 
cations that may be made in intellectual prop- 
erty law in the future. 

Patents are generally considered the stron- 
gest form of protection available for intellec- 
tual property and, therefore, should be the 
cornerstone of the intellectual property pro- 
tection strategy. An effective patent strategy 
or program must first identify new and emerg- 
ing technologies and inventions. A significant 
part of this program is educating researchers 
and other employees about the importance of 
protecting intellectual property and providing 
mechanisms and incentives to encourage 
them to bring forward their ideas and innova- 
tions for appropriate evaluation. Next, the 
patent strategy should provide a mechanism 
to evaluate the inventions and determine 
whether to file a patent application on a given 
invention and, if so, when and where to file 
throughout the world. It must also determine 
whether and when to update pending patent 
applications when new information and data 
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become available. This will generally require a 
careful case-by-case evaluation of each inven- 
tion, including the likelihood of patentability 
and success in the ongoing research and FDA 
approval processes. Unfortunately, such deci- 
sions must almost always be made without 
complete data or information and long before 
concrete assessments and estimates can be 
made concerning the ultimate technological 
and economic success of the invention. 

Drug discovery technology has become in- 
creasingly complex and multidisciplinary. It is 
increasingly difficult for meaningful research 
to be carried out by individuals or even small 
research teams. Rather, large multidisci- 
plinary teams bringing wide-ranging exper- 
tise to bear on a given problem are generally 
needed to stay ahead of the competition. The 
existence and requirements of such teams 
may have a significant effect on the patent- 
ability of drugs and treatment processes. 

In addition to being new or novel, a product 
or process to be patentable must not have been 
obvious at the time the invention was made to 
"a person having ordinary skill in the art to 
which said subject matter pertains" (2). Just 
who is a person of ordinary skill in the drug 
discovery area? Clearly a person of ordinary 
skill in the art of drug discovery is at least a 
highly skilled individual, probably with an ad- 
vanced degree. Does that person have a Mas- 
ter's or Ph.D. degree in the field to which the 
invention is most closely related? Or does that 
person have advanced-level knowledge in 
more than one field associated with the inven- 
tion? If so, in how many fields? Is the person of 
ordinary skill a single individual or a mythical 
person having the combined knowledge and 
skill of a multidisciplinary team in which each 
member possesses ordinary skill in a specific 
art? These questions remain for the U.S. 
Patent and Trademark Office (PTO), and ulti- 
mately the courts, to decide. Whatever the ul- 
timate resolution, this determination will dra- 
matically affect the patentability of drug- 
related inventions. 

Drug discovery has accelerated over the 
past several decades because of the continuous 
and phenomenally rapid advance of the under- 
lying technology. The amount of information 
and data in the literature is enormous and is 
growing at an increasing rate, as evidenced by 

the successful sequencing of the human ge- 
nome. What is unobvious today to one of "or- 
dinary skill in the art" may well be obvious 
tomorrow, next week, or next month. This 
rapidly expanding body of technical informa- 
tion dramatically increases the pressure to 
seek patent protection as early as possible, of- 
tentimes before the invention is fully devel- 
oped and its ramifications and significance are 
fully known. 

Another unique aspect of the drug discov- 
ery industry is that the majority of research is 
directed toward a relatively limited number of 
well-known target diseases or disorders (e.g., 
AIDS and cancer) and enabling technologies 
(e.g., receptors) that are useful in drug discov- 
ery. Given the importance of these diseases, 
disorders, and enabling technologies, and the 
potentially huge economic rewards, many re- 
search groups and organizations have turned 
their resources toward these relatively few 
targets (3). Although one hopes that this in- 
tense competition will lead to near-term 
breakthroughs in new drugs, methods of 
treatment, and cures, the intense competition 
makes it more difficult to protect inventions 
made along the way. Also, because of the large 
number of groups working and filing patent 
applications in the same or closely related bio- 
technology research areas, the number of po- 
tential invention priority contests (i.e., patent 
interferences; see Section 3.7 below) in the 
PTO is likely to be significantly higher than 
that in other technologies. The increased pos- 
sibility of interferences in the area of drug dis- 
covery and treatment processes contributes to 
the pressure to file as quickly as possible. 

Throughout most of the world outside the 
United States, patents are granted to the first 
to file rather than the first to invent. In such 
countries, the failure to file quickly can result 
in loss of valuable patent rights. Moreover, if 
others independently make the same inven- 
tion and obtain a patent, the inventor who 
files late may be prevented from using the very 
technology upon which vast sums and signifi- 
cant human resources were spent. 

The changing pathway for drug discovery 
also influences the way in which inventors or 
their assignees interact with the patent sys- 
tem (4). Historically, drug discovery and drug 
development were carried out by large phar- 
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maceutical companies. More and more, the ba- 
sic discovery and initial stages of drug devel- 
opment are being carried out by university 
research teams and start-up or relatively 
small biotechnology companies. These groups 
generally do not have the internal economic 
resources to seek worldwide patent protection 
or to carry a new drug or therapy through the 
clinical stages. Outside funding, strategic alli- 
ances, or licensing arrangements are usually 
necessary as the research and development 
progresses. In seeking funding or other busi- 
ness arrangements, researchers are generally 
required to disclose at least basic business 
and/or technical information. On the other 
hand, extreme care should be taken to prevent 
public disclosure of inventions before the ap- 
propriate patent applications are filed. The 
United States has a 1-year grace period in 
which a patent application can be filed after 
the first public disclosure, public use, or offer 
for sale of the subject matter of the invention. 
In most other countries, however, there is an 
"absolute novelty" requirement-public dis- 
closure of the subject matter of the invention 
anywhere in the world before filing the patent 
application will likely preclude foreign patent 
protection (see Section 2.3). It is critical, 
therefore, that secrecy be maintained until the 
initial patent application is filed covering the 
invention. Once the initial patent application 
is filed (usually in the country where the in- 
vention is made or developed), corresponding 
applications can be filed within 1 year in most 
other countries under prevailing interna- 
tional agreements (i.e., the Paris Convention; 
see Section 5.1 below), claiming the benefit of 
the filing date of the initial application. 

Secrecy may be very difficult to maintain if 
one is seeking outside funding. Most potential 
investors demand significant business and 
technical details before making the desired in- 
vestment. To the extent possible, however, the 
amount of technical information provided 
should be strictly limited and its use and dis- 
semination carefully controlled. Confidential- 
ity agreements are helpful in maintaining se- 
crecy and are highly recommended when 
seeking private funding or joint research ar- 
rangements. Public funding and offerings, 
which trigger the disclosure requirements of 
the Securities Act, the Securities Exchange 

Commission (SEC), and state Blue Sky laws, 
present even more difficult problems. Public 
offerings, when possible, should be delayed 
until patent applications are filed because 
public disclosure, even if accidental or in vio- 
lation of a confidentiality agreement, can pre- 
clude patent protection in most countries of 
the world. Once again, there is great pressure 
for filing patent applications as quickly as pos- 
sible. 

The requirements set forth in the patent 
law and as dictated by procedures for obtain- 
ing research funding, both in the United 
States and the rest of the world, also strongly 
encourage filing a patent application covering 
a new drug or treatment process as soon as 
possible. In many cases, it may be desirable or 
even necessary to file the patent application 
before complete data are available. For exam- 
ple, a patent application covering a protein for 
which only a partial DNA coding sequence has 
been determined may be filed in the United 
States, to establish an early priority date for 
the invention. This would permit such prelim- 
inary information to be disclosed with reduced 
risk of losing valuable patent rights. Once the 
sequence is complete, a continuation-in-part 
(CIP) application including the additional 
data may be filed in the United States (and, if 
appropriate, the original application aban- 
doned). The new material added in the CIP 
application receives the priority date of the 
actual CIP filing date. In some cases, it may be 
desirable to file several CIP applications as 
new data andlor discoveries are made. Using 
such an approach, however, has risks. In the 
United States a patent application must be 
"enabling"; that is, it must provide a "written 
description of the invention, and of the man- 
ner and process of making and using it, in such 
full, clear, concise, and exact terms as to en- 
able any person skilled in the art to which it 
pertains, or with which it is most nearly con- 
nected, to make and use the same" (5). If a 
patent application is filed too early, before suf- 
ficient data are available to allow an enabling 
disclosure, the application may be rejected or 
any resulting patent may be invalid. In the 
protein example, if it is determined that a 
complete DNA sequence is required for en- 
ablement, the first filed patent application 
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would not be legally sufficient; the CIP appli- 
cation containing the full sequence, however, 
would be enabling. 

One must take into account that the United 
States generally has a more stringent enable- 
ment requirement than that of many other 
countries. Thus, in the DNA sequencing ex- 
ample above, a partial sequence may be suffi- 
cient in other parts of the world. In such coun- 
tries, a patent application having only a 
partial sequence and an earlier filing date may 
have priority over a second patent application 
filed by another party where the second appli- 
cation is based on a U.S. application, the filing 
of which was delayed because the full se- 
quence was not yet complete (6). 

This chapter presents a discussion of provi- 
sional and utility patents, trademarks, and 
trade secrets and emphasizes their use in pro- 
tecting intellectual property in the drug dis- 
covery and biotechnology areas. Other forms 
of intellectual property protection will be 
mentioned briefly. This chapter cannot, of 
course, provide the reader with sufficient de- 
tail to allow him or her to protect drug-related 
technology effectively and comprehensively. It 
is imperative to obtain competent legal coun- 
sel specializing in the area of intellectual prop- 
erty and technology transfer, preferably coun- 
sel with the appropriate drug research and 
biotechnology experience, as early in the re- 
search and development process as possible. 
This chapter should enable the reader to com- 
municate and interact more effectively with 
counsel as they jointly fashion, within the on- 
going research and development process, the 
appropriate legal protection for the particular 
technology. 

2 PATENT PROTECTION A N D  STRATEGY 

The U.S. Constitution provides that "Con- 
gress shall have [the] power. . . [tlo promote 
the progress of science and useful arts by se- 
curing for limited times to authors and inven- 
tors the exclusive right to their respective 
writings and discoveries" (7). In exercising 
that power, Congress has established a system 
for grantingutility patents (81, design patents, 
and plant patents. Utility patents protect the 
structural and functional aspects of products 

or processes and are granted for a term ending 
20 years from the initial filing date of the util- 
ity patent. Design patents protect the orna- 
mental design or aspect of a useful product 
and are granted for a term of 14 years. Plant 
patents grant the right to exclude others from 
reproducing, selling, or using an asexually re- 
produced plant variety for a term of 17 years. 
Certain sexually reproduced plant varieties 
can be protected under the Plant Variety Pro- 
tection Act of 1970 for a term of 18 years; 
plant variety "certificates" under this pro- 
gram are issued by the U.S. Department of 
Agriculture. Although design and plant pat- 
ents can, in some cases, be an important part 
of a company's patent portfolio, this chapter 
will concentrate on utility patents. 

Utility patents (hereinafter patents) are 
generally considered the strongest form of le- 
gal protection for intellectual property. They 
grant the patent holder a "legal monopoly" on 
the invention for 20 years after the initial fil- 
ing date in the United States. During the term 
of the patent, the patent holder can prevent 
others from making, using, offering for sale, or 
selling the patented invention in the United 
States or importing the patented invention 
into the United States. In exchange for this 
limited right to exclude, the patentee must 
fully disclose the invention to the public; at, 
the end of the patent term, the invention is 
dedicated to the public. 

Patent protection is limited geographically. 
For the most part, a U.S. patent does not pro- 
vide legal protection from, or prevent, an act 
occurring outside the United States (and its 
territories and possessions), although that 
same act would fall within the scope of patent 
protection if carried out in the United States 
(the one exception is discussed in Section 4). 
The same is generally true for other countries. 
Thus, a comprehensive patent strategy should 
take into account the possibility of obtaining 
patent protection in all countries where an in- 
vention will be exploited (i.e., sold, manufac- 
tured, or used). 

  he U.S. patent system is designed to pro- 
tect new and nonobvious products and pro- 
cesses. It protects the application of ideas and 
laws of nature; it does not protect the ideas or 
laws of nature themselves. Thus, Einstein's 
E = mc2 equation would not have been patent- 
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able, even though Einstein or others might 
have obtained patent protection for a nuclear 
power plant, a nuclear rocket engine, or the 
myriad other products and processes derived 
from this basic principle. The idea or basic 
principle itself is available for all to use and 
develop. 

In the United States, the 20-year term (9) 
of a patent is measured from its earliest non- 
provisional filing date for which benefit is 
claimed. Largely because of the time involved 
in the FDA approval process and associated 
clinical trials, a considerable portion of the 
patent term can elapse before a patented drug 
can be sold in the marketplace. Thus, the pe- 
riod effectively available for the drug devel- 
oper to recoup its investment and earn a profit 
can be considerably shorter than the 20-year 
patent term. 

Beginning in the early 1980s, Congress has 
taken steps to significantly strengthen and im- 
prove the patent system. These steps include 
adding a reexamination process (lo), autho- 
rizing the formation of the U.S. Court of Ap- 
peals for the Federal Circuit to hear appeals 
from the PTO and in patent-infringement 
cases, and providing for the extension of the 
patent term for certain drug-related inven- 
tions and for certain delays in the PTO. The 
patent system now provides substantially bet- 
ter and more consistent protection to technol- 
ogy in general than in the past and is now an 
even more attractive mechanism for the drug 
discovery and biotechnology industry to pro- 
tect its intellectual property. Patent terms 
may be extended up to 5 years for qualifying 
drugs, medical devices, food additives, and 
methods "primarily us[ing] recombinant DNA 
technology in the manufacture of the prod- 
uct," to compensate for certain, but not all, 
delays in the regulatory and approval process 
(11). The patent term may be extended only if 
the approval of the first commercial use of the 
patented product occurs during the original 
patent term and the extension is applied for 
within 60 days of the approval. Given the lim- 
ited time in which to apply for the extension, it 
is important that patent counsel be informed 
when approval of a drug or medical device is 
granted, so that the application for term ex- 
tension can be filed within the required time 
period. The patent term extension process is 

jointly administered by the PTO and the Food 
and Drug Administration (FDA). The PTO de- 
termines whether a patent qualifies for the 
extension, and the FDA determines the allow- 
able extension term. 

2.1 Patent Strategy 

Pharmaceutical and other high-technology in- 
dustries are increasingly global in nature. 
More and more, competition in global markets 
requires effective global protection for intel- 
lectual property. As barriers to trade decrease 
and the legal mechanisms for protecting intel- 
lectual property are strengthened around the 
world, such protection will become even more 
important. It is an important part of any drug 
discovery organization's intellectual property 
strategy to determine how best to protect its 
intellectual property throughout its global 
market. 

The simplest strategy would be to file 
patent applications for each invention in each 
and every country having a patent system. 
Such a strategy could, of course, be prohibi- 
tively expensive and in most cases less than 
cost-effective. A cost-benefit strategy should 
be applied to each particular invention and its 
uses. It is essential to evaluate the market po- 
tential of the invention around the world and 
the ability to control that market based on 
patent protection in key countries. For coun- 
tries with interrelated markets, it may be pos- 
sible to protect technology effectively in one 
country with a patent in another. 

Appropriate technical, business, market- 
ing, and legal personnel should be involved in 
the decision-making process so that all rele- 
vant factors can be considered in determining 
whether to file a patent application on a given 
invention, and, if so, when and where to file. 
The relevant factors will, of course, vary from 
case to case, as will their relative importance. 
For example, a start-up company interested in 
developing a single drug or family of drugs 
may have a strong interest in obtaining as 
comprehensive patent coverage as possible. 
Unfortunately, such a start-up company may 
not have the resources necessary to seek such 
comprehensive patent coverage. A pioneer in- 
vention (i.e., one that breaks new ground or 
provides an important technical break- 
through and will likely dominate a particular 
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industry segment) generally warrants wider 
patent protection than an invention that pro- 
vides only an incremental improvement in an 
existing technology. Patent protection around 
the world is further discussed in Section 5. 

Improvements of previously patented in- 
ventions deserve special consideration in de- 
veloping a patent strategy. Patents covering 
even relatively minor improvements can be 
important elements in expanding and extend- 
ing protection of a basic technology. If the in- 
ventor or assignee of the improved invention 
is also the holder of the patent of the basic 
invention, there are generally two options. 
The improvement can either be kept as a trade 
secret or patented. Although a trade secret po- 
tentially has an unlimited lifetime (i.e., until 
secrecy is lost), the actual lifetime is likely to 
be much shorter, especially in the drug indus- 
try, where detailed FDA disclosures are re- 
quired. However, if the improvement is only 
an obvious variation of a basic invention, reli- 
ance on trade secret law may be the only op- 
tion. 

Generally, patent protection of the im- 
provement is the preferred option. A patent 
for an improved drug or process may allow for 
additional patent protection for commercially 
significant embodiments past the term of the 
basic patent on the original invention. Obtain- 
ing such improvement patents will also make 
it more difficult for competitors to penetrate 
or expand into a market. "Driving stakes in 
the ground" in the form of improvement pat- 
ents all around the basic or core invention 
makes it more difficult for any potential com- 
petitor to carve out a niche in the market. 

In most cases where the developer of the 
improvement does not hold the patent on the 
basic or core invention, keeping the improve- 
ment as a trade secret is not a realistic option 
unless the patent covering the basic invention 
is due to expire in a relatively short time. 
Therefore, seeking patent protection is gener- 
ally the best option. Assume the basic drugX is 
protected by a patent held by Company A and 
that Competitor B develops and patents a sig- 
nificantly improved drug formulation Y con- 
taining drug X. Company A can continue to 
market drug X but cannot offer drug formula- 
tion Y. Competitor B cannot offer either drug 
X alone or in the form of formulation Y. Com- 

petitor B may wish simply to license the im- 
provement to Company A and collect revenues 
through a license. Or Competitor B can use its 
patent position on formulation Y as leverage 
in seeking access to the market. In many 
cases, Company A and Competitor B will agree 
to cross-license each other so that each can 
offer the improved formulation Y. Thus, for a 
competitor seeking to enter a market other- 
wise closed by another's patent position, im- 
provement patents can provide valuable lever- 
age. 

Several differences between U.S. patent 
law and the patent law of almost every foreign 
country also significantly affect patent strat- 
egy, especially the determination of when to 
file a patent application in the United States. 
Some of the most important of these include 
the rules for determining priority and the re- 
quirement of "absolute novelty" essentially 
everywhere except the United States. These 
differences are discussed next. 

2.2 First to Invent versus First to File 

In our world of rapidly advancing technology, 
and particularly for very active research areas 
such as drug discovery and biotechnology, in- 
vestigators at varying locations are often 
working in the same general area, often on the 
same specific research topic, and frequently 
discover essentially the same invention within 
a very short time of each other. Thus, the issue 
often arises as to which of two (or more) inven- 
tors is entitled to a patent on a contemporane- 
ously discovered invention. 

U.S. patent law establishing entitlement to 
a patent in the case of essentially simulta- 
neous invention is different from the law of 
substantially all other countries throughout 
the world. Nearly all countries award the 
patent to the first party who files a patent ap- 
plication (i.e., the first-to-file rule) (12). The 
United States, however, follows the first-to- 
invent rule whereby, at least in theory, the 
first to invent is generally entitled to the 
patent, even though he or she was not the first 
to file a patent application. Thus, it is possible 
that one party (i.e., the first to invent) who 
loses the race to the PTO may be entitled to 
patent protection in the United States, 
whereas another party (i.e., the first to file) 
may be entitled to patent protection for the 
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same invention in most other countries. This 
possibility increases the incentive for a party 
to file a patent application covering the inven- 
tion as quickly as possible. 

The U.S. PTO, on discovering that two or 
more parties have copending patent applica- 
tions or a patent application and a recently 
issued patent claiming the same invention, 
may set up an interference proceeding to de- 
termine which party is the first inventor of the 
subject matter. Such a determination is not 
straightforward. In an attempt to make the 
procedure as predictable as possible, a great 
number of rules (both substantive and proce- 
dural) have been adopted by the PTO to gov- 
ern the proceedings and the gathering of the 
evidence necessary to establish the facts sur- 
rounding the making of the invention by each 
party. These rules give the party who was the 
first to file (the senior party) significant sub- 
stantive and procedural advantages that sig- 
nificantly increase the senior party's chances 
of prevailing in the interference proceeding. 

Generally, in the United States, the party 
who is first to "reduce an invention to prac- 
tice" is given priority and awarded the patent, 
unless another party who reduced the inven- 
tion to practice at a later date can prove that 
he or she was the first to conceive the inven- 
tion and worked diligently to reduce it to prac- 
tice from a time before the other party's date 
of conception (13). Reduction to practice may 
be an "actual reduction to practice" (physical- 
ly making or carrying out the invention) or a 
"constructive reduction to practice" (filing a 
patent application). Therefore, in the United 
States, at least in theory, the filing date of an 
U.S. patent application may not control the 
outcome of the priority contest between par- 
ties who each actually reduced the invention " 

to practice. As just noted, however, the party 
who files first has certain practical advantages 
in the interference proceedings. 

Currently there is considerable interest in 
the world community for the United States to 
harmonize its laws with those of the rest of the 
industrialized world and adopt the first-to-file 
system. Although efforts have been made in 
the United States to adopt the first-to-file rule, 
there has been considerable resistance to such 
a change. Adoption of a first-to-file rule does 
not appear likely in the near future. Should 

the United States ever adopt such a rule, it will 
likely insist that other major industrial coun- 
tries enact changes in their laws to favor true 
international protection of patentable subject 
matter. The adoption of such a first-to-file rule 
in the United States may have only a relatively 
small effect on the drug discovery field, espe- 
cially for large corporate entities and others 
involved in the global marketplace because 
they already have significant incentives to file 
patent applications as quickly as possible. The 
adoption of the first-to-file rule in the United 
States would initially appear to have a signif- 
icant effect on individual inventors or small 
organizations who may be interested almost 
entirely in the U.S. market or who do not have 
adequate resources for quickly developing in- 
ventions or filing patent applications. How- 
ever, such individuals and small organizations 
are generally at a significant disadvantage in 
any interference proceeding simply because of 
the cost involved. Such individual inventors 
and small organizations may not, therefore, be 
as deeply affected in a practical sense by a 
first-to-file rule as one might first imagine. 

2.3 Absolute Novelty 

In most countries, a public disclosure of an 
invention before filing a patent application 
precludes obtaining patent protection for the 
invention. This is in contrast to the United 
States, where an applicant has 1 year after 
publication, public use, or offer of sale of the 
subject matter of the invention in which to file 
a patent application. The effect of such a pub- 
lic disclosure is the same whether it is made by 
the inventor or by another (14). Thus, if 
patent protection outside the United States is 
desired, a patent application must be filed in at 
least one Paris Convention country (see Sec- 
tion 5.1) before the public disclosure, followed 
by the filing of the corresponding applications 
in other countries within 1 year. Public disclo- 
sure within the convention year does not ad- 
versely affect any later filed applications filed 
within the convention year. 

Valuable patent rights can be lost because 
of early disclosure of the patentable technol- 
ogy. Such loss can be especially damaging to 
an organization involved in drug discovery be- 
cause of the global market for drug and drug- 
related technology. Because of required public 
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disclosure related to the FDA approval pro- 
cess, the patent rights associated with drug 
discovery are especially at risk through pre- 
mature disclosure. Disclosure of technical in- 
formation should be closely monitored and 
controlled as part of a comprehensive intellec- 
tual property program. All employees, includ- 
ing research, medical, technical, and business 
personnel, should be carefully educated in re- 
gard to the confidential nature of technical in- 
formation and the consequences of premature 
disclosure. An essential component of such a 
program is an evaluation procedure for all ar- 
ticles, abstracts, seminars, or presentations 
before actual submission and/or presentation. 
In addition to preventing premature disclo- 
sures, such an evaluation program can aid in 
educating personnel on the importance of pro- 
tecting confidential information. 

An intellectual property committee respon- 
sible for reviewing and approving all disclo- 
sures containing technical information, 
including FDA submissions, is highly recom- 
mended. In cases where disclosure is a poten- 
tial problem, the committee should, if possi- 
ble, delay publication until the appropriate 
patent applications are filed. To avoid delays 
in FDA submissions and scientific or technical 
publications, such submissions or publica- 
tions should be reviewed by the committee as 
early as possible, to allow for sufficient time to 
prepare and file any necessary patent applica- 
tions (15). Because of the importance of FDA 
submissions and the amount of technical data 
involved, it may be desirable to have at least 
one individual responsible for FDA matters in- 
cluded on the committee to ensure proper co- 
ordination between the functions. 

The need for monitoring and controlling 
technical information does not end with the 
filing of the initial patent application. Disclo- 
sures relating to an invention claimed in an 
earlier patent application may also contain in- 
formation concerning new inventions or im- 
provements of the earlier claimed invention, 
which may be the subject of later filed applica- 
tions. In addition, control of the disclosure of 
inventions contained in a patent application 
may allow for filing patent applications in 
countries requiring absolute novelty after ex- 
piration of the convention year, should that 
become necessary or desirable. Failures to file 

such applications within the convention year 
may be intentional (i.e., too expensive or per- 
ceived lack of technical merit) or accidental. If 
funds become available. or technical merit is 
established, or the accident discovered, appli- 
cations can be filed after the convention year if 
there has not been a public disclosure. Any 
application filed after the convention year, 
however, cannot rely on the earlier priority 
date; its effective filing date will be the actual 
filing date in the specific country. Loss of the 
priority date can be significant, given that ad- 
ditional prior art may be available against the 
application. 

2.4 Patent Term 

The U.S. Congress has recently and signifi- 
cantly changed U.S. patent law to conform it 
to international trade negotiations, which re- 
sulted in the General Agreement on Trade and 
Tariffs (GATT) (16). Before June 8, 1995, pat- 
ents granted in the United States had patent 
terms of 17 years measured from the date that 
the patent was granted. The GATT imple- 
menting legislation changed the term of pat- 
ents based on applications filed on or after 
June 8, 1995. The change to patent term ap- 
plies only to utility and plant patents; it does 
not apply to design patents. 

All patents resulting from new applica- 
tions, continuation applications, continua- 
tion-in-part applications, and divisional appli- 
cations filed on or after June 8, 1995, have a 
20-year term. The patent term begins on the 
issue date of the patent and ends 20 years af- 
ter the filing date of the earliest nonprovi- 
sional application relied on (17). If an appli- 
cant claims the benefit of an earlier 
application filing date, the earliest application 
filing date relied on will control, and the 
patent term will end 20 years from that date 
(18). Further, an international application 
filed under the PCT and designating the 
United States has the effect of a national ap- 
plication regularly filed in the PTO, so that the 
filing date of such an international application 
would be used for the purpose of calculating 
the 20-year term. The filing dates for foreign 
applications or provisional applications do not 
start the clock running on the 20-year term; 
the 20-year term is measured from the filing 
date of the regular U.S. application. 
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its priority date, the 20-year term can be, and 
often will be, significantly shorter than the 17- 
year term. The 17-year term (lower time line) 
and 20-year term (upper time line) are illus- 
trated in Fig. 20.1. For any patent resulting 
from an application filed after June 8, 1995, 
the patent term will be less than 17 years 
whenever the patent issues more than 3 years 
after the priority date (i.e., the patent term is 
less than 17 when x is greater than 3 in Fig. 
20.1). 

The 20-year patent term is likely to have its 
biggest impact in cases where a series of con- 
tinuing applications are filed to obtain a 
patent, whether those continuing applications 
are continuation applications, continuation- 
in-part applications, or divisional applica- 
tions. The scenario set forth in Table 20.1 il- 
lustrates the effect of GATT on patent term in 
a hypothetical case with several continuing 
applications. 

As shown in Table 20.1, a parent applica- 
tion was filed on April 1, 1989, and a restric- 
tion requirement was issued by the PTO on 
June 1, 1990, objecting that the application is 

I 
Expiration 

date (depends Figure 20.1. 17- versus 20- 
on Issue date) year patent term. 

directed to more than one invention. Assume a 
first divisional application directed to one of 
the inventions was filed on June 7,1995 (1 day 
before the effective date of the new 20-year 
patent term provision) and a second divisional 
application directed to another invention was 
filed June 8, 1995 (the effective date of the 
20-year patent term provision). Although both 
divisional applications issue on the same date 
(July 1, 1998), the expiration of patent term 
differs significantly. For the first divisional ap- 
plication, the patent term is 17 years from the 
issue date because the 17-year term is longer 
than the 20-year term (as measured from 
April 1, 1989 priority date); hence, this patent 
will expire on July 1, 2015. For the second 
divisional application, the patent term expires 
20 years from the filing date of the first appli- 
cation (i.e., the priority date of April 1, 1989); 
this patent will expire on April 1,2009. Hence, 
the second divisional application has a patent 
term of only 10 years, 9 months versus a 
patent term of 17 years for the first divisional 
application. In this hypothetical case, a differ- 
ence of only one day in the filing dates would 
have resulted in a loss of over 6 years of the 

Table 20.1 Effect of GATT on the Patent Term of Continuation 
Applications 

Parent Application Filed: April 1, 1989 
Restriction Requirement: June 1, 1990 

First Second 

Divisional Filed: June 7,1995 June 8,1995 
Issue Date: July 1, 1998 July 1, 1998 

Expiration Date: July 1, 2015 April 1, 2009 
Term: 17 years 10 years, 9 months 
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Table 20.2 Example of Resetting Patent 
Term 

U.S. Patent 5,376,293 
Issued 12/27/94 
Based on CIP application filed on 9/9/93 
claiming benefit of parent application filed on 
9/14/92 
17-year term = 12/27/94 to 12/27/11 
20-year term = 12/27/94 to 9/14/12 

patent term for the second divisional applica- 
tion. Congress recognized this potential loss of 
patent term relating to continuing application 
practice and provided several transitional pro- 
visions that attempt, at least for certain appli- 
cations pending before June 8, 1995, to avoid 
this potential loss (19). 

2.4.1 Effect on Issued Patents and Pending 
Applications. The GATT provisions extend 
the term of certain already issued U.S. patents 
to the greater of 17 years from the date of is- 
sue, or 20 years from the priority date of the 
original application. Hence, patents "in force" 
on June 8, 1995 and patents resulting from 
applications filed before June 8,1995 will have 
the longer of the 17- or 20-year terms. The 
patent term will be "reset" for patents "in 
force" on June 8,1995, which had a pendency 
period of less than 3 years (20). The effect of a 
reset patent term is shown in Table 20.2. 

For the patent in Table 20.2, the 17-year 
term is measured from the issuance date of the 
patent; the 20-year term is measured from the 
filing date of the parent application. Given 
that in this case the 20-year term is longer, the 
patent term will be reset to September 14, 
2012, thereby providing the patentee with a 
longer patent term (by about 9.5 months) than 
originally expected. Although not required in 
the present example, one must also take into 
account any terminal disclaimers submitted 
in the various applications in calculating such 
"reset" patent terms (21). 

Remedies for infringement for such "reset" 
patents are generally the same as those avail- 
able during the original term of the patent 
(i.e., the 17-year term) (22). The effect of such 
"reset" patents on existing licenses will, at 
least in the first instance, be determined by 
negotiations between the parties. 

2.4.2 Patent Term Extension. Congress rec- 
ognized that, under the new 20-year patent 
term, delays in the PTO could reduce the pe- 
riod of exclusivity afforded by a patent and 
provided provisions relating to patent term ex- 
tension to at least moderate this effect. To that 
end, at least some of the potentially lost term 
in some cases can be restored. These patent 
term extension provisions should be especially 
important to the biotechnology and pharma- 
ceutical industries because their inventions 
are routinely subject to extended delays in the 
prosecution in the PTO as well as delays 
caused by the Food and Drug Administration 
(FDA) approval process. The extensions are 
independent from other previously available 
extensions because of premarketing regula- 
tory review of the patented product after the 
patent issues (23). The extensions provided 
for FDA regulatory review can be granted for 
up to a maximum of 5 years; there is no cap on 
extensions available for PTO delay. 

Delays during examination that qualify for 
patent term extension include secrecy orders, 
involvement in interferences, and successful 
appeals to the Board of Patent Appeals and 
Interferences or to the federal courts. The first 
two qualifying delays (secrecy orders and in- 
terferences) are generally initiated by the 
PTO. Only the third qualifying delay, relating 
to successful appeals, involves a process that 
can be routinely initiated by the patent appli- 
cant or assignee. It is important to note that 
these are the only bases for extensions of time 
for delays in the PTO for patents filed before 
May 29,2000. Thus, for example, if the PTO 
simply loses such an application-and thereby 
delays the prosecution while the file is 
sought-the applicant cannot regain the time 
lost to the patent terms, even though the loss 
may be completely attributed to PTO error. 

Amended term extension provisions, in ef- 
fect for any patent filed on or afer May 29, 
2000, address delays occasioned by the failure 
of the PTO to take certain actions within pre- 
scribed time periods. The extension is on a 
day-for-day basis, that is one day for each day 
after the prescribed period until the action is 
taken. An extension is also available when the 
PTO fails to issue a patent within 3 years of 
the U.S. filing date, not including time con- 
sumed by secrecy orders, appeals, or delays 
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requested by the applicant. Although doing 
away with a previous 5-year limitation on the 
amount of term extension, the amended pro- 
visions do impose other limitations. The ex- 
tension may not exceed the actual number of 
days that issuance was delayed, may not ad- 
just the term beyond an expiration date spec- 
ified in a terminal disclaimer, and is reduced 
by the time the applicant failed to use "reason- 
able efforts" to prosecute the application. 

The term extensions relating to delays in 
the PTO are automatically determined by the 
PTO (24). Such term extensions are granted 
only to the extent that periods for the various 
causes do not overlap. Thus, for example, if an 
application remained under a secrecy order for 
2 years and was involved in a successful appeal 
for 3 years, 1 year of which overlapped with 
the secrecy order period, the patentee would 
be entitled to, at most, a Cyear extension. 

2.4.3 Patent Prosecution. The changes re- 
lating to patent terms in the U.S. GATT legis- 
lation have fundamentally changed U.S. pros- 
ecution practice. The potential loss of patent 
term has a significant impact on patent pros- 
ecution strategy and dramatically changes the 
patent prosecution environment from a rela- 
tively stable one to one of a much more dy- 
namic nature as a consequence of the tension 
between enforceability of the patent and 
length of the patent term. With the 17-year 
term, it was not uncommon (especially where 
commercial development of the invention was 
many years in the future) to delay (or at least, 
not rush) the actual issuance of the patent be- 
cause the full 17-year term was available 
whenever the patent issued. Because the time 
factor was normally not critical, one could 
carefully attempt to obtain the best possible 
claim coverage without regard for the time re- 
quired to convince the PTO of the patentabil- 
ity of the invention. Under the 20-year term, 
however, delays in the PTO effectively reduce 
the period of enforceability of any resulting 
patents. Thus, it is generally in the applicant's 
best interest to speed up prosecution in the 
PTO to obtain the longest possible patent 
term. One must not, however, lose sight of the 
overall objective: a valid patent with a reason- 
able patent term and claims providing reason- 
able protection for the invention. Simply 

speeding up prosecution of the patent to ob- 
tain a longer term without careful consider- 
ation of the strength of the resulting patent is 
not a recommended approach. An invalid 
patent with a long term, even the full 20 years, 
has little or no value; a patent with a long term 
and claims that are too narrow to provide ad- 
equate protection may have very little value; 
and a valid patent with only a very short term 
may have little or no value. The potential re- 
duction of the patent term may especially af- 
fect the chemical, pharmaceutical, and bio- 
technology industries where pendency of 
applications is typically long, restriction re- 
quirements are frequent, and regulatory delay 
in other agencies may reduce the effective 
patent term (25). In the new dynamic environ- 
ment presented by the 20-year patent term, 
the key objective is to obtain valid patents hav- 
ing reasonable breadth in as reasonably short 
a time period as possible. Efforts must be 
made to speed up prosecution within the PTO 
without impairing patent validity or claim 
coverage. 

To achieve this objective (i.e., a valid patent 
with reasonable claims and a reasonable 
term), patent prosecution should be modified 
to speed up, to the extent possible and reason- 
able, overall patent prosecution, including, for 
example, the filing of divisional, continuation, 
and continuation-in-part applications, and re- 
sponses to office actions, while maintaining 
the high quality of the resulting product. For 
example, an applicant's response to restric- 
tion requirements should be modified relative 
to the current procedure (26). In the pharma- 
ceutical field, applications typically include 
claims to a family of new compounds, methods 
for making them, and one or more therapeutic 
uses. These types of claims are often consid- 
ered by the PTO to be separate inventions and 
are subject to multiple restriction require- 
ments. Before the enactment of the GATT leg- 
islation, it was possible to obtain successive 
patents to each group of claims, each of which 
had a 17-year term from the date of grant. 
Thus, under the old system, the overall period 
of protection could be effectively extended by 
filing the divisional application just before the 
parent application issued. This technique is no 
longer effective under the 20-year patent term 
because the term of each divisional application 
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will end at the same time as the parent case 
(i.e., 20 years after the earliest priority date). 
In most cases, consideration should be given to 
filing divisional applications as early as possi- 
ble in response to a restriction requirement to 
avoid potential loss of patent term in the divi- 
sional applications. Thus, under the new sys- 
tem, the simultaneous prosecution of multiple 
divisional applications is important to pre- 
serve the maximum patent term for each divi- 
sional application (27). 

Before the enactment of the GATT legisla- 
tion, applications that may have been an im- 
provement or modification to an invention on 
which an application was already pending, 
were filed as continuation-in-part applications 
claiming the benefit of the filing date of the 
earlier filed application. Claims of a continua- 
tion-in-part application are entitled to the par- 
ent application filing date if the claimed sub- 
ject matter is disclosed in the parent 
application in the manner provided by 35 
U.S.C. § 112, first paragraph, and if other re- 
quirements of 35 U.S.C. § 120 are satisfied. 
With the enactment of the GATT provisions, 
the patent term of a continuation-in-part ap- 
plication will end 20 years from the filing date 
of its parent application. Hence, where the in- 
vention to be claimed is based on new matter 
that is patentably distinct from the parent ap- 
plication, it may be appropriate to file a new 
application rather than a continuation-in-part 
application. By doing so, the new application 
will have its 20-year term calculated from its 
filing date rather than the priority date of the 
earlier application. 

Under the new 20-year term rules, shorten- 
ing the time between filing an application and 
issuance of the patent increases the patent 
term. Thus, it is generally in the applicant's 
best interest to speed up the prosecution pro- 
cess so long as the validity of the claims is not 
compromised or the scope of the claims unduly 
limited. Speeding up the examination process 
may also be beneficial in making decisions con- 
cerning patent applications outside the 
United States and, if the patentability analy- 
sis is favorable, in seeking outside funding. If 
the applicant meets certain conditions, he or 
she can attempt to speed up the PTO process 
by filing a petition with the PTO to have the 

application declared "special" (28). If special 
status is granted, the PTO should provide ex- 
pedited examination of the application. 

For most applications, special status is 
probably not available. Timely and effective 
communications with the patent Examiner 
and responding fully to Official Actions from 
the PTO as quickly as possible are techniques 
that are likely to help speed prosecution. Be- 
fore the enactment of GATT, an applicant re- 
sponding to a first office action might make 
only limited amendments to claims and exten- 
sively argue patentability of the pending 
claims in an attempt to get broad claim cover- 
age. Moreover, in many cases, it was desirable 
to delay the actual issuance of the patent, es- 
pecially in the face of lengthy FDA approval 
procedures, because the 17-year term would 
begin only when the patent actually issued. 
However, under the new 20-year term, cases 
generally should be placed in the best possible 
position for allowance as quickly as possible in 
light of the first office action and the known 
prior art to minimize the prosecution period 
(29). Speeding up the process in this manner 
does require close cooperation between the at- 
torney prosecuting the application and the cli- 
ent. In appropriate cases, the attorney should 
provide draft responses to the client as quickly 
as reasonably possible; likewise, clients should 
provide their input regarding the draft re- 
sponse as quickly as reasonably possible. 

Another method of speeding up the prose- 
cution process-and one that is highly recom- 
mended-involves the use of the interview 
process. In many cases, examiners can more 
quickly appreciate the invention, and its pat- 
entability, when the invention is presented 
orally either by a telephonic or personal inter- 
view. Such interviews are especially helpful 
after the first office action (assuming the 
claims are rejected) because the case for pat- 
entability can be presented in light of the art 
and arguments presented by the Examiner. In 
many instances, the attendance of the inven- 
tor and/or presentation of demonstrations can 
be very helpful. Such interviews help define 
the issues of concern to the examiner more 
clearly and allow the next response (assuming 
agreement is not reached) to be more focused. 
Often the Examiner may indicate amend- 
ments during the interview that would be con- 
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sidered favorably. In some cases, agreement 
can be reached. Even if agreement cannot be 
reached, the attorney generally has a much 
better idea of the Examiner's concerns and the 
Examiner generally has a much better under- 
standing of the invention. Further prosecu- 
tion is likely to be much more focused and di- 
rected. Indeed, narrowing the issues under 
consideration using interviews generally can 
avoid addressing many issues in writing and 
can, therefore, limit the potential effect of 
prosecution history estoppel during any sub- 
sequent litigation. 

In appropriate cases, after final rejection or 
a second rejection on the merits, the applicant 
should consider going directly to the appeal 
process rather than filing continuation appli- 
cations to continue prosecution before the 
PTO. Because the time taken for an appeal, if 
that appeal is ultimately successful, can be 
used to extend the 20-year patent term up to 
5 years, it is likely that the appeal process will 
become even more important (30). In fact, in 
suitable cases, it will be recommended that the 
appeal be initiated as soon as possible. Thus, it 
is generally recommended that the claims be 
placed in the best possible form for appeal 
when responding to the first office action. 
Once again, a personal interview after the first 
office action can be very helpful in placing the 
claims in the best position for allowance or, if 
necessary, for appeal. If not satisfied with the 
Board's decision, the applicant may appeal 
that decision either to the Court of Appeals for 
the Federal Circuit based on the record before 
the PTO or to a federal district court for a de 
novo review. If the examiner's position is over- 
turned, the Court of Appeals for the Federal 
Circuit or the district court can order the PTO 
to issue the patent. However, appeal to either 
the Court of Appeals for the Federal Circuit or 
a federal district court destroys the secrecy of 
the application as well as that of the record of 
the proceedings within the PTO and, thus, de- 
stroys any trade secrets that may have been 
contained therein (assuming they have not al- 
ready been lost through publication of the 
U.S. or other applications). 

2.5 Publication of Patent Applications 

Recently, Congress provided for publication of 
U.S. patent applications filed on or after No- 

vember 29,2000 (31). Applications filed on or 
after this date, with some exceptions, will be 
published 18 months (32) after the earliest fil- 
ing date for which priority is sought. This 
change brings the U.S. system in line with 
most other countries with regard to publica- 
tion of pending applications. 

Congress provided several exceptions to 
the publication requirement. Applications 
that are not pending at the end of the 18- 
month period should not be published (33). 
Applications that are undergoing national se- 
curity review or that have been subject to a 
secrecy order should not be published (34). 
Provisional applications will not be published 
(35). In addition, an applicant can request 
nonpublication if the U.S. application is not to 
be filed in another country or under a multi- 
lateral international agreement that provides 
for publication. To qualify for this exemption, 
the application must certify at the time the 
application is filed that the invention disclosed 
in the application has not been and will not be 
the subject of an application filed in another 
country or under a multilateral international 
agreement that provides for publication (36). 
In cases where the U.S. application contains 
more extensive information or description 
than that of the corresponding applications 
filed in another country or under a multilat- 
eral international agreement that provides for 
publication, the applicant may file a redacted 
copy of the application removing the new in- 
formation or description for publication (37). 

Of course, publication will destroy any 
trade secrets contained in the application. In 
practice, however, the new publication rules 
do not significantly affect an applicant's abil- 
ity to protect trade secrets contained in the 
application because publication effectively oc- 
curs, assuming the proper certification is 
made, only if the application would have been 
published in another country or under a mul- 
tilateral international agreement that pro- 
vides for publication. 

Publication will provide an opportunity to 
more easily track competitors and emerging 
technologies and will normally provide the 
public with knowledge of the invention at an 
earlier time, thereby advancing the state of 
the art. In addition, the publication will qual- 
ify as prior art as of its publication date. Thus, 
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inventions for which patents never issue will 
become part of the state of the art and be avail- 
able to the public. 

3 REQUIREMENTS FOR PATENTS 

To obtain a patent on an invention in the 
United States, the inventor or inventors must, 
as the initial step, file a patent application de- 
scribing the invention in such terms as to 
teach one of ordinary skill in the art how to 
make and use the invention and claiming the 
subject matter that the inventor (or inventors) 
regards as the invention. The subject matter 
of the claimed invention must be within the 
statutory classes of patentable inventions. In 
addition, the claimed invention must have 
utility and be both new and nonobvious. The 
requirements for patentability (especially as 
to what constitutes patentable subject matter) 
can vary considerably throughout the world. 

This section addresses the requirements 
for patentability in the United States and, to a 
much lesser extent, variations encountered in 
a few representative countries. The actual pat- 
enting procedure in the U.S. PTO are also 
briefly discussed. 

3.1 Patentable Subject Matter 
in the United States 

In the United States, patentable subject mat- 
ter includes "any new and useful process, ma- 
chine, manufacture, or composition of matter, 
or any new and useful improvement thereof' 
(38). An invention must be claimed so as to fit 
within one of the four statutory classes of in- 
ventions: process, machine, manufacture, and 
composition of matter. A process is essentially 
the means to achieve a desired end; for exam- 
ple, a method to synthesize a drug or a method 
of using a drug to treat a specific condition. 
The other patentable classes are basically the 
end products themselves. These four classifi- 
cations are broad and generally encompass the 
vast majority of technological advances. Ex- 
amples of generally nonpatentable subject 
matter include laws of nature or abstract 
ideas, products of nature, algorithms [a phys- 
ical process using an algorithm can, however, 
be patented (39)], and printed materials (40). 

The subject matter of most inventions 
clearly falls within one of the four statutory 
classes. But for cases where the issue of pat- 
entable subject matter is raised, the line be- 
tween what is patentable and nonpatentable 
often cannot be clearly drawn and must be 
evaluated on a case-bv-case basis. Consider " 

"products of nature": compounds occurring in 
nature normally cannot be patented. So a nat- 
urally occurring drug collected, for example, 
from a particular plant species is not generally 
patentable. However, if through human inter- 
vention the naturally occurring drug is pro- 
duced in a purer or more concentrated form 
not naturally occurring, the new form of the 
drug may be patentable. Even if the actual 
drug is not patentable, a new and unobvious 
use for that drug may be patentable; or, the 
combination of the drug with other active in- 
gredients may be patentable. Likewise, a new 
method of preparing, concentrating, or purify- 
ing the drug (even if the drug is exactly the 
same as the naturally occurring drug) may 
also be patentable. 

Patentable pharmaceutical inventions gen- 
erally and broadly include drugs, diagnostics, 
intermediates, drug formulations, dosage 
forms, methods of treatments, kits containing 
the drug or diagnostic, methods of preparing 
the drug or diagnostic, and the like. Microor- 
ganisms, plasmids, cell lines, DNA, animals, 
and other biological materials have been 
found patentable if they are the result of hu- 
man intervention or manipulation. Initially, 
the PTO resisted granting patents on living 
organisms on the basis that the claimed inven- 
tion was a product of nature. The U.S. Su- 
preme Court in the landmark case of Diamond 
u. Chakrabarty (411, however, held that new 
lifeforms (i.e., bacteria altered genetically to 
digest crude oil) can be patentable subject 
matter. In 1987 the PTO formally issued a no- 
tice indicating that it "considers nonnaturally 
occurring non-human multicellular living or- 
ganisms, including animals, to be patentable 
subject matter" (42). It is now clearly estab- 
lished that nonnaturally occurring biological 
materials, including microorganisms, plants, 
and animals, can be protected by patents in 
the United States (43). 

Sequences of human genes and their regu- 
latory regions, either whole or partial, can be 
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patented. Portions of genes such as expressed 
sequence tags (EST) or single nucleotide poly- 
morphism~ (SNP) can also be patented (44). 
Such partial sequences are potentially impor- 
tance in the detection and screening of dis- 
eased genes. The U.S. PTO allows patenting of 
EST and SNP partly as a result of their utility 
in tracing ancestry, parentage, gene mapping, 
and screening for predisposition to genetic dis- 
ease or environmental insults (45). 

In the United States, it has been presumed 
that patents on human being are precluded by 
the U.S. Constitution (46). However, the defi- 
nition of "human being" has become increas- 
ingly unclear with the advancement of cloning 
technologies. For example, a laboratory ani- 
mal into which a single human gene has been 
transferred would not be regarded as human 
by most definitions of the term in common 
usage, and should not thereby be excluded 
from patent protection. Conversely, a human 
being whose somatic cells contain a single 
non-human gene, or multiple non-human 
genes, introduced for therapeutic purposes 
would still be considered human and thereby 
not patentable (47). The question of how many 
characteristics may be transplanted before an 
animal is considered a "human being" may 
become an important consideration that will 
impact patentability (48). 

In addition to fitting into one of the statu- 
tory classes, a patentable invention must also 
possess utility (i.e., it must provide some use- 
ful function to society). The invention must be 
operable and accomplish some function that is 
not clearly illegal (49). A chemical compound 
for which the only known use is to make an- 
other compound, which does not have a known 
use, is not patentable; if, however, the final 
product is useful, then the starting material is 
also useful and should have sufficient utility 
for patentability (50). The patent specification 
must disclose at least one nontrivial utility for 
the invention. Thus, at least one practical util- 
ity for a new composition of matter (e.g., a new 
drug) must be disclosed. Where possible, how- 
ever, it is generally recommended that several 
utilities are disclosed to reduce the risk that 
the PTO will find the invention lackingutility. 
Composition of matter claims covering the 
drug will generally protect all uses of the drug, 
even ones not disclosed and ones discovered 

after the patent issues. The utility of the drug 
does not have to be patentable in its own right. 
Nor does the utility have to be developed or 
discovered by the inventor of the composition 
of matter; the inventor merely has to disclose, 
and sometimes provide proof of, the utility. 

Generally, if the utility disclosed in the 
patent specification is easily understood and is 
consistent with known scientific laws, the 
PTO will not question it. If, however, the dis- 
closed utility clearly conflicts with general sci- 
entific principles or is incredible on its face 
(e.g., a perpetual motion machine), the PTO 
will presume the invention lacks utility and 
will require strong evidence supporting oper- 
ability (51). Thus, for example, it is likely that 
an invention asserting, as the only utility, a 
complete cure for leukemia, other cancer, or 
AIDS will require an especially strong show- 
ing of effectiveness (52). 

For inventions involving pharmaceuticals 
and methods of treatment, the PTO often re- 
quires a relatively high level of proof for the 
disclosed utility. A utility likely to be deemed 
incorrect or unbelievable by one skilled in the 
relevant art in view of the contemporary 
knowledge of that art will require adequate 
proof. The proof required can generally be 
based on clinical data, in vivo data, in  vitro 
data, or combinations thereof, where such 
data would convince one skilled in the art. The 
data may be included in the patent specifica- 
tion as filed or provided (or, if appropriate, 
supplemented) in a later submitted declara- 
tion or affidavit (53). 

The data necessary to support utility will, 
of course, vary as the relevant art advances. 
For example, proving the effectiveness of a 
new drug, which is the first of a new class of 
drugs for a particular disease, will require 
more convincing evidence than a later, but 
still new and nonobvious, drug of the same 
class. The PTO has recently indicated that 

if the utility relied on is directed solely to the 
treatment of humans, evidence of utility, if re- 
quired, must generally be clinical evidence 
. . . although animal tests may be adequate 
where the art would accept these as appropri- 
ately correlated with human utility or where an- 
imal tests are coupled with other evidence, in- 
cluding clinical evidence and a structural 
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similarity to compounds marketed commercially 
for the same indicated uses. If there is no asser- 
tion of human utility or if there is an assertion of 
animal utility, operativeness for use on standard 
test animals is adequate for patent purposes 
(54). 

Thus, the data required to show utility for 
human use are generally of the amount and 
type that those skilled in the art would con- 
sider acceptable for extrapolation to i n  vivo 
human effectiveness. Clinical data, although 
not required, will generally be preferred and, 
where available, should normally be provided. 
For the PTO to require clinical testing in all 
cases of pharmaceutical inventions, however, 
would have a decidedly detrimental effect on 
the industry and its research efforts and, most 
likely, would be inconsistent with the overall 
goals of the patent system. 

3.2 Patentable Subject Matter Outside 
the United States 

Patentable subject matter in many countries 
(especially for health-related and biotechnol- 
ogy inventions) is often significantly restricted 
compared to practices in the United States. 
Some countries do not allow plants or animals 
to be patented. The United States, Japan, and 
the European Patent Office currently allow 
genetically engineered animals to be protected 
by patent (55). Many countries do not allow 
pharmaceuticals or methods of medical treat- 
ment to be patented. Each country will, of 
course, have its own specific limitations and 
exceptions for patentable subject matter (56). 
It is not possible in the present chapter to pro- 
vide an even limited discussion of such patent- 
able subject matter. Moreover, any details pro- 
vided could very well be out of date in a 
relatively short time. However, a few exam- 
ples for selected countries (57) are helpful to 
illustrate the variations in patentable subject 
matter: 

1. Australia. Medicines that are mixtures of 
known ingredients are generally not pat- 
entable (58). 

2. Canada. Plants and methods of medical 
treatment are generally not patentable 
(59). 

3. France. Surgical or therapeutic treatment 
of humans and animals or diagnostic meth- 
ods for humans and animals are generally 
not patentable (however, the first use of a 
known composition or substance for carry- 
ing out these methods may be patentable); 
plants and animals and biological processes 
for producing them (except microbiological 
processes and products) are generally not 
patentable (60). 

4. Germany. Plants, animals, and biological 
processes for producing plants or animals 
(except microbiological processes and prod- 
ucts) are not patentable; surgical, thera- 
peutic, and diagnostic methods applied to 
humans or animals are generally not pat- 
entable, although the products used in 
these processes may be patentable (61). 

5. Italy. Plants and animals as well as the 
methods of producing them (except micro- 
biological processes) are generally not pat- 
entable; surgical, therapeutic, and diagnos- 
tic methods applied to humans and animals 
are generally not patentable, although 
compositions for carrying out these meth- 
ods may be; pharmaceuticals are patent- 
able, but the compounding of medicine in a 
pharmacy is not (62). 

6. Sweden. Methods for treating humans and 
animals are generally not patentable, al- 
though products used in these methods 
may be patentable; plants and animals and 
processes (except microbiological processes 
and products) for producing them are gen- 
erally not patentable (63). 

7. United Kingdom. Animals and plants and 
nonmicrobiological processes for producing 
them are generally not patentable; surgi- 
cal, therapeutic, and diagnostic methods 
for humans and animals are generally not 
patentable, although compositions for use 
in such methods may be patentable (64). 

8. Japan. Generally similar to patentable 
subject matter in the United States (65). 

Applicants interested in seeking worldwide 
protection for inventions, especially for the 
drug discovery and biotechnology industries, 
must take these differences in patentable sub- 
ject matter into account. Even in jurisdictions 
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where specific classes of inventions cannot be 
patented, it is often possible to claim the in- 
vention in a manner so as to be within patent- 
able subject matter. For example, many coun- 
tries that do not allow drugs to be patented 
may allow claims directed to a method of mak- 
ing the drug. Likewise, many countries that do 
not allow patent claims directed at methods 
for medical treatment of humans may allow 
claims directed to devices or compositions for 
carrying out the treatment processes. Gener- 
ally, locally accredited patent counsel in the 
relevant country is retained to aid in the pros- 
ecution of the application because of the need 
for knowledge and understanding of substan- 
tive and procedural patent law in the relevant 
country. One of the tasks of such local counsel 
is to adapt the legal definition of the invention 
to local law and practice, especially in regard 
to patentable subject matter. 

3.3 Patent Specification 

The specification is that part of a patent appli- 
cation in which the inventor describes and dis- 
closes his or her invention in detail. In the 
United States, the specification "shall contain 
a written description of the invention, and of 
the manner and process of making and using 
it, in such full, clear, concise, and exact terms 
as to enable any person skilled in the art to 
which it pertains, or with which it is most 
nearly connected, to make and use the same, 
and shall set forth the best mode contem- 
plated by the inventor of carrying out his [or 
herl invention" (66). Furthermore, the speci- 
fication "shall conclude with one or more 
claims particularly pointing out and distinctly 
claiming the subject matter the applicant re- 
gards as his [or herl invention" (67). Thus, the 
specification must meet four general require- 
ments: (1) provide a written description; (2) 
provide sufficient detail to teach persons of or- 
dinary skill how to make and use the inven- 
tion; (3) reveal the best mode of making and 
using the invention known by the inventor at 
the time the application is filed; and (4) pro- 
vide at least one claim covering the applicant's 
invention (68). Each of these requirements is 
discussed in turn below. Almost without ex- 
ception, the requirements for a legally suffi- 
cient specification in other countries are less 
stringent than those in the United States. 

Thus a patent specification that is legally suf- 
ficient in the United States is usually suffi- 
cient for filing in other countries, with only 
relatively minor modification to conform it to 
specific national regulations and practices of 
the relevant country (69). 

3.3.1 Written Description. The claimed in- 
vention must be the invention described in the 
specification. In other words, the claims must 
be "supported" by the specification as origi- 
nally filed. Thus, the claims cannot encompass 
or contain more or different elements, steps, 
or compositions than are described in the spec- 
ification. The claims cannot be amended or 
new claims added during prosecution of the 
patent application in the PTO unless the por- 
tion added is found within or supported by the 
specification as originally filed. The test for 
whether amended or new claims are sup- 
ported is generally "whether one skilled in the 
art, familiar with the practice of the art at the 
time of the filing date, could reasonably have 
found the 'later' claimed invention in the spec- 
ification as [originally] filed" (70). 

Although new matter cannot be introduced 
into the specification or claims by amendment 
during prosecution (711, not all additions to 
the specification constitute new matter. For 
example, an applicant can generally supple- 
ment the specification by relying on well- 
known principles, prior art, and "inherency" 
(72). New matter, however, can be added by 
filing a CIP application claiming a priority 
date of the earlier filed application for the sub- 
ject matter disclosed in the original applica- 
tion. The effective filing date for the newly 
added subject matter (i.e., the new matter) is 
the actual filing date of the CIP application. 
Nonetheless, it is generally recommended that 
the specification as originally filed be as com- 
plete as possible. 

Care should be taken in preparing the 
patent specification to consider fully the ram- 
ifications of the invention and the possibility 
of extending or expanding the scope of the in- 
vention. Thus, if a specific new drug is devel- 
oped, consideration should be given to struc- 
tural and functional analogs. For example, in 
many cases, the effectiveness of a drug will not 
be significantly affected by replacing a methyl 
group with an alkyl group containing, for ex- 
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ample, two to six carbon atoms. Such varia- 
tions, if allowed by the technology and the 
prior art, can considerably expand the scope of 
the claimed invention and the scope of protec- 
tion afforded by the patent (73). 

3.3.2 Enablement. In the United States, 
the specification, as filed, must teach one of 
ordinary skill in the art how to make and use 
the invention without undue experimenta- 
tion. Enablement is essentially what the in- 
ventor gives to the public in exchange for the 
exclusive right afforded by the patent. The 
public must be able to understand the inven- 
tion based on the specification to build upon 
the invention and develop new technology. 
Furthermore, the public is entitled to a com- 
plete description of the invention and the 
manner of making and using it so that the 
public can practice the invention after the 
patent expires. A specification that fails to 
teach one of ordinary skill in the art how to 
make and use the invention is not legally 
sufficient. 

The enablement requirement does not 
mandate that each and every detail of the in- 
vention be included or that the specification be 
in the form of a detailed "cookbook" with ev- 
ery step specified to the last detail (74). 
Rather, the skilled artisan must be able to 
practice the invention without "undue 
experimentation." Generally, "a considerable 
amount of experimentation is permissible, 
if it is merely routine, or if the specif~ca- 
tion. . . provides a reasonable amount of guid- 
ance with respect to the direction in which the 
experimentation should proceed" (75). Al- 
though the acceptable amount of experimenta- 
tion will vary from case to case, the factors nor- 
mally considered by the PTO and the courts in 
determining the level of permissible experimen- 
tation include the following: ( 1 )  quantity of ex- 
perimentation required, (2) amount of direction 
or guidance provided by the specification, (3) 
presence or absence of working examples, (4) 
nature of the invention, (5) state of the prior art, 
(6) relative skill of workers in the art, (7) predict- 
ability or unpredictability of the art, and (8) 
breadth of the claims (76). The level of accept- 
able experimentation will vary as the state of the 
art advances and the level of skill in the art in- 
creases. 

Working examples are one factor in deter- 
mining whether the specification is enabling. 
They are not required if the specification oth- 
erwise teaches one skilled in the art how to 
practice the invention without undue experi- 
mentation. However, in appropriate cases and 
if drafted with sufficient detail, such examples 
provide a relatively easy and straightforward 
way in which to make the specification en- 
abling. So-called paper examples [i.e., exam- 
ples describing work that has not actually 
been carried out (77)l can be used to satisfy 
the enablement requirement if the level of 
predictability for the art and invention is suf- 
ficiently high. 

Pharmaceutical patents, especially those 
involving microorganisms or other biological 
material, can raise significant enablement is- 
sues. These issues arise whether the microor- 
ganism or other biological material is simply 
used in an invention sought to be patented or 
is itself the subject matter sought to be pat- 
ented. If the microorganism is known and 
readily available or can be prepared using a 
procedure described in the specification, the 
enablement requirement is fulfilled. Other- 
wise the applicant may need to take additional 
steps to comply with the enablement require- 
ment. In such case, this requirement can nor- 
mally be satisfied by the deposit of a microor- 
ganism or other biological material in a 
depository that meets PTO requirements. The 
deposit must be made in "a depository afford- 
ing permanence of the deposit and ready ac- 
cessibility thereto by the public if a patent is 
granted" (78). Once the patent is granted, all 
restrictions on the availability of the deposit 
must be irrevocably removed. The PTO has 
indicated that permanent availability is 

satisfied if the depository is contractually obli- 
gated to store the deposit for a reasonable time 
after expiration of the enforceable life of the 
patent. The [PTOI will not insist on any partic- 
ular period after expiration of the enforceable 
life of the patent. The enforceable life of the 
patent for this purpose is considered to be seven- 
teen years plus six (6) years to cover the statute 
of limitations. Any deposit which is made under 
the Budapest Treaty will be for a term acceptable 
to the [PTOI, unless the thirty years from the 
date of deposit will expire before the end of the 
enforceable life of the patent. With this one ex- 
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ception, any deposit made under the Budapest 
Treaty will meet all of the requirements for a 
suitable deposit except that assurances must 
also be provided that all restrictions on the avail- 
ability to the public of the deposited microorgan- 
ism or other biological material will be irrevoca- 
bly removed upon the granting of the patent 
(79). 

The submitter will generally have a continu- 
ing responsibility to replace the deposit during 
the enforceable life of the patent should the 
deposit become nonviable or otherwise un- 
available from the depository. 

The Budapest Treaty enables an applicant 
to make a deposit of a microorganism or other 
biological material in a single "international 
cell depository authority" and thereby satisfy 
the enabling requirements of the signatory 
nations to the treaty (and, generally, nonsig- 
natory countries as well) (80). Where a deposit 
is required and patent protection outside the 
United States will be sought, a deposit under 
the Budapest Treaty will generally be recom- 
mended to minimize the number of deposits 
required. Deposits made under the Budapest 
Treaty are generally available to certain "cer- 
tified parties" 18 months after the priority 
date (i.e., after the foreign patent application 
is published) (81). For purposes of U.S. patent 
law, de~osits can be made outside of the 
~ u d a ~ e s t  Treaty so long as the conditions re- 
quired by the PTO are ensured. Under U.S. 
law, deposits are generally not required to be 
released to the public until the patent issues 
(82). Should the applicant later determine 
that foreign protection will be sought, a non- 
Budapest Treaty deposit can generally be con- 
verted to a Budapest Treaty deposit. The ma- 
jor depository in the United States is the 
American Type Culture Collection (ATCC) in 
Manassas, Virginia. The ATCC is an "interna- 
tional cell depository authority" under the 
Budapest Treaty; the ATCC also accepts non- 
Budapest Treaty deposits. 

Deposits can also provide a convenient 
mechanism whereby the patent owner can 
monitor individuals and organizations obtain- 
ing samples of the deposit during the life of the 
patent. Most depositories will provide the sub- 
mitter with notice of sample requests (in some 
cases a relatively small fee may be required). 

Such information can be helpful in enforcing 
patent rights. Especially in cases where the 
deposited material is patented, the patent 
holder may wish to consider a simple "letter 
license," allowing the requester to use the de- 
posited material only in a certain manner 
(e.g., research purposes only) and requiring 
the requester to report any commercial uses 
of, or derived from, the deposited material. 

3.3.3 Best Mode. The specification must 
"set forth the best mode contemplated by the 
inventor of carrying out his [or her] inven- 
tion" (83). The inventor cannot hide or con- 
ceal the best physical mode of making or using 
the invention. The purpose of this require- 
ment "is to restrain inventors from applying 
for patents while at the same time concealing 
from the public preferred embodiments of 
their inventions" (84). Questions of failure to 
meet the best mode requirements are rarely 
raised during prosecution of a patent in the 
PTO. Best mode issues are more often raised 
during interference proceedings or during lit- 
igation to enforce the patent. 

The inventor must disclose the best mode 
known to him or her at the time the applica- 
tion was filed. If the inventor was aware of a 
better mode at the time of filing the applica- 
tion but did not disclose it, the entire patent is 
invalid and no claims are enforceable. How- 
ever, a better mode of carrying out the inven- 
tion discovered after the filing date need not 
be disclosed. Inventors should be carefully ad- 
vised about the importance of the best mode 
requirement and of the necessity of informing 
patent counsel of any improvements made or 
considered before the actual filing date. Of 
particular concern is the time period between 
preparation of the application and its filing 
date; any potential improvements made dur- 
ing this period must be carefully evaluated to 
determine whether they must be included in 
the specification to satisfy the best mode re- 
quirement. Any improvements made after the 
application is filed-especially those made 
shortly after the filing date-should be care- 
fully documented in case it ever becomes nec- 
essary to prove they were made after the filing 
date. 

Generally, the best mode requirement fo- 
cuses on the inventor's state of mind at the 
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time the application was filed. It is the best 
mode contemplated by the inventor, not any- 
one else, for carrying out the invention. It is 
generally immaterial whether the failure to 
include the best mode in the specification was 
intentional or accidental. The subjective test 
is whether the inventor knew of a better mode 
at the time of the filing date and, if so, whether 
it is adequately disclosed in the specification 
(85). In some cases, deposit of biological mate- 
rials may also be required to satisfy the best 
mode requirement. It is possible to include the 
best mode in the specification but to describe 
the best mode so poorly as to effectively con- 
ceal it. Because the potential penalty for fail- 
ure to meet the best mode requirement is in- 
validation of the entire patent, considerable 
care should be taken to identify the best mode 
contemplated by the inventor and to describe 
it carefully and fully. 

3.3.4 Claims. The specification must "con- 
clude with one or more claims particularly 
pointing out and distinctly claiming the sub- 
ject matter which the applicant regards as his 
[or her] invention" (86). Claims are the num- 
bered paragraphs (each only one sentence 
long) at the end of the patent specification. 
The claims define the metes and bounds of the 
exclusive right granted by the patent. Each 
claim defines a separate right to exclude oth- 
ers from making, using, offering for sale, or 
selling embodiments within the scope of the 
specific claim. 

The claims are critically important. They 
require careful drafting, preferably by highly 
qualified and experienced patent counsel, to 
cover the invention as broadly and compre- 
hensively as appropriate. Normally the claims 
should be drafted as broadly as the prior art 
and the specification allow. Allowable claim 
scope will, of course, depend in large part on 
the state of the art. Inventions in a crowded 
art (i.e., technology with a relatively large 
amount of closely related prior art) can gener- 
ally only be claimed relatively narrowly. In- 
ventions for which there is relatively little 
prior art can be claimed more broadly. Gener- 
ally, one attempts to draft one or more inde- 
pendent claims that describe the invention as 
broadly as the prior art will allow and then 
narrower, dependent claims specific to pre- 

ferred embodiments, with dependent claims of 
intermediate scope in between. A dependent 
claim refers to an earlier claim and incorpo- 
rates by reference all the limitations of the 
earlier claim, and adds additional limitations. 
Thus, the scope of the claimed invention gen- 
erally varies from the broader independent 
claim or claims to the narrower, more re- 
stricted dependent claims. Should a court 
later find, for example, that the broader claims 
are obvious over the prior art, the narrower 
claims, with added limitations or elements, 
may still be valid and enforceable. 

Normally it is also preferred that the inven- 
tion be claimed so as to fit into as many of the 
statutory classifications as possible. For exam- 
ple, for a newly discovered drug, one might 
attempt to claim a method of making the drug, 
the drug itself, formulations containing the 
drug, and a method of using the drug to treat 
one or more conditions. For a new diagnostic, 
one might attempt to claim a method of mak- 
ing the diagnostic, the diagnostic itself, a 
method of using the diagnostic, and a kit con- 
taining the diagnostic. Other aspects of claims 
are discussed below. 

3.4 Provisional Applications 

Effective June 8, 1995, inventors may file a 
new type of patent application-the provi- 
sional application-in the U.S. PTO. Provi- 
sional applications may offer significant ad- 
vantages to at least some patent applicants. 
However, if not used carefully, the provisional 
application may, in some instances, lead to the 
loss of significant patent rights. 

The provisional application was intended 
to provide a domestic priority document and 
thereby "level the playing field" for domestic 
patent applicants relative to their non-United 
States counterparts. Applicants who have filed 
previously in countries outside the United 
States have been able to, and still can under 
the current statute, use their earlier-filed for- 
eign patent application to secure a priority 
date for the United States application (if the 
U.S. application is filed within 1 year of the 
first-filed foreign application) (87). A domestic 
patent applicant applying for a U.S. patent 
could not, before June 8, 1995, obtain a prior- 
ity date earlier than the actual filing date of his 
or her first-filed U.S. application. Under the 
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application 

Improvement based on 
PA #I PA #2 PA #1 & #2 
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One year 

PA #1 PA #2 PA #3 PA #4 PA #5 

One year 

new system, any applicant (domestic or for- 
eign) may file a provisional application in the 
United States (88). If the regular applica- 
tion (i.e., nonprovisional application) is filed 
within 12 months of the provisional applica- 
tion and claims benefit of the provisional ap- 
plication, the filing date for the provisional ap- 
plication can be used as the priority date for 
the regular application (89). A provisional ap- 
plication can provide an earlier priority date 
for a domestic applicant just as an earlier-filed 
foreign application can for a foreign applicant. 

The filing of the provisional application 
does not trigger the 20-year patent term. 
Rather, only the later-filed regular application 
starts the 20-year period (90). Thus, by filing 
a provisional application, followed within 
12 months by a regular application claiming 
priority from the provisional application, an 
applicant can effectively obtain a patent term 
of 21 years (as measured from the date of the 
provisional application) (91). 

The priority date of the provisional applica- 
tion provides protection for the regular appli- 
cation against prior art dated after the provi- 
sional filing date and/or statutory bar events 
occurring after the provisional filing date (92). 
Moreover, the provisional filing date can also 
be used in interference proceedings to obtain 
procedurally advantageous senior status andlor 
to prove an earlier invention date. 

The provisional application can be espe- 
cially useful in cases where an invention is 
undergoing active development. This use of 
provisional applications is illustrated in Fig. 
20.2. 

Regular 
application 
based on 

PA #3 - #5 

+ Figure 20.2. Multiple provisional 
applications. 

The top portion of Fig. 20.2 demonstrates a 
case in which the invention is fully developed 
at the time the first provisional application 1 
(PA #1) is filed but a significant improvement 
is developed within the year. The significant 
improvement is then included in PA #2. When 
the regular application is filed within 1 year of 
PA #1, the benefits of both PA #1 and PA #2 
are claimed. In this manner, both the basic 
invention (PA #1) and the improvement (PA 
#2) have the earliest possible priority dates 
(93). 

The bottom portion of Figure 20.2 demon- 
strates a case in which the invention is devel- 
oped over a period greater than 1 year. At each 
point of a significant advancement, a provi- 
sional application is filed (i.e., PA #1 through 
PA #5). Close to the end of the 1-year period, 
as measured from PA #l. one should consider 
whether the regular application should be 
filed at that time. Generally, if at the 1-year 
anniversary it is determined that the earliest 
provisional application filed was fully enabled 
(and, thus, provides the benefit of an earlier 
filing date), it is recommended (and probably 
required if foreign applications are to be filed) 
that a regular application be filed and that reg- 
ular application claim benefit of all earlier pro- 
visional applications. In that case, the regular 
application would be filed shortly after PA #5 
(or perhaps in place of it) in the bottom portion 
of Fig. 20.2 and the benefits of all earlier pro- 
visional applications will be claimed. 

In some cases, however, one may not be 
ready to file the regular application at the 
1-year anniversary of PA #l. For example, the 
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invention may still be undergoing develop- 
ment and not be at a stage where a decision 
can be made as to whether to maintain the 
invention as a trade secret. Or, it may be de- 
termined that the earliest filed provisional ap- 
plications were not enabled (94) and will not, 
therefore, provide the benefit of an earlier pri- 
ority date (95). Or, the development may take 
an unexpected turn, or the actual invention 
may have changed so dramatically, that the 
earliest provisional applications are simply 
not relevant to the invention disclosed and 
claimed in the regular application. The regu- 
lar application can be filed at any time during 
the development process and claim the benefit 
of all provisional applications filed within the 
preceding year. In the example illustrated, the 
regular application would claim benefit of PA 
#3 through PA #5. The earlier provisional ap- 
plications (PA #1 and PA #2) would have be- 
come abandoned at their respective 1-year an- 
niversaries and would remain secret (96). If 
the invention were fully developed earlier, one 
or more of these earlier provisional applica- 
tions could have been claimed. In this manner, 
the earliest priority date can be obtained for 
each significant development in the inventive 
process. Of course, if the development is com- 
plete within 1 year of the first provisional ap- 
plication, then all provisional applications 
should be claimed when the regular applica- 
tion is filed. 

3.4.1 Statutory Requirements. The statu- 
tory requirements for a provisional applica- 
tion are somewhat less stringent than those 
for a regular application. (The requirements 
for a regular application were not changed by 
GATT.) A provisional application, however, 
must fully comply with the requirements of 
the first paragraph of 35 U.S.C. $ 112 to pro- 
vide a priority date (97). That is, the provi- 
sional application must include a written de- 
scription of the invention in sufficient detail to 
allow or enable one of ordinary skill in the art 
to make and use the invention and it must 
include the "best mode" known to the inven- 
tors as of the provisional application filing 
date. Drawings, if required by the nature of 
the invention. must also be included. In addi- 
tion, the provisional application must include 
a cover sheet identifying it as a provisional 

application, a list of the "inventors" of the dis- 
closed subject matter, and payment of the re- 
quired filing fee. Provisional application filing 
fees are relatively modest; currently they are 
$160 for a large entity and $80 for a small 
entity. 

Provisional applications do not require 
patent claims (98) or a declaration signed by 
the named "inventors" (99). Each named in- 
ventor must, however, have made a "contribu- 
tion" to the subject matter disclosed in the 
provisional application (100). A provisional 
application cannot claim the benefit of any 
earlier application (foreign or domestic) (101). 
In some cases, a regular application may be 
converted to a provisional application (102). 
The provisional application is not examined in 
the PTO and is maintained in secrecy within 
the PTO. One year after its filing date, the 
provisional application is automatically aban- 
doned. A regular application must be filed 
within 1 year of the provisional application to 
claim benefit of the provisional application's 
filing date (103). In other words, the applicant 
has 1 year in which to decide whether to go 
forward with a regular application if the ben- 
efit of the priority date is desired. Should a 
regular application not be filed, the provi- 
sional application will not be published. Thus, 
in appropriate cases, the applicant might 
maintain the invention disclosed in the aban- 
doned provisional application as a trade se- 
cret. The regular application could also be filed 
after the abandonment (assuming no statu- 
tory bars), although the benefit of the provi- 
sional application filing date could not be 
claimed. 

The provisional application can effectively 
give an applicant 2 years after a statutory bar 
(e.g., public use or sale of the invention) in 
which to decide whether to file a regular appli- 
cation. A statutory bar can be avoided if the 
provisional application is filed within 1 year of 
the statutory bar event (104). If the regular 
application claiming benefit of the provisional 
application is filed within 1 year of the provi- 
sional application, it is entitled to benefit of 
the provisional application's filing date. Thus, 
the regular application could be filed up to 
2 years after the otherwise disqualifying 
event. 
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3.4.2 Best Mode. The provisional applica- 
tion must disclose the best mode known to the 
inventors as of the filing date (105). If the reg- 
ular application has a "substantive content" 
different from the provisional application, the 
best mode must be updated as of the time of 
the filing of the regular application (106). 
Thus, in such cases, any improvements (if 
they form part of the best mode) developed 
between the filing dates of the provisional and 
the regular applications must be disclosed in 
the regular application. 

In some cases, the use of a provisional ap- 
plication may allow an applicant to seek 
patent protection on a basic invention and to 
keep a later-developed improvement as a trade 
secret. If the regular application has the same 
"substantive content" as the provisional ap- 
plication, the PTO has acknowledged that up- 
dating the best mode may not be required. 
Thus, by filing a "complete" provisional appli- 
cation (with a full set of claims) (107), an ap- 
plicant appears to have the options of keeping 
later-developed improvements as trade se- 
crets or including (and protecting) them in the 
later-filed regular application. A regular appli- 
cation that has the same "substantive con- 
tent" as that of the provisional application 
would be analogous to a regular continuation 
application in which the best mode need not be 
updated (108). Of course, the Court of Appeals 
for the Federal Circuit has yet to specifically 
speak to this issue. Because of this uncer- 
tainty, we still recommend in most cases that 
the regular application be updated to include 
any later-developed best mode and to claim 
the improvements. 

3.4.3 Concerns. The requirements for a 
provisional application appear deceptively 
simple. Indeed, the PTO initially urged that 
the provisional application would provide a 
quick and inexpensive method for inventors to 
obtain a priority date because claims were not 
required and, supposedly, the written descrip- 
tion need not be as detailed as a regular appli- 
cation (109). Almost immediately, however, it 
was recognized that the use of the provisional 
application might not be as easy as first sug- 
gested (110). Nonetheless, it is also evident 
that the new provisional application offers sig- 
nificant benefits to the patent applicant. It es- 

tablishes an early priority date, effectively 
tacks an extra year onto the 20-year patent 
term, has a relatively low filing fee, provides 
an easy way to avoid filing at least some incom- 
plete regular applications [e.g., one without a 
signed declaration (1 1 I)], and, in at least some 
cases, may allow an applicant to keep later- 
developed improvements as trade secrets. 

Failure to fully understand and appreciate 
the requirements and limitations of the provi- 
sional application can, at least in some cases, 
result in loss of valuable patent rights. As 
noted above, the provisional application dis- 
closure must adequately enable the invention 
under 35 U.S.C. § 112. Only material ade- 
quately disclosed in the provisional applica- 
tion should be entitled to the priority date of 
the provisional application. The initial provi- 
sional application should thus be as complete 
as possible. Material added in the regular ap- 
plication to "fill out" or complete the disclo- 
sure of the provisional application may not be 
able to rely on the date of the provisional ap- 
plication. Claims in the regular application 
supported only by the disclosure added in the 
regular application may, therefore, be unpat- 
entable over prior art dated between the pri- 
ority date and the filing date of the regular 
application or because of statutory bars the 
provisional application was thought t o  over- 
come. Thus, filing a "barebones" provisional 
application is generally not recommended. 

A barebones provisional application may be 
useful when it is necessary to prepare and file 
a provisional application as quickly as possible 
(e.g., to avoid an imminent statutory bar); 
even then, however, as complete a provisional 
application as time permits would still be pre- 
ferred. Such a barebones provisional applica- 
tion might also be used to advantage in rela- 
tively simple mechanical inventions where "a 
picture may be worth a thousand words." To 
be effective in establishing a priority date, 
however, the barebones provisional applica- 
tion must still enable one of ordinary skill in 
the art to make or use the invention and must 
contain the best mode known to the inventors 
as of its filing date. 

Enablement-type issues may not arise dur- 
ing prosecution of the patent application; thus 
an applicant may obtain a patent based on the 
provisional application's priority date. During 
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enforcement of the patent, however, a poten- 
tial infringer will almost certainly argue that 
the relevant claims are not supported by the 
provisional application disclosure and are, 
therefore, not entitled to its filing date. An 
applicant with an otherwise strong and valu- 
able patent could find that his or her patent is 
rendered valueless because of an attempt to 
save money by filing the barebones provisional 
application. Even if the potential infringer is 
not successful, this type of defense may cause 
the patent holder to expend considerable time 
and expense during litigation to counter these 
arguments; from the patent holder's perspec- 
tive, these resources may be better spent on 
other issues in the litigation. 

Another potential problem is related to the 
claims, or lack thereof, in provisional applica- 
tions. Claims are not required in the provi- 
sional application. Claim drafting is critical to 
patent protection and can be an expensive 
part of the preparation of the patent applica- 
tion. An applicant may wish to avoid claims in 
the provisional application to save money (or 
at least postpone such expenditures), espe- 
cially if he or she can personally draft the re- 
mainder of the application. But such an ap- 
proach can be, we believe, hazardous. First, 
most patent professionals drafting an applica- 
tion begin with the claims (or at least the 
broad independent claims). The claims help in 
more fully understanding the invention and 
guide the drafting of the written description of 
the invention. Once drafted, the claims pro- 
vide a framework for the specification and 
help to ensure that all claimed features of the 
invention are fully and adequately described 
in the application. A provisional application 
drafted without carefully considering the 
claims runs the significant risk of not provid- 
ing adequate support to the later-drafted 
claims that the applicant ultimately wishes to 
include in the later-filed regular application. 

Lack of claims in the provisional applica- 
tion may also cause difficulty in naming the 
inventors. The "inventors" named in a provi- 
sional application are those who "contribut- 
ed" to the disclosure. At this time, it is not 
clear who these "contributors" may actually 
be. It is possible that some so-called contribu- 
tors may not be inventors of later-drafted 
claims. Indeed, individuals not even associ- 

ated with the invention or the assignee (e.g., 
competitors who have published articles or is- 
sued patents that are incorporated into the 
provisional application disclosure by refer- 
ence) could be considered as "contributors" 
and, thus according to the statute, required to 
be named as "inventors" (112). Although 
these individuals (as well as other "contribu- 
tors" and noninventors of the claimed inven- 
tion) should not be named as inventors in the 
regular application, their inclusion on the pro- 
visional application may cause significant 
problems. For example, an individual from 
outside the organization named on the provi- 
sional application would have no incentive to 
assign the provisional application to the orga- 
nization, thereby making sale or transfer of 
the technology more difficult. An employee 
named as an inventor in a provisional applica- 
tion but then not listed as an inventor on the 
regular application can also present problems. 
If that employee has left the company after the 
filing of the provisional application (perhaps 
under strained circumstances), he or she (or a 
later potential infringer) may argue that the 
individual was removed only because of their 
departure and, thus, the removal was im- 
proper. Even if there are no legal challenges, 
employee morale could suffer when individu- 
als are first listed and then removed as inven- 
tors. 

3.4.4 Recommendations. Although we must 
wait for the Federal Circuit to address these 
issues, there appears to be at least one ap- 
proach for using provisional applications that 
avoids, or at least minimizes, these potential 
problems. Applicants using provisional appli- 
cations should, in our opinion, file provisional 
applications having as complete a disclosure 
as possible, even to the extent of including 
claims. Ideally, this provisional application 
should be so complete that it can be filed with- 
out any changes as the regular application 
within the 1-year period. If the regular appli- 
cation is a virtual copy of the provisional ap- 
plication, a potential infringer cannot reason- 
ably argue that the claims were not supported 
in the provisional application and, therefore, 
not entitled to the priority date (at least to any 
greater extent than the regular application). 
Moreover, including claims in the provisional 
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application may simplify the naming of inven- 
tors. It seems reasonable in such a case that 
the named "contributors" of the provisional 
application could be selected based only on the 
claimed invention (rather than the much 
broader material disclosed). Thus, by includ- 
ing claims, the inventors of the provisional ap- 
plication could be selected by the same stan- 
dards as inventors for the regular application. 
The Federal Circuit must, of course, ulti- 
mately decide whether such an approach is 
acceptable. 

It is important to appreciate that the filing 
of a provisional application also starts the con- 
vention year under the Paris Convention for 
foreign applications. Thus, an applicant who 
files a regular application claiming benefit of a 
provisional application must also file the ap- 
propriate foreign epplications within that 
same 1-year period. An applicant using a pro- 
visional application as a priority document 
must be alert so that his or her foreign appli- 
cations are filed before the end of the conven- 
tion year. Failure to file the appropriate for- 
eign applications within the 1-year period may 
cause the loss of the priority date for any for- 
eign applications and, perhaps, the loss of for- 
eign patent rights. Docketing systems should 
be modified to incorporate provisional applica- 
tions and their effects on foreign filing and 
other dates. 

3.4.5 Applicants from Countries Other Than 
the United States. Although provisional appli- 
cations are designed to provide a priority doc- 
ument for domestic applicants, foreign appli- 
cants may use provisional applications to their 
advantage. A U.S. patent claiming benefit of 
an earlier-filed foreign application has a prior 
art effect against other applicants only as of its 
US. filing date, not as of its foreign priority 
date. In other words, the foreign priority date 
provided a "shield" but not a "sword" against 
prior art for the foreign applicant (113). It is 
possible (but until the Federal Circuit has spo- 
ken, not certain) that the provisional applica- 
tion can be used by foreign applicants to create 
an earlier patent-defeating date (i.e., the filing 
date of the provisional application). A foreign 
applicant could file a provisional application in 
the United States as quickly as possible (based 
on the export regulations of the relevant coun- 

try) after filing his or her foreign application. 
Although the provisional application cannot 
claim the benefit of the foreign application, 
the regular application (filed within the con- 
vention year) could claim benefit of both the 
foreign application arid the provisional appli- 
cation. The effective date of the regular appli- 
cation against prior art (and statutory bars) 
would be the foreign priority date; the effec- 
tive date as an offensive "sword" against later- 
filed U.S. applications (i.e., as prior art) would 
likely be the filing date of the provisional ap- 
plication. Thus, for a relatively low cost, a for- 
eign applicant may be able to significantly in- 
crease the effect of his or her application as 
prior art against other patent applicants in the 
United States. 

3.5 Invention Must Be New and Unobvious 

In the United States, an invention to be pat- 
entable must be both new (114) andunobvious 
(115) over the prior art. Generally the prior 
art is the body of existing technological infor- 
mation (i.e., the state of the art) against which 
the invention is evaluated. Prior art may in- 
clude other patents from anywhere in the 
world, printed publications or printed patent 
applications from anywhere in the world, U.S. 
patent applications that eventually issue as 
patents, public use or offer for sale in the 
United States of the subject matter embody- 
ing the invention, and, depending on the cir- 
cumstances, unpublished and unpatented re- 
search activities of others in the United 
States. These types of prior art are defined in 
8 102 of the Patent Statute. 

Issued U.S. patents are effective as prior 
art as of their filing dates. Patents from other 
countries, as well as publications from any- 
where in the world, are effective as prior art in 
the United States as of their actual publica- 
tion dates. Admissions by the inventor as to " 

the content or status of the prior art, even if 
later shown to be incorrect, are also part of the 
prior art for that invention. Care should be 
taken, therefore, to ensure that admissions 
against interest are not made in the patent 
application or during prosecution of the appli- 
cation before the PTO. Unless it is absolutely 
clear that a given document qualifies legally as 
prior art against the invention, it should not 
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be referred to as "prior art" or otherwise ad- 
mitted to be "prior art." 

3.5.1 Novelty under 35 U.S.C. § 102. The 
determination of novelty of an invention is 
generally straightforward: the issue is whether 
the invention is old or new. If a single prior art 
reference shows identically every element of 
the claimed invention (i.e., anticipation), the 
invention is not novel and thus not patentable. 
The anticipating reference, however, must be 
enabling. In other words, it must teach one of - 
ordinary skill in the art hbw to make and prac- 
tice the invention. Thus, the inclusion of only 
the name or chemical structure of a compound 
in a reference, without providing a method of 
making the compound, will generally not be 
considered to have anticipated a later patent 
claiming that compound (116). On the other 
hand, an anticipating prior art reference is not 
required to provide a use or utility for a com- 
pound (117). Thus, a reference that teaches 
how to make a specific compound but does not 
disclose a use will still prevent a later inven- 
tor, who discovers a use, from claiming the 
compound itself (118). The later inventor may 
be able to claim the use or a process taking 
advantage of a newly discovered property of 
the compound, if such use or process is new 
and nonobvious. In some cases, especially 
where new uses have been discovered, the ef- 
fective amount required or the mode of admin- 
istration of, for example, a drug may provide 
sufficient novelty for patentability. 

An invention may also not be patentable 
under § 102 if certain events (so-called statu- 
tory bars) occur more than 1 year before the 
patent application is filed in the PTO. The 
statutory bars are designed to encourage the 
inventor to file his or her patent application in 
a timely manner. For example, a written de- 
scription of the invention, a public use, or offer 
of sale of the subject matter of the invention in 
the United States more than 1 year before the 
filing date of the application bars the inven- 
tion from being patented. An inventor thus 
has a 1-year grace period after such a public 
disclosure in which to file a patent application 
in the United States. 

Except for the United States, most other 
countries require absolute novelty. A written 
description, public use, or offer of sale that 

actually discloses the invention would, in most 
cases, prevent the inventor from obtaining 
patent protection outside of the United States. 
If worldwide patent protection is important, 
as is likely in almost all drug-related inven- 
tions, one should file a patent application cov- 
ering the invention before public disclosure. 
Potential public disclosures should be care- 
fully screened and, where appropriate, con- 
trolled to ensure that valuable patent rights 
are not lost. 

3.5.2 Obviousness under 35 U.S.C. 5 103. 
Even if the invention is novel under 102, the 
invention may not be patentable under 3 103 if 
"the differences between the subject matter 
sought to be patented and the prior art are 
such that the subject matter as a whole would 
have been obvious at the time the invention 
was made to a person having ordinary skill in 
the art to which the subject matter pertains" 
(119). The determination of obviousness un- 
der § 103 is considerably more difficult than 
the determination of novelty under 3 102. Ob- 
viousness is determined using a three-part in- 
quiry: (1) a determination of the scope and 
content of the prior art; (2) a determination of 
the differences between the prior art and the 
claimed invention; and (3) a determination of 
the level of ordinary skill in the art (120). 

Relevant and applicable prior art is that 
which is pertinent to a determination of obvi- 
ousness of the claimed invention under 5 103. 
Prior art for determining obviousness is not 
limited to the narrow technical area of the in- 
vention. The relevant prior art is normally 
found in the general technical field (or fields) 
to which the claimed invention is directed as 
well as analogous fields to which one of ordi- 
nary skill in that field or fields would reason- 
ably turn or use to solve the problem. Factors 
used to evaluate the level of ordinary skill of- 
ten include (1) educational level of the inven- 
tor, (2) nature of problems generally encoun- 
tered in the art, (3) solutions provided by the 
prior art for these problems, (4) rate of inno- 
vation in the art, (5) level of sophistication of 
the art, and (6) educational level of active 
workers in the art (121). These factors, when 
applied to the drug discovery and development 
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field, suggest a very high level of ordinary skill 
in this art. 

Additionally, so-called secondary consider- 
ations or "objective indices of nonobvious- 
ness" are often used in determining whether 
an invention is obvious (122). Secondary con- 
siderations that can be used to support nonob- 
viousness and patentability include, for exam- 
ple, commercial success, a long-standing 
problem that resisted solution until the inven- 
tion, failure of others to solve the problem, 
unexpected results, copying of the invention 
by others in the art, and initial skepticism in 
the art concerning the success or value of the 
invention. Such secondary considerations pro- 
vide evidence about how others in the art 
viewed the advance provided by the claimed 
invention and are often used in arguments 
presented to the PTO by the applicant in sup- 
port of patentability. For such secondary con- 
siderations to be useful in establishing patent- 
ability, there must be a direct relationship 
between the secondary factor and the merits 
of the claimed invention. Therefore, to be use- 
ful in demonstrating nonobviousness, com- 
mercial success should be predominately the 
result of the benefits and merits of the inven- 
tion rather than, for example, advertising or 
marketing considerations (123). Independent 
and essentially simultaneous development of 
the invention by others in the art to solve the 
same or very similar problem is one secondary 
consideration that supports the conclusion 
that the invention may be obvious. 

Agamst this factual background of the three- 
pronged test and secondary considerations (if 
any), the obviousness or nonobviousness of the 
invention is determined. The decision maker 
must step back in time and determine whether a 
person of ordinary skill would have found the 
invention as a whole obvious at the time the in- 
vention was made. The Court of Appeals for the 
Federal Circuit has offered the following guide- 
lines for this determination: 

[Tlhe following tenets of patent law. . . must 
be adhered to when applying 5 103: (1) the 
claimed invention must be considered as a 
whole. . . [because] though the difference be- 
tween [the] claimed invention and prior art may 
seem slight, it may also have been the key to 
advancement of the art . . . ; (2) the references 

must be considered as a whole and suggest the 
desirability and thus the obviousness of making 
the combination; (3) the references must be 
viewed without the benefit of hindsight vision 
afforded by the claimed invention; [and] (4) 
"ought to be tried" is not the standard with 
which obviousness is determined (124). 

In the PTO, obviousness rejections are nor- 
mally based on the combination of two or more 
prior art references. However, to support an 
obviousness rejection, the prior art references 
must do more than simply provide the ele- 
ments of the claimed invention when com- 
bined. The references must also provide the 
motivation for the person of ordinary skill to 
combine the references in a way so as to 
achieve the claimed invention (125). 

The standard for determining obviousness 
is not the same as "obvious to try." Thus, a 
claim cannot be properly rejected on obvious- 
ness grounds simply because all the parame- 
ters or numerous possibilities in the prior art 
reference could be varied or tried to arrive at 
the successful combination of the claimed in- 
vention, unless the references also provided 
directions to the successful combination. Nor 
can a claim be properly rejected because it 
might be obvious to try a new technology or 
approach that offers promise for solving a par- 
ticular problem unless the prior art provides 
more than general guidance as to the form of 
the invention or methods to achieve it (126). 
Nor can a claim be properly rejected using 
hindsight to reconstruct the invention from 
the prior art using the applicant's own patent 
specification (127). 

Once a case of prima facie obviousness is 
made out, the burden shifts to the applicant to 
rebut obviousness by showing that the inven- 
tion had unexpected or surprising results. Un- 
expected results for a drug or drug formula- 
tion can include properties superior to those of 
prior art compounds including, for example, 
greater pharmaceutical activity than would 
have been predicted from the prior art, greater 
effectiveness, reduced toxicity or side effects, 
effectiveness at lower dosage, greater site-spe- 
cific activity, and the like, as well as properties 
that the prior art compounds do not have. The 
unexpected results can be included in the 
patent application itself or presented by affi- 
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davit or declaration during prosecution of the 
patent application. If such unexpected results 
cannot be shown in cases of prima facie obvi- 
ousness, the invention is not patentable. On 
the other hand, if a case of prima facie obvi- 
ousness is not made out, it is not necessary to 
offer rebuttal evidence in the form of unex- 
pected or surprising results for patentability. 

3.5.2.1 Composition of Matter Claims. 
Prior art compounds that are structurally sim- 
ilar to the claimed compound or drug may 
render the claimed compound obvious and 
therefore unpatentable. But "[aln assumed 
similarity based on a comparison of formulae 
must give way to evidence that the assumption 
is erroneous" (128). Recently, the Court of Ap- 
peals for the Federal Circuit reaffirmed this 
standard for prima facie obviousness as ap- 
plied to composition of matter claims: 

This court. . . reaffirms that structural simi- 
larity between claimed and prior art  subject mat- 
ter, proved by combining references or other- 
wise, where the prior art gives reasons or 
motivation to make the claimed compositions, 
creates a prima facie case of obviousness, and 
that the burden (and opportunity) then falls on 
an applicant to rebut thatprima facie case. Such 
rebuttal or argument can consist of a comparison 
of test data showing that the claimed composi- 
tions possess unexpectedly superior proper- 
ties or properties that the prior art does not have 
(129). 

The court also affirmed that prima facie obvi- 
ousness does not require, given structural 
similarity, the same or similar utility between 
the claimed compositions and the prior art 
composition (130). 

Structural similarity to support a case of 
prima facie obviousness is often found in cases 
of homologous series of compounds, isomers, 
steroisomers, esters and corresponding free 
acids, and the like. Bioisosterism, which may 
be of particular interest to the medicinal and 
pharmaceutical researcher, can also give rise 
to prima facie obviousness for both com- 
pounds and methods of using such compounds 
(131). Bioisosterism recognizes that substitu- 
tion of an atom or group of atoms for another 
atom or group of atoms having similar size, 
shape, and electron density generally provides 
compounds having similar biological activity. 

For example, the Court of Appeals for the Fed- 
eral Circuit found that the use of amitriptyline 
for treating depression was obvious in view of 
the closely related antidepressant imipra- 
mine. Imipramine differs structurally from 
amitriptyline by replacement of the unsatur- 
ated carbon in the center ring of amitriptyline 
with a nitrogen atom. Another prior art refer- 
ence showed that chloropromazine (a phe- 
nothiazine derivative) and chloroprothixene 
(a 9-aminoalkylene-thioxanthene derivative) 
had similar biological properties. Chloro- 
promzine and chloroprothixene differ in the 
same manner as imipramine and amitripty- 
line (i.e., an unsaturated carbon vs. nitrogen 
in the central ring structure) and are also 
closely related (but not as closely as imipra- 
mine and amitriptyline). In fact, this prior art 
reference "concluded that, when the nitrogen 
atom located in the central ring of the phe- 
nothiazine compound is interchanged with an 
unsaturated carbon atom as in the corre- 
sponding 9-amionalkylene-thioxanthene com- 
pound, the pharmacological properties of 
the thioxanthene derivative resemble very 
strongly the properties of the corresponding 
thiazines" (132). 

As indicated above, the applicant has the 
opportunity to rebut the case of prima facie 
obviousness by presenting evidence showing 
unexpected or surprising results. In cases 
where it is known that the com~ound to be 

A 

claimed is structurally similar to known com- 
pounds, it is generally preferred that the data 
supporting patentability be included in the ap- 
plication as filed. Even if the prima facie case 
cannot be overcome, it may be possible in some 
cases to obtain at least some patent protection 
by claiming a method of making the compound 
or a method of using the compound. 

3.5.2.2 Process Claims. There are gener- 
ally two types of process or method claims: (1) 
claims directed to a method of synthesizing or 
otherwise transforming a chemical or biologi- 
cal material and (2) claims directed to a 
method of using particular compounds to 
achieve a desired result. The same basic obvi- 
ousness standard is generally applied to pro- 
cess claims as is applied to other claims, in- 
cluding composition of matter claims. The 
Court of Appeals for the Federal Circuit in In 
re Durden held that the use of novel starting 
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materials and/or the production of novel prod- 
ucts (even if the products are patentable in 
their own right) in a known process for mak- 
ing a compound may make the process new 
but does not necessarily make it unobvious 
(133). The PTO interpreted In re Durden as 
effectively holding that an old process could 
never become unobvious through the use of 
novel starting materials and/or the creation of 
novel products. The Court of Appeals for the 
Federal Circuit later suggested that In re 
Durden merely "refused to adopt an unvary- 
ing rule that the fact that nonobvious starting 
materials and nonobvious products are in- 
volved ips0 facto makes the process obvious" 
and added: 

The materials used in a claimed process, as well 
as the results obtained therefrom, must be con- 
sidered along with the specific nature of the pro- 
cess, and the fact that new or old, obvious or 
nonobvious, materials are used or result from 
the process are only factors to be considered, 
rather than conclusive indicators of the ob- 
viousness or nonobviousness of a claimed pro- 
cess (134). 

The patentability of process claims, 
whether method of making or method of us- 
ing, should be determined in the same way as 
any other claim, that is, by applying § 103 to 
determine whether the invention as a whole is 
obvious or unobvious. 

3.6 Procedure for Obtaining Patents 
in the U.S. PTO 

Obtaining a patent in the United States in- 
volves an ex parte procedure solely between 
the inventor or the inventor's assignee and the 
PTO (135). The proceedings between the ap- 
plicant and the PTO are conducted in writing. 
The proceedings themselves and the written 
record of the proceedings, often called the file 
or prosecution history, are carried out and 
maintained in secret until the application is 
published or the patent actually issues. Pend- 
ing utility patent applications are now pub- 
lished 18 months after their priority date un- 
less, at the time of filing, the applicant 
requests that the application not be published 
and certifies that it has not been and will not 
be filed in any country outside of the United 

States that provides for publication (136). If 
and when the application is published or the 
patent actually issues, the secrecy of the pro- 
ceeding ends and the entire written record is 
open to the public. Should a patent not issue, 
the record will be maintained in secret (137). 
Thus, assuming corresponding patent applica- 
tions were not filed in other countries and not 
published in the United States, an abandoned 
U.S. patent application will remain secret and 
may be maintained as a trade secret. If a for- 
eign patent application has been filed, how- 
ever, retention of any trade secrets contained 
therein is possible only until the time the for- 
eign application is published (i.e., 18 months 
after the priority date). 

For inventions developed in the United 
States, the patenting process generally begins 
with filing a patent application meeting the 
statutory requirements in the PTO. A flow 
chart generally illustrating the U.S. patenting 
procedure is shown in Fig. 20.3. Once an ap- 
plication is filed in the United States, the ap- 
plicant or assignee has 12 months in which to 
file patent applications throughout the rest of 
the world. Normally the PTO will not have 
undertaken the initial examination of the ap- 
plication before the expiration of the 12- 
month period. Thus, one normally does not 
have the benefit of the PTO's initial patent- 
ability review before decisions must be made 
concerning filings elsewhere in the world. 

Because the proceedings in the PTO are ex 
parte in nature, the applicant has a "duty of 
candor" to be forthcoming in dealing with the 
PTO throughout the prosecution of the patent 
application. This duty of candor includes pro- 
viding the PTO with all information that may 
be material to the examination of applicant's 
patent application (e.g., potential prior art) of 
which the applicant is aware. The duty of can- 
dor does not require the applicant to carry out 
a literature or prior art search. However, if the 
applicant or the applicant's representative is 
aware of relevant prior art, it must be dis- 
closed. Normally, such relevant prior art is 
provided to the PTO in an Information Disclo- 
sure Statement (IDS). The duty to disclose rel- 
evant prior art continues throughout the pros- 
ecution of the application. Therefore, if the 
applicant later becomes aware of relevant 
prior art, including prior art found by patent 
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offices outside the Untied States during pros- 
ecution of the corresponding applications filed 
in other countries, that information must be 
provided to the PTO. Failure to comply with 
this duty of candor can result in any patent 
issuing from the application being held unen- 
forceable. 

Upon receipt of a patent application, the 
PTO assigns the application a serial number 
and filing date. Shortly thereafter and if dis- 
closure of the content of the application would 
not be detrimental to the national security, 
the PTO issues a foreign filing license, which 
allows the application to be filed in other coun- 
tries (138). Thereafter, patent applications 
based on the United States patent application 
can be filed elsewhere in the world. 

In some instances, the first response the 
applicant has from the PTO is a restriction 
requirement. The filing fee entitles the appli- 
cant to examination of one invention (e.g., a 
drug itself, a method of making the drug, and a 
method of using the drug may be considered 
separate inventions). If the application claims 
more than one invention, the PTO can issue a 
restriction requirement, thereby separating 
the claims into groups corresponding to the 

Examination 
in PTO 

various inventions and requiring the appli- 
cant to choose (i.e., elect) one of the groups of 
claims for examination (139). The other, non- 
elected inventions can be refiled as divisional 
applications while relying on the priority date 
of the original application. Such divisional ap- 
plications must be filed before the original ap- 
plication is abandoned or issues as a patent. 
Such divisional applications will expire 
20 years from the filing date of the earliest 
filed nonprovisional application for which ben- 
efit has been claimed (140). 

A patent examiner at the PTO examines 
the patent application to determine whether it 
meets the statutory requirements. This in- 
cludes a search by the examiner of the prior 
art. Using the prior art uncovered in the 
search and information submitted by the ap- 
plicant, the examiner evaluates the claims and 
determines whether the claimed invention is 
novel and nonobvious. Although rare, espe- 
cially in drug discovery and biotechnology ar- 
eas, the examiner may find the claims as sub- 
mitted to be patentable. The patent would, on 
payment of the appropriate issue fees, then 
proceed to issue. 

t 
- Rejection 

by PTO 
- Applicant files 

response 
-~ Final rejection 

by PTO 
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More likely, the examiner will initially find 
at least some of the claims to be anticipated or 
obvious over the prior art and will inform the 
applicant of this finding in an office action, 
along with the rationale for the rejection or 
rejections. The applicant has a limited time 
[normally 3 months (141)J in which to respond 
to the office action. The applicant can choose, 
especially if the examiner's arguments appear 
persuasive, to abandon the application and, if 
the application has not been and will not be 
published, retain the invention as a trade se- 
cret. The applicant can attempt to amend 
some or all of the claims to overcome the rejec- 
tions and/or present arguments demonstrat- 
ing why the examiner has improperly rejected 
the claims. The applicant can also present, if 
appropriate, additional information or data, 
including information relating to secondary 
considerations, demonstrating the novel and 
nonobvious nature of the invention. Such in- 
formation (or data) is normally presented in 
an affidavit or declaration. 

The examiner, on reconsideration of the 
claims in light of the applicant's response (and 
any supporting information or data), can re- 
peat the rejections, submit new rejections 
based on other prior art or reasoning, or with- 
draw the rejections wholly or in part. If the 
examiner withdraws all the rejections and al- 
lows the claims, the patent will issue upon 
payment of the issue fee. If the examiner al- 
lows some claims but continues the rejection 
of other claims, the applicant has several op- 
tions. The applicant could contest the rejec- 
tions of the claims once again in the pending 
application. Or, the rejected claims could be 
canceled and the application passed to issue 
with the allowed claims. After a final rejection, 
any rejected claims can be appealed to the 
Board of Patent Appeals and Interferences in 
the PTO. It is often preferred in cases having 
both allowed and rejected claims to allow a 
patent to issue with the allowed claims and file 
a continuation application with the rejected 
claims before the parent application actually 
issues. By effectively separating the allowed 
claims from the rejected claims, the risk that 
the Board of Patent Appeals and Interferences 
will undermine the decision on patentability 
of the already allowed claims on appeal of the 
rejected claims is significantly reduced. 

If the applicant is not successful in over- 
coming the examiner's rejections and the ex- 
aminer makes the rejections final, several op- 
tions remain. Again the applicant may simply 
abandon the application and, if the application 
has not been and will not be published, retain 
the invention as a trade secret. Or, the appli- 
cant can refile the application as a divisional, 
continuation, or continuation-in-part applica- 
tion and continue prosecution in the PTO. 
The applicant may also appeal the examiner's 
rejection to the Board of Patent Appeals and 
Interferences within PTO. If not satisfied with 
the Board's decision, the applicant may appeal 
that decision either to the Court of Appeals for 
the Federal Circuit based on the record before 
the PTO or to a federal district court for a de 
novo review. If the examiner's position is over- 
turned, the Federal Circuit or the district 
court can order the PTO to issue the patent. 
Appeal to either the Federal Circuit or a fed- 
eral district court destroys the secrecy of the 
application as well as that of the record of the 
proceedings within the PTO and thus destroys 
any trade secrets that may have been con- 
tained therein. 

3.7 Interference 

With the first-to-invent system in the United 
States, it is sometimes necessary to determine 
which of two or more inventors (or groups of 
inventors) first invented the subject matter 
that is claimed in common by the parties. In- 
terferences are the proceedings within the 
PTO for making such determinations. These 
proceedings, which are overseen by senior ex- 
aminers within the PTO, are ultimately de- 
cided by the Board of Patent Appeals and In- 
terferences in the PTO. The party who first 
conceives an invention and first reduces it to 
practice will normally be awarded priority and 
will be awarded the U.S. patent (142). This is 
not the case, however, if another party, who 
reduced the invention to practice at a later 
date, can prove that he or she was the first to 
conceive the invention and proceeded dili- 
gently to reduce it to practice from a time be- 
fore the other party's date of conception. The 
diligence of the first to reduce the invention to 
practice is normally immaterial in the priority 
contest. 
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Patent interferences are possible between 
two or more copending applications or be- 
tween a pending application and a recently is- 
sued patent (143). In the case of copending 
applications, an applicant will often be noti- 
fied by the examiner that his or her applica- 
tion appears to be in allowable condition but 
that prosecution is being suspended for con- 
sideration of the potential declaration of an 
interference. In cases involving a pending ap- 
plication and an issued patent, the examiner 
may cite the issued patent as a reference and 
suggest that the applicant may wish to "copy" 
claims from the patent to provoke an interfer- 
ence, or the applicant may become aware of 
the issued patent and attempt to amend his or 
her application (i.e., "copy" claims) to contain 
claims from the issued patent to provoke an 
interference. In the case of a pending applica- 
tion and an issued patent, claims from the is- 
sued patent must be copied by the applicant 
within 1 year of the issue date of the patent to 
provoke an interference. Moreover, if the ap- 
plicant has an effective filing date less than 
3 months after the effective filing date of the 
issued patent, a significantly reduced showing 
is generally required by the applicant to justify 
the interference (144). If the PTO determines 
that both parties have allowable claims di- 
rected to the same subject matter, a formal 
Declaration of Interference is issued. 

An interference is a complex, multistage, 
inter partes procedure designed to determine 
which party has priority with respect to the 
patentable subject matter that is disclosed and 
claimed by two or more inventors. The inter- 
ference normally proceeds through the follow- 
ing stages: (1) declaration of interference by 
the PTO, (2) motion period, (3) filing of pre- 
liminary statements, (4) discovery, (5) testi- 
mony period, (6) final hearing, (7) decision by 
Board of Patent Appeals and Interferences, 
and (8) appeal and court review. Each of these 
stages is governed by complex procedural and 
substantive rules with many potential pitfalls 
for the unwary. Failure to follow these rules 
carefully can result in an adverse ruling or, 
ultimately, judgment against the party violat- 
ing them. 

The party with the earlier priority date is 
designated the senior party and is presumed to 
be the first inventor. The other party is desig- 

nated the junior party and has the burden of 
proving an earlier date of invention, generally 
by a preponderance of the evidence. If, how- 
ever, the junior party's application was filed 
after the issuance of the senior party's patent, 
an earlier invention date must be proven be- 
yond a reasonable doubt. Throughout the in- 
terference proceeding, the senior party retains 
significant procedural and substantive advan- 
tages. 

Once an interference has been declared by 
the PTO, the parties are given an opportunity 
to redefine the interfering subject matter (i.e., 
the counts of the interference that are similar 
in form to patent claims) and, if possible, to 
assert an earlier effective filing date based on a 
related U.S. patent application or a corre- 
sponding patent application in another coun- 
try. In redefining the interfering subject mat- 
ter, each party will generally seek to amend 
the counts in a manner more favorable to itself 
(i.e., consistent with and supported by his or 
her evidence concerning conception and re- 
duction to practice). The parties, if appropri- 
ate, may also raise issues that are not directly 
related to the dates of conception or reduction 
to practice. For example, one party may allege 
that the other party derived the interfering 
subject matter from someone else or that the 
other party's application has deficiencies that 
render the interfering subject matter unpat- 
entable to that party. Either party can also 
argue that the subject matter in question is 
simply not patentable to anyone (i.e., effec- 
tively that neither party is entitled to a patent) 
(145). Generally, however, the most signifi- 
cant issues relate to establishing the respec- 
tive dates of conception and reduction to prac- 
tice and, where appropriate, diligence in 
reducing the invention to practice. 

During the interference, parties can rely on 
inventive activities occurring in the United 
States and, with certain limitations, a North 
American Free Trade Agreement Implemen- 
tation Act (NAFTA) country or a World Trade 
Organization (WTO) country to prove a date 
of invention before the actual filing date (146). 
The parties cannot rely on inventive activities 
within non-NAFTA or non-WTO countries to 
establish a date of invention: in such cases the 
parties will be limited to their foreign priority 
date as the date of invention. Thus, in an in- 
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terference proceeding, activities within the 
United States, independent of the date, can be 
used to establish an earlier date of invention. 
Additionally, a party can establish a date of 
invention based on inventive activities in a 
NAF'TA member country on or after Decem- 
ber 8,1993 or in a WTO member country on or 
after January 1, 1996 (147). 

Thus, for applications filed after January 1, 
1996, applicants from other countries (at least 
those carrying out inventive activities in 
NAF'TA and WTO countries) are, at least in 
theory, on equal footing with U.S. applicants 
in proving earlier dates of inventions in an 
interference. In many cases, however, appli- 
cants and researchers from other countries 
will need to modify their methods of research 
record keeping to take advantage of this pro- 
vision regarding foreign activities. Applicants 
from other countries must also understand, 
and adapt their operations to, the types of 
proofs and evidence necessary to prove dates 
of conception, diligence, and actual reduction 
to practice under US.  law, as discussed below. 

In adopting legislation regarding inventive 
activities outside the United States, Congress 
recognized that many countries do not provide 
levels or opportunities for discovery during ju- 
dicial proceedings similar to those in the 
United States. Thus, an applicant from an- 
other country could potentially gain a signifi- 
cant advantage over his or her U.S. counter- 
part in an interference proceeding if the 
applicant from another country could use U.S. 
discovery procedures to gain information re- 
garding the US. applicant's position while at 
the same time resisting such discovery based 
on his or her country's limited or otherwise 
inadequate discovery proceedings. 

To address this potential problem, Con- 
gress has provided that "appropriate infer- 
ences" should be drawn when evidence re- 
garding a date of invention cannot be obtained 
from a party (and perhaps even a third party) 
in a NAF'TA or WTO country to the extent 
"such information could be made available in 
the United States" (148). "Appropriate infer- 
ences" are not defined and thus, depending on 
the circumstances, may range from mere 
"slaps on the wrist" to loss of rights in the 
proceeding. It is likely that the type of discov- . - 

ery that "could be made available" will depend 

on the type of proceeding involved. Thus, the 
effect of this requirement could, for example, 
be very different in an interference proceeding 
before the PTO (where the scope of discovery 
is limited) and a later appeal before the federal 
courts (where the scope of discovery is much 
broader). Because of these uncertainties, the 
practice effects of this provision are unclear. 

Once the PTO has declared the interfer- 
ence, each party must file a preliminary state- 
ment by a date set by the PTO. Facts alleged in 
the preliminary statement must be proved 
later in the proceedings. The preliminary 
statement must vrovide the dates of invention - 
each party will rely on. A party intending to 
rely on an invention date earlier than his or 
her filing date must allege the earlier inven- 
tion date and identify facts supporting the ear- 
lier date in the preliminary statement. The 
parties are held strictly in their proofs to any 
dates alleged in the preliminary statement. 
Thus a party able to introduce evidence show- 
ing an invention date earlier than alleged in 
the preliminary statement will still be held to 
the alleged date. The preliminary statement, 
therefore, should be carefully prepared and al- 
lege only dates and facts that the party can 
prove by clear and convincing evidence. A 
party relying on dates of conception and actual 
reduction to vractice for the invention date - 
must generally prove such dates by corrobo- 
rated evidence. The testimony of an inventor 
or coinventor must be corroborated as it re- 
lates to priority of invention. 

The preliminary statements are placed un- 
der seal and provided to the opposing party 
only at a later time set by the PTO. In the 
initial stages of the proceeding, neither party 
is aware of the alleged invention date of the 
opposing party or whether the opposing party 
has even alleged an invention date earlier 
than its filing date. After filing the preliminary 
statements, the parties generally undertake 
discovery and testimony to develop their 
cases. Once all evidence periods have expired, 
each party presents the formal record of evi- 
dence on which it wishes to rely. After the par- 
ties have submitted formal briefs enumerat- 
ing their legal arguments and, where 
appropriate, rebuttal arguments, and after 
any oral arguments, the interference is de- 
cided by a board of three senior PTO examin- 
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ers. The losing party may appeal the decision 
to the United States Court of Appeals for the 
Federal Circuit based on the interference 
record or bring a de novo civil action in an 
appropriate federal district court. 

Conception generally is considered to occur 
when the inventor forms a definite perception 
of the complete invention sufficient to allow 
one of ordinary skill in the art to understand 
the concept and reduce it to practice without 
further inventive steps. Reduction to practice 
can be either constructive (i.e., by filing a 
patent application meeting the statutory re- 
quirement) or actual (i.e., by making and test- 
ing the invention to demonstrate that it yields 
the desired result). Therefore, to achieve an 
actual reduction to practice for a pharmaceu- 
tical, there must be both an available process 
for making the chemical compound (i.e., the 
drug) and testing to establish its utility. To be 
useful in an interference proceeding, such ev- 
idence generally must be corroborated by one 
or more persons who are not inventors. Cir- 
cumstantial evidence can also be used to help 
establish an actual reduction to practice. Of- 
ten the best corroborative evidence is provided 
by laboratory notebooks used to record ideas 
and experiments associated with the inven- 
tion. Preferably, laboratory notebooks should 
be signed and dated daily by the investigators 
actually doing the work and diligently wit- 
nessed in writing by at least one noninventor 
coworker who has read and understood the 
record. The witness should be able to under- 
stand the significance of the experiments be- 
ing witnessed. Generally, the witness should 
not be actively involved in the work, so as to 
reduce the risk that the witness will later be 
found to be a coinventor. If a witness is later 
determined to be a coinventor, he or she can- 
not corroborate the work. For particularly im- 
portant inventions, two witnesses should be 
considered so that even if one witness is effec- 
tively disqualified (e.g., one witness is later 
found to be a coinventor), there still remains a 
corroborating witness. Without independent 
corroborating evidence of the events sur- 
rounding the invention, including conception 
and the reduction to practice and, possibly, 
diligence, a junior party will most likely lose 
the priority contest even if he or she was the 
first to invent. Should a party need to prove 

diligence, a corroborated written record show- 
ing almost continuous activity from a time be- 
fore the other party's date of conception up to 
the time of that party's own reduction to prac- 
tice is generally required. If a party fails to 
work on the project for several successive 
weeks without adequate explanation, such in- 
activity will often be sufficient to destroy the 
case for diligence. The activity of the inventor 
in developing another invention does not nor- 
mally constitute an adequate excuse for such a 
period of inactivity. 

A comprehensive intellectual property pro- 
gram should, therefore, give special attention 
both to implementing acceptable record-keep- 
ing procedures (including procedures for wit- 
nessing notebooks and other records of inven- 
tion in a timely manner) and to ensuring that 
these record-keeping procedures are followed. 
Once again, the intellectual property commit- 
tee is the logical focus for this task. 

Interferences are long, costly, and complex 
procedures that are laden with procedural pit- 
falls for both the senior party and, especially, 
the junior party. The senior party is heavily 
favored to be awarded the right to a patent on 
the contested invention (149). Based on the 
advantage of the senior party in such interfer- 
ence proceedings, patent applications should 
be filed in the United States as quickly as pos- 
sible to increase the probability of achieving 
senior status in any interference that may be 
declared. 

3.8 Correction of Patents 

Issued patents are often found to contain er- 
rors of varying degrees. Minor errors (e.g., 
clerical or typographical errors and erroneous 
inclusion or exclusion of an inventor), if made 
without deceptive intent, can usually be cor- 
rected through a Certificate of Correction is- 
sued by the PTO at the request of the inventor 
or assignee (150). Generally, a mistake is not 
minor if its correction would materially affect 
the scope or meaning of the patent claims. 

Patents that are wholly or partly inopera- 
tive or invalid may, in some cases, be corrected 
by reissuing the patent. Reissue patents are 
generally sought because (1) the claims in the 
original patent are either too narrow or too 
broad, (2) the specification contains inaccura- 
cies or errors, (3) priority from a patent appli- 
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cation filed in another country was not 
claimed or was claimed improperly, or (4) ref- 
erence to a prior copending application was 
not included or was improperly made. 

To obtain a reissue patent, the patent 
owner must establish that (1) the patent is 
considered "wholly or partly inoperative or in- 
valid" because of a "defective specification or 
drawing" or because the inventor claimed 
"more or less than he [or she1 had a right to 
claim," (2) the defect arose "through error 
without any deceptive intention," (3) new 
matter is not introduced into the specification, 
and (4) the claims in the reissue application 
meet the legal requirements for patentability 
(151). An application for a reissue patent that 
contains claims enlarging the scope of the 
original patent must be filed within 2 years of 
the date of grant of the original patent. The 
term of a reissue patent is the unexpired por- 
tion of the original patent; a reissue patent 
cannot extend the duration of the original 
patent. An infringer may have a personal de- 
fense of intervening rights to continue an oth- 
erwise infringing activity if the activity or 
preparation for the activity took place before 
the grant of the reissue patent (152). The re- 
issue process is often used to "clean up" a 
patent before embarking on litigation to en- 
force that patent. 

A patent owner or any third party can seek 
a review of an issued patent by the PTO on the 
basis of prior art not considered by the PTO 
during the original examination (153). Such a 
reexamination procedure, although techni- 
cally not a mechanism for correcting a patent, 
allows the PTO to determine the correctness 
of the original patent grant in light of the 
newly presented prior art. A third party re- 
questing reexamination has a limited, but po- 
tentially significant, opportunity to present 
written arguments against patentability in re- 
sponse to the applicant's initial statement 
concerning patentability. 

Recent changes in rules governing reexam- 
ination proceedings allow a third party to re- 
quest and participate in a reexamination pro- 
ceeding using either ex parte or inter partes 
proceedings. Using ex parte proceedings, the 
third-party requestor is limited to responding 
to an applicant's initial statement concerning - 
patentability (if filed) (154); no other input is 

allowed by the third party. Under interpartes 
proceedings, the third party has the opportu- 
nity to respond to arguments and amend- 
ments made by the patent owner throughout 
the reexamination (155). The third party in 
the interpartes proceeding is limited to issues 
raised by the patent owner or PTO and cannot 
raise new issues. The third party in an inter 
partes proceeding is, however, barred from 
later asserting invalidity in a civil action on 
any ground that was raised, or could have 
been raised, during the reexamination pro- 
ceeding (156). Because of this estoppel effect, 
inter partes reexamination proceedings are 
not likely to be used extensively by third par- 
ties. 

The original patent is not presumed valid 
during the reexamination proceeding. The 
PTO can reaffirm the original grant, substi- 
tute a new grant by allowing new or amended 
claims, or withdraw the original grant. The 
legal presumption of validity of the patent is 
not strengthened by the successful completion 
of the reexamination proceeding. However, 
the practical effect of the reexamination pro- 
ceeding may considerably strengthen the 
patent in the eyes of a judge or jury in later 
litigation. Courts and juries will generally look 
with particular favor on a patent that has 
twice been found patentable by the PTO (i.e., 
once during the original prosecution in the 
PTO and then again during the reexamination 
proceedings). On the other hand, the reexam- 
ination proceeding provides an accused or a 
potential infringer the possibility of invalidat- 
ing a patent outside of the court system at a 
considerably reduced cost. An accused in- 
fringer should, of course, carefully consider 
the risks and implications of the PTO uphold- 
ing the patent grant through the reexamina- 
tion process before embarking on such a pro- 
cess because of the limited involvement of the 
accused infringer in the process and the 
strengthened validity resulting if the PTO 
finds the original grant sustained. Consider- 
ing the potential risk to third parties that the 
patent might actually be strengthened and 
considering their limited involvement in the 
reexamination proceeding, it is not generally 
recommended that third parties request reex- 
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amination unless the prior art is believed, to a 
high level of certainty, to render the patent 
invalid (157). 

4 ENFORCEMENT OF PATENTS 

Fundamentally, a patent provides the right to 
exclude others from practicing the invention 
covered by (i.e., "claimed in") the patent. En- 
forcement of patents is limited both tempo- 
rally and geographically. A patent can be en- 
forced only against acts occurring during its 
term (158). Patent term is discussed in detail 
in Section 2.4 above. 

4.1 Geographic Scope 

Generally, a patent can be enforced only 
within the country in which it was granted. 
There is one exception to the general principle 
that a U.S. patent does not provide legal pro- 
tection against acts outside its geographical 
borders. Under U.S. law, the importation, use, 
sale, or offer for sale of a nonpatented product 
in the United States is an act of infringement, 
if the nonpatented product was made outside 
the United States by a process patented in the 
United States (159). Comparable laws exist in 
many other countries. Thus, a U.S. patent cov- 
ering a new and novel process for producing 
known products or drugs cannot be circum- 
vented by manufacturing it outside the United 
States and then importing the product or drug 
into the United States. The U.S. patent holder 
cannot, of course, use its U.S. patent to pre- 
vent the use of that process overseas or the 
importation of the resulting products into 
other countries. 

The unique situation in Europe deserves 
mention. In this time of economic globaliza- 
tion, the members of the European Union 
have taken measures to stop cross-border in- 
fringements involving more than one country. 
After grant, a European patent becomes a 
bundle of national patents in those countries 
designated by the patent owner. In cases of 
patent infringement in several of these coun- 
tries, it is possible to sue all infringers in one 
proceeding. Under jurisdictional rules of the 
1973 Brussels Convention, the patent owner 
may sue several joint infringers residing in dif- 
ferent countries in one action, provided that at 

least one of them is a resident of the country 
where the action is brought (160). Thus, as- 
suming the patentee has a national patent in a 
particular European country, it is possible in 
the case of multicountry infringements to en- 
force the patent through another country's 
court system. 

4.2 The Trial and Appellate Courts 

In the United States, patent infringement is a 
federal cause of action. To enforce a patent, 
the patent holder normally brings suit against 
the alleged infringer in a federal district court. 
A patent dispute may also be initiated by a 
party seeking to have the patent declared in- 
valid, unenforceable, or not infringed in re- 
sponse to having been threatened under the 
patent. Actions involving U.S. patents are con- 
ducted like all other civil actions in the federal 
courts, and are governed by the Federal Rules 
of Civil Procedure and the Federal Rules of 
Evidence. Most federal judges have no formal 
training in the sciences or patent law, and 
patent cases represent only a small percentage 
of federal cases. Because patent cases are 
sparsely distributed among the district court 
judges, the typical judge has very little experi- 
ence handling the numerous complex issues 
involved (161). 

The United States is unique in using juries 
to decide commercial civil trials, including 
patent disputes. The right to a trial by jury is 
enshrined in the Seventh Amendment to the 
U.S. Constitution and has been exercised 
readily by patent litigants. The incidence of 
jury demands in patent cases has grown from 
about 3% in the late 1960s to more than 50% in 
recent years (162). The jury's role is to listen 
to the evidence presented at trial to determine 
the facts, and to determine disputed issues by 
applying the patent law to those facts. When 
the evidence presents underlying disputed 
fact issues, the jury plays a crucial role in de- 
termining patent validity, infringement, and 
damages. 

Two other forums for resolving patent in- 
fringement suits also deserve mention. The 
United States Court of Federal Claims has ex- 
clusive jurisdiction over patent infringement 
claims made against the federal government 
(163). The United States International Trade 
Commission ("ITC") has authority to preclude 
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importation of products covered by a U.S. 
patent or made abroad by a process covered by 
a U.S. patent (164). Significant procedural and 
substantive differences exist between these fo- 
rums and the district courts. For example, 
there is no right to trial by jury in the Court of 
Federal Claims, nor is iniunctive relief avail- - 
able against the government or suppliers to 
the government (165). ITC investigations are 
conducted by ITC staff, whose determinations 
must consider factors, such as the public wel- 
fare, competitive economic conditions, and the 
interests of US.  consumers, which do not nec- 
essarily align with the parties' interests (166). 
Detailed treatment of these two tribunals is 
beyond the scope of this chapter. 

The 94 federal judicial districts are orga- 
nized into 12 regional circuits, each of which 
has its own court of appeals. With the Federal 
Courts Improvement Act ("FCIA") of 1982 
(1671, the U.S. Congress created the Court of 
Appeals for the Federal Circuit and vested it 
with exclusive jurisdiction over patent cases. 
One of its objectives in doing so was to pro- 
mote uniformity in the area of patent law and 
diminish the uncertainty created by inconsis- 
tent application of the patent law among the 
regional circuits (168). The Federal Circuit 
also hears appeals of patent matters from the 
PTO, the Court of Federal Claims, and the 
ITC, as well as appeals of a variety of non- 
patent matters. Matters involving issues of 
patent law make up a substantial portion of 
the Court's docket, and the Court is consid- 
ered to have specialized expertise in the patent 
area. 

A party may petition the U.S. Supreme 
Court to accept an appeal from an adverse de- 
cision of the Federal Circuit. The Suareme 
Court has discretionary control over its 
docket. It generally declines to hear the vast 
majority of cases it is asked to decide, and will 
only rarely take a patent case. Thus, the Fed- 
eral Circuit is effectively the court of last re- 
sort for most patent litigants. 

4.3 The Parties 

4.3.1 Plaintiffs. A patent owner or an as- 
signee of all rights in a patent may bring suit. 
The assignee must possess the assigned patent 
rights at the time that the suit is filed (169). 

Where a patent is co-owned by multiple 
persons, all must jointly bring suit (170). Cor- 
porations must therefore make certain that 
each of the joint inventors execute an assign- 
ment document to avoid subsequent difficul- 
ties in bringing an infringement action. A 
transfer of less than the entire patent, an un- 
divided share of the patent, or all rights in the 
patent in a geographical region of the U.S. is 
ordinarily deemed a license, and conveys no 
right to sue. A licensee may sue in its own 
name for patent infringement only if he owns 
"all substantial rights" under the patent, such 
that the license operates as a "virtual" assign- 
ment. In certain circumstances, a licensee 
with less than all substantial rights may have 
standing to sue as a coplaintiff (171). License 
provisions expressly granting the licensee a 
right to sublicense without the licensor's ap- 
proval, to exclude others from using the tech- 
nology, to file suit for infringement, and to 
defend the licensor's interest in such a suit 
may confer standing to a licensee as a coplain- 
tiff (172). 

4.3.2 Defendants. Section 271 of the Patent 
Code provides a remedy against those who 
make, use, sell, offer for sale the patented in- 
vention in the United States, or import the 
patent invention into the United States (173). 
Those who actively induce infringement by 
knowingly and actively aiding another's direct 
infringement can also be held liable (174). A 
remedy may also be had for contributory in- 
fringement against one who sells a material 
part of the invention that he knew was partic- 
ularly adapted to infringe the patent and is not 
a staple item of commerce suitable for nonin- 
fringing use. To prove inducement or contrib- 
utory infringement, a patentee must prove at 
least one act of direct infringement (175). The 
establishment of both active inducement and 
contributory infringement requires knowl- 
edge or awareness of the infringement of the 
patent by the infringer. h opposed to the case 
of direct infringement, a truly "innocent in- 
fringer" cannot be liable for either actively in- 
ducing infringement or for contributory in- 
fringement. It is not necessary that the direct 
infringer be named as a party, although doing 
so often simplifies the task of obtaining evi- 
dence sufficient to prove direct infringement. 
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A patentee has a cause of action against 
those who supply components of a patented 
product in the United States intending that 
the components be assembled into an infring- 
ing product abroad (176). A patentee may also 
sue one who imports, offers to sell or uses in 
the United States a product made by a pat- 
ented method (177). Those who purchase a 
patented product from the patent owner or a 
licensee receive an automatic implied license 
to use and resell the product (178). The lawful 
owner of a patented device may also repair it 
or replace worn parts so long as this does not 
amount to recreating the patented device 
(179). 

For a composition of matter claim covering 
a drug, the manufacturer who prepares the 
drug using any process, the drugstore that 
sells it, and the patient who takes it may each 
be liable as direct infringers; the doctor who 
prescribes it may be liable by actively inducing 
infringement by the patient. For a claim cov- 
ering a process for making a specific drug, both 
the manufacturer who makes the drug. in the - 
United States using the patented process and 
the manufacturer who makes the drug outside 
the United States using the patented process 
and sells the drug. in the United States would - 
be liable as infringers. Manufacturing the 
drug by another process would not, of course, 
infringe the process claim (assuming the pro- 
cess used and the patented process are not 
equivalent under the doctrine of equivalents). 
For a claim covering a method of treatment 
using a specific drug, the ultimate user might 
be liable as a direct infringer; the manufac- 
turer, druggist, and doctor might by liable if 
they actively induce infringement by the pa- 
tient. For a claim covering a process of making 
a specific drug that employs an ingredient ca- 
pable of use only in the process, the users of 
the process may be liable as direct infringers 
and the manufacturer of the inmedient who - 
sells it to the users of the process may be liable 
as a contributory infringer. Thus, from the 
patent holder's viewpoint, it is desirable to 
have as many different types of claims in the 
patent to protect against infringement. 

There is a special patent infringement rem- 
edy for a patent owner when a party files an 
Abbreviated New Drug Application ("ANDA") 
or a "paper NDA." Both ANDAs and paper 

NDAs permit companies to seek approval to 
market a generic drug before the patent cov- 
erage on the product has expired without the 
costly studies required for a so-called pioneer 
drug. It is an act of infringement to file an 
ANDA or paper NDA for a generic drug that is 
the same as the "pioneer drug" previously ap- 
proved. By defining this somewhat artificial 
act of infringement, Congress provided a 
mechanism for early resolution of infringe- 
ment disputes presented by the generic for- 
mulation. Monetary damages are not available 
until actual commercial manufacture and sale 
of the generic drug. 

Pioneer drug applicants are required to 
provide the FDA with the identity and expira- 
tion date of any patent that claims the drug for 
which FDA approval is requested, or a method 
of using such drug (180). ANDAs and paper 
NDAs must certify that: (1) no such patents 
have been identified by the original pioneer 
drug applicant; (2) the identified patents have 
expired; (3) the date that patents will expire; 
or (4) that the patents are invalid or will not be 
infringed by the making, use, or sale of the 
generic drug (181). This certification deter- 
mines the date on which FDA approval of the 
ANDA or paper NDA may be made effective 
and when marketing may begin. If the first or 
second certification is made, approval can be 
immediate. If the third certification is made, 
approval is delayed until the patents expire. If 
the applicant makes the fourth certification, 
the generic applicant must provide the origi- 
nal pioneer drug applicant a detailed state- 
ment supporting the assertion of noninfringe- 
ment or invalidity. The original pioneer drug 
applicant may then bring suit for infringe- 
ment within 45 days, causing delay of the ap- 
proval until the earlier of 30 months or a court 
ruling that the patent is not infringed or is 
invalid. 

4.3.3 Declaratory Judgment Plaintiffs. A 
party sufficiently threatened with an infringe- 
ment suit may file an action in a district court 
seeking to have the patent declared invalid or 
not infringed. The court's jurisdiction over 
such actions derives from the Federal Declar- 
atory Judgments Act of 1934 (182). A declara- 
tory judgment action must be based on an "ac- 
tual controversy" between the parties. The 
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party filing suit must show (1) that it has or is 
prepared to produce the accused product or 
use the accused method, and (2) that the pat- 
entee's conduct created an objectively reason- 
able apprehension that the accused infringer 
would eventually be sued if it continued its 
activity (183). An express charge of infringe- 
ment easily satisfies the "actual controversy" 
requirement. Accordingly, the patentee should 
consider omitting such charges when notify- 
ing others of patent rights, and express in- 
stead a desire to discuss a potential license. 
However, statements falling short of an ex- 
press infringement charge can give rise to de- 
claratory judgment jurisdiction if the totality 
of circumstances create a reasonable appre- 
hension of suit (184). A manufacturer not di- 
rectly charged by the patentee may bring such 
a suit based on threats made against its cus- 
tomers. 

4.4 Determining Infringement 

When speaking of infringement, it is the 
claims of the patent that are infringed. The 
claims set the legal bounds of the technical 
area in which the patent holder can prevent 
others from making, using, selling or offering 
to sell, or importing the patented invention; in 
other words, the claims define the metes and 
bounds of the exclusive right granted by the 
patent. Each claim defmes a separate right; 
some claims may be infringed, whereas others 
are not. Claims also define the bounds outside 
of which others can operate without infringing 
the patent. 

The process for determining patent in- 
fringement has two main steps. First, the 
claims of the patent are interpreted to deter- 
mine their scope and meaning. Next, the prop- 
erly interpreted claims are compared to the 
accused product or process (185). Patent claim 
interpretation is performed by the judge based 
on the words of the claims themselves inter- 
preted in light of the written description and 
drawings, and the record of proceedings in the 
PTO. Words in a claim are interpreted to have 
their ordinary meaning in the applicable field 
unless they were given a special meaning in 
the written specification or during prosecu- 
tion (186). 

The terms comprising, consisting essen- 
tially, and consisting are used in patent claims 

to link the preamble and the limitations of the 
claimed invention; these "terms of art" have 
special meanings in patent claims and can dra- 
matically affect the scope or coverage of a 
patent claim. For example, a claim directed to 
a "composition of matter comprising com- 
pound X" would be infringed by a formulation 
containing compound X regardless of the pres- 
ence of other components; an infringing com- 
position must contain the listed element and 
can contain any other elements. A claim di- 
rected to a "composition of matter consisting 
essentially of compound X and compound Y" 
would be infringed by a formulation contain- 
ing both compounds X and Y and other com- 
ponents that do not materially affect the basic 
and novel characteristic of the invention. A 
claim directed to a "composition of matter con- 
sisting of compound X and compound Y" 
would be infringed by a formulation contain- 
ing only compounds X and Y (and normal im- 
purities and the like); an infringing composi- 
tion in this case must have only the listed 
elements and no others. 

In the United States, patent infringement 
can occur either by literal infringement or un- 
der the doctrine of equivalents. Literal in- 
fringement of a patent requires that each and 
every limitation or element of at least one 
claim be found in the composition, device, or 
process as claimed. If a single limitation is not 
present, there is no literal infringement. How- 
ever, infringement may still be found under 
the doctrine of equivalents where the differ- 
ences between the claimed invention and the 
accused composition, device, or process are 
"insubstantial." Evidence that the accused 
composition, device, or process performs "sub- 
stantially the same function, in substantially 
the same way, to achieve the same result" as 
the composition, device, or process defined in 
the patent claim may also support a finding of 
equivalency, although this test is more suit- 
able for analyzing mechanical devices than 
chemical compositions or processes. 

The doctrine of equivalents gives a court 
the ability to effectively expand the scope of a 
patent claim beyond the literal language of the 
claim. Otherwise, a party who copies a 
patent's inventive concept, but makes some 
trivial or obvious change, would avoid legal 
infringement. The doctrine of equivalents is a 
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flexible concept. Pioneer patents will normally 
be entitled to a broader range of equivalents 
than patents claiming a relatively small ad- 
vance over the prior art. As a technology de- 
velops and matures (i.e., becoming a "crowded 
art"), claims generally will be entitled to a 
smaller range of equivalents. 

Balanced against this need to protect 
against invention pirating is the public's in- 
terest in knowing with reasonable certainty 
what a given patent covers. The doctrine of 
equivalents creates uncertainty as to the scope 
of patent rights and may thereby discourage 
legitimate efforts to design around existing 
patents. Important technical advancements 
often are the result of such design-around ac- 
tivities. A proper balance between these com- 
peting considerations is crucial to a properly 
functioning patent system. The courts have 
struggled to formulate and apply the doctrine 
in a manner that achieves this difficult goal. 
There are important limitations on the doc- 
trine of equivalents intended to prevent 
patent rights from being extended too broadly. 
First, the doctrine is applied on an element- 
by-element basis. Thus, for each claim limita- 
tion there must be a corresponding element in 
the accused product or process that is identical 
or equivalent (i.e., only insubstantially differ- 
ent) to that limitation for there to be infringe- 
ment by equivalents. Stated differently, if a 
theory of equivalence would effectively read a 
claim limitation out of the claim altogether, 
then there is no infringement. 

In 1995 the Federal Circuit addressed basic 
issues concerning the doctrine of equivalents 
and held that (1) the determination of equiva- 
lents is a fact issue to be resolved by the jury; 
(2) the test focuses on the substantiality of 
differences between the claimed and accused 
products or processes, although other factors 
such as evidence of copying or designing 
around may also be relevant; and (3) equiva- 
lency is determined objectively from the per- 
spective of a hypothetical person of ordinary 
skill in the relevant art (187). Two years later, 
the Supreme Court confirmed equivalents in- 
fringement as a viable doctrine, but expressed 
concern that the doctrine had become "un- 
bounded by the patent claims" (188). The Su- 
preme Court did little to clarify the proper test 
of equivalency, but required a "special vigi- 

lance against allowing the concept of equiva- 
lence to eliminate completely any [claim] ele- 
ments" (189). 

Further, a composition, device, or process 
cannot infringe a patent under the doctrine of 
equivalents where the broader interpretation 
of the patent claims necessary to cover the ac- 
cused device or process would also cover "prior 
art" (i.e., the state of the technology before the 
filing of the patent application) (190). 

A third important limitation on the doc- 
trine of equivalents is "prosecution history es- 
toppel," which prevents a patent owner from 
obtaining coverage under the doctrine of 
equivalents of subject matter that was relin- 
quished during prosecution of the patent ap- 
plication. The purpose of prosecution history 
estoppel is to protect the notice function of the 
claims. Courts traditionally adopted a "flexi- 
ble bar" approach under which the subject 
matter surrendered was determined by what a 
reasonable competitor would likely conclude 
from reviewing the prosecution file. However, 
in its recent Festo decision, the Court of Ap- 
peals for the Federal Circuit ruled that when a 
claim limitation is narrowed during prosecu- 
tion, application of the doctrine of equivalents 
to that claim element is completely barred 
(191). This complete bar approach would elim- 
inate the public's need to speculate as to tbe 
subject matter surrendered by a claim amend- 
ment. The Festo decision also confirmed that 
prosecution history estoppel applies to all nar- 
rowing amendments made for any reason re- 
lated to patentability, even those made for 
purposes of clarification and not in response to 
a prior art rejection (192). Arguments made 
during prosecution, without a claim amend- 
ment, can also create an estoppel if they dem- 
onstrate a surrender of subject matter (193). 

Although the Festo decision would lend cer- 
tainty to the determination of patent scope, 
there is concern that it represents an overly 
rigid approach that will, in effect, severely re- 
strict patent rights. The Supreme Court re- 
cently vacated the Federal Circuit's Festo de- 
cision and returned the case to the Federal 
Circuit for further consideration. The claim 
scope actually surrendered with the amend- 
ment will, however, apparently remain an im- 
portant consideration in applying the doctrine 
of equivalents and prosecution history estop- 
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pel. However, the Supreme Court shifted the 
burden of proof on the issue of prosecution 
history estoppel from the alleged infringer to 
the patent owner. According to the Supreme 
Court, the patent owner should bear the bur- 
den of overcoming both of the following pre- 
sumptions: (1) that amendments which nar- 
row a patent claim, for any reason, create 
prosecution history estoppel; and (2) that all 
coverage between the originally proposed 
claim and the issued claim was surrendered by 
the patent owner. Further developments in 
this area of the law should be expected. In light 
of the most recent Festo rulings, however, the 
broadest claims should be drafted in a manner 
(i.e., significantly more narrowly) to reduce 
the likelihood that amendments relating to 
patentability will be required during prosecu- 
tion. 

4.5 Defenses to Infringement 

In a patent infringement suit, the alleged in- 
fringer may assert that the accused product or 
process does not infringe the patent claims ei- 
ther literally or under the doctrine of equiva- 
lence. The burden is on the patentee to show 
that the claims cover the alleged infringing 
device or process. The alleged infringer may 
also attempt to show that the patentee is es- 
topped from expanding the claims under the 
doctrine of equivalents sufficiently to cover 
the alleged infringing device or process, either 
because of admissions or arguments presented 
during the prosecution of the patent before 
the PTO or because the broader reading of the 
claims would encompass and cover prior art 
devices or processes. Noninfringement of the 
patent claims by the accused device or process 
is frequently raised as a defense in patent in- 
fringement suits. 

The validity of the patent can also be raised 
as a defense. Patents are presumed valid. 
Thus, the alleged infringer must prove the 
patent is invalid by a clear and convincing 
standard of proof. Validity generally involves 
three components: novelty, utility, and nonob- 
viousness. For a given claim, if the court finds 
that a claim lacks any one of the three at- 
tributes, that claim is invalid and cannot be 
infringed by the alleged infringer or anyone 
else. In other words, a holding by court that a 
patent claim is invalid prevents the patentee 

from asserting the specific claim against any- 
one. Other claims in the patent may, however, 
remain valid and enforceable. 

The validity of a patent claim is often at- 
tacked by a challenger presenting prior art 
that, in the challenger's opinion, anticipates 
the patent claims or renders them obvious. If 
the prior art offered by the challenger is not 
materially different from that considered by 
the PTO duringexamination of the patent, the 
challenger will have a difficult time showing 
that the patent is not valid; in effect, the chal- 
lenger must convince the judge orjury that the 
PTO failed to do its job properly in granting 
the patent. If the challenger can present prior 
art that was not before the PTO examiner, and 
especially if the new prior art is more relevant 
to the invention than the prior art before the 
examiner, the challenger will have an easier 
time proving invalidity. In important cases, 
the challenger may be willing to go to great 
lengths to find additional prior art, including 
conducting extensive literature searches, hir- 
ing technical experts, interviewing other re- 
searchers in the field, and even posting re- 
wards for helpful information. 

A challenger may also attempt to invalidate 
a patent by showing sales, offers of sale, or 
public use of the invention more than 1 year 
before the effective filing date of the patent 
application. Evidence of such activity by the 
patentee or some other party is often not 
known to the PTO and, if available, may thus 
pose a serious challenge to patent validity. In 
other cases, a challenger may also attempt to 
invalidate a patent by showing that the speci- 
fication is not enabling or that it fails to dis- 
close the best mode of carrying out the inven- 
tion that was known at the time the 
application was filed. These defenses are used 
less often and are considered less likely to per- 
suade a jury at trial. 

The challenger may also assert that the 
patentee acted improperly before the PTO in 
obtaining the patent. This inequitable con- 
duct or fraud defense is raised in many patent 
infringement suits. The process of obtaining a 
patent is an ex parte proceeding between the 
applicant and the PTO. Because representa- 
tions made by the applicant are generally ac- 
cepted at face value, the courts have estab- 
lished a relatively high standard of candor and 
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conduct for the applicant in the dealings with 
the PTO. A challenger asserting inequitable 
conduct will attempt to prove that the appli- 
cant was not entirely forthcoming during the 
ex parte proceedings before the PTO. Inequi- 
table conduct might include, for example, an 
applicant failing to bring relevant and mate- 
rial prior art known to the applicant to the 
attention of the PTO, attempting to "bury" an 
especially relevant prior art document in a 
large collection of seemingly less relevant 
prior art, falsifying data, or otherwise mislead- 
ing the PTO. The challenger must show by 
clear and convincing evidence that the alleged 
mischaracterization or other inequitable con- 
duct was "material" and that the applicant 
acted with the required intent to mislead or 
deceive the PTO. 

The materiality and intent requirements of 
inequitable conduct are interrelated. For ex- 
ample, a high level of materiality can create an 
inference that the conduct was willful, and a 
specific showing of willfulness can reduce the 
level of materiality required. Most often, in- 
formation is considered material if there is a 
reasonable likelihood that a reasonable exam- 
iner would have considered it important in 
deciding whether to allow the patent. The nec- 
essary "intent, " which can be shown by cir- 
cumstantial evidence, is usually characterized 
as an intent to deceive the PTO. Simple negli- 
gence or an erroneous judgment made in good 
faith will generally not support a finding of the 
necessary intent (194). Gross negligence may 
support a finding of the required intent. A spe- 
cific showing of wrongful intent clearly pro- 
vides the necessary intent (195). In contrast to 
invalidity based on the other criteria dis- 
cussed, a finding of unenforceability based on 
inequitable conduct affects the entire patent, 
not just the claims to which the inequitable 
conduct may specifically relate. It may also 
render related continuing patents unenforce- 
able. 

There is no general "experimental use" ex- 
emption or defense against a charge of in- 
fringement (196). There is, however, a so- 
called clinical trial exemption that is of special 
interest to the drug discovery and develop- 
ment industry. This clinical trial exemption 
generally provides that it is not infringement 
to make, use, or sell a patented invention 

"solely for uses reasonably related to the de- 
velopment and submission of information un- 
der a Federal law which regulates the manu- 
facture, use, or sale of drugs or veterinary 
biological products" (197). Thus, a third party 
may use certain patented drug-related de- 
vices, compositions, or processes during the 
life of the patent to develop data and informa- 
tion reasonably necessary for use in, say, the 
FDA approval process. This exemption is gen- 
erally intended to allow a manufacturer to ob- 
tain FDA approval during the life of the patent 
to be able to offer a generic drug as quickly as 
possible after the patent on the drug expires. If 
the manufacturer is forced to delay clinical tri- 
als and similar data-generating activity until 
the patent term expires, the FDA approval 
could be delayed until well after the end of the 
patent term, thereby effectively extending the 
patent term and depriving the public of the 
alternative product. This provision and the 
patent term extension provision for drug-re- 
lated inventions are generally designed to en- 
sure that the patentee obtains the full mea- 
sure of protection normally offered by a 
patent, but no more. 

4.6 Remedies for Infringement 

If a patent claim is found infringed and not 
invalid, the court "shall award. . . damages 
adequate to compensate for the infringement 
but in no event less than a reasonable royalty 
. . . together with interest and costs" (198). 
The purpose of such compensatory damages is 
to return to the patentee the value of the loss 
associated with the unauthorized use of the 
patented item or process. Where the patentee 
or exclusive licensee is exploiting the patent 
and lost or diverted sales can be demonstrated 
that, but for the infringement, would have 
gone to the patentee or exclusive licensee, lost 
profits (rather than a reasonable royalty) 
might be the appropriate estimate of damages. 

4.6.1 Lost Profits. To prove lost profits, the 
patentee must show: (1) demand for the pat- 
ented product; (2) ability to meet the demand; 
(3) absence of noninfringing substitutes; and 
(4) the amount of profit that would have been 
earned (199). However, this is not the exclu- 
sive test, and the patentee may find other ways 
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to prove with reasonable probability that it 
would have made all or some of the infringing 
sales (200). 

Lost profits may be proven based on di- 
verted sales, eroded prices, or increased costs. 
In a two-supplier market, it is presumed that 
the patentee would have made the infringer's 
sales or charged higher prices without the in- 
fringing competition (201). In markets with 
more than two competitors, market shares 
and growth rate projections may be considered 
(202). Price erosion considerations can be- 
come significant to the damage calculation if 
the patentee can show it could have charged 
higher prices. 

In Rite-Hite u. Kelley (203), the Court of 
Appeals for the Federal Circuit held that lost 
profits on unpatented products that directly 
compete with the infringing product are re- 
coverable if the lost sales were reasonably 
foreseeable. The patentee in Rite-Hite made a 
product covered by its patent and a higher 
priced unit that was not covered. The allegedly 
infringing product was intended to compete 
with the unpatented unit. The Federal Circuit 
held that the patentee was entitled to recover 
profits it lost on diverted sales of the unpatented 
unit as compensation for the infringement. 

A patentee may also recover damages based 
on unpatented components sold with a pat- 
ented product, either on a lost profit or royalty 
theory. Rite-Hite further clarified that doing 
so requires proof that the unpatented compo- 
nents function together with the patent prod- 
uct in some manner to produce a desired re- 
sult. Unpatented components sold with the 
patented product only for convenience or busi- 
ness advantage may not be included in the 
damage calculation (204). However, the in- 
fringer who proceeds with the infringing ac- 
tivity, reasoning that the worst-case outcome 
is having to pay a royalty on its sales, may be 
unpleasantly surprised when ordered to pay 
damages based on lost profits of the patentee's 
unpatented products and accessories. 

4.6.2 Reasonable Royalty. If lost profits 
cannot be shown, the patentee is entitled to a 
reasonable royalty, which is calculated as the 
amount a reasonable person would have been 
willing to pay as a royalty in a hypothetical 
negotiation at the time infringement began. 

Some of the factors that may be considered in 
determining the reasonable royalty include 
the infringer's expected profit, whether the li- 
cense would have been exclusive, actual estab- 
lished royalties under the patent or in the par- 
ticular field, and the parties' bargaining 
positions at the time the infringement began 
(205). 

4.6.3 Enhanced Damages. Infringement 
can range from unknowing or accidental to 
deliberate or reckless disregard of the paten- 
tee's legal rights. For "willful infringement," 
damages can be increased up to three times 
the actual damages (206) and may, in excep- 
tional cases, include an award of attorney fees 
(207). Willful infringement can be found 
where an infringer knew of the patent and 
lacked a reasonable legal justification for the 
infringing actions. The potential infringer 
with notice of the patent has an affirmative 
duty to determine whether any of its actions 
would constitute infringement. This duty can 
generally be discharged by obtaining compe- 
tent legal advice concerning the potential in- 
fringement. Afailure to seek such advice, how- 
ever, may not by itself be sufficient for a 
finding of willful infringement, nor will ob- 
taining such advice automatically prevent a 
finding of willful infringement. The risk of up 
to triple damages in the case of willful in- 
fringement, and attorney fees in exceptional 
cases, are designed to deter infringement and 
encourage would-be infringers to evaluate 
their actions carefully in light of the claims of 
relevant patents. 

4.6.4 Injunctive Relief. In addition to 
money awards, the court may grant an injunc- 
tion to "prevent the violation of any right se- 
cured by patent, on such terms as the court 
deems reasonable" (208). Preliminary injunc- 
tions, by which the alleged infringer is re- 
quired or forbidden to do certain specified acts 
before a full trial on the merits of the case, 
serve to preserve the status quo in the market 
during the suit. These are rarely granted. To 
obtain a preliminary injunction, the patentee 
must show (1) a reasonable likelihood of suc- 
cess on the merits, (2) irreparable harm to the 
patentee if the injunction is not granted, (3) 
hardships favoring the patentee, and (4) that 
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the public interest will be favored by granting 
the injunction (209). Such a showing is often 
difficult to make at the early stages of the 
proceeding. 

In contrast to preliminary injunctions, per- 
manent injunctions are routinely granted af- 
ter a trial court has found the patent to be 
valid and infringed. Such injunctions gener- 
ally forbid the infringer from continuing the 
infringing acts during the remaining term of 
the patent, or may be worded more precisely to 
forbid the use of specific compositions, pro- 
cesses, design features, and the like. 

4.7 Commencement of Proceedings 

A suit to enforce or attack a patent may be 
filed against a given defendant in any district 
court in which requirements of personal juris- 
diction and venue are met. The rules govern- 
ing venue in patent cases seek to prevent the 
defendant from having to litigate in an incon- 
venient forum. Generally, the proper venue 
for a patent infringement defendant is any dis- 
trict where the defendant resides or has com- 
mitted acts of infringement and has an estab- 
lished place of business (210). 

The requirement that the court have power 
to exercise personal jurisdiction over the de- 
fendant depends on whether the defendant 
has established some minimum contact with 
the state in which the district court is located 
and, if so, whether the assertion ofjurisdiction 
over the defendant is fair and reasonable in 
light of all of the circumstances (211). All of 
the defendant's contacts with the forum state, 
such as offices, employees, bank accounts, 
product sales, advertising, telephone listings, 
and the like, may be considered. Even a non- 
U.S. company with no United States opera- 
tions may be subject to jurisdiction if it places 
an infringing product into distribution chan- 
nels that it reasonably knows will lead to prod- 
uct sales in the forum state (212). 

The complaint that commences the action 
must identify the parties, state the basis of the 
court's jurisdiction, and contain a "short and 
plain statement showing that the pleader is 
entitled to relief' (213). In a patent infringe- 
ment complaint, the statement will normally 
allege that the plaintiff owns or otherwise has 
rights to enforce the patent, that the defen- 
dant is infringing the patent by making, using, 

selling, offering for sale, or importing products 
embodying the patented invention, and that 
the infringement has damaged plaintiff. The 
plaintiff may request preliminary and/or final 
injunctive relief and an accounting for dam- 
ages. 

The defendant must respond to the patent 
complaint by either filing an answer or bring- 
ing motions challenging the complaint on one 
or more procedural grounds. An answer must 
admit or deny each of the plaintiffs allega- 
tions, and raise any "affirmative defenses." 
Affirmative defenses are matters outside the 
plaintiffs main case that are in the nature of 
avoidance, such as invalidity of any patent 
claim in suit, unenforceability of the patent, 
laches, and implied license (214). The most 
common motions filed in lieu of an answer in 
patent cases are those challenging the court's 
jurisdiction over the defendant, requesting 
transfer to a more convenient district court, or 
alleging that an indispensable party with an 
interest in the dispute has not been joined. 

4.8 Discovery 

Extensive and invasive discovery is a hallmark 
of U.S. patent litigation. The rules relating to 
discovery encourage full disclosure by the par- 
ties to avoid potentially unfair surprises at 
trial (215). The scope of permissible discovery 
is extremely broad, and allows a party to seek 
from its opponent or a nonparty any informa- 
tion that is not protected by a recognized priv- 
ilege and is either relevant to an issue in the 
case or appears "reasonably calculated" to 
lead to admissible relevant evidence (216). 
The patentee will seek evidence regarding the 
accused product or process, the profitability of 
the infringing activities, the accused infring- 
er's awareness of and intent with regard to the 
patent, and the accused infringer's defenses. 
Discovery into the latter subject may encom- 
pass noninfringement defenses, prior art de- 
fenses, and equitable defenses such as undue 
delay. Persons requested to provide such in- 
formation may include the management, re- 
search, engineering, and accounting person- 
nel of the accused company, retained experts, 
customers and suppliers, former employees, 
and even competitors. The accused infringer 
will generally seek evidence regarding the de- 
velopment of the invention and prosecution of 
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the patent application, details of the paten- 
tee's commercial product or process, prior art 
to the asserted patent, the patentee's aware- 
ness of uncited prior art, and the profitability 
of the patented product or process. Discovery 
requests for such information may be directed 
to the inventors, the patentee's own engineer- 
ing, marketing and financial personnel, the 
patent attorney involved in prosecution, and 
other companies with prior related technol- 
ogy. Obtaining discovery from a nonparty re- 
quires counsel to issue a subpoena requesting 
specific information or a deposition, which the 
district court may quash or modify if the sub- 
poena request is overbroad or otherwise un- 
reasonable (217). 

Two important limitations on discovery of 
relevant information in patent actions are the 
attorney-client privilege and the work product 
immunity doctrine. The former protects con- 
fidential communications between lawyer and 
client for the purpose of securing legal advice. 
The latter protects documents prepared by or 
for counsel in connection with litigation, and 
counsel's mental impressions. 

The five discovery procedures commonly 
employed in patent actions are requests for 
production, interrogatories, requests to ad- 
mit, depositions, and inspections. Production 
requests are used to obtain tangible evidence 
such as documents, drawings, photographs, 
product samples, and digitally stored data. A 
party may also request to inspect and test the 
accused or patented product or process. Inter- 
rogatories are written questions posed to the 
opposing party that must be answered in writ- 
ing under oath, subject to any valid objections. 
The written answers may be used as evidence 
at trial. Requests to admit seek written admis- 
sions that certain facts are correct. Although 
used somewhat sparingly in patent cases, re- 
quests to admit can be effective tools for re- 
solving issues, such as the genuineness of im- 
portant documents or dates of important 
events, before trial. 

The deposition process permits counsel to 
obtain sworn testimony from witnesses before 
trial. Depositions enable counsel to learn more 
about the underlying facts and events, explore 
an opponent's case, identify additional evi- 
dence and witnesses, and obtain admissions 
regarding important facts. Deposition testi- 

mony may be admissible at trial if the witness 
is unavailable to testify in person (218). Dep- 
ositions are the primary mechanism of obtain- 
ing testimony from nonparty witnesses who 
reside outside the geographic limits of the 
court's trial subpoena power. A deposition 
transcript may also be used to contradict the 
testimony of a deponent who later testifies at 
trial. The deposition of a party may be used at 
trial for any purpose (219). Depositions are 
also important opportunities for each party to 
assess the strengths and weakness of their 
case and the credibility and demeanor of key 
witnesses. 

The discovery rules also require the parties 
to identify each expert witness they will call at 
trial and provide a report summarizing the ex- 
pert's credentials and opinions (220). 

4.9 Summary Judgment 

A court may dispose of an action without con- 
ducting a trial where the evidence presents no 
genuinely disputed issues of fact. A party may 
seek "summary judgment" at any time, al- 
though such requests are most commonly 
made after the completion of discovery. Courts 
are frequently requested to resolve patent 
cases in the context of summary judgment mo- 
tions. If complex factual issues exist, and ex- 
pert testimony is required to explain the tech- 
nology to the court, such motions should be 
denied (221). However, when the facts are not 
disputed, and an issue such as infringement 
depends only on a question of law, summary 
judgment becomes an effective way to resolve 
cases more quickly and efficiently. 

Rulings commonly made on summary judg- 
ment motions include invalidity due to antici- 
pation (i.e., lack of novelty), no literal infringe- 
ment because of the absence of a claim 
element, or infringement when all elements 
are present. Where the court finds no literal 
infringement, the appropriateness of granting 
summary judgment of no infringement under 
the doctrine of equivalents depends on 
whether one of the legal limits on the doctrine 
applies, such as prosecution history estoppel 
or the prior art. Issues such as obviousness 
and unenforceability attributed to inequitable 
conduct often involve fact issues precluding 
the use of summary judgment. 



750 Intellectual Property in Drug Discovery and Biotechnology 

4.10 Trial themes that the judge and jury can under- 
stand (224). 

The trial of the patent action that is not set- After the presentation of evidence by both 
tled or resolved by the court involves the pre- parties, trial counsel delivers closing argu- 
sentation of evidence, submission of the case 

ments to the fact finder after which a decision 
to the trier of fact, followed by the entry of is reached. Certain post-trial motions are 
judgment.  he purpose of the trial is to decide available to the losing party, the most common 
facts based on the testimony of witnesses and which is a motion to set a iurvjs verdict aside 
examination of evidence. In a jury trial, fac- 
tual issues are determined by the jury and le- 
gal issues are decided by the judge (222). If a 
jury is not requested, the judge also performs 
the fact-finding role. The judge presides over 
the trial to ensure that the process is fair to 
the litigants. In carrying out this obligation, 
the judge will resolve the parties' disputes re- 
garding the conduct of the trial, rule on objec- 
tions to the admissibility of evidence or im- 
proper questions asked of witnesses, instruct 
the jury as to the findings it must make and 
the governing law, and control the conduct of 
the attorneys. Before going to trial, all parties 
will educate the judge with a trial brief outlin- 
ing their case and what they intend to prove at 
trial. 

Another aspect of the court's role relates to 
expert testimony. A trial judge has broad dis- 
cretion to consider whether a witness is qual- 
ified as an expert, and whether the expert's 
knowledge will assist the jury. In response to 
concerns about the prevalence of "junk sci- 
ence" in federal civil cases, the Supreme Court 
recently determined that this requires a pre- 
liminary assessment of whether the expert's 
reasoning and methodology is scientifically 
valid (223). Technical or financial expert anal- 
ysis that does not satisfy accepted standards in 
the expert's particular field is subject to exclu- 
sion. 

Each party may present live witness testi- 
mony, deposition testimony, documents, and 
demonstrative evidence such as charts, photo- 
graphs, videos, and physical objects. Given the 
potential for jury confusion, trial counsel must 
carefully plan the sequence and manner of 
presenting the evidence that will aid the court 
and jury in understanding the complex techni- 
cal and legal issues involved and lead the deci- 
sion maker to the desired result. Generally, 
counsel will attempt to present a simple, 
straightforward case focusing on a few key 

" " 
as unreasonable in view of the evidence (225). 
Either party may appeal to the Court of Ap- 
peals for the Federal Circuit. 

4.1 1 Alternative Dispute Resolution 

Suits to enforce or defeat patents are invari- 
ably a component of larger business objec- 
tives, and the tactics employed must derive 
from the underlying business strategies. In 
most countries, patent litigation is a very ex- 
pensive endeavor (226). Absent unique cir- 
cumstances, litigants in the United States pay 
their own attorney fees and costs. In many 
other countries, the prevailing party may re- 
cover some or all of its fees and costs. Legal 
and expert witness fees, travel expenses, doc- 
ument expenses, and court fees can mount 
quickly. 

Numerous other factors necessarily enter 
into the strategic planning of the patent owner 
and accused infringer. In the United States, 
strong remedies are available to the victorious. 
patent owner. The accused infringer faces not 
only the risk of being enjoined from continu- 
ing the commercial activities in question, but 
may also be required to pay compensatory 
damages, as well as enhanced damages and 
attorney fees. The financial consequences of 
an adverse decision of infringement are thus 
potentially catastrophic. A legal victory for the 
accused infringer can be a hollow one if it 
spends all of its profits defending its right to 
continue its commercial activities. 

On the other hand, because patent invalid- 
ity is an absolute defense to an infringement 
charge, the patent owner risks investing sub- 
stantial litigation expense and effort only to 
emerge from trial with a valueless, invalid 
patent and no means of preventing competi- 
tors from practicing the once-protected tech- 
nology. 

Patent legal proceedings, which can last 
years, can seriously disrupt business planning 
and strategy as well as divert human and eco- 
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nomic resources away from the drug discovery 
and development process. The extremely high 
cost of litigation generally and especially in 
complex patent cases, coupled with unpredict- 
ability of outcome, the considerable time peri- 
ods involved, and the likelihood of appeals re- 
sulting in even further delays, may increase 
the desire of both parties to reach an accept- 
able settlement before or even during trial. A 
settlement reached on reasonable business 
terms can, in many cases, provide a more fa- 
vorable and satisfactory outcome for both par- 
ties. 

In many cases, alternative dispute resolu- 
tion processes (e.g., negotiation, mediation, 
arbitration, neutral expert fact-finding, and 
the like) can offer significant benefits over tra- 
ditional litigation for resolving patent-related 
disputes, including infringement (227). Such 
benefits include, for example, faster resolution 
of the disputed issues, the ability to tailor the 
process to the needs of the parties, the ability 
to select fact-finders or decision makers with 
the educational and technical backgrounds 
suitable for the technology, generally lower 
cost, increased predictability of outcome, and 
a finite and definite resolution of the dis~ute.  

a 

Alternative dispute resolution processes are 
likely to be used with increasing frequency in 

PROTECTION 

for the products 

patent-related cases. 

5 WORLDWIDE PATENT 

Because the marketplace 
from drug discovery and development has be- 
come global in nature, worldwide patent pro- 
tection has become increasingly important. 
Seeking patent protection in many countries 
throughout the world can be very expensive. 
The cost of obtaining patent protection should 
be weighed against the benefits derived from 
patent protection on a country-by-country ba- 
sis. The countries most often chosen for pat- 
enting purposes include the United States, 
Canada, the European Community (usually 
designating at least Germany, France, United 
Kingdom, Italy, and Sweden), Australia, and 
Japan. For some specific products or processes 
and marketing considerations, other coun- 
tries may be as important as, if not more im- 
portant than, those just listed. Pharmaceuti- 

cal companies, for example, may wish to file 
patent applications in most or all countries 
where they (or their subsidiaries, affiliates, or 
licensees) are likely to produce and/or market 
a new drug. 

In most cases, it is simply too expensive to 
attempt to file patent applications in a major- 
ity of the countries of the world, much less in 
every country. The evaluation of where to file 
should be undertaken on a case-by-case basis, 
taking into account the technology itself and 
the marketplace. In many cases, it may be pos- 
sible to obtain adequate patent protection 
without seeking patent coverage in a large 
number of countries. For example, if there are 
interrelated markets, a patent in one country 
often can offer practical and effective protec- 
tion (but not legal, enforceable protection) 
against infringing acts in another country or 
countries. Thus, for example, a competitor 
may be discouraged from offering a drug in 
Canada, if that drug cannot be offered in the 
United States because of the existence of a 
blocking U.S. patent. In effect, the United 
States and Canada (and to an increasing ex- 
tent, Mexico) form a single North American 
market (228). Taking such market consider- 
ations into account throughout the world, it 
may be possible, depending on the specific 
technology, to obtain practical worldwide 
patent protection through patents in only a 
relatively few countries. 

5.1 International Agreements 

Having determined where to file, one faces the 
task of filing patent applications in the appro- 
priate countries. International agreements 
have made this process much easier. Although 
it is possible to file separate patent applica- 
tions in each of the countries selected, this 
procedure is rarely used. Rather, the proce- 
dures of various international intellectual 
property treaties can be used to simplify this 
administrative task considerably. The princi- 
pal international treaty governing patents is 
the Paris Convention for the Protection of In- 
dustrial Property (229), which has approxi- 
mately 162 signatory member nations. A 
patent application filed in any member nation 
creates a priority date for applications filed 
within 12 months (i.e., the convention year) in 
other convention nations. Thus, an applicant 



752 Intellectual Property in Drug Discovery and Biotechnology 

can file a patent application in the United 
States and then file separate patent applica- 
tions in other member countries within the 
ensuing 12 months. Such applications have an 
effective filing date, which is the same as the 
filing date of the U.S. application (230). For 
non-Paris Convention countries (e.g., Tai- 
wan), patent applications must be filed di- 
rectly in the national patent offices. Patent 
applications in non-Paris Convention coun- 
tries must rely on their actual filing date in the 
particular country. The filing procedure using 
the Paris Convention still requires an applica- 
tion to be filed in every country in which pro- 
tection is sought and is, therefore, still un- 
wieldy if a large number of countries are 
selected. 

The European Patent Convention (EPC) 
(231) allows for the filing of a single patent 
application designating selected member Eu- 
ropean countries that, following prosecution 
before and issuance by the European Patent 
Office, becomes effective as national patents 
in the designated countries. Currently, 24 Eu- 
ropean nations (listed in Table 20.3) are mem- 
bers of the EPC. In addition, six other coun- 
tries, although not members, can be reached 
through the EPC procedure (232). A patent 
issued by EPC is not a true European patent; 
rather it is a grant of separate national patents 
in the member countries designated by the ap- 
plicant, each of which is enforceable under the 
laws of the country in which it was granted. 
Although applications can be filed in individ- 
ual countries, the use of the single EPC appli- 
cation has been widely accepted as a conve- 
nient and less expensive mechanism to obtain 
coverage when seeking patent protection in 
four or more of the European member coun- 
tries. If protection is desired in only a few 
member countries (i.e., three or less), national 
applications in the individual countries may 
be a less expensive alternative. The decision of 
whether to use a single EPC application or 
whether to file directly in individual countries 
depends on many factors and should be de- 
cided on a case-by-case basis. 

Since its adoption in 1978, the Patent Co- 
operation Treaty (PCT) (233) has become an 
increasingly important and useful mechanism 
to obtain patent protection throughout the 
world. Currently the PCT has about 115 mem- 

Table 20.3 Members of the European 
Patent Convention (as of mid-2002) 

EPC Member States 

Austria Italy 
Belgium Liechtenstein 
Bulgaria Luxembourg 
Czech Republic Monaco 
Cyprus Netherlands 
Denmark Portugal 
Estonia Slovak Republic 
Finland Spain 
France Sweden 
Germany Switzerland 
Greece Turkey 
Ireland United Kingdom 

ber states, including the United States, Can- 
ada, Japan, Australia, and most European 
countries. The member states are listed in Ta- 
ble 20.4. The PCT allows the filing of a single 
international application that has the same ef- 
fect as if separate applications were filed in 
each designated country. The PCT does not 
create an international patent and does not 
modify the substantive requirements for pat- 
entability in the member countries. It simply 
reduces the effort and resources necessary to 
file the patent application initially in multiple 
countries at the same time, thus proving an 
effective mechanism for filing an international 
application (especially as the convention year 
draws to a close and it becomes necessary to 
file applications very quickly). 

Typical practice for an applicant based in 
the United States might involve filing an ap- 
plication in the U.S. PTO, and then filing ap- 
plications in the desired countries throughout 
the world within the convention year. Alterna- 
tively, the procedures offered by the EPC 
andlor PCT could be used for filing such appli- 
cations. Filing a PCT application directly in 
the local national patent office (assuming it is 
a PCT-receiving office) designating most, if 
not all, of the PCT countries is increasingly 
becoming the preferred practice both in the 
United States and the remainder of the world. 
In the United States, this procedure would in- 
volve filing a PCT application in the U.S. PTO 
that designates the desired PCT countries. Be- 
cause of the increasing importance of the role 
of the PCT in obtaining patent protection, it is 
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Table 20.4 Contracting States of the Patent Cooperation Treaty (as of late-2001) 

PCT Contracting States 

Africa Algeria, Benin, Burkina Faso, Cameroon, Central African Republic, Chad, Congo, 
CBte d'Ivoire, Equatorial Guinea, Gabon, Gambia, Guinea, Guinea-Bissau, Kenya, 
Lesotho, Liberia, Madagascar, Malawi, Mali, Mauritania, Morocco, Mozambique, 
Niger, Oman, Senegal, Sierra Leone, South Africa, Sudan, Swaziland, Togo, 
Tunisia, Uganda, United Republic of Tanzania, Zambia, and Zimbabwe 

Americas Antigua and Barbuda, Barbados, Brazil, Canada, Columbia, Costa Rica, Cuba, 
Dominica, Ecuador, Grenada, Mexico, Saint Lucia, Trinidad and Tobago, and 
the United States of America 

AsidPacific Armenia, Azerbaijan, Australia, China, Democratic People's Republic of Korea, 
Georgia, India, Indonesia, Israel, Japan, Kazakhstan, Kyrgyzstan, Mongolia, 
New Zealand, Philippines, Republic of Korea, Singapore, Sri Lanka, Tajikistan, 
Turhenis tan,  United Arab Emirates, Uzbekistan, and Viet Nam 

Europe Albania, Austria, Belarus, Belgium, Belize, Bosnia and Herzegovina, Bulgaria, 
Croatia, Cyprus, Czech Republic, Denmark, Estonia, Finland, France, Georgia, 
Germany, Greece, Hungary, Iceland, Ireland, Italy, Latvia, Liechtenstein, 
Lithuania, Luxembourg, Monaco, Netherlands, Norway, Poland, Portugal, 
Republic of Moldova, Romania, Russian Federation, Slovakia, Slovenia, Spain, 
Sweden, Switzerland, The former Yugoslav Republic of Macedonia, Turkey, 
Ukraine, United Kingdom, and Yugoslavia 

important to have at least a basic understand- 
ing of PCT procedures to capitalize on the ad- 
vantages it offers. 

5.2 PCT Patent Practice 

A single PCT application can be filed in a PCT- 
receiving office (the U.S. PTO is one such re- 
ceiving office) designating all or only certain 
member states. For example, a U.S. applicant 
could file a PCT patent application in the En- 
glish language in the U.S. PTO and designate 
the appropriate PCT member states (234) in 
which protection is desired. A flow chart gen- 
erally illustrating typical PCT practice is 
shown in Figure 20.4. Once the PCT applica- 
tion is filed, an international search is per- 
formed by the International Search Authority, 
through a national patent office or intergov- 
ernment alliance (e.g., the U.S. PTO or the 
European Patent Office). The application is 
published 18 months after the effective filing 
date e . ,  the priority date). Therefore, 
18 months after the priority date any trade 
secrets or other technical information con- 
tained in the application are disclosed to the 
public. 

The PCT also provides for an optional in- 
ternational preliminary examination related 
to the patentability of the claimed invention. 

Although the results of the preliminary exam- 
ination are not binding on individual member 
states, the results of preliminary examination 
as well as the international search report can 
offer significant insight and assistance for an 
applicant in determining the likelihood of ul- 
timately obtaining patent protection and, 
thus, whether to proceed with the application 
in the individual designated states. 

The applicant must elect whether to go for- 
ward in some or all of the designated countries 
(i.e., enter the national stage in the elected 
countries) within a certain time period after 
the priority date. Until April 1,2002, this elec- 
tion must be made within 20 months of the 
priority date. The election can be delayed a 
further 10 months by entering so-called Chap- 
ter I1 proceedings and payment of additional 
fees. Effective April 1, 2002, the PCT Assem- 
bly has decided to change the time limit for 
entering the national stage in elected coun- 
tries (235). At that time and assuming individ- 
ual countries of interest have modified their 
local law to adopt these PCT changes, an ap- 
plicant will have up to 30 months within 
which to enter the national stage without 
making an earlier election and without paying 
additional fees. The Assembly decided to make 
this change because many applicants were en- 
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Figure 20.4. PCT practice. 

tering Chapter I1 proceedings solely to delay 
entry into the national stage. Chapter I1 pro- 
ceedings, including examination, still remain 
available. 

By delaying the final selection of the elected 
countries up to 30 months after the priority 
date, the applicant can postpone significant 
fees associated with entering the national 
stages, including the costs associated with pre- 
paring the required foreign translations. This 
delay may, at least in some cases, allow the 
applicant to have a better understanding of 
the patentability, marketability, andlor com- 
mercial potential of the invention. If the via- 
bility or importance of the invention has de- 
creased, the number of countries where the 
application will be pursued can be appropri- 
ately reduced (even to zero) for a significant 
cost savings. The PCT process, therefore, al- 
lows additional time to consider the appropri- 
ate countries in which to pursue foreign 
patent protection. It is important to remem- 

ber when considering the PCT process that, 
although the number of PCT countries in 
which patent protection is sought can be re- 
duced, the PCT countries in which the na- 
tional stage can be entered is limited to those 
listed or selected in the original PCT filing. 

After the PCT application has been 
searched and published, it is transferred to the 
patent offices of the individual countries des- 
ignated by the applicant for entry into the na- 
tional stage. In the national stage, the individ- 
ual countries proceed to grant or reject the 
application in accordance with their specific 
domestic laws. 

5.3 Other Aspects of Patent Laws 
in Other Countries 

The U.S. patent system differs in a number of 
ways from many other national patent sys- 
tems. Some of these differences are discussed 
above, including patentable subject matter, 
priority of invention, and absolute novelty. 
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Applicants evaluating whether and where to 
seek patent protection throughout the world 
should also be aware of working requirements 
and compulsory licensing requirements that 
are included in various forms in the patent 
laws of many countries. Applicants should also 
be aware of, and perhaps use in appropriate 
cases, opposition proceedings in certain coun- 
tries whereby anyone, including competitors, 
can oppose the granting of a patent and, 
thereby, become involved in the patenting 
process. 

In the United States there is no require- 
ment to use a patented invention. The patent 
holder, if he or she so chooses, may prevent 
others from making, using, selling, or import- 
ing the invention during the entire term of the 
patent, regardless of whether the patent 
holder practices or uses the invention. In con- 
trast, many other countries have working re- 
quirements and/or compulsory license provi- 
sions. 

A typical working provision provides that a 
patentee can lose patent rights if (1 )  the pat- 
entee does not use the invention or discovery 
within the relevant country within a fked 
time period (usually 1 to 4 years) after the 
grant of the patent or (2) the patentee ceases 
the use of the invention or discovery for a fixed 
time period (usually 1 to 3 years consecu- 
tively) unless the patentee can justify the 
cause of the inaction. Thus in many countries 
the patent owner must either use the inven- 
tion or run the risk of losing certain rights 
otherwise granted by the patent. A sufficient 
use must be determined on a case-by-case ba- 
sis in light of each specific country's working 
provisions. Use or manufacture on a commer- 
cial scale is sufficient in literally all cases to 
satisfy such working provisions. Where com- 
mercial use is not possible, production on a 
more limited scale with offers of sale of the 
product may be acceptable. Such uses should 
be carefully documented in the event the 
working of the invention is contested and 
must be proven. Where it is not possible to use 
the invention on even a limited scale, it may be 
possible to satisfy the working provision by 
offering licenses to parties within the country 
who would be reasonably interested in such 
licenses or by advertising the availability of 
such licenses in appropriate local or regional 

media. In most cases, the working of the in- 
vention by a licensee satisfies the working re- 
quirement. In some cases, and especially 
where countries have entered into agreements 
granting reciprocal rights, working in another 
country may satisfy the working requirement. 
Generally, the greater the demand for the pat- 
ented invention within the country, the more 
difficult it will be to justify manufacture out- 
side the country. 

Additionally, in many countries, if the in- 
vention is not adequately worked within the 
country or if the public interest so requires, 
the law provides for and requires the patent 
holder to grant licenses under the patent upon 
application. Generally, such compulsory li- 
censes are not available until 4 years after the 
filing of the application or 3 years after the 
grant of the patent, whichever is later. In 
many countries, compulsory licenses can be 
granted, regardless of any working require- 
ment, when it is in the public interest. Inven- 
tions relating to food products, pharmaceuti- 
cals, and health-related products can fall 
within this public interest provision. In gen- 
eral, the royalty from such a compulsory li- 
cense is agreed on by the parties. Should the 
parties not reach agreement as to an accept- 
able royalty, the compulsory licensing provi- 
sions generally provide that the royalty will be 
determined by the government. In general, 
the royalty set by the government to be paid by 
a domestic organization to a foreign patent 
holder is likely to be lower than the royalty 
determined in an arms-length negotiation be- 
tween the licensor and licensee. 

Both the working requirements and com- 
pulsory license provisions vary considerably 
from country to country. Thus, the laws of 
each relevant country must be reviewed to de- 
termine the potential effects of such provi- 
sions on specific inventions and patents. Such 
effects should also be taken into account in 
determining where to seek patent protection. 
Even in cases for which it is unlikely that the 
working requirement can be satisfied and that 
compulsory licenses might be required, it is 
still generally advisable to seek patent protec- 
tion. It is possible that no one will actually 
seek such a compulsory license. Even if a com- 
pulsory license is granted, the patent owner 
may be able to object on the grounds that the 
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delay in working was unavoidable for eco- 
nomic reasons and thereby frustrate or delay 
the grant of a compulsory license for an ex- 
tended period of time. The granting of a com- 
pulsory license might, of course, provide a rea- 
sonable return in the form of royalty 
payments. Any royalty may be better than let- 
ting a competitor freely practice the invention. 
Finally, especially if the grant of the compul- 
sory license is contested, the patent holder will 
generally have a number of years in which to 
develop the market for himself or herself be- 
fore the compulsory license is finalized. A com- 
petitor coming into the market at that later 
time may find the market more difficult to 
penetrate. 

For many years, prosecution of a U.S. 
patent application was conducted in secrecy, 
but this rule of secrecy has been changed 
(236). Before this change, third parties were 
generally unaware that a patent application 
had even been filed, much less what, if any, 
claims would be granted until the patent actu- 
ally issued. Now, patent applications in the 
Untied States are generally published 
18 months after the priority date of the appli- 
cation. Publication may be avoided under cer- 
tain circumstances, as discussed in Section 
2.5. This change in U.S. prosecution practice 
conforms to the practice of most other coun- 
tries. In nearly all other countries, a patent 
application is published 18 months after the 
priority date. 

U.S. prosecution practice, however, still 
differs from that of many other countries fol- 
lowing publication of an application or grant 
of a patent. In many other countries, once the 
patent application has been allowed by a na- 
tional patent office or the patent has been 
granted, the application or patent may be sub- 
ject to an opposition proceeding. In general, 
such oppositions give third parties an oppor- 
tunity to bring additional prior art or other 
factors affecting the grant of the patent to the 
attention of the pertinent national patent of- 
fice. Oppositions generally must be filed 
within a fixed time (normally 1-12 months) 
after publication for opposition. Once filed, 
however, the opposition proceeding itself may 
take several years and include a lengthy ap- 
peal process from the national patent office's 
decision. In many cases, the opposition proce- 

dure has made it even more expensive to ob- 
tain patents, especially important patents, in 
such countries as Japan and many European 
countries (e.g., Germany, Netherlands, and 
the Scandinavian countries). In some coun- 
tries, the patent is not granted or issued and is 
not enforceable until the opposition proceed- 
ings are complete and the national patent of- 
fice actually issues the patent. In Europe, this 
potential problem has been alleviated to some 
degree by the advent of the EPC. Although the 
EPC has a 9-month period in which an oppo- 
sition can be brought, the opposition does not 
forestall the issuance of the individual na- 
tional patents that, once issued, are immedi- 
ately enforceable against a third-party in- 
fringer who may be opposing the patent grant 
in the European Patent Office. There is some 
movement globally to prevent or at least re- 
duce the ability of a competitor to stall inter- 
minably the issuance of key patents until late 
in the patent term (usually 20 years as mea- 
sured from the priority date). Of course, the 
desirability of curtailing oppositions and their 
effect will depend on which side of the fence 
one is on. For a competitor, delaying or even 
preventing the grant of such a patent may be 
important. 

In the United States, the reexamination 
proceeding allows a limited form of opposition 
for issued patents. During a reexamination, 
the claims of an issued patent are examined in 
light of prior art that was not considered by 
the PTO in the original prosecution. In the 
past, the involvement of third parties in reex- 
amination proceedings was strictly limited, 
but United States practice has been changed 
to allow the participation of third parties in 
reexamination proceedings. The reexamina- 
tion process is discussed in more detail in Sec- 
tion 3.8 above. 

6 TRADEMARKS 

Although laws regulating and protecting 
trademarks were mainly developed in the 
twentieth century, trademarks have been in 
use in one form or another (e.g., artisan's "pot- 
ter's marks") for at least 4000 years (237). 
The motivation for placing such a potter's 
mark on products probably arose from the ar- 
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tisan's pride in his work and the desire of in- 
dividual artisans to take credit for what he had 
produced. For them, their marks were a 
means of identifying and distinguishing their 
products from similar works by other artisans. 
That concept still remains the primary func- 
tion of a trademark and generally is the basis 
for trademark law and protection throughout 
the world. 

Trademarks are the words, names, slogans, 
pictures, symbols, or designs that are used to 
identify the source or origin of goods. Simi- 
larly, service marks are the words, names, slo- 
gans, pictures, symbols, or designs that are 
used to identify and distinguish services. 
Trademarks and service marks are generally 
governed by the same legal principles. 
Throughout this section, references to trade- 
marks or marks will generally include and ap- 
ply to service marks as well. Trademarks per- 
form four basic functions: (1) identify one 
seller's goods or services and distinguish them 
from the goods or services of others, (2) indi- 
cate a common source of goods or services, (3) 
indicate a certain level of quality of the goods 
or services, and (4) assist in selling the goods 
or services (e.g., advertising). Trademarks do 
not provide protection for the underlying 
goods or services. That is the role of patents or 
trade secrets. 

The ability to identify and distinguish the 
goods of one party from those of another is an 
essential prerequisite and function for a trade- 
mark. Contemporary trademark laws gener- 
ally do not recognize property right in a trade- 
mark per se. Rather, the "property" in which a 
trademark owner may claim a legitimate and 
protectable interest is the goodwill of the busi- 
ness symbolized by the trademark. It is the 
value of that goodwill that establishes the 
value and worth of the trademark. Thus a 
competitor should be precluded from misap- 
propriating another's goodwill by using the 
trademark that symbolizes that goodwill. 

In the United States, the Lanham Act (238) 
as amended provides the framework for regis- 
tration of trademarks in the PTO and for 
claims for infringement of federally registered 
trademarks as well as related claims for spe- 
cific acts of unfair competition committed "in 
commerce." The Trademark Counterfeiting - 
Act of 1984 (239) provides several remedies 

against parties who counterfeited federally 
registered trademarks, including ex parte sei- 
zures and criminal sanctions. 

6.1 Trademarks as Marketing Tools 

Trademarks are uniquely suited to facilitate 
the marketing of drugs. The value of a trade- 
mark is measured by the goodwill that is gen- 
erated from sales of products using that trade- 
mark. Goodwill, however, is dependent on the 
consumer's favorable perception of the goods. 
If the customer is satisfied with the product, 
he or she is likely to form a favorable impres- 
sion as to products bearing the same trade- 
mark, and may look for the same mark when 
purchasing similar products in the future (i.e., 
"brand loyalty"). Such brand loyalty is diffi- 
cult to establish where products are essen- 
tially interchangeable and compete mainly 
through price. Generally, however, it is rela- 
tively easy to establish brand loyalty for drugs 
and other health-related products, especially 
when they are patented. During the patent 
term for a new drug, the consumer's ability to 
select an alternate medication may be limited 
or nonexistent. Consequently, patent protec- 
tion can aid in the creation of brand loyalty, 
which may continue after the patent expires. 
Furthermore, successful medications act pos- 
itively and directly upon the patient; they 
heal, relieve pain, lower blood pressure, ease 
breathing, or otherwise improve the health 
and comfort of the patient. Each successful 
use may result in a positive psychological re- 
inforcement as to the importance and value of 
that particular medication. That value can 
translate directly into goodwill. If that good- 
will can be successfully linked to a trademark 
in the mind of the consumer or prescribing 
doctor, the marketing potential for that trade- 
mark can be significantly increased. 

Unlike a patent, the duration of a trade- 
mark is not limited to a fixed term. Hence, a 
trademark can be a valuable tool to help pro- 
tect and maintain a market long after patent 
protection has expired. Individuals accus- 
tomed to buying a trademarked product dur- 
ing the life of a patent (when the patent owner 
or his licensee may be the only one offering the 
product) often will continue to seek that same 
product after the expiration of the patent. 
Such product and brand loyalty, along with its 
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associated goodwill (if carefully developed and 
nurtured) can represent a significant obstacle 
for market entry and/or penetration by others, 
even after the patent expires. Efforts to estab- 
lish and promote the trademark undertaken 
during the exclusive period offered by the 
patent may pay dividends well into the future. 
Thus, in addition to seeking patent protection, 
drug companies should, at a very early stage, 
develop a marketing strategy to maximize and 
link the potential goodwill of a new drug with 
a particular trademark. Although generic 
drugs offered after the drug patent expires 
may cost less, many patients will request, and 
many doctors will prescribe, the trusted prod- 
uct they used in the past and can identify by its 
associated trademark. 

6.2 Selection of Trademarks 

Before bringing a new drug to the market- 
place, careful consideration should be given to 
the selection of an appropriate trademark. 
Normally, a trademark that will not only iden- 
tify and distinguish the drug in the market- 
place but also secure a market advantage for 
the manufacturer and/or seller will be pre- 
ferred. Some words, however, can be more suc- 
cessfully developed as trademarks than others 
because of their distinctiveness. There is a 
"spectrum of distinctiveness" for potential 
trademarks. At one end is the arbitrary or fan- 
ciful word, in the middle are suggestive or de- 
scriptive words relating to the product or its 
characteristics, and at the other end is the ge- 
neric name of the product itself. An arbitrary 
or fanciful word is ideally suited for use as a 
trademark. A generic name cannot be used as 
a trademark for the product that it describes. 
Such a generic name, however, might function 
as a trademark for other, unrelated products. 
Thus, words such as mustang, jaguar, and 
cougar can function as trademarks for auto- 
mobiles, notwithstanding their recognized 
meanings. For a new drug, however, it may be 
preferable to coin a new term or word as op- 
posed to appropriating an existing word. 

A suggestive term (i.e., one that suggests 
but does not directly describe something asso- 
ciated with the goods or services) may func- 
tion as a trademark without further evidence 
of the public's recognition of its status as a 
trademark. A descriptive term (i.e., one that 

directly describes something associated with 
the goods or services) cannot function as a 
trademark until and unless it is established 
that, in addition to its descriptive meaning, it 
has also acquired a "secondary meaning" (i.e., 
a new meaning attached to the term relating 
to its use as a trademark, which identifies and 
distinguishes the goods of a particular manu- 
facturer or merchant) (240). 

For example, generic names of animals 
such as mustang, jaguar, and cougar are suc- 
cessful as trademarks for cars because such 
names have connotative meanings that sug- 
gest that the characteristics associated with 
these animals might also be found in the cars 
themselves (e.g., speed, agility, power). How- 
ever, if instead of merely suggesting the qual- 
ities or characteristics of a product, a word 
actually describes the qualities or characteris- 
tics, then it cannot be recognized as a trade- 
mark by the PTO until it has been shown to 
have acquired secondary meaning. Thus, 
coupe, sedan, convertible, and fastback are not 
likely candidates for acquiring secondary 
meaning and trademark status for automo- 
biles because they clearly describe types of au- 
tomobiles. Such terms should be free to be 
used by all. Other descriptive terms, however, 
may become legitimate trademarks by acquir- 
ing secondary meaning. 

Whether a particular term is suggestive or 
descriptive is a gray area in trademark law. In 
attempting to distinguish between suggestive 
and descriptive terms, the PTO has indicated 
that 

Suggestive marks are those which require imag- 
ination, thought or perception to reach a conclu- 
sion as to the nature of the goods or services. 
Thus a suggestive term differs from a descriptive 
term, which immediately tells something about 
the goods or services. Suggestive marks, like fan- 
ciful and arbitrary marks, are registerable on the 
Principal Register without proof of secondary 
meaning. . . . The great variation in facts from 
case to case prevents the formation of specific 
rules for specific fact situations. Each case must 
be decided on its own merits (241). 

The acquisition of secondary meaning for a 
descriptive mark usually requires a calculated 
effort by the mark's owner to establish a spe- 
cific relationship or recognition between the 
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mark and the particular goods or service. Thus 
the mark's owner can attempt through mar- 
keting techniques to form an association in 
the relevant marketplace between the mark 
and the specific goods or services for which the 
mark is used. For example, Owens-Corning Fi- 
berglass Corporation employed an advertising 
and marketing campaign (using the Pink Pan- 
ther cartoon character) for its pink-colored 
insulation to establish that color as an identi- 
fication of its insulation. This effort to 
strengthen the public's recognition and asso- 
ciation of the desired mark with the product - 
was so ~uccessful that Owens-Corning was 
able to establish secondary meaning and ob- 
tain a federal registration for the color pink for 
its insulation product (242). Proof of second- 

> 

ary meaning, however, is not always easy to 
acquire. The Court of Appeals for the Federal 
Circuit held that several million dollars of ad- 
vertising and many millions of dollars of sales 
under a particular term were insufficient to 
prove that the term has acquired secondary 
meaning in the marketplace (243). The court 
stressed the need for consumer survevs to " 

measure whether the sales and advertising 
have been successful in creating secondary 
meaning for a particular mark. 

Descriptive and suggestive terms are gen- 
erally not good candidates as trademarks for 
drugs. Because a new drug often represents a 
new discovery, it is useful to select or develop a 
new word or name to identify this product to 
the public. The selection process of a new 
trademark for a new drug (or any new prod- 
uct) must, however, take into account the fact 
that the Lanham Act ~rohibits certain items 
from ever being registered as trademarks. 
Registered trademarks cannot include, for ex- 
ample, "immoral, deceptive, or scandalous" 
matter, state or national flags or similar insig- 
nia, names of living individuals (except by 
written consent) or a deceased U.S. president 
during the life of his widow (except by written 
consent), "merely descriptive or deceptively 
misdescriptive" names, "primarily geographi- 
cally descriptive or deceptively misdescrip- 

- 

tive" names, and surnames (244). The selec- 
tion process should also take into account, 
especially if registrations in other countries 
are desired, the possible meaning of any po- 
tential mark in those other countries and l A -  

guages. For example, an arbitrary and fanciful 
word in the English language may have a spe- 
cific (perhaps negative, scandalous, or bizarre) 
meaning in another country or language. 

A mark cannot be registered "which so re- 
sembles a mark registered in the Patent and 
Trademark Office, or a mark or trade name 
previously used in the United States by an- 
other and not abandoned, as to be likely, when 
used on or in connection with the goods of the 
applicant, to cause confusion, or to cause mis- 
take, or to deceive" (245). Once a tentative 
choice of one or more potential trademarks is * 

made, it is prudent, if not essential, to conduct 
a trademark search to protect the expected in- 
vestment in the chosen mark. Normally, an 
initial computer search of the records in the 
PTO should be made to locate any similar 
marks that are registered or for which regis- 
tration is pending before the PTO. This search 
of the PTO files is a relatively fast and inex- " 

pensive procedure by which possibly insur- 
mountable problems (e.g., so-called knock-out 
marks, which likely prevent registration) can 
be identified. If verv similar marks are not " 

found in the PTO search, a more comprehen- 
sive search, including databases containing 
state trademark registrations and common 
law marks, is generally undertaken to provide 
additional security that the mark in question 
is available for adoption. Preferably an outside 
search agency conducts the search using data- 
bases containing registered and unregistered 
names and marks in use throughout the 
United States. If the proposed trademark is 
intended for use on products or services that 
may be marketed in countries outside the 
United States, the search should be expanded 
to include foreign trademark applications and 
registrations in such foreign countries. If no 
closely similar marks are found (or, in some 
cases, if such marks are used on very different 
types of goods), one may proceed to register 
the new mark in the PTO and, if appropriate, 
seek registrations in other countries as well. 

6.3 Registration Process 

In the United States, trademark rights arise 
from use of a mark, rather than from its reg- 
istration in the PTO (246). However, registra- 
tion in the PTO provides significant advan- 
tages to a trademark owner. Furthermore, 
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marks can be registered based only on a bona 
fide intent to use the mark with a particular 
product or a specific service (247). Under the 
intent-to-use filing provisions, however, it is 
still necessary to establish actual commercial 
use of the mark before the actual registration 
will issue. One important benefit of the intent- 
to-use process is the recognition of the date of 
filing of an intent-to-use application as the pri- 
ority date, on which trademark rights begin, 
rather than the date the mark is first used 
commercially on the product or for the service. 
The intent-to-use provisions can be especially 
useful in marketing a new drug because they 
provide a method for obtaining protection for 
a trademark before the drug actually enters 
the marketplace. 

A trademark application must include both 
the mark for which registration is sought and 
a description of the goods and/or services upon 
which it is to be used. Once an application for 
registration of a mark has been filed in the 
PTO, the examination process is essentially 
the same whether the application is based on 
actual use or intent to use. A trademark exam- 
iner in the PTO reviews the application to de- 
termine whether it meets the statutory re- 
quirements. The examiner may issue a refusal 
to register the mark based on a failure to meet 
one or more of the statutory requirements. 
The applicant is given an opportunity to 
present arguments or to amend the applica- 
tion to overcome these objections. If the exam- 
iner finds the application to be in order, the 
mark will be published for opposition in the 
PTO's Official Gazette. Anyone who believes 
he or she may be injured by the registration of 
the mark may file a Notice of Opposition 
within 30 days of the date of publication un- 
less an extension of time is granted. 

If an opposition is not filed, an application 
based on actual use will mature into an issued 
registration or an intent-to-use application 
will be allowed. For an allowed intent-to-use 
application, the applicant has 6 months 
within which to establish actual use of the 
mark. If actual use of the mark is not estab- 
lished within this 6-month period, the appli- 
cant may request, upon payment of required 
fees, extensions of time (in 6-month incre- 
ments up to a total of five extensions). If after 
36 months from the date of allowance, actual 

use of the mark in commerce has not been 
made, the application will be deemed aban- 
doned. Thereafter, a new application for reg- 
istration of the same mark may be filed, but 
the earlier priority date will be lost. 

The initial term of a registered mark is 
10 years. Between the 5th and 6th years of the 
initial term, the registrant must file an affida- 
vit or declaration stating that the mark is still 
in use with the goods specified in the registra- 
tion. Failure to timely file this affidavit or dec- 
laration will result in the cancellation of the 
registration. If the registrant files an affidavit 
or declaration confirming, in addition to the 
mark still being in use, that it has been in 
continuous use for the preceding 5 years, the 
registration becomes "incontestable" (248). 

Trademark rights in the United States 
arise from use and not from the registration of 
the mark. However, registration of a mark in 
the PTO provides the mark's owner many sig- 
nificant procedural advantages. First, a certif- 
icate of registration of a mark on the principal 
register constitutes "prima facie evidence of 
the validity of the registration . . . and the reg- 
istrant's exclusive right to use the registered 
mark in commerce on or in connection with 
the goods and services specified in the certifi- 
cate" (249). The registrant's rights are not 
limited geographically to the locations in the 
United States where the mark has actually 
been used. The registrant's "exclusive" rights 
extend throughout the United States (and ter- 
ritories and possessions). Moreover, if the reg- 
istration has become "incontestable" based on 
a consecutive 5 years of continuous use after 
registration, then the registrant's "exclusive 
rights" are incontestable except upon certain 
limited grounds specified in the Lanharn Act 
(250) and the incontestable registration con- 
stitutes "conclusive evidence" of the regis- 
trant's "exclusive rights" in the registered 
mark (251). The registration is also "construc- 
tive notice of the registrant's claim of owner- 
ship" throughout the United States. Con- 
structive notice means that. after a mark has 
been registered, others havelegal notice of the 
registrant's trademark rights. even if they are 
not aware of the registration (252). Construc- 
tive notice mevents later users of a mark from 
relying on the common law defense of "good 
faith" adoption of the mark. To take advan- 
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tage of this constructive notice provision, the 
registrant must use the mark with the proper 
registration notation (253). 

These procedural advantages are of consid- 
erable importance should the registrant at- 
tempt to enforce the trademark rights in 
court. The federal courts, rather than state 
courts, have original jurisdiction over causes 
of action arising from federally registered 
marks (254). Furthermore, a registrant may 
claim an earlier priority date based on an in- 
tent to use application. The ability to claim an 
earlier priority date may be critical in a con- 
test between rival claimants of the same or 
similar marks. A single day of priority over a 
junior party has been held sufficient to sustain 
a senior party's rights and require the junior 
party to discontinue further use of his or her 
mark (255). 

Registration also provides a relatively sim- 
ple mechanism to prevent the importation of 
goods bearing a counterfeit or infringing copy 
of the mark into the United States. Upon the 
filing of a certified copy of a trademark regis- 
tration with the U.S. Customs Service and 
payment of the required fee, the Customs Ser- 
vice will undertake to exclude entry into the 
United States of products bearing an infring- 
ing copy of the Registrant's mark (256). The 
presumed ability to determine infringement 
(i.e., that the alleged infringing mark is con- 
fusingly similar to the registered mark) by di- 
rect visual inspection allows for the simplified 
procedure. 

Finally, registration of a trademark enti- 
tles the registrant to both injunctive and mon- 
etary relief for trademark infringement. Un- 
der the Lanham Act, monetary relief can 
include (1) the profits that an infringer has 
earned by marketing products under the in- 
fringing trademark and (2) any damages that 
have been sustained by the registrant from 
the infringement (257). Moreover, "[iln as- 
sessing profits [of the infringer] the plaintiff 
[registrant] shall be required to prove defen- 
dant's sales only; defendant must prove all el- 
ements of costs or deduction claimed" (258). 
Similarly, the court may increase the award of 
damages to the registrant by three times the 
amount of damages proven at trial (259) and, 
in exceptional cases, the court may award at- 
torney fees to the prevailing party (260). The 

court may also order "that all labels, signs, 
prints, packages, wrappers, receptacles, and 
advertisements in the possession of the defen- 
dant bearing the registered mark. . . shall be 
delivered up and destroyed" (261). 

In an action for trademark infringement, 
the issue is whether a mark used by the defen- 
dant with particular goods or services is likely 
to cause confusion, mistake, or deception of 
the public. Generally, the best evidence of like- 
lihood of confusion is that which shows sub- 
stantial actual confusion. However, actual 
confusion is not necessary to prove infringe- 
ment of a federally registered trademark: "It 
has been said that the most successful form of 
copying is to employ enough points of similar- 
ity to confuse the public with enough points of 
difference to confuse the courts" (262). The 
registration of a trademark in the PTO consid- 
erably strengthens trademark rights and 
makes them considerably easier to enforce. 

6.4 Oppositions and Cancellations 

Once the mark is published in the Oflicial Ga- 
zette, anyone believing that he or she will be 
injured by the issuance of the registration may 
file a Notice of Opposition within 30 days fol- 
lowing publication. Additionally, anyone who 
believes he or she may be injured by mainte- 
nance of a registration on the Principal Regis- 
ter may file a Petition for Cancellation of that 
registration. Once either a Notice of Opposi- 
tion or Petition for Cancellation is filed, the 
application is transferred to the Trademark 
Trial and Appeal Board for a determination of 
the merits of the opposition or cancellation re- 
quest. Opposition and cancellation proceed- 
ings are, in many ways, procedurally similar to 
a court trial. The only issues before the Board, 
however, are whether an applicant should be 
allowed to register the mark or whether a reg- 
istrant can maintain the registration for the 
mark. Either party can appeal the Board's de- 
cision to the Court of Appeals for the Federal 
Circuit on the record established before the 
Board or to a federal district court for a de 
novo review of the Board's decision. 

6.5 Preserving Trademark Rights through 
Proper Use 

Trademark rights can be diminished and even 
destroyed through improper use. A trademark 
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is to be used as an adjective modifying the ge- 
neric name of a product. The trademark 
owner should never use the trademark as the 
name of the product itself. The trademark 
owner should also attempt to prevent others 
from doing so. 

Once established, the trademark must be 
protected and its usage carefully monitored 
and controlled. A trademark (even if arbi- 
trary or fanciful when first coined) can be 
lost if it becomes a descriptive or generic 
name for the product itself and thus fails to 
identify the particular product offered by 
the trademark owner. The original aspirin 
trademark lost its status as a trademark in 
the United States when it lost its distinctive- 
ness in identifying the particular Bayer 
Company product. The general public came 
to regard this term as identifying the type of 
drug rather than distinguishing the product 
of Bayer. Consequently, the term aspirin 
was held to have fallen into the public do- 
main in the United States and not the exclu- 
sive property of Bayer (263). 

In addition to proper use through its own 
advertising and marketing, the trademark 
owner should police the use of the mark by 
others. For example, the trademark owner 
may wish to subscribe to a service that will 
search various media databases on a routine 
basis for improper uses of the mark. Or, the 
trademark owner can carry out the search on 
its own. When improper uses are found, a let- 
ter or other notification can be sent explaining 
why the use is improper and requesting proper 
usage. Depending on the degree of misuse and 
the importance of the mark, other mecha- 
nisms, including, for example, advertising and 
marketing campaigns, might be used. Docu- 
mentation of such policing should be main- 
tained in the event it becomes necessary dur- 
ing litigation or cancellation proceedings to 
prove that the trademark owner acted in a 
proper and prudent manner to protect the 
trademark. 

When used, the mark should be set apart, 
preferably in bold type, from the other words 
around it. If the mark has not been registered 
in the PTO, it should be followed whenever 
possible by the designation "TM"; if it has 

been registered, it should be followed by the 
proper registration notice: 

[A] registrant of a mark registered in the Patent 
and Trademark Office, may give notice that his 
mark is registered by displaying with the mark 
the words "Registered in U.S. Patent and Trade- 
mark Office" or "Reg. US. Pat. & Tm. Off." or 
the letter R enclosed within a circle, thus @; and 
in any suit for infringement under this Act by 
such a registrant failing to give such notice of 
registration, no profits and no damages shall be 
recovered under the provisions of this Act unless 
the defendant had actual notice of the registra- 
tion (264). 

6.6 Worldwide Trademark Rights 

It  is impossible here to discuss in any detail 
the plethora of laws of other countries regard- 
ing the establishment and protection of trade- 
mark rights, but a few comments may be in 
order. As noted above, when selecting a trade- 
mark it is prudent to verify whether the de- 
sired mark has some meaning in another lan- 
guage or sounds similar to a word in another 
language. In a few instances, trademark own- 
ers have discovered to their chagrin that an 
English or made-up word used as a trademark 
is so similar to a word in another language 
having a negative or otherwise inappropriate 
connotation that it is impossible to use the 
trademark in some countries. It is far better to 
discover such problems before significant re- 
sources are expended to develop the goodwill 
associated with that mark. 

In the global marketplace, trademark pro- 
tection normally will be required in various 
countries throughout the world. However, like 
patent protection, trademark protection is 
limited geographically. Determining the ap- 
propriate countries in which to seek trade- 
mark protection should be an integral part of 
the intellectual property strategy. Because of 
the generally lower cost of obtaining trade- 
mark protection, it may be advantageous to 
obtain such protection in a larger number of 
countries than where one might seek patent 
protection. As a general rule of thumb, trade- 
mark protection should be perfected, at a min- 
imum, in every foreign country in which 
patent protection is sought. Similarly, if li- 
censing in other countries is contemplated, 
registration of the mark in those countries is 
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advised. Licensees are likely to be interested 
in both the patent and trademark rights. It 
may also be appropriate to obtain trademark 
registrations in countries having potentially 
s i w c a n t  markets, even though patent pro- 
tection will not be sought and/or licenses will 
not be granted. It is prudent to ensure that a 
well-known drug can be exported into such 
countries under its trademark, and that some- 
one else does not acquire the rights to market 
a drug or other health-related product under 
that trademark. 

When and to what extent trademark rights 
should be acquired in countries throughout 
the world must necessarily be determined on a 
case-by-case basis. In countries outside the 
United States, trademark rights generally 
arise from registration rather than from use of 
the mark. It is therefore prudent to file appli- 
cations for registration of a selected mark as 
soon as practicable in those countries where 
substantial use of the trademark is antici- 
pated. Therefore, when a drug is ready to be 
announced to the public under a particular 
trademark, even if it is not anticipated that 
sales under the mark will begin for quite some 
time, the strategy for establishing trademark 
rights in other countries should generally al- 
ready be in place. Unfortunately, it is not un- 
common for unrelated parties, upon learning 
that a new product will be marketed under a 
particular mark, to attempt to register the 
mark in at least some countries in advance of 
the originator of the trademark. The unre- 
lated party could, for example, hold the mark 
for ransom or transfer the rights to the mark 
to a local company for marketing similar prod- 
ucts in that country under the mark. Although 
redress may, in some instances, be achieved 
through the courts in appropriate countries, 
this can be expensive and may involve many 
years of litigation. Thus, in considering the 
development of trademark rights for new 
drugs in foreign countries, an "ounce of pre- 
vention" may be worth considerably more 
than several "pounds of cure." 

6.7 Other Rights under the Lanham Act 

The Lanham Act in § 43(a) also creates a fed- 
eral cause of action for "false designation of 
origin and false description of goods" (265). 

Courts have construed 5 43(a) as regulating 
any act or representation that might cause the 
purchasing public mistakenly to believe that a 
product originating from one manufacturer or 
merchant originated from some other manu- 
facturer or merchant; § 43(a) now forms the 
basis of the federal law of unfair competition. 

Under 5 43(a), some characteristics of a 
product can be protected from imitation by 
others. Thus, for example, the color, shape, 
and size of pills have been held to be protect- 
able. The court allowed a drug company, even 
after the patent on the drug expired, to market 
the particular drug exclusively in capsules of a 
particular color, shape, and size (266). Other 
drug companies could, of course, market ge- 
neric forms of the drug after the patent had 
expired, but not in the format in which the 
public had come to know and recognize the 
product. Thus, the exclusive right to market a 
drug in capsules of the same color shape and 
size that the public has come to associate with 
"the authentic product" can be a protectable 
property interest and a valuable marketing 
tool. Section 43(a) is not restricted to regis- 
tered trademarks. Rather, it embraces the 
broad panoply of "trade dress" for a product 
(i.e., the total visual combination of elements 
in which a product or service is packaged and 
offered to the public). The development of 
valuable rights that may be protected under 
this section depends primarily on how the 
product is marketed and presented to the pub- 
lic. 

The protection offered by § 43(a) was ex- 
panded further by the Trademark Revision 
Act of 1988 to cover false representations 
made in regard to another's goods. Section 
43(a) provides that any person who 

in commercial advertising or promotion, misrep- 
resents the nature, characteristics, qualities or 
geographical origins of his or her or anotherper- 
son $ goods or services or commercial activities 
shall be liable in a civil action by any person who 
believes that he or she is or is likely to be dam- 
aged by the act (267). 

Thus, false or misleading statements about 
one's own goods or another's goods can give 
rise to a cause of action. 
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7 TRADE SECRETS 

Information that has value because it is not 
generally known (e.g., business and technical, 
patentable and nonpatentable) can be pro- 
tected as a trade secret against discovery by 
improper means or through breach of confi- 
dence. To be protected as a trade secret, the 
information must in fact be "secret" (i.e., not 
generally known by the industry). The dura- 
tion of a trade secret is the length of time the 
information is kept secret. Public disclosure of 
the information by the trade secret owner or 
anyone else results in the loss of the protection 
offered by the trade secret. 

The practical role of trade secrets in the 
drug development and discovery industry 
may, of course, be significantly limited by the 
public disclosure of information and data re- 
quired by the FDA approval process, publica- 
tion of pending patent applications, and the 
large number of groups working in this area, 
who may independently discover the secret. 
Information or data that the FDA publicly dis- 
closes or otherwise makes available to the 
public loses its status as a trade secret. How- 
ever, where trade secret protection is not 
available because of the inability to maintain 
secrecy, patent protection may be the only vi- 
able form of protection available. 

Although trade secret law may provide only 
limited and short-term protection for techni- 
cal and business information in the drug dis- 
covery and development area, such protection 
can be a valuable component of an overall in- 
tellectual property strategy. Trade secret pro- 
tection can be especially important in protect- 
ing technology at its earliest stages of 
development (e.g., before publication of pend- 
ing patent applications and/or release of data 
and information by the FDA). Of course, trade 
secrets can be used to protect technical or 
business information that is not disclosed to 
the FDA (or, if disclosed, not released to the 
public by the FDA) or to the public through, 
for example, published patent applications or 
other publications. In such cases, trade secrets 
can provide a viable alternative and/or adjunct 
to obtaining patent protection, especially 
where the patentability of an invention is in 
doubt. Like patents and trademarks, trade se- 

crets and general technical know-how can be 
sold outright or licensed. 

Relying too heavily on trade secret protec- 
tion to protect intellectual property, however, 
has significant limitations and risks. The cor- 
nerstone of a trade secret is secrecy. Once se- 
crecy is lost (regardless of how it is lost), the 
protection afforded by trade secret law is lost 
and competitors are free to use the technology. 
To reiterate, the duration of a trade secret is 
the length of time the information is kept se- 
cret. Furthermore, even if secrecy is main- 
tained, the technology can be used by others as 
long as it is discovered in a fair and honest 
manner (e.g., independent discovery or re- 
verse engineering). Thus, it may be proper for 
a competitor to analyze a new drug and, based 
on the information obtained, seek FDA ap- 
proval to market the drug (assuming there are 
no blocking patents and the drug sample was 
obtained properly). Public disclosure of the in- 
formation by the trade secret owner or others 
(even by one who improperly obtained and/or 
disclosed the information) effectively termi- 
nates the protection offered by the trade se- 
cret. Therefore, the scope of protection avail- 
able and risks associated with trade secrets 
must be carefully considered and evaluated, 
and procedures defined and implemented to 
protect and maintain the required secrecy, be- 
fore significant reliance is placed on trade se- 
cret protection as an alternative to patent pro- 
tection. This is especially true for the drug 
discovery and development industry, where 
detailed technical disclosures to the FDA are 
generally required. Ideally, patent protection 
and trade secret protection should be carefully 
coordinated to provide maximum protection. 

7.1 Trade Secret Definition 

Trade secret protection is generally governed 
by state law; thus, its definition can vary from 
state to state. One common definition provides 
that a trade secret consists "of any formula, 
pattern, device, or compilation of information 
that is used in one's business, and that gives 
him an opportunity to obtain an advantage 
over competitors who do not know or use it" 
(268). Another definition, which a significant 
number of states (269) have adopted in some 
version, is provided by the Uniform Trade 
Secrets Act: "[I]nformation, including a for- 
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mula, pattern, compilation, program, device, 
method, technique, or process that: (1) derives 
independent economic value, actual or poten- 
tial, from not being generally known to, and 
not being readily ascertainable by proper 
means by, other persons who can obtain eco- 
nomic value from its disclosure or use, and (2) 
is the subject of efforts that are reasonable 
under the circumstances to maintain its se- 
crecy" (270). Therefore, trade secrets gener- 
ally can include formulae for chemical 
compounds and drugs; processes for manufac- 
turing, treating, and preserving materials; 
patterns and designs for a machine or other 
device; computer software; business strategies 
and plans; customers lists; and similar busi- 
ness and technical information having eco- 
nomic value. 

7.2 Requirements for Trade Secret 
Protection 

For a protectable trade secret to exist, gener- 
ally it must meet four interrelated criteria: (1) 
it must be the proper subject matter for a 
trade secret (i.e., it must fall within the type of 
information protectable as a trade secret), (2) 
it must not generally be known in the trade 
(i.e., it must be a secret), (3) it must be of com- 
mercial value to the holder, and (4) it must be 
treated and maintained as a secret. Although 
the trade secret must be secret, novelty in the 
patent sense is not required. Thus, an obvious 
improvement in a drug manufacturing pro- 
cess, which could not be protected by a patent, 
could be retained as a trade secret so long as it 
is not known to others in the industry (assum- 
ing the other criteria are met). The third re- 
quirement, commercial value, is generally met 
if knowledge or use of the trade secret by the 
holder provides some competitive advantage. 
The fourth criterion essentially requires that 
the trade secret holder treat the information 
in an appropriate manner (i.e., reasonable 
measures must be taken to keep and maintain 
the information as a secret). The efforts to 
maintain secrecy will vary with the informa- 
tion and the financial resources of the organi- 
zation. At a minimum, such reasonable efforts 
should include limiting access to the informa- 
tion to key employees who have a need to 
know, having employees sign confidentiality 
agreements, and alerting employees about the 

status of the sensitive information that is con- 
sidered to be a trade secret (e.g., appropriate 
labeling of documents as confidential, storing 
such documents in a secure manner, and 
marking process areas that are off-limits). Dis- 
closure to outsiders should be limited to that 
necessary for business reasons and should be 
carefully controlled; such disclosure generally 
should be through confidentiality agreements. 

In addition to the general criteria above, 
courts have used a number of specific factors 
in determining the existence of a trade secret. 
Some of these factors include (1) the extent to 
which the information is known outside of 
one's business; (2) the extent to which it is 
known by employees and others involved in 
the business; (3) the extent of measures taken 
to guard the secrecy of the information; (4) the 
value of the information to the trade secret 
holder and, potentially, to competitors; (5) the 
amount of effort or money expended in devel- 
oping the information; and (6) the ease or dif- 
ficulty with which the information could be 
properly acquired or duplicated by others 
(271). 

In setting up a program to protect trade 
secrets, these factors should be carefully con- 
sidered to maximize the probability of a court 
later finding that a protectable trade secret 
does in fact exist. For example, documents 
containing trade secrets should be labeled con- 
fidential or with a similar notation. Overuse of 
a confidential stamp, however, should be 
avoided. If all documents are routinely labeled 
confidential without regard to the trade secret 
content, a court might later determine that 
employees were not properly informed of the 
trade secrets or that trade secrets were treated 
no differently than other information. More- 
over, if all documents are marked confidential, 
employees may not treat the trade secrets 
with the appropriate care, thereby increasing 
the risk that actual secrecy will be lost. In 
some instances, several classifications of infor- 
mation with varying degrees of control might 
be appropriate. 

It is generally desirable to have a compre- 
hensive and documented program for protec- 
tion of trade secrets. This program can be 
invaluable in maintaining a competitive ad- 
vantage in the marketplace, as well as provid- 
ing a means to demonstrate to a court that 
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protectable trade secrets existed and were 
treated in the appropriate manner. Such a 
program should have a mechanism for identi- 
fying trade secrets and then protecting and 
maintaining them. This trade secret program 
can form an integral component of an overall 
security program to maintain patentable in- 
ventions as secrets until the appropriate 
patent applications are filed. Such a program 
can be implemented through an intellectual 
property committee responsible for general in- 
tellectual property matters. 

7.3 Enforcement of Trade Secrets 

Trade secrets generally protect only against 
wrongful disclosure or discovery of informa- 
tion by competitors or others. Thus, one might 
have a cause of action against, say, an em- 
ployee who leaks information to a competitor, 
or against a competitor who discovers a trade 
secret through improper industrial espionage 
(e.g., bribing an employee to disclose a trade 
secret or by breaking into a computer system 
or facility), or against one who improperly ob- 
tains andlor uses a trade secret (e.g., misrep- 
resentation or breach of an implied or express 
confidentiality agreement). In addition, in ap- 
propriate cases, one might bring suit to pre- 
vent the improper disclosure of a trade secret 
(272). For example, a key employee, who re- 
signs to join a competitor, might be enjoined 
from disclosing trade secrets of his or her 
former employee to the new employer. 

Not all means of discovering a trade secret 
are actionable. For example, it is acceptable to 
learn of the trade secret by independent dis- 
covery, by reverse engineering, or by evalua- 
tion of products or data available publicly. 
Thus, for example, a trade secret holder would 
not have a cause of action against a competitor 
who independently discovers the trade secret. 
In addition, one who properly obtains the 
trade secret without any obligation to main- 
tain the trade secret in confidence is free to use 
it and, if desired, disclose it to the public, 
thereby destroying the original trade secret 
status. Indeed, one who independently and 
properly discovers an invention held as trade 
secret by another may be able to obtain a 
patent covering the invention. In such a case, 
the potential rights of the patentee and the 

trade secret holder relative to each other ap- 
pear to remain an unresolved question (273). 

Remedies for misappropriation of a trade 
secret can include actual and punitive dam- 
ages as well as injunctive relief. An injunction 
may only prevent the wrongdoer from using 
the trade secret iilformation for a fixed length 
of time. Some courts will limit the length of 
the injunction to the estimated time it would 
take a hypothetical competitor to discover the 
trade secret by reverse engineering (a so- 
called lead-time injunction). Only the wrong- 
doer may be prevented from using the trade 
secret. Other competitors, as well as the gen- 
eral public, are generally free to use the trade 
secret to the extent that it has been publicly 
disclosed. 

Although trade secrets potentially offer 
protection for an unlimited duration (i.e., so 
long as secrecy is maintained), in practice the 
time of protection is often relatively brief. One 
estimate is that most trade secrets have an 
average life expectancy of about 3 years (274). 
Because of the intense competition, employee 
mobility, and FDA disclosure requirements, 
the lifetime of an average trade secret in the 
drug discovery and development industry may 
be even shorter. 

Even within such a short lifetime, however, 
trade secrets remain a useful adjunct to patent 
protection. For example, trade secret protec- 
tion can be used to protect an invention before 
filing a patent application and while the appli- 
cation is pending before the PTO up until the 
time of publication. Trade secrets may also be 
used to protect later improvements in pat- 
ented processes or materials that do not, in 
themselves, warrant filing separate patent ap- 
plications. 

7.4 Relationship of Trade Secrets 
and Patents 

Trade secret and patent protection have coex- 
isted in the United States for more than 
200 years. The U.S. Supreme Court in 1974 
made it clear that federal patent law does not 
preempt state trade secret law (275). Nonethe- 
less, the disclosure requirement of patent law 
and the secrecy requirement of trade secret 
law are often in conflict. The Patent Statute 
requires a patent specification that teaches 
one of ordinary skill in the art how to make 



7 Trade Secrets 767 

and use the invention and that discloses the 
best mode of carrying out the invention known 
to the inventor as of the application filing date. 
Any trade secrets disclosed in the patent spec- 
ification lose their status as trade secrets once 
the patent application is made public (pub- 
lished or issued as a patent). Failure to dis- 
close a trade secret in an application where the 
trade secret is necessary for enablement or 
best mode considerations will result in an in- 
valid patent. 

Although the issue is easily stated, it is con- 
siderably more difficult in practice to deter- 
mine which trade secrets relating to an inven- 
tion must be disclosed. Clearly an applicant 
should not attempt to obtain patent protection 
for an invention while seeking to keep the 
commercial embodiment (the best mode) as a 
trade secret. Yet as noted, the best mode re- 
quirement relates to the applicant's knowl- 
edge at the time the application is filed. Im- 
provements made before the filing date may be 
required to be included in the original applica- 
tion. Such improvements made after the filing 
date, even if they constitute a better method of 
practicing the invention, can be retained as 
trade secrets. Improvements made after the 
filing date of the original application may, 
however, have to be disclosed in subsequent 
CIP applications adding new matter to the 
specification (276). 

Generally, it is not necessary to disclose 
trade secrets that are related to the invention 
but are not required for its operation and are 
not related to the best mode of operation 
known to the applicant as of the filing date of 
the patent application. Of course, by not dis- 
closing related trade secrets in a patent appli- 
cation, one runs the significant risk that a 
court may later hold the patent invalid or un- 
enforceable for failure to provide an enabling 
specification or to disclose the best mode. In a 
close case, it may be preferable to err on the 
side of disclosing more than the required min- 
imum. After all, trade secrets, for the most 
part, have only a limited lifetime, especially if 
disclosed in submissions to the FDA or other 
federal agencies. 

7.5 Freedom of Information Act 

So-called sunshine-type laws, including state 
and federal Freedom of Information Acts 

(FOIAs) and state right-to-know laws, can sig- 
nificantly impact the ability of pharmaceutical 
and drug discovery companies to retain the 
secrecy required for viable trade secrets. The 
general purpose of these laws is to increase the 
openness of governmental processes and deci- 
sion making. Yet release of information by the 
government under FOIA can destroy valuable 
trade secrets rights. Some of the information 
submitted to government agencies will be rou- 
tinely released to the public as part of the func- 
tioning of the agencies. Other information 
may be released based on specific requests by 
members of the public. 

The federal FOIA mandates disclosure of 
official information of the administrative 
agencies of the federal executive branch (in- 
cluding, e.g., FDA and EPA) unless the infor- 
mation falls within one of the nine statutory 
exemptions (277). FOIA provides that "each 
agency, upon any request for records that (i) 
reasonably describes such records, and (ii) is 
made in accordance with published rules stat- 
ing the time, place, fees (if any), and proce- 
dures to be followed, shall make the records 
promptly available to any person" (278). Thus, 
any member of the public, including domestic 
or foreign competitors, can obtain records 
through the FOIA. Such records can include 
druprelated submissions to FDA and identifi- - 
cations of new chemical compounds submitted 
to EPA. 

Under FOIA, the burden of proof for with- 
holding information is on the government 
agency having possession of the information. 
Potentially a government agency can rely on 
two FOIA exemptions to withhold trade se- 
cret-type information. FOIA exemption 3 gen- 
erally allows an agency to withhold informa- 
tion exempted from disclosure by another 
statute, "provided that such statute (A) re- 
quires that the matters be withheld from the - 
public in such a manner as to leave no discre- 
tion on the issue, or (B) establishes particular 
criteria for withholding or refers to particular 
types of matters to be withheld" (279). This 
provision, taken together with the Trade Se- 
crets Act (280), may provide a basis for ex- 
empting trade secrets from disclosure under 
FOIA. Exemption 4 provides that the disclo- 
sure requirements of FOIA do not apply to 
"trade secrets and commercial or financial in- 
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formation obtained from a person and privi- 
leged or confidential" (281). On their face, 
these exemptions appear to provide consider- 
able protection against public disclosure for 
trade secrets disclosed to government agen- 
cies such as FDA and EPA. The courts, espe- 
cially the U.S. Court of Appeals for the District 
of Columbia, have tended to read the exemp- 
tions narrowly. Furthermore, the U.S. Su- 
preme Court has held that FOIA exemptions 
are permissive rather than mandatory: 

FOIA by itself protects the submitters' interest 
in confidentiality only to the extent that this in- 
terest is endorsed by the agency collecting the 
information. Enlarged access to governmental 
information undoubtedly cuts against the pri- 
vacy concerns of nongovernmental entities, and 
as a matter of policy some balancing and accom- 
modation may well be desirable. We simply hold 
here that Congress did not design the FOIA Ex- 
emptions to be mandatory bars to disclosure 
(282). 

Therefore, an agency retains the discretion 
to disclose information that falls within the 
exemption. Agencies may tend to grant more 
liberal disclosure simply to avoid lawsuits by 
requesters seeking to compel disclosure (283). 

The North American Free Trade Agree- 
ment (NAFTA) may also significantly affect 
trade secrets that are disclosed to the FDA or 
other regulatory agencies for product ap- 
proval. Under the Treaty, member countries 
are required to maintain data submitted for 
product approval to governmental or adminis- 
trative agencies confidential where the data 
involved "considerable effort" unless disclo- 
sure is needed to protect the public interest 
(284). Such data cannot be used by competi- 
tors for a reasonable period of time (i.e., de- 
fined as not less than 5 years from date of 
product approval) after submission (285). The 
full effect of NAFTA on trade secrets and their 
potential disclosure under FOIA must await - 
the adoption of statutes and regulation imple- 
menting the Treaty. Drug discovery organiza- 
tions would be well advised to kept abreast of 
developments associated with, or resulting 
from, NAFTA that relate to trade secrets in 
general and, more specifically, the FDA's drug 
approval procedures. Where appropriate, such 

organizations should modify their treatment 
of trade secret information accordingly. 

The details and nuances of the law govern- 
ing FOIA disclosure are beyond the scope of 
this chapter. However, any submitter of infor- 
mation and data, especially information and 
data involving drug discovery and develop- 
ment relating to the public health, should re- 
alize (and perhaps expect) that government 
agencies may at some time release informa- 
tion or data either to the public at large or to 
individuals or organizations that submit spe- 
cific requests. This possibility increases the 
importance and significance of patent protec- 
tion, if appropriate, relative to trade secret 
protection. The intellectual property strategy 
devised for the drug discovery and develop- 
ment organization should take this factor into 
account. 

7.6 Trade Secret Protection Outside 
the United States 

It is impossible here to discuss in any detail 
the protection afforded to trade secrets in 
other countries. Moreover, any details pro- 
vided could be out of date in a relatively short 
time as new cases are decided or new statutes 
are adopted. A few general comments, how- 
ever, may be in order. 

Protection for trade secrets in other coun- 
tries varies dramatically, ranging from essen- 
tially none or very little up to, and even ex- 
ceeding, the level of protection provided in the 
United States. Therefore, local counsel in the 
relevant country should be consulted in the 
event that trade secret or related issues arise. 
A few examples for selected countries, how- 
ever, can be helpful to illustrate the scope of 
variations for the protection for trade secrets 
(286). 

1. Australia. In Australia, trade secret protec- 
tion is based on common law (both English 
and Australian). The subject matter of the 
trade secret must relate to a trade. Por- 
tions of the trade secret may be known, but 
the overall result must not be known or 
achievable to the public. Protection can be 
based on breach of an express or implied 
contract or breach of a confidential rela- 
tionship. Remedies can include injunctions 
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(preliminary or permanent); damages; 
profits; and in appropriate cases, destruc- 
tion of property embodying the trade 
secret. 

2. France. Trade secret protection per se does 
not exist in France. However, the combined 
protection afforded to manufacturing se- 
crets, commercial secrets, and "know-how" 
is similar to trade secret protection. TO be 
eligible for such protection, the informa- 
tion must not be known by others in France 
(287). Manufacturing secrets must actually 
be used, or be ready for immediate use, in 
industry; thus, ongoing research and devel- 
opment information or data may not qual- 
ify as a manufacturing secret. Protection is 
also afforded to know-how; technical infor- 
mation that will ultimately be used in in- 
dustry may be protected as know-how. 
Commercial secrets include commercial 
and financial information. Remedies for 
improper use include damages, injunc- 
tions, and specific performance. 

3. Germany. In Germany, protection is gener- 
ally afforded to "industrial and commercial 
secrets" that relate to a business enter- 
prise. The information must not be gener- 
ally known or available and the holder of 
the information must intend to maintain 
its secrecy. Remedies include damages, 
criminal sanctions, and injunctions. 

4. Italy. Legal protection is generally afforded 
to commercial and industrial secrets. To be 
protected, the secret must meet the follow- 
ing requirements: (1) it must not be known 
or readily available to competitors or oth- 
ers in Italy; (2) there must be an objective, 
justifiable economic reason for maintain- 
ing secrecy; and (3) the holder must have 
taken adequate steps to maintain secrecy. 
Manufacturing secrets must be connected 
with a manufacturing or production activ- 
ity; commercial secrets relate to other ac- 
tivities of the organization. Remedies in- 
clude damages, injunctions, declaratory 
relief, and removal of the effects of unfair 
competition. 

5. Japan. In Japan, there is generally no pro- 
tection afforded trade secrets. However, ex- 
pressed contracts or agreements not to dis- 

close specific information will generally be 
enforced. Remedies for violating such 
agreements include damages and injunc- 
tive relief. 

6. Mexico. Currently, the protection afforded 
trade secrets in Mexico is relatively limited 
and weak. The situation is likely to change 
because of the recent adoption of NAFTA. 
NAFTA, covering the United States, Can- 
ada, and Mexico, requires each country, at 
a minimum, to provide "adequate and ef- 
fective protection and enforcement of' in- 
tellectual property rights, specifically in- 
cluding trade secret rights. The actual 
effect of NAFTA must, of course, await its 
actual implementation in the member 
countries. 

7. United Kingdom. Although there appears 
to be no generally accepted definition of 
trade secrets in the UK, protection is gen- 
erally afforded to commercial, industrial, 
and scientific information that is not gen- 
erally known and that is capable of indus- 
trial or commercial application, where the 
holder has acted in a manner consistent 
with an intent to keep the information se- 
cret. Remedies include injunction, dam- 
ages, accounting and profits, and inspec- 
tion of the defendant's premises for 
materials relating to the trade secret. 

Even in countries that do not afford signif- 
icant protection through laws directly cover- 
ing trade secrets, protection may be possible 
through contracts or agreements to protect 
confidential information disclosed to other 
parties. Preferably and wherever possible, any 
required disclosure of the trade secrets or 
other confidential information to third parties 
(e.g., to employees, potential business part- 
ners, vendors, and the like)-whether in the 
United States or elsewhere-should be made 
using confidentiality or secrecy agreements 
between the parties. Improper disclosure of 
such trade secrets or information likely would 
be a breach of contract. In countries not rec- 
ognizing trade secrets or offering little trade 
secret protection, redress for improper disclo- 
sure of a trade secret could be sought under 
contract law. In countries offering significant 
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protection for trade secrets, redress could be 
sought under contract law and/or trade secret 
law. 

Trade secret holders interested in using 
their trade secrets throughout the world must 
protect their secrecy of the relevant informa- 
tion in each and every country in which it is 
used. The loss of secrecy anywhere in the 
world can affect, and often destroy, the trade 
secret around the world. Perhaps even higher 
safeguards could be maintained in countries 
that do not offer adequate trade secret protec- 
tion because such countries might provide 
ideal havens for individuals or organizations 
seeking to discover trade secrets for their own 
use or for sale to others. Even where redress 
may be obtained in local courts for improper 
use or disclosure of a trade secret, such litiga- 
tion can be expensive, and it is unlikely that a 
damage award could be obtained that would 
reasonably compensate the trade secret holder 
for loss of his or her trade secret throughout 
the world. 

8 OTHER FORMS OF PROTECTION 

Other forms of protection for intellectual 
property that are available in the United 
States include copyrights, statutory invention 
registrations, and design patents. These 
methods of protecting intellectual property 
generally have only limited applicability to 
drug discovery and related technology. Copy- 
rights, for example, protect a work of author- 
ship; they do not protect inventions such as 
new drugs, diagnostic assays, or methods of 
treatment. Thus, although the copyright 
owner may prevent others from making copies 
of, for example, a published article, manual, 
pamphlet, or computer program, he or she 
cannot prevent others from using the ideas or 
data contained therein. Copyrights can be use- 
ful in drug discovery by protecting printed ma- 
terials such as advertising, manuals, pam- 
phlets, computer programs, and the like. For 
instance, a computer program useful in DNA 
sequencing can be protected by copyright, 
even though the ideas contained in the com- 
puter program and the actual DNA sequences 
determined using the program cannot be pro- 
tected by copyright. A copyright is created 

once the work of authorship is produced in any 
tangible form. Although not required, regis- 
tering the copyright in the Copyright Office of 
the Library of Congress provides certain ad- 
vantages should it become necessary to en- 
force the copyright (288). 

Limited protection can also be provided by 
the statutory invention registration (SIR) ad- 
ministered by the PTO (289). This procedure 
provides for a patentlike document that offi- 
cially and affirmatively places the invention in 
the public domain for defensive purposes. The 
SIR is essentially a defensive publication that 
can be used when the inventor does not wish 
to obtain patent rights, yet wishes to be free of 
any later patents by others claiming the same 
invention. The SIR is treated in the same man- 
ner as a patent for defensive purposes, that is, 
both as prior art and as establishing a con- 
structive reduction to practice in interference 
proceedings. The SIR cannot be used to pre- 
vent others from making, using, offering to 
sell, selling, or importing the disclosed inven- 
tion or inventions. The ~ublication of the in- - 
vention in a trade or scientific publication or 
other media has essentially the same defen- 
sive effect as a SIR. However, the effective 
date of a publication is generally the actual 
date of publication; for the SIR, the effective 
date is the filing date (290). The SIR procedure 
is often used to disclose work done at federal 
research agencies for which agency does not 
wish to seek patent protection. Anyone, how- 
ever, can use the SIR procedure. The SIR pro- 

- 

gram should be considered as an alternative to 
publication in a technical journal when one 
has determined not to seek patent protection 
for a specific invention, but wishes to prevent 

- 

others from obtaining patents covering that 
invention (291). 

Design patents can be used to protect the 
ornamental design or aspect of a useful prod- 
uct (292). A design patent grants the holder 
the exclusive right to exclude others from 
making, using, and selling designs closely re- 
sembling the patented design. To be eligible 
for protection in this manner, the design must 
be novel, nonobvious, and ornamental. For ex- 
ample, a design patent could cover an orna- 
mental packaging design for a drug or diag- 
nostic kit or an ornamental design for a pill or 
capsule. The term of a design patent is 
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14 years from the date of grant. Thus, where 
possible and appropriate (e.g., for a unique pill 
or capsule design), trademark protection may 
be preferred because its duration is generally 
limited only by continued use (see section 6) .  
Design patents do not have claims like utility 
patents. Rather, a design patent contains one 
or more drawings that define the scope of pro- 
tection. The drawings are compared to the ap- 
pearance of an alleged infringing product. In- 
fringement is found "if, in the eye of an 
ordinary observer, giving such attention as a 
purchaser usually gives, two designs are sub- 
stantially the same, if the resemblance is such 
as to deceive such an observer, inducing him to 
purchase one supposing it to be the other, the 
first one patented is infringed by the other" 
(293). Generally, design patents are governed 
by the same rules for validity as utility pat- 
ents. However, they cover very different as- 
pects of a given product: a utility patent re- 
lates to the functional aspects, whereas a 
design patent relates only to the ornamental 
aspects of an article. Thus, it is possible to 
have a utility patent and a design patent cov- 
ering the same product. For a drug manufac- 
turer, design patents might be used to help 
establish brand loyalty and recognition in a 
manner similar to trademarks. 

9 CONCLUSION 

Careful use of the intellectual property sys- 
tem, especially the patent system, in the 
United States and elsewhere in the world can 
enable those in the drug discovery and bio- 
technology industry to protect the fruits of 
their labor. By making effective use of the le- 
gal protection afforded by the intellectual 
property laws, a drug developer can protect its 
investment, enhance the value of its technol- 
ogy, and earn a profit sufficient to allow fur- 
ther research into improving existing drugs 
and therapies as well as developing new drugs 
and therapies. Indeed, by providing such pro- 
tection, the intellectual property system seeks 
to encourage the development of new and use- 
ful technology and products. For any industry, 
attention to the protection of intellectual 
property at the earliest stages of its develop- 
ment is of the utmost importance. This espe- 

cially applies to the drug discovery and bio- 
technology industry, however, because of the 
rapidly developing nature of the technology 
and the FDA submission requirements. The 
formation of an intellectual property commit- 
tee that oversees the protection process and 
offers overall guidance in the development of 
the intellectual property strategy, on a con- 
tinuing basis, is highly recommended. The or- 
ganization and the intellectual property com- 
mittee should work closely with qualified legal 
counsel, preferably patent counsel skilled in 
the relevant technology, to fashion internal 
mechanisms for protecting the technology, for 
seeking the appropriate legal protection, and 
for developing appropriate enforcement poli- 
cies. In this manner, one can obtain the appro- 
priate legal protection that the particular 
technology demands and deserves. 

ENDNOTES 
1. For following up on specific points, more detail 

is available in several excellent treatises de- 
voted to intellectual property. See, e.g., D. Chi- 
sum, Patents (1990); I. P. Cooper, Biotechnol- 
ogy and the Law (2001); J. Rosenstock, The 
Law of Chemical and Pharmaceutical Inven- 
tion (1993); M. Adelman, Patent Law Perspec- 
tives (2001); K. Burchfiel, Biotechnology and 
the Federal Circuit (1995); P. Rosenberg, 
Patent Law Fundamentals (1989); S. Ladas, 
Patents, Trademarks and Related Rights: Na- 
tional and International Protection (1975); 
E. B. Lipscomb, Lipscomb's Walker on Patents 
(3d ed.; 1986); J. McCarthy, Trademarks and 
Unfair Competition (2001); M. F. Jager, Trade 
Secret Law (2001); R. M. Milgrim, Milgrim on 
Trade Secrets (2001). 

2. 35 U.S.C.A. § 103 (West Supp. 2001); see also 
Standard Oil Co. v. American Cyanamid Co. 
774 F.2d 448,454 (Fed. Cir. 1985). 

3. Congress has attempted to alleviate this prob- 
lem somewhat with the Orphan Drug Act, 
which provides, with some limitations, an ex- 
clusive 7-year right to market a drug for treat- 
ment of a disease affecting less than 200,000 
individuals or for which there is "no reasonable 
expectation" that the developmental costs of 
the drug can be recovered through sales in the 
United States. 21 U.S.C.A. §§ 360aa-360ee 
(West Supp. 2001). 

4. In the United States, patent applications must 
be filed in the name of the inventors. Inventors 
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may assign their rights in the patent applica- 
tion and any patents that may issue therefrom 
to third parties (i.e., assignees). 

5. 35 U.S.C.A. § 112 (West 1984). 
6. An export license is generally required to ex- 

port technology developed in the United 
States. 35 U.S.C.A. 3 184 (West Supp. 2001); 37 
C.F.R. § 5.11 (2001); see also 22 C.F.R. parts 
120-130 (1993) (International Traffic in Arms 
Regulations of the Department of State); 15 
C.F.R. part 700 (2001) (Export Administration 
Regulations of the Department of Commerce); 
10 C.F.R. part 810 (2001) (Foreign Atomic En- 
ergy Activities Regulations of the Department 
of Energy). Thus, a patent application for an 
invention made in the United States generally 
cannot first be filed in another country with a 
lesser enabling requirement unless the appro- 
priate foreign filing license is obtained. 

7. U.S. Const. art. I, § 8, cl. 8. 
8. Applicants can now file a provisional applica- 

tion (described in more detail in section 3.4). 
Such a provisional application cannot be con- 
verted into a utility patent application or ma- 
ture into a utility patent. A utility patent ap- 
plication can be filed within 1 year of the 
provisional application and claim benefit of the 
provisional application filing date; such a util- 
ity patent application can, of course, mature 
into a utility patent. 

9. The United States has adopted a 20-year 
patent term for all applications filed on or after 
June 8,1995. Before this time, the patent term 
was 17 years as measured from the actual issue 
date. For patents issuing from applications 
filed before June 8, 1995, the patent term is 
either 17 years as measured from the issue 
date or 20 years measured from the priority 
date, whichever is longer. The 20-year term is 
discussed in more detail in section 2.4. 

10. The reexamination process was modified in 
1999, thereby allowing a larger role to third 
parties in the process. See section 3.8. 

11. 35 U.S.C.A. § 156 (West Supp. 2001). 

12. Generally, most countries provide an excep- 
tion to the first-to-file rule in cases of deriva- 
tion (i.e., where the first to file, who is not ac- 
tually an inventor, learns of the invention from 
the actual inventor who files second). 

13. 35 U.S.C.A. § 102(g) (West Supp. 2001). 

14. A notable exception to this general rule is 
found in Canada. Generally, an inventor has a 
1-year grace period from the date of a public 
disclosure in which to file a Canadian applica- 
tion if the public disclosure is made by the in- 

ventor or by a person who obtained the infor- 
mation from the inventor. There is no grace 
period (i.e., absolute novelty applies) if the dis- 
closure is made by someone other than the in- 
ventor who did not obtain the information 
from the inventor. E. Hanellin (Ed.), Patents 
Throughout the World C-4, C-5 (2001). 

15. The FDA submission will generally not be re- 
leased to the public by the FDA upon receipt. 
Rather, a t  some later time FDA may make the 
information publicly available. However, one 
should not rely on the FDA delaying disclosure 
if valuable patent rights are a t  stake. See also 
section 7.5. 

16. The Uruguay Round Agreements Act of 1994, 
Pub. L. No. 103-465,108 Stat. 4809 (1995); 59 
Fed. Reg. 63,951-63,966 (1994) (proposed 
rules); 60 Fed. Reg. 20,195-20,231 (1995) (cod- 
ified a t  37 C.F.R. parts 1 and 3) (final rules). 

17. The end of the patent term under the 17- or 
20-year term can be advanced by failure to pay 
maintenance fees or by a terminal disclaimer. 
The end of the patent term can be extended in 
some cases by the patent term extension pro- 
visions. See section 2.4.2. 

18. By not claiming benefit of the earlier filed ap- 
plication in a later filed application, the short- 
ening of the patent term can be avoided. This 
strategy is not generally recommended, given 
that events occurring between filing dates of 
the earlier application and the later filed appli- 
cation could bar the granting of a valid patent. 
In many cases, the patentee may not become 
aware of such events until the time he or she 
attempts to enforce the patent. This strategy 
could be used, however, in the case of a contin- 
uation-in-part application where the newly 
claimed subject matter depends only on the 
newly added subject matter included in the 
continuation-in-part application and is patent- 
ably distinct from the subject matter disclosed - 
in the earlier filed application. See also section 
2.4. 

19. The first transitional provision allows an appli- 
cant to avoid filing a continuing application in 
a case under final rejection if (1) the case has 
been pending for at  least 2 years as of June 8, 
1995; and (2) the required fee is paid. 37 C.F.R. 
§ 1.129(a) (2001). The second transitional pro- 
vision allows an applicant to avoid filing a divi- 
sional application to prosecute a restricted in- 
vention if (1) the case has been pending for at  
least 3 years as of June 8,1995; (2) the restric- 
tion requirement was issued by the PTO after 
April 8,1995; and (3) the required fee for each 
invention is paid. 37 C.F.R. § 1.129(b) (2001). 
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This second transitional provision is also not 
available if the PTO did not issued a restriction 
requirement before April 8, 1995 because of 
actions of the applicant. For example, if the 
applicant suspended examination or filed con- 
tinuation applications and abandoned the par- 
ent applications, before the first office action, 
the Examiner would not have had an opportu- 
nity to issue a restriction requirement. In such 
cases, a restriction requirement would be ap- 
propriate and this transitional provision will 
not apply. 

20. The phrase "in force" is not a term of art in 
patent law and is not defined in the implement- 
ing legislation. The most likely meaning is that 
such a patent has not expired as of June 8, 
1995. Some patentee will almost certainly at- 
tempt to argue that his or her patent, although 
expired on June 8, 1995, was still "enforce- 
able" on June 8,1995, and, thus, "in force" on 
June 8,1995, and entitled to the longer of the 
17- or 20-year terms. A suit for infringement 
can be brought after expiration of a patent, 
although recovery is limited to the 6 years be- 
fore the claim. 35 U.S.C.A 5 286 (West 1984). 

21. 35 U.S.C.A. 5 154(c)(l) (West Supp. 2001). 
22. There are limits on the remedies available for 

acts or activities that "were commenced or for 
which substantial investment was made be- 
fore" June 8,1995 and that became infringing 
because of a "reset" patent term. In such cases, 
payment of an "equitable remuneration" will 
allow for the continuation of such acts. 35 
U.S.C.A. 5 154(c)(2) (West Supp. 2001). The 
statute does not define "equitable remunera- 
tion." 

23. 35 U.S.C.A. § 156 (West Supp. 2001). 
24. In contrast, the premarket extension period is 

not automatically determined by either the 
PTO or the regulating agency (e.g., FDA). The 
patent holder must apply to the PTO for such a 
premarket extension (along with the specific 
time period requested) within a specific time 
period (60 days) after regulatory approval. 37 
C.F.R. $5 1.710-1.760 (2001). 

25. The effective "marketable" patent life (i.e., the 
time left in the patent term once the product is 
on the market) for a biotechnology drug prod- 
uct is estimated to be about 11 years. Feisee, 
"Study Finds Biotech Patents Short-Changed 
on Term Length," BioNews 5 (October/No- 
vember 2001). 

26. One possibility regarding restriction require- 
ments is to argue before the PTO that the 
requirement in a particular case is not appro- 
priate. Generally, however, arguments sug- 

gesting that restriction requirements are im- 
proper are often difficult to win. Moreover, the 
time involved in contesting a restriction re- 
quirement will delay the ultimate grant of any 
patents and, therefore, reduce the effective 
patent term. Generally, therefore, it is not rec- 
ommended that restriction requirements be 
contested. 

27. Under the current system, an applicant may 
question whether even to file such divisional 
applications. If broad and adequate protection 
can be provided in the parent case, it appears 
that divisional applications may not be neces- 
sary. For example, if broad composition of mat- 
ter claims can be obtained in the parent appli- 
cation, method of use claims presented in a 
divisional application may offer little addi- 
tional protection and offer no additional patent 
term extension. Little additional protection is 
provided because the broad composition of 
matter claims will cover all uses of the com- 
pound, including a new use. In the event, how- 
ever, that the composition of matter claims are 
later found to be invalid or unenforceable, the 
method of use claims could prove to be valid 
and enforceable. Thus, there are strong argu- 
ments that such divisional applications should 
be filed even under the current system. 

28. 37 C.F.R. 5 1.102 (2001). An application can be 
advanced out of turn for examination if the 
Commissioner of Patents and Trademarks be- 
lieves advancement is justified. Suitable rea- 
sons for advancement include, for example, ap- 
plicant's health or age or that "the invention 
will materially enhance the quality of the envi- 
ronment or materially contribute to the devel- 
opment or conservation of energy resources." 
A more significant showing will generally be 
required for advancement based on other rea- 
sons. 

29. Recently the Court of Appeals for the Federal 
Circuit ruled that when a claim limitation is 
narrowed during prosecution, application of 
the doctrine of equivalents to that claim ele- 
ment is completely barred. Festo Corp. v. 
Shoketsu Kinzoku Kogyo Kabushiki Co., Ltd., 
234. 3d 558 (Fed. Cir. 1999), vacated and re- 
manded, 122 S. Ct. 1831 (2002). Although the 
U.S. Supreme Court has vacated this decision 
stand, it could still have a significant impact on 
claim drafting; more specifically, claims would 
initially be drafted significantly more narrowly 
so as to avoid the need to amend claims during 
prosecution. See Section 4.4 for more details 
regarding Festo's potential impact. 
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30. If the issuance of a patent is delayed because of 
appellate review by the Board of Patent Ap- 
peals and Interferences or by a federal court, 
and the appeal is successful, the patent term is 
extended for a period of the appeal (up to 5 
years). The extension is reduced by any time 
attributable to appellate review before the ex- 
piration of 3 years from the filing date of the 
application and for the period of time the ap- 
plicant did not act with "due diligence." 35 
U.S.C.A. § 154(b) (West Supp. 2001). See also 
Section 2.4. 

31. American Inventors Protection Act of 1999, 
Pub. L. No. 106-113,113 Stat. 1501 (1999); 65 
Fed. Reg. 17946-17971 (2000) (proposed 
rules); 65 Fed. Reg. 57,024-57,061(2000) (cod- 
ified at  37 C.F.R. parts 1 and 5) (final rules). 

32. Applicants can request publication earlier 
than the end of the 18-month period. 37 C.F.R. 
5 1.129 (2001). 

33. 37 C.F.R. § 1.211(a)(l) (2001). 

34. 37 C.F.R. 5 1.211(a)(2) (2001). 

35. 37 C.F.R. § 1.211(b) (2001). 

36. 37 C.F.R. § 1.213 (2001). If an application di- 
rected to the invention is filed in another coun- 
try or under a multilateral international agree- 
ment that provides for publication, the 
applicant has 45 days in which to notify the 
PTO; failure to notify can result in abandon- 
ment of the U.S. application. 

37. 37 C.F.R. § 1.217 (2001). 

38. 35 U.S.C.A. 5 101 (West 1984). 

39. Algorithms are procedures or formulas for 
solving mathematical problems. An algorithm 
cannot be patented itself. A physical process 
using algorithms can, however, be patented. 
See, e.g., Arrhythmia Research Technology, 
Inc. v. Corazonix Corp., 958.2d 1053 (Fed. Cir. - .  

1992) (method and apparatus claims relating 
to the analysis of electrocardiographic signals 
employing an algorithm were patentable). 

40. Recently, the Federal Circuit held that claims 
directed to business methods may constitute 
patentable subject matter. State Street Bank 
& Trust Co. v. Signature Fin. Group, Inc., 149. 
3d 1368.1373-1377 (Fed. Cir. 1998). 

Diamond v. Chakrabarty, 447 U.S. 303 (1980). 

Donald J. Quigg, Notice: "Animals-Patentabil- 
ity" (April 7, 1987) (notice issued by Assistant 
Secretary and Commissioner of Patents and 
Trademarks). The PTO Notice reaffirmed that 
an "article of manufacture or composition of 
matter will not be considered patentable un- 

combination not present in the original article 
existing in nature." The PTO Notice also 
added that a "claim directed to or including 
within its scope a human being will not be con- 
sidered to be patentable subject matter." 

43. See, e.g., Ex parte Hibberd, 227 U.S.P.Q. 443 
(Bd. Pat. App. & Int. 1985) (corn plant with 
increased level of tryptophan was patentable); 
U.S. Patent No. 4,736,866 (April 12, 1988) 
(first animal patent; transgenic mouse with 
cancer causing gene); U.S. Patent No. 
5,183,949 (Feb. 2, 1993) (rabbit infected with 
HIV-1 virus). 

44. Doll, 280 Science 689-690 (1998). 

45. Idem. 

46. The Thirteenth Amendment to the Constitu- 
tion provides that "Neither slavery nor invol- 
untary servitude, except as punishment for 
crime whereof the party shall have been duly 
convicted, shall exist within the United 
States." U.S. Const. amend. XIII. 

47. A claim directed to a method of treatment com- 
prising transferring somatic cells containing 
such genes might be patentable. 

48. See also Daniel, "Of Mice and 'Manimal': The 
Patent and Trademark Office's Latest Stance 
Against Patent Protection for Human-Based 
Inventions," 7 J. Intel1 Prop. L. 99 (1999). 

49. An invention that can be used for both "useful" 
and illegal or fraudulent purposes may be pat- 
ented. Only an invention that could only be 
used for an illegal or fraudulent purpose would 
be rendered unpatentable because of the util- 
ity requirement. For example, a process for 
making tobacco only appear to be of higher 
quality or grade and having no other function 
or utility (i.e., the sole utility being to deceive 
the public) was not patentable because of lack 
of utility. Rickard v. Du Bon, 103 F. 868 (2d 
Cir. 1900). 

50. See Brenner v. Manson, 383 U.S. 519,528-536 
(1966). 

51. See, e.g., In re Langer, 503. 2d 1380, 1391- 
1392 (C.C.P.A. 1974); Newman v. Quigg, 877. 
2d 1575, 1581 (Fed. Cir. 19891, cert. denied, 
495 U.S. 932 (1990). 

52. See, e.g., In re Jolles, 628.2d 1322,1326-1327 
(C.C.P.A. 1980); Ex parte Kranz, 19 
U.S.P.Q.2d 1216, 1218-1219 (Bd. Pat. App. & 
Int. 1991); Ex parte Balzarini, 21 U.S.P.Q.2d 
1892, 1897 (Bd. Pat. App. & Int. 1991). 

53. See generally Manual of Patent Examining 
Procedure, § 608.01(p) (2001). 

less given a new form, quality, properties or 54. Idem. (emphasis in original; citations omitted). 
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Annexin V, 77 
Antedrug, 536 

Antiarrhythmic agents 
soft analogs, 562 

Antibiotic resistance 
and Erm methyltransferases, 

22-23 
mutagenesis technique appli- 

cation, 89-90 
toxicological studies, 622 

Antibiotics 
carbohydrate-based, 207-208 
hybrid, 84 

Antibody-based therapeutics, 88 
Antibody-dependent, cell-medi- 

ated cytotoxicity, 85 
Antibody-directed enzyme pro- 

drug therapy, 518 
Anticholinergics 

soft analogs, 558-560 
ANTIDE, 265 
Antidepressants 

cardiotoxicity, 619 
Antimicrobials 

soft analogs, 560-562 
Antimycin A 

renal and hepatic toxicity, 615 
Antipsychotics 

cardiotoxicity, 619 
Antisense drugs, 117-118 

antisense concept described, 
117-118 

5'-capping, 125 
disruption of necessary DNA 

structure, 124 
double-stranded RNase actka- 

tion, 128 
inhibition of 5'-capping, 123 
inhibition of 3'-polyadenyla- 

tion, 125-126 
inhibition of splicing, 123-124 
mechanisms, 120-128 
2-0-(2-Methoxyethyl) chime- 

ras, 153-155 
for receptor targets, 351 
RNase H activation, 126-128 
translational arrest, 124 

Antisense technology, 116-117 
as tool for gene functionaliza- 

tion and target validation, 
128-129 

Antitumor drugs 
prodrug by use of CYP450 me- 

diated activation, 518 
toxicity, 616 

Antiviral drugs 
antisense, 122, 124, 135 
carbohydrate-based, 208 

Apical sodium-dependent bile 
acid transporter, 277-285 

Apoptosis, 76-77 
Appellate courts, patent in- 

fringement cases, 740-742 
Aptamers 

as drugs and diagnostics, 94 
Aqueous solubility 

and Biopharmaceutics Classi- 
fication System, 665-666 

characterization, 656-658 
Class I drugs: high solubility 

high permeability, 665-667 
Class I1 drugs: low solubility 

high permeability, 667-671 
Class I11 drugs: high solubility 

low permeability, 674-676 
Class IV drugs: low solubility 

low permeability, 676 
and dissolution rate, 658 
hydrate pseudopolymorphs, 

653 
polymorphs, 652 
salts, 651 
weak acids and bases, 661 

Arachodonic acid, 616 
Arbekacin, 207,212 
Ardeparin, 210,212 
Aromatics 

complexation, 670 
Arrayscan HCS System, 626, 

627 
Artificial intelligence 

in automated high-throughput 
screening, 65 

Arylesterase, 538 
Arylpropionic acids 

inversion in metabolism, 460 
Arylsulfatase B, 219,220 
Aryplase, 219, 220 
Ashimycin A, 172 
Ashimycin B, 172 
Aspartate transcarbamoylase 

(ATCase) 
functional domains in, 

307308,310 
Aspartic peptidase inhibitors 

recombinant DNA studies, 98, 
99 

Aspirin 
discovery, 39 
loss of trademark status, 762 
prodrug for, 505,510 

ATI-2001,564 
ATP 

and membrane transport, 258 
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ATP-binding cassette genetic 
superfamily, 267 

a-Atrial natriuretic peptide re- 
ceptor 

recombinant DNA studies, 
103 

Australia 
patentable subject matter, 720 
trade secret protection, 
768-769 

Autoignition temperature, 413 
Automation 

in high-throughput screening, 
40,63-66 

Autonomic ganglia 
nicotinic acetylcholine recep- 

tors, 385, 388 
Autosomal-dominant nocturnal 

frontal lobe epilepsy, 
392-393 

Avilamycin, 214 
6-Azauridine, 253 
Azithromycin, 191 

structure, 189 
AZT, See Zidovudine 

Bacampicillin, 5 10 
Bacterial adhesins, 262-263 
Bacterial invasins, 262-263 
Bacterial natural products, 39 
Bacterial resistance, See Antibi- 

otic resistance 
Bacterial toxins, 263 
Barnbuterol 

prodrug, 504405 
B-arrestin systems, 75 
Basal ganglia 

nicotinic acetylcholine recep- 
tors, 389 

Bench-scale synthesis experi- 
ments, 408,411-414 

Benzamidine residues 
in pseudopeptide arrays, 12 

1,4-Benzodiazepine-2,5-dione 
libraries, 18 

1,4-Benzodiazepine-2-ones li- 
braries, 4, 15-18 

Benzodiazepine receptors 
fluorescence polarization stud- 

ies, 47 
Benzylpenicillin 

chemical delivery system, 583 
Best mode, patents, 723-724 

provisional applications, 726, 
727 

&agonists 
soft drugs, 554-555 

p-Blockers 
discovery, 40 
membrane function disrup- 

tion, 614 
prodrugs, 520 
soft drugs, 540-544 

Betaine 
long-chained esters, 561-562 

Bicuculline 
nicotinic receptor antagonist, 
389 

Bile acid response element, 278 
Bile acids, 277-285 
Bile acid transporter inhibitors, 

285 
Bile salts 

permeation enhancer, 676 
Binders, 678 
Binding-gating problem, in nico- 

tinic acetylcholine receptors 
(muscle-type), 368-370 

Bioadhesives, 676 
Bioassays. See also Cellular as- 

says 
construction, 45-46 
design, 44-45 
homogeneous and nonhomo- 

geneous, 45,46-49 
miniaturization, 66-67 
for profiling of high-through- 

put screening hits, 59-62 
Bioavailability, 636,638-639 

assessing effect of meals in 
Phase I trials, 646 

characterization for IND pro- 
cess, 645 

and coadministration with 
food, 672 

lipid formulations, 671 
and permeability, 659 
prodrugs, 522423 
in uiuo toxicity testing, 619 

Bioequivalence studies, 647 
Bioinformatics, 38, 42 
Biological properties 

key properties of interest, 654 
Biological rhythms 

and metabolism, 474 
Biopharmaceutics Classification 

System, 665-666 
Biosterism 

and obviousness of patent 
claims, 732 

Biotechnology revolution, 705 
Biotin 

FRET studies of binding to 
streptavidin, 48 - 49 

BLAST (Basic Local Alignment 
Search Tool), 42 

Blastomeres, 626 
Blood-brain barrier, 577 
Bluensomycin, 172 
BM 06.022, 85 
Board of Patent Appeals and 

Interferences, 714,735,736 
Boronate residues 

in pseudopeptide arrays, 12, 
13 

Brain targeted redox analogs, 
591 

Brain-targeting chemical deliv- 
ery systems, 576-591 

Branched DNA, 623-624 
Brand loyalty, and trademarks, 

757 
Brefeldin, 259 
Brevibloc, 576 
Brush polymers 

resins for combinatorial li- 
brary synthesis, 29 

Budapest Treaty, 723 
Bufuralol 

soft analogs, 543-544, 
569-570 

K-Bungarotoxin 
ligand for nicotinic receptors, 
394 

a-Bungarotoxin 
ligand for nicotinic receptors, 
358,386, 388, 389, 390, 391, 
394 

Bureau of Narcotics and Dan- 
gerous Drugs, 686-687 

Butirosin, 183 
N-Butyl deoxynojirimycin, 218, 

220,240 

Cacod cell systems 
permeability studies, 659, 660, 
666 

Caffeine 
complexation, 670 

Calcineurin A, 100 
Calcium 

effects on neuronal nicotinic 
receptors, 386-387 

Calcium channel blockers 
soft analogs, 566 

Calibration program 
for large-scale synthesis, 419 

CAMP assays, 74-75, 79 
Canada 

patentable subject matter, 720 
patent public disclosure, 772 
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Cancer 
activation enzymes in cancer 

gene therapy or gene-di- 
rected enzyme prodrug 
therapy, 517-518 

carbohydrate-based agents in 
research, 225-227 

carbohydrate-based therapeu- 
tics in development, 
216-218 

Cannabinoids 
discovery, 39 
soft analogs, 566 

Captopril, 565 
combinatorial library of ana- 

logs, 18,20 
and snake venom peptides, 6 

Capture extenders, 623 
Carbenicillin 

prodrugs, 510 
Carbohydrate-based drugs, 

203-205. See also Heparin 
agents in research, 219-227 
analysis, 232 
carbohydrate chemistry, 

227-236 
enzymatic chemistry, 229-230 
glycobiology, 236-242 
glycoconjugates, 237-239 
glycoproteins, 231 
and health and disease, 242 
immunogens, 239-240 
lectins, 240-242 
to market last decade, 

205-211 
multivalency, 233-235 
natural product isolation, 

232-233 
solid phase chemistry, 

230-231 
solution phase chemistry, 

227-229 
therapeutics in development, 

211-219 
Carbohydrate chemistry, 

227-236 
Carbohydrate libraries, 231-232 
2-Carbon chain elongation, 

460-461 
Carbon oxidation and reduction 

in metabolism, 441-445 
Carboxylesterase, 538 
Cardiac arrhythmias, 76 
~ardiotoxici$ screening, 627-628 

assays in high-throughput 
screening, 62 

and long Qt syndrome, 76 

Carfecillin, 510 
L-Carnitine esters, 562 
CAR receptor, 79 
Carrier-mediated transport, 254, 

257-258,658 
Carrier moiety, prodrugs, 500, 

503,525 
CASE, 621 
Catecholamines, 391 
Cation-P interactions 

nicotinic acetycholine recep- 
tors, 364,375 

Cations 
counterions suitable for salt 

formation, 651-652 
Cation-selective receptors, 360 
CCF2 reporter gene assay, 

50-51 
Cefotiam, 510 
Celebrex, 86-87 
Celgosivir, 215, 220 
Cell-death assays, 76-78 
Cell-free screening, 72 
Cell lines 

patentability, 718 
CELLMATE, 49 
Cell membrane-associated toxic- 

ity, 613-615 
Cell-specific targeting of phage 

display, 95-96 
Cell surface receptors 

structure, 259 
Cellular adhesion proteins, 

105-106 
Cellular assays 

in high-throughput screening, 
49-52 

in rapid, high-content phar- 
macology, 72-79 

Cellular communication, 
320-322 

Cellular injury, 612-617 
Cellular proliferation assays, 50, 

76-77 
Cellular toxicology assays, 76-77 
Center for Biologics Evaluation 

and Research, 688 
Center for Devices and Radiolog- 

ical Health, 688 
Center for Drug Evaluation and 

Research, 688 
Center for Food Safety and Ap- 

plied Nutrition, 688 
Center for Veterinzuy Medicine, 

688 

Central nervous system 
nicotinic acetylcholine recep- 

tors, 389-392 
Central nervous system (CNS) 

drugs, See CNS drugs 
Centrifugation 

in large-scale synthesis, 416 
Centroids (in combinatorial li- 

braries), 3, 14-15 
privileged molecules, 16 

Cephalexin 
building blocks, 275 

Cephalosporin combinatorial 
libraries, 21, 23 

Ceramide, 616 
Ceramide glycanase, 230 
Cerebellum 

nicotinic acetylcholine recep- 
tors, 385,389 

Certificate of Correction, for pat- 
ents, 738 

Cetylpyridinium analogs, 
560-561 

Change control programs, 420 
Channel blocker antagonists 

of nicotinic receptors (muscle- 
type), 382,383 

Charge-coupled devices (CCDs) 
for miniaturized screening 

assays, 67 
Chemical delivery system 

prodrugs constrasted, 537 
Chemical delivery systems, 536 

brain targeted redox analogs, 
59 1 

brain targeting, 576-591 
examples, 580-587 
molecular packaging, 587-591 
receptor-based transient an- 

chor-type, 595-596 
site-specific emzyme-activated, 

591-595 
site-targeting index and tar- 

geting-enhancement factors, 
580 

soft drugs contrasted, 537 
Chemical development, 408-409 

nevirapine synthesis example, 
422-424 

Chemical libraries, See Libraries 
Chemical production, 409-410 
Chemical properties 

key properties of interest, 654 
Chemistry-driven drug discov- 

ery, 82-83 
Chenodeoxycholate, 277 
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Chirality 
large-scale synthesis require- 

ments related to, 411 
and metabolism, 478-479 

Chitosan, 252 
Chloramphenicol 

blood disease caused by, 686 
hydrophobic interactions, 195, 

196 
prodrug, 504 

Chlorinated solvents 
priority pollutants, 413 

Chlorisondarnine 
nicotinic receptor antagonist, 

397 
Chlorobenzilate, 555-556 
Chlorofoxmdwater partitioning 

system, 656 
Chlortetracycline, 185, 186 
Cholate, 277 
Cholesterol, 616 

bile acid synthesis, 277-278 
in lipid formulations, 671, 677 
in liposomes, 673 

Cholesterol-reducing agents, 
284-285 

Choline 
long-chained esters, 561-562 
nicotinic receptor agonist, 393 

Cholinesterase, 538 
Chondroitin, 221 
Chorismate mutase 

allostery, 306 
Chromaffin cells 

nicotinic acetylcholine recep- 
tors, 385,388 

Chromatographic separation 
with combinatorial libraries, 

23,26 
Chylomicrons, 616 
Cigarettes 

FDA calls drug delivery de- 
vices, 688 

Ciliary ganglion neurons 
nicotinic acetylcholine recep- 

tors, 385 
Cimetidine, 100 

discovery, 40 
Cisapride 

cardiotoxicity, 76 
Claims, patents, 724 
Clarithromycin 

structure, 189 
Class I drugs: high solubility 

high permeability, 665-667 
Class I1 drugs: low solubility 

high permeability, 667-671 

Class I11 drugs: high solubility 
low permeability, 674-676 

Class IV drugs: low solubility 
low permeability, 667, 676 

Class V drugs: metabolically or 
chemically unstable com- 
pounds, 667,676-678 

Clathrates, 663 
Cleaning validation, 419 
Clearance, 635-638 

characterization for IND pro- 
cess, 645 

Clevidipine, 567-568 
Clindamycin, 196 
Clinical trials. See also Phase I 

clinical trials; Phase I1 clini- 
cal trials; Phase I11 clinical 
trials; Phase IV clinical trials 

consideration in synthesis de- 
velopment, 408 

and delay of marketplace en- 
try of new drugs, 705 

Good Laboratory Practices, 
612 

phosphorothioate oligonucleo- 
tides, 138-139 

protocol information as part of 
IND process, 691 

safety, 697-698 
Clonidine, 505 
Cloning 

for facilitating high-through- 
put screening, 74 

of human receptors, 104-105 
and potential human patent- 

ability, 719 
CNS drugs 

carbohydrate-based agents in 
research, 219-221 

carbohydrate-based drugs to 
market last decade, 
206-207 

carbohydrate-based therapeu- 
tics in development, 213 

Cocaine 
liver toxicity, 79 

Cochlea 
nicotinic acetylcholine recep- 

tors, 385,387,389 
Codeine 

activation to morphine, 500 
Coenzyme A 

Conjugation with in metabo- 
lism, 459-461 

Collectins, 241 
Combinatorial chemistry, 38 

history, 4-5 

and multiple parallel synthe- 
sis, 1-32 

oligonucleotide therapeutics, 
120 

Combinatorial libraries. See also 
Solid phase organic synthe- 
sis 

input for high-throughput 
screening, 57 

in multiple parallel synthesis, 
2- 4 

solid and solution phase li- 
braries of small, druggable 
molecules, 14-30 

Commercial Investigational New 
Drugs, 689 

Commercial production, 
417-420 

nevirapine synthesis example, 
427-429 

Common recycling compart- 
ment, 258 

Compendial Operations Branch, 
701 

Competitive blocker antagonists 
of nicotinic receptors (muscle- 

type), 382, 383 
Complementarity-determining 

region (CDR) grafting, 88 
Complexation, 670- 671 
Composition of matter claims, 

718, 719 
and prior art, 732 

Compound decks 
construction, 54-59 
screening, 58-59 

Compound management 
in high-throughput screening, 

38,56-58 
Compound stores, for high- 

throughput screening, 
56-59 

Comprehensive Drug Abuse Pre- 
vention and Control Act of 
1970,687 

Comprising, in patent claims, 
743 

Computer-aided drug design 
(CADD), 38,572-576 

in high-throughput screening, 
55-56 

Computer programs 
copyrighting, 770 

Com Tox, 620 
Conjugation reactions 

in metabolism, 450-475 
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a-Conotoxins 
nicotinic receptor antagonist, 

374,386,390,395-396 
Consisting, in patent claims, 743 
Consisting essentially, in patent 

claims, 743 
Continuation-in-part (CIP) 

patent application, 707, 716 
for adding new matter to ap- 

plication, 721 
Controlled-atmosphere systems, 

662 
Controlled metabolism, 539 
Controlled-release dosage form 

class I drugs, 666-667 
Conus magus, conotoxins from, 

395 
Cooperativity 

allosteric proteins, 296-300, 
304-305 

Coprecipitation 
for production of amorphous 

solids, 653 
Copyrights, 705, 770 
Corticosteroids 

peptide esters, 508 
soft drugs, 547-560 

Coumarin residues 
in pseudopeptide arrays, 12 

Counterions 
and ion paring, 675-676 
suitable for salt formation, 

651-652 
Cox-1 inhibitors, 86 
COX-2 inhibitors, 86 
COX-2-selective nonsteroidal 

anti-inflammatory drugs, 
86-87 

CP-31398 
allosteric effector, 314,315 

CP-320626 
allosteric effectors, 314, 315 

Cremophor 
P-gp pump inhibition, 678 

Critical micelle concentration, 
672 

Cross-licensing agreements, 705 
Cryptates, 48 
Crystallization 

formulation considerations, 
651 

hydrate pseudopolymorphs, 
653 

in large-scale synthesis, 414 
precipitation inhibition, 

668-669 

solvate pseudopolymorphs, 
653 

C-type lectins, 240-241 
CURL (compartment of uncou- 

pling receptor and ligand), 
258 

Cutter mill, 674 
Cyclin-dependent kinase 2 

(CDK2) 
antisense inhibitors, 136 

Cyclodextrins 
chemical delivery system, 

586-587 
for complexation, 670-671 

Cyclohexane/water partitioning 
system, 656 

Cyclooxygenase 112 inhibitors, 
See COX-1 inhibitors; 
COX-2 inhibitors 

Cyclophosphamide, 5 17 
Cyclosporine A 

administration with docetaxel, 
678 

binding to FKBP, 99-100 
self-microemulsifying drug 

delivery system, 673 
Cyclosporines 

discovery, 39 
and P-gp pump, 658 
rifampin's effect on bioavail- 

ability, 639 
Cylexin, 216,220 
Cys-scanning mutagenesis, 271 
Cytisine 

neuronal nicotinic receptor 
agonist, 386,393-394 

Cytochrome P450 
activity assays in high- 

throughput screening, 61 
antitumor prodrug by use of 

CYP450 mediated activa- 
tion, 518 

and drug metabolism, 79, 
437-439 

role in adaptive response tox- 
icity, 617-618 

and toxicity, 612,614 
Cytochrome P450 3A 

and drug metabolism in intes- 
tine, 676,677 

effect on cyclosporine bioavail- 
ability, 639 

Cytotoxic drugs 
and P-gp pumps, 658 

Cytotoxicity, 77 

Cytotoxicity assays 
in high-throughput screening, 

49.62 

Dalteparin, 210,212 
Danaparoid, 210,212 
Databases 

receptor targeting compounds, 
343 

DEBES combinatorial library, 93 
Decamethonium 

nicotinic receptor antagonist, 
397 

Declaratory judgment plaintiffs, 
patent infringement cases, 
740-742 

Defendants, in patent cases, 
741-742 

Deligoparin, 216, 220 
Demeclocycline, 186 
N-Demethylstreptomycin, 172 
6-Demethyltetracycline, 186 
Density 

polymorphs, 652 
3-Deoxydihydrostreptomycin, * 

176 
3-Deoxyglucosone (3DG), 219 
6-Deoxytetracycline, 185,186 
Depositions, in patent infringe- 

ment cases, 749 
Depot neuroleptics, 503 
DEREK, 621 
Descriptive marks, 758-759 
Desensitization 

nicotinic acetylcholine recep- 
tors, 371 

Desiclovir, 511 
Design patents, 708, 770-771 
Dexamethasone, 513,514 
DHFR, See Dihydrofolate reduc- 

tase 
Diabetes 

carbohydrate-based agents in 
research, 219 

carbohydrate-based drugs to 
market last decade, 205-206 

Diacylglycerol, 616 
Diagnostics 

patentability, 718 
2,6-Diamicopurine, 147 
1,3-Diamino-5-thiomethyltria- 

zine combinatorial library, 
23 

Diamond v. Chakrabarty, 718 
Diazepam 

allosteric effector, 314,315 
dosing interval and age, 643 



Index 

Dibekacin, 207 
Dichlorodiphenyltrichloroethane 

(DDT), 555 
17a-Dichloroester soft steroids, 

549-550 
Diclofenac 

protein toxicity, 615 
Diethylnitrosamine 

reaction with nucleosides, 616 
Differential mRNA display anal- 

ysis, 42 
Differential-scanning calorime- 

try, 655 
Digitalis 

discovery, 39 
Digoxin 

and P-gp pump, 658 
volume of distribution, 640 

Dihydro-/3-erythroidine 
nicotinic receptor antagonist, 

390,395 
Dihydrofolate reductase inhibi- 

tors 
recombinant DNA technology 

applications, 97 
soft analogs, 565466 

1,4-Dihydropyridines 
combinatoriall libraries, 18,20 

Dihydrostreptomycin, 172 
Diliganded receptors 

nicotinic acetylcholine recep- 
tors, 373-374 

Diliganded receptors nicotinic 
acetylcholine receptors 
(muscle-type), 373-374 

Dimannosidostreptomycin, 172 
1,l-Dimethyl-4-phenylpipera- 

zinium 
nicotinic receptor agonist, 394 

Dimethyl sulfoxide (DMSO) 
solvent for compound stores, 

57 
Discovery, in patent infringe- 

ment cases, 748-749 
Discretes, 8 
Diseases 

effects on phannacokinetics, 
646,647 

Human Genome draft map 
and understanding of, 320 

and metabolism, 474-475 
molecular uniqueness of, 85 
relative limited number of, 

706 
Disintegrants, 678 

Disintegrins 
recombinant DNA studies, 

105 
Disorders 

relative limited number of, 
706 

Dissolution rate 
characterization, 658 
polymorphs, 652 
salts, 651 

Distribution. See also Absorp- 
tion, distribution, metabo- 
lism, and excretion (ADME) 

prodrugs, 515-518 
Distribution half-life, 643 
Diversity-based ligand libraries, 

350 
Divisional patent applications, 

734 
DNA. See also Recombinant 

DNA technology 
effect of oligonucleotide thera- 

peutics on (See Antisense 
drugs; Oligonucleotide ther- 
apeutics) 

target of toxicity, 616 
as therapeutic agent, 117 
in vitro evolution (SELEX), 

92-94 
Dna 

patentability, 718 
DNA microarrays, 43,621-624 
DNA polymerase inhibitors 

antisense drugs, 119 
Docetaxel 

a f h i t y  for P-gp pump, 678 
Doctrine of equivalents, 

743-744, 749 
Dolsamate, 206,212 
L-Dopa 

prodrugs, 525 
Dopamine-2 receptors antago- 

nists 
antisense, 136 
toxicity, 619 

Dosage forms. See also Oral dos- 
age form 

challenges of, 650 
patentability, 718 

Dose adjustment, 641 
Dose-response relationship, 635 
Dose-to-solubility ratio, 666 
Dosing interval, 641 
Dosing rate, 636,641 
Dosmalfate, 206,212 
Double prodrug concept, 517 
Doxorubicin, 96 

Doxycycline, 185,186 
Doxylamine succinate, 618 
Drotrecogin alfa, 209,212 
Drug Abuse Control Amend- 

ments of 1965,686 
Drug-antibody conjugates, 506 
Drugavailability, 636-637 
Drug delivery. See also Drug for- 

mulation; Oral dosage form 
salts, 651 
self-emulsifying systems, 

673-674 
Drug development 

approval time frame, 696- 697 
and intellectual property, 

706-707 
new toxicology paradigm: toxi- 

cology problem prevention 
rather than toxicology prob- 
lem solving, 611 

reasons for failure in product 
development stage, 634 

toxicology's role in improving 
speed and success rate of, 
611-612 

Drug discovery. See also Lead 
discovery 

accelerated pace of, 706 
chemistrv-driven. 82-83 " 
intellectual property chal- 

lenges, 705-708 
and toxicology, 610-611 

Drug Efficacy Study Implemen- 
tation, 687 

Drug Enforcement Administra- 
tion (DEA), 687 

Drug formulation 
consideration in synthesis de- 

velopment, 408 
patentability, 718 

Drug Importation Act of 1848, 
684 

Drug interaction studies, 647 
Drug-lipid conjugates, 509-510 
Drug metabolism, See Metabo- 

lism 
Drug preparation methods 

patentability, 718 
Drug Price Competition and 

Patent Term Restoration, 
687 

Drug product, 502 
Drug reaction reporting, 686 
Drug receptors, 334-335 
Drug regulation 

chronology of, 684-688 
Drug screening, See Screening 
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Drug synthesis, 407-408. See 
also Multiple parallel syn- 
thesis 

bench-scale experiments, 408, 
411-414 

bench to pilot plant, 409, 
414-417 

chiral product requirements, 
411-412 

commercial-scale operations, 
417-420 

environmental controls, 413, 
420 

in-process controls, 412,418 
nevirapine example, 408,412, 

420-429 
scale-up, 408-420 
synthetic strategy, 408-411 

Drug targets 
allosteric proteins, 313-315 
relative limited number of, 

706 
Drug transport, 249-251. See 

also Active transport; Facili- 
tated transport; Passive dif- 
fusion; Permeability 

strategies to enhance perme- 
ability, 251-255 

Drying 
in large-scale synthesis, 

416-417 
Durham-Humphrey Amendment 

of 1951,686 
DYN 12,219,226 

E. coli 0157 vaccine, 226 
Eadie-Hofstee plot 

and allostery, 304 
Echinocandins 

discovery, 39 
ED,,, 613 
Edman degradation 

performing in peptide arrays, 
7 

Effective concentration range, 
636 

Electronic reading rooms (Free- 
dom of Information Act), 
701 

ELISA-type assays, 73 
for epitope mapping, 88 

Elixir Sulfanilamide poisonings, 
685 

Ellman resin, 30 
EM-574,213,220 
Emergency Use Investigational 

New Drugs application, 690 

Emulsions, 672-673 
Enablement, patents, 707-708, 

722-723 
provisional applications, 

727-728 
Enalapril 

prodrug, 510 
and snake venom peptides, 6 

Enalaprilat, 510 
Endocytosis, See Receptor-medi- 

ated endocytosis 
Endoplasmic reticulum 

adaptive toxic response, 617, 
618 

Enforcement 
patents, 740-751 
trademarks, 761, 763-764 
trade secrets, 766 

England, See United Kingdom 
Enhanced damgages, patent in- 

fringement, 747 
Enoxaparin, 210,212 
Enterohepatic circulation, 278 
Enterotoxin, 234 
Environmental controls 

in large-scale synthesis, 413, 
420 

Enzymatic hydrolysis, 537-539 
Enzyme inhibitors, 72. See also 

specific Enzymes 
coadministration with drugs, 

677 
recombinant DNA technology 

applications, 97-100 
Enzyme replacement 

carbohydrate-based drugs to 
market last decade, 211 

Enzymes. See also Receptors 
basic concepts, 322-327 
major drug metabolzing fami- 

lies, 437 
metabolism induction, 

476-478 
metabolism inhibition, 

475-476 
reagents for carbohydrate- 

based drugs, 229-230 
Enzyme targets 

and recombinant DNA tech- 
nology, 96-100 

(-)-Epibatidine 
nicotinic receptor agonist, 394 

Epidermal growth factor recep- 
tor-2,8748 

3'-Epidihydrostreptomycin, 176 
Epithelial transport, 250 

Epitiope scanning mutagenesis, 
271 

Epitope mapping, 88-89 
Equipment/systems qualifica- 

tion, 419 
Erm methyltransferade inhibi- 

tors, 22-23,25 
Erythromycin, 188 

genetic engineering, 92 
hydrophobic interactions, 195 
mechanism of action, 188-189 
prodrugs, 510 
structure-activity relationship, 

189-193 
Erythromycin macrolides 

discovery, 39 
macrolide binding, 193-194 

Erythropoietin, 237 
E-selectin 

cloning, 106 
E-selectin inhibitors, 223-224, 

240 
Esmolol, 541-542 

computer-aided drug design 
(CADD), 574-576 

Esterone 
prodrugs, 505 

Ester prodrugs, 504-505 
Esters 

and obviousness of patent 
claims, 732 

Estradiol 
chemical delivery system, 

583-586 
Estrogens 

soft drugs, 553-554 
Ethanol 

adaptive responses caused by, 
618 

Ethnic differences 
in metabolism, 472-473 

Ethnomedicine, 39 
Etomidate, 538 
e-Tox, 620 
European Patent Convention, 

752 
European Patent Office, 720, 

756 
European Union 

patent enforcement, 740 
patent protection, 751 

Europium-cryptates, 48 
Evaporation 

for production of amorphous 
solids, 653 

Everninomycin, 214,220 
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and receptor target drugs, 

350-351 
Exaprolol 

membrane function disrup- 
tion, 614 

Excimer fluorescence, 271 
Excipients, 671,673 

to minimize aggregation, 674 
permeation enhancers, 675, 

676 
selection, 678-679 

Exosite, 95 
Ex parte patent proceeding, 739, 

745-746 
Experimental drugs, 687 
Expert systems 

to predict metabolic biotrans- 
formation, 481-483 

Export licenses, 772 
Expressed sequence tags 

patentability, 719 
Expression analysis/profiling 

branched DNA analysis for 
toxicity testing, 623-624 

gene function determination 
by, 43 

and toxicity, 621-624 
Expression vectors, 95 
Extraction 

of natural products, 57 
Extraction ratio, of an organ, 

636 

Fabry's disease, 211,218 
Facilitated transport, 257-265 
Factorial designs 

bioassays, 46 
Factory Inspection Amendment 

of 1953,686 
Famiciclovir, 508 
Fast Track programs, FDA, 689, 

697 
Fatty acids 

as absorption enhancers in 
lipid formulations, 673-674 

in lipid formulations, 671 
permeation enhancers, 675, 

676 
target of toxicity, 616 

FDA, See Food and Drug Admin- 
istration 

Federal Anti-Tampering Act of 
1982,687 

Federal Courts Improvement 
Act of 1982, 741 

Federal Declaratory Judgments 
Act of 1934, 741 

Federal Food, Drug, and Cos- 
metics Act of 1938, 684, 
685686,689,697,698 

Felodipine, 567 
Fentanyl, 544 
Fest Corp v. Shoketsu Kinzoku 

Kogyo Kabushiki Ltd., 
744-745 

Fibrin 
t-PA stimulation, 84-85 

Fibrinogen 
t-PA stimulation, 84-85 

Fick's diffusion laws, 256 
Filtration 

in large-scale synthesis, 416 
First-pass effect, 639 

degree of, and feasability of 
candidate drugs, 646 

First-pass metabolism, 677-678 
First to market, 4 
FK506 binding protein inhibi- 

tors 
recombinant DNA studies, 

99-100 
Flestolol, 543 
FLIPR, 51-52 
Flow cytometry, 77-79 
Fluid-energy mill, 674 
Fluocortin butyl, 550-552 
Fluorescence correlation spec- 

troscopy, 47 
Fluorescence polarization, 

47-48 
Fluorescence resonance energy 

transfer (FRET), 75 
bioassays, 47,48-49 

Fluoroamide residues 
in pseudopeptide arrays, 12 

Fluoroquinoline combinatorial 
libraries, 18-19, 21 

5-Fluorouracil 
prodrug, 515 

Flupenthixol, 512 
Fluphenazine, 512 
Fluticasone propionate, 553 
Focused drug discovery, 54-56 
Fodor photolithographic 

method, 8 
Folate 

receptor-mediated endocyto- 
sis, 264 

Fondaparinux, 210,212 
Food, Drug, and Insecticide Ad- 

ministration, 684 

Food and Drug Administration 
(FDA), 684. See also Investi- 
gational New Drugs; New 
Drug Application 

accelerated developmentlre- 
view, 687,696-697 

approvals for drugs, 705 
delays in patents caused by, 

and term extension, 714 
drug development and ap- 

proval time frame, 696-697 
drug submission package, and 

synthesis planning, 410 
Fast Track programs, 689,697 
meetings with during IND 

process, 695-696 
patent term extension, 708 
pioneer drug requirements, 

742 
pre-IND meeting, 690 
Process Risk Analysis, 411 
and solid-state requirements 

of synthesis, 414 
structure, 688 
and trade secrets, 764 
and United States Pharmaco- 

peia and National Formu- 
lary, 700-701 

Food and Drug Administration 
Modernization Act of 1997, 
688,689,690,697,698 

Food and Drug Adminstration 
and delay of marketplace en- 

try of new drugs, 705 
Food and Drugs Act of 1906,685 
Formulation, See Drug formula- 

tion 
Fosinoprilat, 674- 675 
Fosinorpil 

prodrug of fosinoprilat, 
674-675 

FPlGCM, 552 
FPlGCMAc, 552 
FPL 66564,564 
Fractionation 

of natural products, 57 
Fraction unbound, 637 
France 

patentable subject matter, 720 
trade secret protection, 769, 

782 
Freedom of Information Act, 

767-768 
electronic reading rooms, 701 

Free rider, 705 
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Freeze drying 
for production of amorphous 

solids, 653 
and solid state structure, 669 

Fructose-1,6-biphospatase 
allostery, 306 

Functional assays, 341-342 
Functional genomics 

and receptor target validation, 
336-338 

Functionalization reactions 
in metabolism, 

431-435437-465 
Fungal natural products, 39 
Furosemide, 510-511 

G3139,139,140 
GABA, 391 
GABA, receptor 

anion-selective receptor, 360 
GABA, receptor 

anion-selective receptor, 360 
GABA receptors 

binding-gating problem, 369 
Gain-of-function mutations 

nicotinic receptors, 376 
Galactopyranosyl-a-D-mannopy- 

ranoside, 226 
Galantamine (galanthamine) 

allosteric effectors, 314, 315 
GALT (gut-associated lymphoid 

tissues), 261, 264 
Ganciclovir 

chemical delivery system, 583 
Gastrointestinal absorption 

and apical sodium-dependent 
bile acid transporter, 283 

prodrugs, 510-514 
Gastrointestinal system 

carbohydrate-based agents in 
research, 219 

carbohydrate-based drugs to 
market last decade, 206 

carbohydrate-based therapeu- 
tics in development, 
212-213 

Gaucher's disease, 211,218 
GCS-100,218,220 
G-CSF signal transduction path- 

way activator, 72 
Gd0039,218,220 
GEM81,134 
Gender differences 

in metabolism, 472-473 
Gene array chips, 5 
Gene cloning, See Cloning 
Gene clusters, 92 

Gene expression. See also Ex- 
pressed sequence tags; Ex- 
pression analysis/profding 

deregulation, 76-77 
Gene function determination 

antisense drugs as tools for, 
128-129 

in high-throughput screening, 
43 

Gene knockout studies, 43 
Gene mapping, 42 
General Agreement on Trade 

and Tariffs (GATT) 
patent legislation, 712-716 

Generic Drug Enforcement Act 
of 1992,688 

Gene sequences. See also Ex- 
pressed sequence tags 

patentability, 718-719 
Gene sequencing 

provisional patent applica- 
tions. 776 

Gene subtraction 
gene function determined by, 

43 
Genetically engineered animals 

patentability, 720 
Genetically engineered drug dis- 

covery tools, 91-106 
Genetic engineering, See Recom- 

binant DNA technology 
Genetic superfamilies, 267-269 
Genome, 621,622 
Genomics, 38,42 

and increases in potential1 tar- 
gets, 62- 63 

toxicology implications, 
621-623 

Gentamicin, 176-177,185 
structure-activity relationship 

of ring I11 of the 4,6 sub- 
class, 183-184 

structure-activity relationship 
of rings I and I of both sub- 
classes, 177-183 

structure-activity relationship 
of rings I11 and IV of the 4,5 
subclass, 183 

toxicity, 184-185, 615 
Gentamicin B, 182 
Gentamicin Cla, 176-177 
Germany 

patentable subject matter, 720 
trade secret protection, 769 

Geysen pinslwells, 7 
Glass-transition temperature, 

655 

p-1,6-GlcNAc-branched N-gly- 
cans, 226 

Glibenclamide, 206 
Glidants, 678 
Globo H vaccine, 217,220 
a2p-Globulin, 618 
Glucocorticoid y-lactones, 552 
Glucosamine-6-phosphate 

deaminase 
allostery, 306 

Glucosidation 
in metabolism, 453-456 

Glucuronidation 
in metabolism, 453-456 

Glutamate, 391 
gating of anion-selective chan- 

nels, 360 
Glutamate dehydrogenase 

allostery, 306-307,308 
Glutamine-5-phospho-1-pyro- 

phosphatase 
allostery, 306 

Glutathione conjugation and 
redox reactions, 461-464 

Glycerides 
as absorption enhancers in 

lipid formulations, 674 
in lipid formulations, 671 
permeation enhancers, 675, 

676 
Glycerol, 616 
Glycine receptors 

anion-selective receptor, 360. 
binding-gating problem, 369 
M2-M3 loops, 367 

Glycobiology, 236-242 
Glycoconjugates, 237-239 
Glycogen phosphorylase 

allosteric protein target, 314, 
315 

Glycolipids, 237, 616 
Glycol residues 

in pseudopeptide arrays, 12 
Glycoprotein IIb/IIIa (GpIIbI 

IIIa) inhibitors 
recombinant DNA studies, 

105 
Glycoproteins, 231, 238 

therapeutic, 237 
Glycopyrrolate, 58 
Glycosphingolipids, 237 
N-Glycosylation, 271 
N-Glycosylation consensus se- 

quences, 271 
Glycosylphosphatidyl-inositols, 

237 
Glycylcyclines, 185 
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GMK vaccine, 217,220 
Good Laboratory Practices, 611, 

612,693 
Good Manufacturing Practices, 

420,686 
Goodwill, 704 
GPCRs (G-protein-coupled re- 

ceptors) 
arrestin binding to, 75 
assays for, 74-75, 79 
defined, 331-332 
recombinant DNA studies, 

101-102 
transfected, 74 

GPCRs (G-protein-coupled re- 
ceptors), 7-transmembrane 

reporter gene assays, 50-51 
Great Britain, See United King- 

dom 
Grinding 

in large-scale synthesis, 414 
Group contribution approaches 

aqueous solubility, 657 
ionization constant, 662 
melting point, 655 
partition coefficient, 656 

Haemophilus b vaccibe, 209,212 
Hairpin ribozymes, 119 
Half-life, 636, 641-644 

characterization for IND pro- 
cess, 645 

Halogenated ketone hydrate res- 
idues 

in pseudopeptide arrays, 12 
Hammerhead ribozymes, 119 
Hard drugs 

soft drugs contrasted, 
536-537 

Harrison Narcotic Act of 1914, 
685 

Haystack compound storage and 
retrieval system, 58 

Heating and cooling 
in large-scale synthesis, 415 

Heat transfer 
in large-scale synthesis, 415 

Hemagglutinins, 240 
viral, 263 

Hemocyanin 
allostery, 306 

Hemoglobin 
allosteric protein, 296, 

301-306 
molecular mechanisms of al- 

lostery, 305-306 
structure, 302 

Heparin, 209-210,215-216,221 
property-encoded nomencla- 

ture/MALDI sequencing, 
235-236 

and proteoglycans, 238 
synthesis, 235 
trend to lower molecular 

weight, 204,210 
Heparinase I, 215-216,220 
Heparin-linked fibroblast 

growth factor (FGF), 235- 
236 

Hepatic clearance, 637 
Hepatic extraction ratio, 

637-638 
Hepatitis C virus inhibitor 

antisense drug, 120 
HEPES ligand 

nicotinic acetylcholine recep- 
tors, 363,364,375-376 

HEPT 
allosteric effector, 314,315 

Herbal remedies, 39 
Herceptin, 87-88 
HERG protein cardiotoxicity 

screening, 76,628 
Heroin 

as "accidental" prodrug of 
morphine, 500 

Hexamethonium 
nicotinic receptor antagonist, 

397 
Hib vaccines, 209,239 
High-content metabolic assays, 

72-79 
High-content toxicity screening, 

626 
High density lipoproteins 

(HDL), 616 
High-throughput pharmacology, 

72-79 
High-throughput pharmacology 

system, 73-74,78-79 
High-throughput screening, 

37-41. See also Ultra-high- 
throughput screening 

automation, 40,63-66 
bioassay design and screen 

construction, 43-54 
candidate selection, 59-62 
and combinatorial chemistry, 

32 
compound deck construction 

and screening for hits, 
54-59 

following the competition, 54 
lead discovery process, 41-62 

miniaturization, 66-67 
profiling hits, 59-62 
for receptor target lead discov- 

ery, 344 
screening hits analysis, 59 
screen validation and reagent 

scale up, 53-54 
target discovery and valida- 

tion, 42-43 
and toxicology, 610 

HINT descriptors 
for studying allostery, 

309-312 
Hippocampus 

nicotinic acetylcholine recep- 
tors, 389, 391 

Histamine H2 receptor antago- 
nists 

discovery, 40 
Histamine-1 receptors 

reporter gene assays studies, 
5 1 

Histidine 
gating of anion-selective chan- 

nels, 360 
H N  fusion proteins 

allosteric protein target, 314, 
315 

H N  protease inhibitors, 610 
fluorescence polarization stud- 

ies, 47 
nevirapine synthesis, 420-429 
reagents for screening, 91 
recombinant DNA technology 

applications, 97-99 
HIV reverse transcriptase inhib- 

itors, 610 
allosteric protein target, 314, 

315 
HJCFIT program, 372-373,378, 

380,381 
Homeopathic Pharmacopeia of 

the United States, 700 
Homing receptors, See Selectins 
Homogeneous non-radioisotopic 

assays, 46-49 
Homogeneous radioisotopic as- 

says, 46-47 
Homogeneous time-resolved flu- 

orometry, 47,48 
Homolog-scanning mutagenesis, 

88 - 89 
Homology 

gene function determined by, 
43 

Hormone replacement therapy, 
553 
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Hot-stage microscopy, 655 
5-HT, 391 

gating of anion-selective chan- 
nels, 360 

5HT, receptors 
cation-selective, 360 

Human Genome Project, 42 
draft map and understanding 

of diseases, 320 
driving force for carbohydrate- 

based drug development, 
236-237 

and genetic superfamilies, 
267-269 

Human growth hormone, geneti- 
cally engineered, 6 

Human growth hormone-somat- 
ogenic receptor interactions, 
88 - 89 

Humans 
nonpatentability, 719 

Human serum albumin, See Se- 
rum albumin 

Human stem cells 
for toxicity testing, 626-627 

Human tissue studies 
throughput limitations, 72 

Hyaluronic acid, 210-211, 212, 
505-506 

Hydrates, 651 
metastable, 669 
moisture sorption, 663 
pseudopolymorphs, 653 

Hydration 
in metabolism, 449-450 

Hydrocortisone, 547-548,571 
prodrugs, 505 

Hydrogenation 
agitation issues in large-scale 

synthesis, 415 
Hydrolases 

and drug metabolism, 439 
Hydrolysis 

enzymatic, 537-539 
in metabolism, 449-450 
prodrugs, 510 

Hydrolytic liability, 574 
Hydroxamate residues 

in pseudopeptide arrays, 12, 
13 

Hydroxylketone residues 
in pseudopeptide arrays, 12 

Hydroxylpropyl methylcellulose 
(HPMC) 

for precipitation inhibition, 
668,669 

for solid dispersions, 670 

5-Hydroxystreptomycin, 172, 
176 

Hygromycin, 195,196 
Hygroscopicity 

amorphous solids, 653 
characterization, 662-664 
polymorphs, 652 
salts, 651 

Hyperglycemia, 618 
Hyperprolactinemia, 618 - 619 

Ibuterol, 504 
Ideal bile acid binding protein, 

278 
Ideas 

nonpatentability, 718 
IFN-a 

dosing interval, 644 
volume of distribution, 640 

Imiglucerase, 211,212 
Immediate release products 

dissolution rate criteria, 666 
Immunoadhesins, 85 
Immunogens, 239-240 
Immunoglobulins, 239-240 

transport, 261-262 
Immunophilins 

recombinant DNA studies, 
100,101 

Inactivation theory, receptors, 
326 

Indomethacin 
binding to serum albumin, 

131 
Infection 

carbohydrate-based agents in 
research, 221-223 

carbohydrate-based drugs to 
market last decade, 207-209 

carbohydrate-based therapeu- 
tics in development, 
213-215 

Inflammation 
carbohydrate-based agents in 

research, 223-225 
carbohydrate-based drugs to 

market last decade, 
210-211 

carbohydrate-based therapeu- 
tics in development, 216 

Inflammatory bowel disease, 216 
Information Disclosure State- 

ment, 733 
Informetrics 

multiple parallel synthesis, 30 
Injunctive relief, patent in- 

fringement, 747-748 

In-process controls, 412,418 
In re Durden, 732-733 
Insecticides 

soft drugs, 555-558 
In silico toxicology, 620-621 
Inspections, in patent infringe- 

ment cases, 749 
Institutional Review Board, 691, 

698 
Insulin 

epithelial permeability, 252 
prodrugs, 505 

Insulin, genetically engineered, 
6, 83 

Insulin Amendment of 1941,686 
Insulin overdosing, 618 
Integrins 

recombinant DNA studies, 
105 

Intellectual property, 703-708. 
See also Patents; Trade- 
marks; Trade secrets 

and gene function, 43 
other forms of protection (be- 

sides patents, trademarks, 
and trade secrets), 770-771 

Intent-to-use applications, trade- 
marks, 760 

Intercellular adhesion molecule 
1 

antisense inhibitors, 126, 127, 
138 

recombinant DNA studies, 
105 

Interference, with patents, 
735-738 

Interferon 
dosing interval, 643-644 
induction by polyribosine: 

polyribonocytidine, 117 
International cell depository au- 

thority, 723 
International Conference on 

Harmonization of Technical 
Requirements for Registra- 
tion of Pharmaceuticals for 
Human Use, 701 

International patent agree- 
ments, 751-752 

Inter partes patent proceeding, 
739 

Interrogatories, in patent in- 
fringement cases, 749 

Intestinal metabolism, 677-678 
Intestinal peptide transporter, 

274-275 
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Intestinal permeability, See Per- 
meability 

Intracellular receptors, 334 
Invasins, 262-263 
Invention disclosure, 711-712 
Investigational New Drugs, 72 

guidance documents, 690-691 
information submitted with, 

691 
meetings with FDA, 695-696 
parallel track,' 689 - 690 
pharmacokinetic data submit- 

ted, 645 
Phase I, 691-693 
Phase 11,693-695 
Phase 111, 695 
Phase IV, 695 
pre-IND meeting, 690 
resources for application prep- 

aration, 690 - 691 
review flow chart, 694 
types of, 689-690 

Investigator Investigational New 
Drugs application, 689-690 

In vitro assays, 72 
In vitro cell-based toxicity test- 

ing, 611,624-628 
In vitro evolution (SELEX), 

92-94 
In vitro toxicology 

phosphorothioate oligonucleo- 
tides, 139 

In vitro uptake 
phosphorothioate oligonucleo- 

tides, 121, 132-133 
In vivo pharmacokinetics 

phosphorothioate oligonucleo- 
tides, 133-135 

In uivo pharmacological activi- 
ties 

phosphorothioate oligonucleo- 
tides, 136-138 

In vivo toxicity testing, 611, 
619-620 

In vivo toxicology 
phosphorothioate oligonucleo- 

tides, 139-142 
Inward rectification 

nicotinic acetylcholine recep- 
tors (neuronal), 388 

Ion-channel pharmacology, 
75-76 

Ion channels 
allosteric protein target, 314, 

315 
andion- and cation-selective, 

360 

formed by nicotinic receptors, 
358 

Ionization constant 
characterization, 660-662 

Ion pairing, 675-676 
Isepamicin, 182-183 
ISIS 1939,126-127 
ISIS 2105,133,139 
ISIS 2302, 134,138, 139,142 
ISIS 2503,139,140, 143 
ISIS 3521,138-139, 140, 

142-143 
ISIS 5132,139,140,141, 142, 

143 
ISIS 14803,141 
ISIS 104838, 155 
Isomers 

and obviousness of patent 
claims, 732 

Isoprenaline, 554 
Italy 

patentable subject matter, 720 
trade secret protection, 769, 

782 
Itrocinonide, 552 

Japan 
patentable subject matter, 720 
trade secret protection, 769 

Joint ventures, 705 

Kanamycin, 207 
renal and hepatic toxicity, 615 

Kanamycin B, 184 
Kefauver-Harris Drug Amend- 

ments of 1962,686 
Kelthane, 555 
Keratin, 221 
Ketoamides residues 

in pseudopeptide arrays, 12 
Ketokanamycin A, 180-181 
Ketolides 

structure, 193,194 
M R R  296-299 AAAA, 85 
Kidney toxicity, 612-613 

adaptive responses, 617-618 
Kieselguhr 

resins for combinatorial li- 
brary synthesis, 29 

Koenigs-Knorr method, 228 
Koshland-Nemethy-Filmer/Dal- 

ziel-Engek model, of al- 
lostery, 301 

K-type allosteric effects, 296, 
303 

Kyotorphin analogs 
molecular packaging, 591 

L-742,694 
preincubation, 73 

Label extenders, 623 
p-Lactamase inhibitors 

mutagenesis studies of antibi- 
otic resistance, 90-91 

p-Lactamase receptor cell line, 
50,52 

p-Lactams 
discovery, 39 

Lactate dehydrogenase 
allostery, 306 

Landiolol, 542-543 
Lanham Act, 757,759, 761, 

763-764 
Large-scale synthesis, See Drug 

synthesis 
LD,,, 613 
Lead discovery 

history of, 38-41 
process of, 41-62 
receptor targets, 343351 

LEADSeeker, 67 
Lectins, 233,240-242,263 
Letter license, 723 
Leu-enkephalin analogs 

molecular packaging, 587-589 
Lewis y epitope, 226 
Libraries. See also Combinato- 

rial libraries; Ligand librar- 
ies 

phage display, 96 
random peptide, 95 

Licensing, 705, 723, 755-756 
Life-threatening diseases 

accelerated developmentlre- 
view, 687,696-697 

extensive first-pass effect not 
as great an issue in develop- 
ment, 646 

and Treatment IND, 690 
Ligand-gated ion channels, 

333-334. See also Receptors 
Ligand libraries 

diversity-based, 350 
pharmacophore-based, 

345-350 
Lineweaver-Burk plot 

and allostery, 296,304 
Linezolid, 195-196 

combinatorial libraries, 20-21 
Lipid arrays 

multiple parallel synthesis, 
13-14 

Lipid-based oral drug delivery, 
252 

Lipid colloidal systems, 672 
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Lipidic peptides, 509-510 
Lipid oxidation, 617 
Lipids 

formation, 459-460 
as targets for toxicity, 
616-617 

Lipid suspensions/solutions 
for oral dosages, 671-672 

Lipid technologies 
and luminal degradation, 677 
for oral dosages, 671-674 

Lipinski's "rule of 5" 
and passive diffusion, 256 
and peptide arrays, 6 
and permeability, 659 

15-Lipooxygenase inhibitors 
high-throughput screening 

for, 60, 61, 62 
Lipophilicity 

in CADD of soft drugs, 574 
and metabolism, 479-480 
and partition coefficient, 656 
and permeability, 659 
and prodrug design, 249 

Liposomes, 672, 673 
for toxicity reduction, 615 

Liquid dosage forms, 654 
for low-melting compounds, 
655 

Liquid-filled capsules, 654 
Liquid-solid separation 

in large-scale drug synthesis, 
416 

Lisinopril 
and snake venom peptides, 6 

Literal patent infringment, 
743-744 

Liver toxicity, 613 
adaptive responses, 617-618 

Loading dose, 641 
Long QT syndrome, 76,619, 

627-628 
Loratadine, 618 
Lorazepam 

polymorphic forms, 414 
Lost profits, patent infringe- 

ment, 746-747 
Loteprednol etabonate, 547-549 
Low density lipoproteins (LDL), 

616 
Lowest observed effect level 

(LOEL), 620 
L-selectin 

cloning, 106 
L-selectin inhibitors, 223-224, 

241 
Lubricants, 678 

Luminal degradation, 676,677 
Lymphocyte trafficking, 106 
Lysolipids, 616 
Lysomal storage 

carbohydrate-based therapeu- 
tics in development, 
218-219 

Machines 
patents on, 718 

Macrolides, See Erythromycin 
macrolides 

Macromolecular prodrugs, 
505-507 

Major facilitator genetic super- 
family, 267 

Malaoxan, 557 
Malate dehydrogenase 

allostery, 306-307 
Malathion, 556-558 
MALDI sequencing (of heparin), 

235-236 
ManLev, 226 
Mannich base prodrugs, 505 
Manning-binding lectins, 

241-242 
Mannosidohydroxystreptomycin, 

172 
Manufacture claims, 718 
Manufacturing information 

submitting as part of IND pro- 
cess, 691 

Mappacine combinatorial li- 
brary, 27-28,30 

Margin of safety, 613 
Marketing studies 

and delay of marketplace en- 
try of new drugs, 705 

Mass spectrometry 
carbohydrate-based drugs, 232 
use in solid phase organic syn- 

thesis, 7, 30 
Mast-cell proteases, 238 
Maternal IgG transport, 

261-262 
Matrix Placemate, 67 
Maximum likelihood estimation 

of nicotonic receptor rate con- 
stants, 372-373 

Maximum tolerated dose (MTD), 
620 

M-cells, 261 
MDCK cell systems 

permeability studies, 659 
Mean residence time in the 

body, 644 

Mean residence time in the cen- 
tral compartment, 644 

Meat Inspection Act of 1906,685 
Mecamylamine 

nicotinic receptor antagonist, 
390,397 

Mecillinam 
prodrugs, 510 

Medicinal product, 502 
Melting point 

characterization, 655 
salts, 651 

Membrane-associated toxicity, 
613-615 

Membrane insertion scanning, 
270-271 

Membrane permeability, See 
Permeability 

Membrane transport proteins, 
249-251,265-267 

absorption enhancement by 
targetting, 254-255 

apical sodium-dependent bile 
acid transporter, 277-285 

ATP-binding cassette genetic 
superfamily, 267 

integral membrane protein 
structure, 270 

intestinal peptide transporter 
case study, 274-275 

P-glycoprotein case study, 
272-274 

solute carrier genetic super- ' 
family, 267 

structural models of, 269-270 
substrate design, 269-270 
therapeutic implications, 
267-269 

Merrifield resin, 30 
Messenger RNA, See mRNA 
Metabolic assays 

high-content, 72-79 
Metabolic profile 
in vivo toxicity testing, 619 

Metabolism, 431-435. See also 
Absorption, distribution, 
metabolism, and excretion 
(ADME); Retrometabolic 
drug design; Toxicophores; 
Xenobiotic metabolism 

acetylation and acylation, 
456-459 

and age, 474 
biological factors influencing, 
466-478 

and biological rhythms, 474 
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tion, 441-445 

and chirality, 478-479 
conjugation reactions, 

450-475 
conjugation with CoA, 

459-461 
and disease, 474-475 
electronic factors, 480-481 
enzyme induction, 476-478 
enzyme inhibition, 475-476 
ethnic differences, 472-473 
functionalization reaction en- 

zymes, 437-441 
functionalization reactions, 

431-435437-465 
gender differences, 472-473 
genetic factors, 467-472 
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dict biotransformation, 
481-483 
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dation, 453-456 

glutathione conjugation and 
redox reactions, 461-464 

hydrationlhydrolysis, 449-450 
interindivual factors, 466-473 
intraindivual factors, 473-478 
inversion of arylpropionic ac- 

ids, 460 
and lipophilicity, 479-480 
methylation, 450-452 
modulation by structural vari- 

ations, 483-490 
molecular modeling, 481-483 
nitrogen oxidation and reduc- 

tion, 445-447 
P-oxidation and 2-carbon 

chain elongation, 460-461 
oxidative cleavage, 448-449 
presystemic elimination, 

677-678 
and prodrug design, 484-487, 

499-526 
questions related to answered 

in lead discovery and opti- 
mization, 435 

questions related to answered 
in preclinical and clinical 
phases, 435 

sulfation, 452-453 
sulfur oxidation and reduc- 

tion, 447-448 
3D quantitative structure- 

metabolism relationships 
(3D-QSMRS), 481-483 

Metabolites 
toxicity, 621-624 

Metabonome, 621 
Metabonomics 

toxicology implications, 623 
Metastable forms, 669 
Method validation, 419 
Methonium compounds 

nicotinic receptor antagonist, 
396-397 

Methotrexate 
recombinant DNA studies of 

interaction with DHFR, 97 
soft analogs of, 567 

2-0-(2-Methoxyethyl) chimeras, 
153-155 

Methylation 
in metabolism, 450-452 

Methylatropine, 58 
a-Methyldopa 

prodrug, 502 
Methyleneketone residues 

in pseudopeptide arrays, 12 
Methyllycaconitine 

ligand for nicotinic receptors, 
358,391,394,395 

Methylphosphonates, 118, 120, 
126 

N-Methylscopalamine, 58 
Metipranolol 

membrane function disrup- 
tion, 614 

Metoprolol 
as high permeability guide, 

666 
Metronidzole 

peptide ester, 508 
Mexico 

trade secret protection, 769 
MGV vaccine, 217,220 
Micelle solubilization, 671-672 

and luminal degradation, 677 
Michaelis-Menten kinetics 

and drug clearance, 638 
Microemulsions, 672-673 

and luminal degradation, 677 
Micronizing mill, 674 
Microorganisms 

and Budapest Treaty, 723 
patentability, 718 

Microtiter plates, 66-67 
Microwave acceleration 

of multiple parallel synthesis, 
30 

Miglitol, 206, 212 

Milling 
in large-scale synthesis, 414, 

417 
for particle size reduction, 674 
and solid state structure, 669 

MIL program, 372-373 
Mineral oil 

in lipid formulations, 671 
Minimum effective concentra- 

tion, 641 
Minimum toxic concentration, 

641 
Minocycline, 185, 186 
Mitamycin 

reaction with nucleosides, 616 
Mitemcinal, 211-212,220 
Mitochondria 

adaptive toxic response, 617, 
618 

Mitomycin C 
prodrugs, 505 

Mivacron, 539 
Mivacurium chloride, 539 
Modeccin, 263 
Modeling, See Molecular model- 

ing 
Moisture sorption isotherms, 

662-664 
Molecular biology 

for facilitating high-through- 
put screening, 74 

receptors, 35-336 
Molecular modeling 

metabolism, 481-483 
pharmacophore-based ligand 

libraries, 346 
Molecular packaging 

for chemical delivery systems, 
587-591 

Molecular targets, See Drug tar- 
gets 

Monoclonal antibodies, 88 
carbohydrate-based, 239 

Monod-Wyman-Changeaux 
model 

and allostery, 300-301,313 
and binding-gating problem in 

nicotinic receptor family, 370 
Monoliganded receptors 

nicotinic acetylcholine recep- 
tors, 374-375 

Monoliganded receptors nico- 
tinic acetylcholine receptors 
(muscle-type), 374-375 

Morphine 
heroin as "accidental" prodrug 

of, 500 
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for toxicity testing, 626-627 

MPS I disease, 218-219 
mRNA, 169,621 

and antisense technology, 116 
and Branched DNA technique, 

623-624 
and ribosome function, 

169-170 
MULTICASE SAR method, 621 

for studying P-glycoprotein, 
621 

Multidrop automated screening 
robot, 65 

Multidrug resistance gene prod- 
ucts, 267 

Multi-endpoint analysis 
in toxicity testing, 624-626 

Multiple parallel synthesis, 1-5 
informetrics, 30 
lipid arrays, 13-14 
microwave acceleration, 30 
nucleoside arrays, 13, 14 
oligosaccharide arrays, 13, 14 
patent issues, 30-31 
peptide arrays, 6-13 
product purity, 28-29 
resins and solid supports for, 

29-30 
solid and solution phase li- 

braries of small, druggable 
molecules, 14-30 

solid phase synthesis of infor- 
mational macromolecules, 
5-14 

synthetic success, 28-29 
Multistep prodrugs, 487-490 
Multivalency 

in carbohydrate-based drugs, 
233-235 

Muscarinic receptors 
recombinant DNA studies, 

101-102 
Muscle-type nicotinic acetylcho- 

line receptors, See Nicotinic 
acetylcholine receptors, 
muscle-type 

Mutation 
in nicotinic acetylcholine re- 

ceptors (muscle-type), 
375-382 

Nadroparine, 210,212 
Naja naja a-toxin, 377 
Nalbuphine prodrugs, 502 
Naproxen 

prodrugs, 505 

Natarnycin 
polymorphic forms, 414 

National Center for Toxicologi- 
cal Research, 688 

Natural products 
in compound deck for HTS, 37 
isolation for carbohydrate- 

based drug development, 
232-233 

leads for new drugs, 84 
nonpatentability, 718 
for receptor target lead discov- 

ery, 345 
Natural soft drugs, 571 
NE-0080,214,220 
NE-1530,214,220 
Necrosis, 77 
Negative cooperativity, 296-297, 

304-305 
NEOGENESIS, 52 
Neomycin, 176-177 

structure-activity relationship 
of rings I and I of both sub- 
classes, 177-183 

toxicity, 184-185, 615 
Neomycin B, 176-177 
Neonatal IgG transport, 

261-262 
Neuraminidase inhibitors, 208, 

240 
Neuronal nicotinic acetylcholine 

receptors, See Nicotinic ace- 
tylcholine receptors, neuro- 
nal 

Neuroreceptors 
allosteric protein target, 314, 

315 
Neurotransmitter binding pro- 

teins, 335 
Neurotransmitters 

bioactivation, 500 
Neutralase, 215-216,220 
Neutrophil trafficking, 106 
Nevirapine 

allosteric effector, 314,315 
large scale synthesis, 408,412, 

420-429 
New chemical entities, 38 

stagnation of growth in, 534 
New Drug Application, 688, 

698-700 
Abbreviated, 742 
Accelerated Approval, 700 
and in-process controls, 418 
percentage passing phase I of 

IND, 695 
Priority Review, 698, 700 

process flow chart, 699 
solid-state physical require- 

ments of drugs, 414 
Standard Review, 698,700 

Nicotine addiction, 358 
Nicotinic acetylcholine receptors 

acetylcholine binding region, 
364-366 

activation mechanism, 
366-368 

agonists, 393 
antagonists, 382-384, 

394-397 
and autosomal-dominant noc- 

turnal frontal lobe epilepsy, 
392-393 

calcium effects on, 386-387 
cation-selective, 360 
genes, 358 
M2-M3 loops, 367-368 
structure and topology, 

358-368 
subunit genes in man, 359 

Nicotinic acetylcholine recep- 
tors, muscle-type 

acetylcholine binding region, 
364 

antagonists, 382-384 
binding-gating problem, 

368-370 
calcium effects on, 386-387 
channel blocker antagonists, 

383 
competitive blocker antago- 

nists, 383 
conotoxin antagonists, 

395-396 
desensitization, 371 
diliganded receptors, 373-374 
epsilon subunit mutations, 

377-379 
extracellular part, wooden 

model of, 364 
function and structure, 

368-384 
function measurement meth- 

ods, 370-371 
macroscopic currents, 379 
membrane-spanning pore, 362 
molecular architecture, 

360-361 
monoliganded receptors, 

374-375 
mutations, 375-382 
rate constant fitting, 371-373 
single-channel conductance, 

387 
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snail ACh-binding protein, 
362-364 

structure, 358-362,368-384 
vestibules, 361-362 
wild-type, 373 

Nicotinic acetylcholine recep- 
tors, neuronal, 358, 
384386 

acetylcholine binding region, 
364 

agonists, 393-394 
and autonomic ganglia, 385, 

388 
biophysical properties, 

386-388 
calcium effects on, 386-387 
and central nervous system, 

389-392 
and cochlea, 385,387,389 
conotoxin antagonists, 396 
inward rectification, 388 
membrane-spanning pore, 362 
and peripheral nervous sys- 

tem, 388 
physiological role, 388-392 
single-channel conductance, 

387-388 
Nicotinic acetylcholine receptors 

antagonists, 394-397 
Nicotinic acid 

prodrugs, 505 
Nicotinic receptor family, 360 
Nicotinimide 

complexation with aromatic 
drugs, 670 

Nigrin b, 263 
Nitrile residues 

in pseudopeptide arrays, 12, 
13 

Nitrogen oxidation and reduc- 
tion 

in metabolism, 445-447 
NMDA receptors, 386-387 
NMR, See Nuclear Magnetic 

Resonance (NMR) spectros- 
COPY 

Non-clathrin coated endocytosis, 
260 

Non-GPCR-linked cytokine re- 
ceptors, 334 

Nonsolid oral dosage forms, 654 
Nonsteroidal anti-inflammatory 

drugs 
COX-2-selective, 86-87 
lesions caused by, 510 

N-Nonyl deoxynojirimycin, 
222-223,226 

No observed adverse effect level 
(NOAEL), 613,620 

North American Free Trade 
Agreement (NAFTA), 780 

and patent interference, 
736-737 

and trade secrets disclosure, 
768 

Northen blot, 621 
Novoderm, 550 
Noyes-Whitney equation, 658 
Nuclear Magnetic Resonance 

(NMR) spectroscopy 
carbohydrate-based drugs, 232 
metabonomics application, 

623 
recombinant DNA applica- 

tions, 96 
use in solid phase organic syn- 

thesis, 7, 30 
Nuclease-resistant ribozyme 

drugs, 119-120,147-148 
Nucleases 

and antisense technology, 116 
Nucleic acids. See also DNA, Oli- 

gonucleotide therapeutics; 
RNA 

as targets for toxicity, 616 
Nucleoside arrays, 6 

multiple parallel synthesis, 13, 
14 

Nucleoside reverse transcriptase 
inhibitors 

nevirapine synthesis, 408, 
420-429 

OC 144-093,21-22,24 
Occular absorption 

prodrugs, 519-521 
Occupancy theory, receptors, 

323-326 
OctanoUwater partitioning sys- 

tem 
partition coefficient character- 

ization, 655, 656 
predictor of aqueous solubil- 

ity, 657 
predictor of permeability, 659 

Oculoselectivity, 520 
OGT-918,218,220,240 
OiUwater partitioning system 

partition coefficient character- 
ization, 655-656 

OKT3,239 
Oligomycin 

renal and hepatic toxicity, 615 

Oligonucleotide conjugates, 
147-150 

Oligonucleotide therapeutics, 
115-120. See also Antisense 
drugs; Phosphorothioate 
oligonucleotides 

backbone modifications, 
150-152 

binding and effects of binding 
to nonnucleic acid targets, 
121-122 

combinatorial approaches, 120 
"control oligonucleotides," 122 
heterocycle modifications, 

144-147 
kinetics of effects, 122 
medicinal chemistry, 120, 

143-153 
proof of mechanism, 120-123 
purity, 120-121 
and ribozymes, 119-120 
and RNA structure, 121 
strategies to induce transcrip- 

tional arrest, 118-119 
structure, 121 
sugar modifications, 150-152 
terminating mechanisms, 122 
variations in in vitro cellular 

uptake and distribution, 
121,132-133 

Oligosaccharide arrays, 6 
multiple parallel synthesis, 13, 

14 
Olivomycin, 221, 226 
Omeprazole, 516 
Oncologic, 621 
OP2000,216,220 
Opioid analgetics 

soft drugs, 544-547 
Oral dosage form 

Biopharmaceutics Classifica- 
tion System, 665-666 

Class I: high solubility high 
permeability, 665-667 

Class 11: low solubility high 
permeability, 667-671 

Class 111: high solubility low 
permeability, 674-676 

Class IV: low solubility low 
permeability, 667,676 

Class V: metabolically or 
chemically unstable com- 
pounds, 667,676-678 

development strategies, 
665-679 

excipient and process selec- 
tion, 678-679 
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Oral dosage form (Continued) 
lipid technologies, 671-674 
nonsolid form selection, 654 
physicochemical property 

evaluation, 654-665 
solid form selection, 650-654 

Organ clearance, 636-637 
Orphan Drug Act, 687,771 
Orphan receptors, 334-335 
Orthogonality, 14 
Orthovisc, 211 
Oseltamivir, 208-209,212,240 
Osmotic balance, 613 
Overexpression, 74 
Over-the-counter Drug Review, 

687 
Oxazepam, 618 
Oxazole residues 

in pseudopeptide arrays, 12 
Oxazolidinone combinatorial 

libraries, 20-21, 22 
Oxidation 

carbon in metabolism, 
441-445 

nitrogen in metabolism, 
445-447 

sulfur in metabolism, 447-448 
P-Oxidation 

in metabolism, 460-461 
Oxidative cleavage 

in metabolism, 448-449 
Oxidoreductases 

and drug metabolism, 439 
8-Oxodeoxygenase, 616 
Oxygen sensors 

for cellular proliferation as- 
says, 50 

Oxytetracycline, 185, 186 

allosteric protein target, 314, 
315 

Paclitaxel 
OC 144-033 enhances activity 

of, 22 
Pactamycin, 195,196 
Pancuronium 

nicotinic receptor antagonist, 
384 

Paper New Drug Application, 
742 

Paracellular transport, 250, 658 
Paracetamol 

peptide ester, 508 
Parallel track, in Investigational 

New Drugs Application Pro- 
cess, 689-690 

Parallel track policy, of Investi- 
gational New Drugs Appli- 
cation Process, 689-690 

Parathion, 558 
Parenteral administration 

prodrugs, 514-515 
Paris Convention, 707, 711, 729, 

751-752 
Paromomycin, 195, 196 
Partial agonists, 40 
Particle size reduction, 674 

and dissolution rate, 658 
Partition coefficients 

characterization, 655-656 
Passerini reaction 

use in solid phase organic syn- 
thesis, 15 

Passive diffusion, 255-256, 
658-659,665 

kinetics, 256-257 
Patch-clamp method, 76 
Patentable subject matter 

United States, 718-720 
worldwide, 720-721 

Patent and Trademark Office 
(U.S.), 706 
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and term extension, 
714-715 

obviosuness rejections, 731 
and patent interference, 

737-738 
patent term extension, 708 
procedure for obtaining pat- 

ents, 733-735 
"special" application status, 

716 
Patent appeals, 717 
Patent applications 

grace period, 707 
publishing, 717-718 
strategy, 709-710 

Patent claims, 724 
interpreting, 743 
not required in provisional 

applications, 728 
Patent Cooperation Treaty, 

752-754 
contatrcting states, 753 

Patent infringement, 709, 
740-743 

defenses to, 743-746 
discovery and trial process, 

748-751 
remedies for, 746-748 
"reset" patents, 714 

Patent interference, 735-738 

Patents, 704-710. See also Prior 
art 

absolute novelty, 707, 710, 
711-712 

best mode requirement, 
723-724,727 

correction, 738-740 
.design patents, 770-771 
LL enabling" requirement, 

707-708,722-723,727-728 
enforcement, 740-751 
first to invent us. first to file, 

706,710-711 
geographic limitation, 708 
improvements of patented in- 

ventions, 710, 716 
international agreements, 

751-753 
and multiple parallel synthe- 

sis, 30-31 
no requirement for use of in- 

vention in US., 753 
novelty, 706, 730 
obviousness, 706,730-732 
prosecution, 715-717 
provisional applications, 

724-729 
reduction to practice, 711 
requirements for, 718-740 
"reset," 714 
strategy, 709-710 
term, 709,712-718 
term extension, 714-715 
and trade secrets, 766-767 ' 

U.S. Patent Office procedure, 
733-735 

worldwide, 751-754 
Patent specification, 721-724 
Patient package inserts, 687 
Penciclovir 

peptide ester, 508 
Pencilllin Amendment of 1945, 

686 
Penetration enhancers, 251-252 
Penicillins 

discovery of, 39 
ester prodrugs, 504 

Pepstatin 
renin inhibitor, 98 
residues in pseudopeptide ar- 

rays, 12-13 
Peptide arrays, 6 

multiple parallel synthesis, 
6-13 

peptide surrogates employed, 
12-13 

Peptide esters prodrugs, 508 
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Peptide nucleic acids, 119 
Peptides 

biological function, 5- 6 
prodrug derivatives, 507-508 

Peptoids 
residues in pseudopeptide ar- 

rays, 12 
Peramivir, 214,220 
Perhexiline analogs, 566-567 
Peripheral nervous system 

nicotinic acetylcholine recep- 
tors, 388 

Permeability 
and aqueous solubility of 

drugs, 656-657 
and Biopharmaceutics Classi- 

fication System, 665-666 
characterization, 658-660 
Class I drugs: high solubility 

high permeability, 665-667 
Class I1 drugs: low solubility 

high permeability, 667-671 
Class I11 drugs: high solubility 

low permeability, 674-676 
Class IV drugs: low solubility 

low permeability, 676 
improving with prodrugs, 

674-675 
lipid-based oral drug delivery, 

252 
and partition coefficient, 656 
penetration enhancers, 

251-252 
prodrugs, 252-254 
strategies to enhance, 251-255 

Permeation enhancers, 675 
Peroxisomes 

adaptive toxic response, 617, 
618 

Personnel training 
for large-scale synthesis, 419 

Pesticides 
soft drugs, 555558 

P-Glycoprotein efflux pump, 79, 
252 

case study of transport, 
272-274 

and drug metabolism in intes- 
tine, 676, 678 

efflux mechanism, 678 
OC 144-103 effect on, 21-22 
and permeability, 658 

P-gp, See P-Glycoprotein efflux 
Pump 

Phage display, 94 
cell-specific targeting, 95-96 
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teins, 94 

in vivo, 96 
Phage display libraries, 96 
Phage M13,95 
Pharmacodynamics, 634 
Pharmacogenetics, 85 
Pharmacokinetics 

applications in areas other 
than drug discovery, 647 

applications in development 
process, 645-647 

parameters in drug disposi- 
tion, 635-641 

parameters in therapeutics, 
641-645 

phosphorothioate oligonucleo- 
tides, 132 

prodrugs, 521-522 
in vivo toxicity testing, 619 

Pharmacophore-based ligand 
libraries, 345-350 

Phase I, of Investigational New 
Drugs Application Process, 
691-693 

Phase I clinical trials 
pharmacokinetics applica- 

tions, 645-646 
toxicity testing, 611 

Phase 11, of Investigational New 
Drugs Application Process, 
693-695 

Phase I1 clinical trials 
pharmacokinetics applica- 

tions, 646 
toxicity testing, 611 

Phase 111, of Investigational 
New Drugs Application Pro- 
cess, 695 

Phase I11 clinical trials 
pharmacokinetics applica- 

tions, 646 
toxicity testing, 611 

Phase IV, of Investigational New 
Drugs Application Process, 
695 

Phase IV clinical trials 
pharmacokinetics applica- 

tions, 646-647 
Phenobarbital 

rat toxicity, 617-618 
Phenobarbitol-like inducers, 79, 

618 
Phenothiazine, 144 
Phenoxazine, 144,145 
Phorate, 558 
Phosphatidic acid, 616 

D-3-Phosphoglycerate dehydro- 
genase 

allostery, 306 
3-Phosphoglycerate dehydroge- 

nase 
allostery, 306307,310 

Phosphoglycerides 
targ& of toxicity, 616, 617 

Phospholipids 
in lipid formulations, 671 
targets of toxicity, 616-617 

Phosphonate residues 
in pseudopeptide arrays, 12, 

13 
Phosphorothioate oligonucleo- 

tides, 118,120 
aerosol administration, 134 
binding and effects of binding 

to nonnucleic acid targets, 
121-122 

clinical activities, 138-139 
human safety, 142-143 
hybridization, 129 
nuclease stability, 132 
pharmacokinetic properties, 

132 
pharmacological properties, 

135-138 
protein interactions, 129-132 
topical administration, 134 
toxicology, 139-142 
in vitro cellular uptake, 

132-133 
in vitro toxicology, 139 
in vivo pharmacokinetics, 

133-135 
in vivo pharmacological activi- 

ties, 136-138 
in vivo toxicology, 139-142 

Physicochemical characteriza- 
tion, 654-655 

aqueous solubility, 656-658 
dissolution rate, 658 
hygroscopicity, 662-664 
ionization constant, 660-662 
melting point, 655 
partition coefficient, 655-656 
permeability, 658-660 
solid state stability, 665 
solution stability, 664-665 

Physicochemical properties 
key properties of interest, 654 

Phytohemagglutinins, 263-264 
PI-88,217-218,220 
Pifithrin-a 

allosteric effector, 314, 315 
Pikromycin, 188 
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Pilocarpic acid, 519 
Pilocarpine, 519 -520 
Pilot plant studies 

and delay of marketplace en- 
try of new drugs, 705 

for large-scale drug synthesis, 
409,414-417 

nevirapine synthesis example, 
424-427 

Pimozide 
cardiotoxicity, 76 

Pioneer drugs, 742 
and doctrine of equivalents, 
744 

Pivarnpicillin, 504, 510 
Pivmecillinam, 510 
pK,, 660-662 
Plaintiffs, in patent cases, 741 
Plant natural products, 39 
Plant patents, 708 
Plant toxins, 263 
Plant Variety Protection Act of 

1970,848 
Plasmids 

patentability, 718 
PlateMate Plus automated 

screening robot, 65 
Pneumococcal heptavalent virus 

vaccine, 209,212 
Poloxamers 

for precipitation inhibition, 
669 

Polyacrylamide resins 
for combinatorial library syn- 

thesis, 29 
Polycarbamate 

residues in pseudopeptide ar- 
rays, 12 

Polyethylene glycol (PEG) 
for precipitation inhibition, 
668 

resins for combinatorial li- 
brary synthesis, 29 

for solid dispersions, 670 
Polymerase chain reaction, 92 

reverse transcriptaselpolymer- 
ase chain reaction (RT- 
PCR), 128 

in toxicity testing, 621 
Polymeric IgA transport, 

261-262 
Polymeric IgM transport, 262 
Polymorphs, 651,652-653 

melting point, 653, 655 
metastable, 669 

Polynucleotides, 117 

Polyribosine:polyribonocytidine, 
117 

Polyribosyl ribitol phosphate, 
209 

Polysialic acid, 226 
Polystyrene resins 

for combinatorial library syn- 
thesis, 29 

Poly-N-succinyl-P-1-6-glu- 
cosamine, 221-222,226 

Polyvinyl alcohol (PVA) 
for precipitation inhibition, 
668 

for solid dispersions, 670 
Polyvinylpyrrolidone (PVP) 

for precipitation inhibition, 
668,669 

for solid dispersions, 670 
Population pharmacokinetic 

model, 646 
Porous beads 

use for solid phase organic 
synthesis, 6-13 

Positional scanning, in solid 
phase organic synthesis, 8, 
9, 10 

Positive cooperativity, 296-297, 
304-305 

Potocytosis, See Receptor-medi- 
ated potocytosis 

Practical grade compounds, 28 
Precipitation inhibition, 

668-669 
Preclinical development 

pharmacokinetics applications 
in initial phase, 645 

pharmacokinetics applications 
in late phase, 646 

Predicatble metabolism, 539 
Prescription Drug Marketing 

Act of 1988,687 
Prescription Drug User Fee, 688 
Presystemic elimination, 676, 

677-678 
Preventive maintenance pro- 

grams 
for large-scale synthesis, 419 

Prevnar, 209,212 
Prions, 219-220 
Prior art, 716,721 

anticipating patent claims, 
745 

and newnesslnovelty require- 
ments, 729-730 

and patent claims, 724 
and provisional applications, 
725,729 

Priority Review, in New Drug 
Approval, 698,700 

Privileged pharmacophores, 
346-350 

Privileged structures 
centroids, 16 

Probe Designer, 623 
Procainamide 

prodrugs, 505 
Process claims, 718 

and prior art, 732-733 
Process controls 

in large-scale synthesis, 412, 
418 

Process development, 409 
nevirapine synthesis, 424-427 

Process flow diagrams, 418 
Process hazard review, 417 
Process Risk Analysis, 411 
Process validation, 419 
Prodrug design, 499-500 

biopharmaceutical point of 
view, 501-502 

pharmacokinetic point of 
view, 501 

regulatory point of view, 
501-502 

Prodrugs 
activation at site of action, 
515-516 

activation enzymes in cancer 
gene therapy or gene-di- 
rected enzyme prodrug 
therapy, 517-518 

amine prodrugs, 508-509 
antibody-directed enzyme pro- 

drug therapy, 518 
antitumor prodrug by use of 
CYP450 mediated activa- 
tion, 518 

bioavailability assessment, 
522-523 

chemical bonds, 503-510 
chemical delivery system con- 

strasted, 537 
chemical hydrolysis, 510 
Class 111,674-675 
clearance approach, 522 
compartmental approach, 
521-522 

distribution, 515-518 
double prodrug concept, 517 
esters, 504-505 
gastrointestinal absorption, 
510414 

kinetic studies in humans, 522 
lipidic peptides, 509-510 
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and luminal degradation, 677 
macromolecular prodrugs, 

505-507 
Mannich bases. 505 
metabolic considerations, 

499-526 
metabolism, 484-487 
multistep, 487-490 
occular absorption, 519-521 
parented administration, 

514-515 
peptide derivatives, 507-508 
peptide esters, 508 
permeability, 252-254 
pharmacokinetics, 521-522 
radiation-activated, 518 
rationale of design, 524-525 
reversibleh-eversible conver- 

sion, 516-517 
soft drugs contrasted, 

536-537 
sustained-release, 512-513 
taste improvement, 513 
tissue targeting, 515 
transdermal absorption, 

518-519 
virus-directed enzyme prodrug 

therapy, 518 
Prolactin, 618-619 
Property-encoded nomenclature/ 

W D I  sequencing (of hep- 
arin), 235-236 

Propranolol 
membrane function disrup- 

tion, 614 
resin-assisted synthesis, 27 

Propriety medicinal product, 
502 

Prosecution history estoppel, 
744 -745 

Pro-soft drugs, 571-572 
Prostaglandin synthesis, 86,87 
Protamine, 215 
Proteases 

allosteric protein target, 314, 
315 

Protein 
interactions with phosphoro- 

thioate oligonucleotides, 
129-132 

Protein binding extent, 636 
Protein C, 209 
Protein engineering, 84-91 
Proteins 

phage display selections 
against, 94 

second-generation therapeu- 
tics, 84-88 

as targets for toxicity, 
615-616 

and toxicity, 621-624 
Protein tyrosine phosphatase IB 

potential taregt for diabetes 
drugs, 43 

Proteoglycans, 238 
Proteomics, 42 

toxicology implications, 623 
P-selectin inhibitors, 216, 

223-225,241 
Pseudopeptides, 6,ll-12 
Pseudopolymorphs, 651,653 

melting point, 655 
PSGL-1,216,220 
Purification 

of libraries from multiple par- 
allel synthesis, 23-28 

Purine modifications 
caused by oligonucleotide 

therapeutics, 146-147 
Purity 

multiple parallel synthesis, 
28-29 

Pyrimidine modifications 
caused by oligonucleotide 

therapeutics, 144-146 
Pyruvate kinase 

allostery, 306 

QS-21,226 
Quality control 

in high-throughput screening, 
59 

Quinones 
lipid toxicity, 617 
nucleoside toxicity, 616 

R14,285 
Radiation-activated prodrugs, 

518 
Radio-labeled binding studies, 

73 
Random peptide library, 95 
Ranitidine 

fast follow rational design, 54 
and P-gp pumps, 658 
polymorphic forms, 414 

Rapid, high-throughput pharma- 
cology, 72-79 

Rapid cellular responses, 73-74 
Rapid genome sequencing, 42 
Reaction order 

in large-scale synthesis, 
413-414 

Reactors 
for large-scale synthesis, 415 

Reagents 
recombinant for screening, 

91-92 
recombinant for structural 

biology studies, 96 
resin-tethered, in solid phase 

synthesis, 26-27 
scale up in high-throughput 

screening, 53-54 
Reasonable royalties, patent in- 

fringement, 747 
Receptor agonists, 72 
Receptor antagonists, 72 
Receptor-based transient an- 

chor-type chemical delivery 
systems, 595-596 

Receptor binding assays, 
339-341 

Receptor complexes 
and allosteric modulators, 

327-328 
ternary complex models, 328 

Receptor gene assays, 50 
Receptor-ligand interactions 

defining, 339-342 
Receptor-mediated endocytosis, 

254,258-259,658 
of vitamins and metal ions, 

264-265 
Receptor-mediated oral absorp- 

tion systems, 261-264 
Receptor-mediated potocytosis, 

259 
Receptor-mediated transcytosis, 

259-260 
Receptor-mediated transport, 

254-255,258-261 
Receptor pharmacology, 73 
Receptors 

anion- and cation-selective, 
360 

classes, 331-333 
cloning, 104-105 
constitutive activity, 328-329 
dynamics, 330-331 
inactivation theory, 326 
molecular biology, 35-336 
nomenclature, 331-335 
occupancy theory, 323-326 
rate theory, 326 

Receptor targets, 319-320 
antisense compounds, 351 
basic concepts, 322-327 
and cellular communication, 

320-322 
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Receptor targets (Continued) 
compound ADME, 320, 

342-343 
compound databases, 343 
compound properties, 

338343 
compound sources, 342 
future directions, 351 
lead discovery, 343-351 
and recombinant DNA tech- 

nology, 100-105 
validation and functional 

genomics, 336-338 
Receptosome, 258 
Recombinant DNA technology, 

81-83. See also Phage dis- 
play 

antibody-based therapeutics, 
88 

aptamers as drugs and diag- 
nostics, 94 

cellular adhesion proteins, 
105-106 

enzymes as drug targets, 
96-100 

epitope mapping, 88-89 
future prospects, 106-107 
genetically engineered drug 

discovery tools, 91-106 
new therapeutics from, 83-84 
phage display, 94-96 
phage display libraries, 96 
protein engineering and site- 

directed mutagenesis, 84-91 
reagents for screening, 91-92 
reagents for structural biology 

studies, 96 
receptors as drug targets, 

100-105 
second-generation protein 

therapeutics, 84-88 
SELEX or in vitro evolution, 

92-94 
Reduction 

carbon in metabolism, 
441-445 

nitrogen in metabolism, 
445-447 

sulfur in metabolism, 447-448 
Regulatory issues, 683-688. See 

also Food and Drug Admin- 
istration 

clinical trial safety, 697-698 
prodrug design, 502-503 

Reissue patents, 738-739 
Remifentanil, 545-546 
Renal drug clearance, 638 

Renal toxins, 612 
Renilla luciferase, 75 
Renin inhibitors 

recombinant DNA technology 
applications, 98 

Renshaw cells, 389 
Requests for production, in 

patent infringement cases, 
749 

Requests to admit, in patent in- 
fringement cases, 749 

Research and development, 38 
and delay of marketplace en- 

try of new drugs, 705 
Resins 

early use in tea bag methods, 
4,5  

in multiple parallel synthesis, 
26-30 

for peptide arrays, 6-13 
Resin-tethered reagents, use in 

solid phase synthesis, 26-27 
Retina 

nicotinic acetylcholine recep- 
tors, 385,389 

Retrometabolic drug design, 
533-537. See also Soft drugs 

soft drugs contrasted with 
chemical delivery systems, 
537 

soft drugs contrasted with 
hard and prodrugs, 536-537 

Retrometabolic drug design loop, 
535 

Reverse transcriptaselpolymer- 
ase chain reaction (RT- 
PCR) 

for antisense drug screening, 
128 

Riboflavin 
receptor-mediated endocyto- 

sis, 264-265 
Ribosome-inactivating proteins 

(RIPS), 263 
Ribosomes, 168 

lessons learned from com- 
plexes with drugs, 194-198 

structure and function, 
169-175 

Ribozymes 
oligonucleotide therapeutic 

effects on, 119-120 
Ricin, 263 
Rifampin 

effect on cyclosporin bioavail- 
ability, 639 

Right-to-know laws, 767 

Rink resin, 30 
Rite-Hite v. Kelley, 747 
RNA 

structure, 121 
as therapeutic agent, 11 7 
in vitro evolution (SELEX), 

92-94 
RNA cleaving groups, 149 
RNase, double-stranded 

activation by antisense drugs, 
119,128 

RNase H 
activation by antisense drugs, 

126-128,149 
inhibition by protein binding, 

122 
2'-modified oligonucleotides 

with ability to activate, 152 
RNase HI, 127 
RNase H2,127 
RNase P, 119 
RNA-targeted drugs, 167-175. 

See also Erythromycin; 
Gentarnicin; Neomycin; 
Streptomycin; Tetracycline 

aminoglycoside toxicity, 
184-185,615 

multivalency in carbohydrate- 
based, 233-234 

non-ribosomal, 197 
ribosome structure and func- 

tion, 169-170 
Ro-5-3335,91 
Ro-24-7429, 91 
Robotics 

in high-throughput screening, 
40,64-65 

in solid phase organic synthe- 
sis, 5 

Rotenone 
multi-endpoint toxicity analy- 

sis, 625 
renal and hepatic toxicity, 615 

rPSGL-Ig, 216,220 
rRNA, 169-170 
RSR-13 

allosteric effector, 314,315 
RTEM p-lactamase, 90-91 
RU486,104-105 
"Rule of 5," See Lipinski's "rule 

of 5" 

S-8921,285 
S. aureus vaccine, 221-222,226 
Safety 

of clinical trials, and IND pro- 
cess, 697-698 
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in large-scale synthesis, 417, 
420 

phosphorothioate oligonucleo- 
tides, 142-143 

Salicylic acid 
permeation enhancer, 675, 

676 
Salts, 651-652 

formation for Class I1 drugs, 
668 

Saporin, 263 
a-Sarcin, 263 
SC-48334,214-215,220 
SCALCS program, 379 
Scale-up 

and delay of marketplace en- 
try of new drugs, 705 

of large-scale synthesis, 
408-420 

nevirapine example synthesis, 
422-427 

of reagents for high-throuput 
screening, 53-54 

Schild analysis, 73 
Scintillation proximity assays, 

46,47,66-67 
Screening. See also Combinato- 

rial chemistry; High- 
throughput screening 

history of, 38-41 
Screening assays, See Bioassays 
Screening Investigational New 

Drugs, 689 
SelecT, 49 
Selectins, 223-225. See also E- 

selectin; L-selectin; P-selec- 
tin 

cloning, 106 
SELEX (in vitro evolution), 

92-94 
Self-emulsifying drug delivery 

systems, 673-674 
Self-microemulsifying drug de- 

livery systems, 673 
Sevaration . 

in large-scale drug synthesis, 
416 

Serine protease factor VIIa in- 
hibitors, 95 

Serum albumin 
binding of drugs to, 637 
binding with antisense drugs, 

131 
Shared research arrangements, 

705 
Sherley Amendment, 685 
Shiga toxin, 214,234 

SH3-SH2 binding interactions 
fluorescence polarization stud- 

ies, 47 
Sialic acid, 208-209 
Siglecs, 242 
Single-channel conductance 

nicotinic acetylcholine recep- 
tors (neuronall, 387-388 

Single nucleotide polymorphism 
(SNP) identification, 42 

Single nucleotide polymor- 
phism~ (SNPs) 

patentability, 719 
Site-directed chemical cleavage, 

271-272 
Site-directed excimer fluores- 

cence, 271 
Site-directed mutagenesis, 

84-91 
Site-exposure enhanceemnt fac- 

tor, 580 
Site-specific emzyme-activated 

chemical delivery systems, 
591-595 

Site-targeting index, 580 
Size reduction, See Particle size 

reduction 
Slow channel congenital myo- 

asthenic syndrome, 376 
Snail ACh-binding protein, 

362-364 
Snake venom peptides, 6 
Soft analogs, 560 

ACE inhibitors, 565 
antiarrhythmic agents, 562 
anticholinergics, 558-560 
antimicrobials, 560-562 
calcium channel blockers, 566 
cannabinoids, 566 
DHFR inhibitors, 565-566 

Soft drugs 
activated, 570 
active metabolite-based, 

568-576 
p,-agonists, 554-555 
p-blockers, 540-544 
bufuralol analogs, 543-544 
chemical delivery systems con- 

trasted, 537 
corticosteroids, 547-560 
estrogens, 553454 
hard and prodrugs contrasted, 

536-537 
inactive metabolite-based, 

539-560 
insecticides and pesticides, 

555558 

opioid analgetics, 544-547 
pro-soft drugs, 571-572 

Solid dispersions, 669-670 
Solid form selection, 650-654. 

See also Oral dosage form 
Solid phase organic synthesis, 

2-6 
carbohydrate-based drugs, 

230-231 
history of development, 4-5 
lipid arrays, 13-14 
nucleoside arrays, 13 
oligosaccharide arrays, 13 
peptide arrays, 6-13 

Solids handling 
in large-scale synthesis, 

416-417 
Solid state properties 

of active pharmaceutical in- 
gredients, 414 

Solid state stability 
amorphous solids, 653 
characterization. 665 
hydrate pseudopolymorphs, 

653 
polymorphs, 652 
salts, 651 

Solid supports 
for carbohydrate-based drug 

synthesis, 230 
in multiple parallel synthesis, 

2 9 3 0  
for peptide arrays, 6-13 

Solubility, See Aqueous solubil- 
ity 

Solute carrier genetic superfam- 
ily, 267 

Solution phase combinatorial 
chemistry, 5 

Solution phase combinatorial 
libraries 

small drugable molecules, 
1 4 3 1  

Solution stability 
characterization, 664-665 

Solvates, 651 
pseudopolymorphs, 653 

Solvents 
selection for large-scale drug 

synthesis, 412-413 
Sphingolipids, 616 
Split and mix method, in solid 

phase organic synthesis; 9 
Split and pool method, in solid 

phase organic synthesis, 8 
Spray drying 

and solid state structure, 669 
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Standard Review, in New Drug 
Approval, 698, 700 

Starfish ligand, 234 
Statins 

solid phase organic synthesis 
library, 11 

Statutory invention registration, 
770-771 

Staurosporine 
toxicity testing, 627 

Stem cells 
in toxicity testing, 626-627 

Stereoisomers 
large-scale synthesis, 412 
and obviousness of patent 

claims, 732 
Steroid receptor superfamily, 

334 
Sterol esters 

formation, 459-460 
Stille coupling 

use in solid phase organic syn- 
thesis, 17 

Stoichiometry, 413-414 
Streptavidin 

FRET studies of biotin bind- 
ing, 48 -49 

Streptomycin, 168,207 
mechanism of action, 

170-171,195 
structure-activity relationship, 

171-183 
toxicity, 184-185,615 

Stretohydrazid, 175-176 
Striatum 

nicotinic acetylcholine recep- 
tors, 385 

Stromelysin, 119 
Structural homology, See Ho- 

mology 
Structure-activity relationships, 

40,610 
and bioassay design, 44 
development using peptide 

arrays, 8 
receptor targeting drugs, 

338-339 
Structure toxicity relationships, 

621 
Strychnine 

nicotinic receptor antagonist, 
389,395 

Subcellular toxicity targets, 615 
Substances, 502 
Substantia nigra 

nicotinic acetylcholine recep- 
tors, 385 

Substitutionlomission method, 
in solid phase organic syn- 
thesis, 9-10 

Succinylcholine, 539 
Sucrose polyesters 

in lipid formulations, 671 
SUGARBASE, 232 
Suggestive marks, 758 
Sulfation 

in metabolism, 452-453 
Sulfentanil, 544 
Sulfonamides 

residues in pseudopeptide ar- 
rays, 12 

Sulfur oxidation and reduction 
in metabolism, 447-448 

Sulindac, 516-517 
Summary judgment, patent in- 

fringement, 749-750 
Sunshine-type laws, 767 
Supersaturation, 668 
Surfactants, 671 

as absorption enhancers in 
lipid formulations, 674 

permeation enhancers, 676 
table of pharmaceutically ac- 

ceptable, 672 
Sustained-release prodrugs, 

512-513 
Suxamethonium 

effect on nicotinic receptors, 
370371 

Suzuki coupling 
use in multiple parallel syn- 

thesis, 27 
Sweden 

patentable subject matter, 720 
Sygen, 213,220 
Syltherm, heat transfer mate- 

rial, 415 
Synsorb, 214,220 
Synthesis, See Drug synthesis; 

Solid phase organic synthe- 
sis 

Synthetic pathways 
evaluating alternatives for 

synthesis, 410-411 
Syrups, 654 
Systems-based drug discovery, 

54-56 

Tablet fillers, 678 
Talampicillin, 510 
Tamoxiphen combinatorial li- 

brary, 27,28 
Tamper-resistant packaging, 687 

TAPS (transcytosis-associated 
proteins), 259 

Target-directed pharmacology, 
73-74 

TAR RNA inhibitors 
antisense drugs, 124 

Taste 
improvement of prodrug, 513 

Tax01 
SXR receptor activation, 79 

Tea bag solid phase synthesis 
methods, 4, 7 

Teflon membranes 
resins for combinatorial li- 

brary synthesis, 29 
Telithromycin 

structure, 193 
TEM-1 /3-lactamase, 90 
Temperature 

large-scale synthesis, 413 
Terbutaline, 554 

prodrug, 504 
Terfenadine 

solubility of salts, 651 
Terminal elimination half-life, 

643 
Testosterone 

prodrugs, 505 
Tetracycline, 184, 195 

mechanism of action, 184-185 
structure-activity relationship, 

185-188 
Tetrafluorophenoxazine, 144, 

145 
Thalamus 

nicotinic acetylcholine recep- 
tors, 389 

Thalidomide 
birth defects caused by, 686 

Theophylline 
dosing interval, 642-643 
RNA aptamer against, 94 

Therapeutic index, 535,613 
Theratope, 217,220 
Thermofluor bioassay approach, 

53 
Thiele arrangement, 655 
3D quantitative structure-me- 

tabolism relationships (3D- 
QSMRs), 481-483 

Thrombin inhibitors 
cell-specific targeting, 95-96 

Thrombosis, 204 
carbohydrate-based drugs to 

market last decade, 
209-210 
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carbohydrate-based therapeu- 
tics in development, 
215-216 

Thymidylate synthase inhibitors 
recombinant DNA technolorn - 

application, 97 
Thyrotropin-releasing hormone 

analogs, 589-591 
prodrug approach, 507-508 

Tight junctions, 251 
and permeability, 658 

Tissue targeting 
prodrugs, 515 

Tissue-type plasminogein adiva- 
tor, 84-85 

T103N, 85 
TNF-a! receptor 

antisense inhibitor, 128-129, 
130 

Tn MBRl Lewis y KLH, 226 
Tolbutamide 

dosing interval, 643 
Topical administration 

phosphorothioate oligonucleo- 
tides, 134 

Topiramate, 207,212 
TOPKAT, 621 
Torpedo ray, nicotinic receptors 

in, 358,360461,374,396 
Torsade de pointes, 76 
Tox-Cluster Assay System, 

624-625 
Toxic concentration, 636 
Toxicity 

aminoglycosides, 184-185,615 
cell membrane-associated, 

613-615 
and dose adjustment, 641 
emerging technologies for as- 

sessing, 620-628 
lipids as targets for, 616-617 
nucleic acids as targets for, 

616 
profiling gene expression, pro- 

teins, and metabolites, 
621-624 

proteins as targets for, 
615-616 

salts, 651 
subcellular targets of, 615 

Toxicity screeningttesting. See 
also Cardiotoxicity screen- 
ing 

cellular assays, 76-77 
high-content, 626 
multi-endpoint analysis, 

624-626 

as part of IND process, 691, 
692-693 

stem cell applications, 
626-627 

in vitro cell-based, 624-628 
in vivo, 619-620 

Toxicogenomics, 622 
Toxicology, 609 - 612 

adaptive response, 617-618 
consideration in synthesis de- 

velopment, 408 
dired cellular injury, 612-617 
mechanism of adverse effects, 

612-619 
pharmacologically mediated 

effects, 618-619 
phosphorothioate oligonucleo- 

tides, 139-142 
problem prevention rather 

than problem solving, 
611-612 

receptor targeting drugs, 320 
Toxicophores 

and metabolism, 490-492 
Toxin inhibitors 

multivalency in carbohydrate- 
based, 234 

Traceless linkers, 17 
Trademark Counterfeiting Act 

of 1984,757 
Trademark infringement, 761 
Trademark Revision Act of 1988, 

763 
Trademarks, 704-708, 756-764 

enforcement, 761, 763-764 
proper use, 761-762 
registration, 759-761 
worldwide, 762-763 

Trademark Trial and Appeal 
Board, 761 

Trade secrets, 704-708,764-766 
enforcement, 766 
and patents, 766-767 
worldwide, 768-770 

Trade Secrets Act, 764-765, 767 
Transcellular transport, 250 
Transcriptional arrest 

by antisense drugs, 118-119 
Transcriptome, 621 
Transcytosis, See Receptor-me- 

diated transcytosis 
Transdermal absorption 

prodrugs, 518-519 
Transferrin 

receptor-mediated endocyto- 
sis, 265 

transcytosis, 259 

Transgenic animals 
patentability, 719 

Transgenic mice, 88 
Translational arrest 

by antisense drugs, 124 
Treatment Investigational New 

Drugs application, 690 
TRH, see Thyrotropin-releasing 

hormone 
TRH analogs 

molecular packaging, 589-591 
Triacylglycerol, 616 
Triad (permeability, solubility, 

and dose), 658 
Trial courts, patent infringe- 

ment cases, 740-742 
Trifluoromethyl hydrate resi- 

dues 
residues in pseudopeptide ar- 

rays, 13 
Trimetaphan 

nicotinic receptor antagonist, 
396 

Trimethoprim 
recombinant DNA studies of 

interaction with DHFR, 97 
Trimetrexate 

soft analogs of, 567 
tRNA, 169 

and ribosome function, 170 
Trophectoderm, 626 
(+)-Tubocurarine 

nicotinic receptor antagonist, 
370-371,374,382,384,386, 
390,397 

Two-dimensional gel eledro- 
phoresis 

proteomics application, 623 
Tylenol poisonings, 687 
Typhoid Vi vaccine, 209,212 
2164U90,285 

Ugi reaction 
use in solid phase organic syn- 

thesis, 15 
Ultra-high-throughput screen- 

ing, 40 
Uniform Trade Secrets Act, 

764-765,767 
United Kingdom 

patentable subject matter, 720 
trade secret protection, 769 

United States 
patents in (See Patents) 

United States Court of Federal 
Claims, 740 
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United States International 
Trade Commission, 740 

United States Pharmacopeia and 
National Formulary, 684, 
700-701 

United States Pharmacopeial 
Convention, Inc., 700, 701 

Uraguay Round Agreements Act 
of 1994,688 

Urea residues 
in pseudopeptide arrays, 13 

Urinary excretion rate, 638 
Utility, requirement of patent- 

able invention, 719-720 
Utility patents, 708. See also 

Patents 

Valaciclovir, 508 
Validation 

in large-scale synthesis, 
418-420 

Valinomycin 
membrane function disrup- 

tion, 614 
Vancomycin, 221,226 
Vanillin 

allosteric effector, 314,315 
Vanilloid receptors 

reporter gene assays studies, 51 
Varlane, 550 
Vascular endothelial growth fac- 

tor inhibitor 
antisense drug, 120 

Vasomolol, 542-543 
Vaspit, 550 
Vent gas treatment, in large- 

scale synthesis, 418 

Ventricular fibrillation, 76 
Vesamicol, 392 
Vestibules, in nicotinic acetyl- 

choline receptors (muscle- 
type), 361-362 

Vevesca (OGT-918),218,220, 
240 

Vinylogous polyamides 
residues in pseudopeptide ar- 

rays, 12 
Vioxx, 86-87 
Viral hemagglutinins, 263 
Viral inhibitors 

multivalency in carbohydrate- 
based, 233 

Virus-directed enzyme prodrug 
therapy, 518 

Viscumin, 263 
Vitamin B,, 

receptor-mediated endocyto- 
sis, 265 

Vitamins and Minerals Amend- 
ments of 1976,687 

Vitravene, 141 
Voglibose, 205-206,212 
Volume of distribution, 636, 

639-641 
characterization for IND pro- 

cess, 645 
V-type allosteric effects, 296,303 

W1807 
allosteric effectors, 314, 315 

Wang resin, 30 
Warfarin 

binding to serum albumin, 
131 

Watson-Crick hybridization, 
116,117-118,144 

Weak acids, 660-662 
Weak bases, 660-662 
Western blot, 621 
Wetting agents, 678,679 
Wheeler-Lea Act, 685 
Willful patent infringement, en- 

hanced damages for, 747 
World Trade Organization 

(WTO) 
and patent interference, 

736-737 

Xenobiotic metabolism, 432, 
433,503 

pharmacodynamic conse- 
quences of, 434-435 

specificities and selectivities, 
433-434 

X-ray crystallography 
membrane transport proteins, 

269 
recombinant DNA applica- 

tions, 96 

Yalkowsky-Valvani equation, 
657 

Yield, in synthesis, 410-411 

Zanamivir, 208-209,212,240 
Zidovudine (AZT) 

chemical delivery system, 
580-583 

Zonula occludens toxin, 252,255 
Zuclopentixol, 5 12 
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