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Introduction

In 1984 a book entitled ‘Les propriétés diélectriques de l’air et les trés hautes tensions’
was published. It represented a collection of research studies undertaken at EdF and
other major world utilities over a significant period, and it has been widely used by
manufacturers and users of high voltage equipment and systems, and by academic
groups working in the area.

Undeniably, there have been a large number of developments in the high voltage
field over the intervening years, but no such reference work has since been produced.

There have been a number of key advances in materials. Polymeric insulators
are still under major trials for transmission voltages but have become widely used
in overhead lines at distribution levels. Cable insulation has moved from paper sys-
tems to various polymer-based materials. SF6 has taken over as an efficient and
reliable insulation medium in high-voltage switchgear, and gas-insulated substations
are now frequently the preferred option for new substations especially in urban areas.
All of these changes have not been direct substitutions; they have each required
a reconsideration of equipment configuration, and new installation and operational
techniques.

ZnO surge arresters are also widely used worldwide. Their excellent overvoltage
protection characteristics have allowed design of modern compact systems to become
more reliably achievable. The propagation of lightning and fault currents through
earthing arrangements can now be modelled and predicted in much more reliable
fashion. Much of this improvement in understanding has come from better use of
numerical methods such as boundary elements, finite element modelling and others,
which has in turn put pressure on the experimental derivation of key material and
system properties. The understanding of basic physical processes has also developed.
The nature of breakdown in air and in other materials is now better characterized than
it was twenty years ago.

Improvements have been made in instrumentation and experimental techniques.
Who would have predicted thirty years ago, for instance, that it would now be possible
to measure the distribution of space charge in solid insulation? So, the case seemed
compelling for a new book reviewing, once again, the advances that have been made
in high voltage engineering.



xx Introduction

This project has had some sense of urgency because of the demographic trends in
the research field. The age profile of researchers and experts in the field is disturbingly
skewed, a number of experts having retired in the past few years or being about to
retire. In many of the key areas of research and development, there is no obvious
succession of expertise and a lack of any ongoing group within which the accumulated
knowledge might be stored, protected and further developed. It was important then
to encapsulate the accumulated wisdom and experience resident in these experts.

It is hoped, therefore, that this work on the one hand meets a need to update
the advances that have undoubtedly been made in high voltage engineering during
the past twenty years and, on the other hand, captures succinctly an accumulated
knowledge which might otherwise be rather difficult to unearth through individual
papers dispersed through the literature.

Edited by
A. Haddad and D.F. Warne



Chapter 1

Mechanisms of air breakdown

N.L. Allen

1.1 Introduction

1.1.1 Beginnings

Studies of air breakdown began in the eighteenth century. Two names are pre-eminent:
Franklin [1] and Lichtenberg [2], although contemporaries were active. Franklin’s
work grew out of his interest in lightning – a long spark – while Lichtenberg drew
tree-like discharges, now called corona, across the surface of a large cake of resin.
These two men defined two broad approaches to the study of breakdown which are
perpetuated to this day in experimental and theoretical work. In the late 19th century,
the emergence of modern physics, exemplified by the work of Townsend [3] and his
successors, permitted knowledge of the process of ionisation to be applied to these
phenomena. The two approaches were thus linked and another concept from the 18th
century, the electric field, became established as paramount in all discussions of the
subject.

Indeed, many of the quantities used in discussion of the processes in discharge
physics, such as ionisation and attachment coefficients, electron and ion temperatures,
diffusion coefficients and so on, have been measured and are quoted in terms of electric
field. Usually, it is assumed that the electric fields being considered are uniform.
In fact, this is very rarely true in practice and the use of these quantities is always
subject to such modifications as are dictated by non-uniform electric field conditions.
This was true in the times of Franklin and Lichtenberg, and it will be assumed in most
of the discussion in this chapter since practical engineers rarely enjoy the luxury of
simple, uniform field configurations.

The concept of breakdown will be assumed to signify the collapse of the dielectric
strength of air between two electrodes, which is in practice defined by the collapse
of the voltage that had previously been sustained between them.



2 Advances in high voltage engineering

1.1.2 Basic breakdown processes

Over many decades, research has identified concepts which contribute to the
formation of a basic picture of breakdown in air.

1.1.2.1 Primary electrons

Free electrons exist only for very short times in air that is not subject to a high
electric field; normally they are trapped, after creation by cosmic rays, background
radiation and so on, to form negative ions. These have a density commonly of the
order of a few hundred per cubic centimetre. However, electrons can be detached again
from negative ions by acceleration and resulting collisions with neutral molecules in
a strong electric field.

1.1.2.2 Ionisation

The electrons so liberated can themselves accelerate in the field, collide with neutral
molecules and settle down to a constant average drift velocity in the direction of
the field. When sufficiently energetic, the collisions may liberate a further electron,
so leaving behind a positive ion. The process is cumulative, quantified initially by
Townsend [3], and resulting in the formation of avalanches of electrons. The growth
in numbers of electrons and positive ions imparts a small conductivity to the air,
which does not lead immediately to a breakdown, that is, to a collapse of voltage.

1.1.2.3 Excitation

Where electrons are sufficiently energetic to cause ionisation, there is usually a plen-
tiful supply with lower energies that can excite neutral atoms without liberating
electrons. When returning to the ground state, these atoms emit radiation as visible
or ultra-violet light. This property is widely used in research to indicate the presence
of ionisation.

1.1.2.4 Other electron processes

The electrons created by the growth of ionisation may be trapped, as described above,
and so removed from the ionisation process. This is the attachment process; a net
growth of electron and ion population occurs only when the field is sufficiently high
for the rate of ionisation to exceed the rate of attachment. Subsequent detachment of
electrons from negative ions occurs at the same time, through collisions with neutrals,
with free electrons or by interaction with photons. Recombination between electrons
and positive ions and between positive and negative ions is a further element in the
competing processes that are active in an ionised gas.

1.1.2.5 Regeneration

Initially, Townsend postulated that the positive ions could also ionise, a process now
recognised as insignificant. Also, that they move towards the negative electrode to
release further electrons by secondary emission, so that the ionisation process could be
sustained and grow indefinitely until breakdown occurred. Experiment later showed
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that breakdown could occur much more quickly than this process would allow. The
solution lay in postulating that the positive ions, created by ionisation, are sufficient
to create an electric field which, when added to the applied field, intensifies the
ionisation process [4, 5]. Additional initiatory electrons are assumed to be created
by ultra-violet radiation from the excited molecules in the electron avalanches in
which ionisation takes place [6]. They will also be created by photo-emission from
the negative electrode. In a sufficiently intense field, these events are cumulative and
can occur very rapidly [7, 8]. The current density rises, heating the gas and reducing
its density, leading to a rapid increase in energy input and conductivity. This results
in a discharge of very low impedance and causes voltage collapse.

1.1.2.6 Reduced electric field

Common sense suggests that the above processes, which all depend on an applied
electric field, are determined by the energy that electrons and ions acquire between
collisions. Thus the ratio E/N of electric field E V/cm to the gas density N mols/cm3,
known as the reduced field, is now widely used as the reference variable when mea-
suring values of fundamental quantities. The unit of this ratio is the Townsend (Td),
which has the numerical value 10−17 Vcm2. Older work used the equivalent ratio
E/p where E was in V/cm and p in torr.

They are related as follows:

E

N
Td = 3.03

E

p
Vcm−1 torr−1

when temperature is not a variable. It will be noted that custom has determined that
c.g.s. units are still used for these quantities.

The breakdown mechanisms are now examined in more detail. In most of what
follows, the discussion will assume that the non-uniform field occurs at a positive
polarity electrode (i.e. diverging lines of force), with only a brief description of ion-
isation processes at a negative (converging field) electrode. The reason is that the
processes in a diverging field lead more readily to breakdown than those in a con-
verging field, so that, in engineering practice, the dielectric strength of a gap is lower
when the more sharply radiused electrode is positive rather than negative. Thus, for
example, positive surge voltages are frequently more dangerous to a power system
than negative surge voltages.

1.2 Physical mechanisms

Discussion will first be general, in which physical processes are described in relation
to the electric field or E/N value which sustains them. Later, differences will be
discussed when the ionisation growth originates in the field at either a positive or
a negative electrode.
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1.2.1 Avalanche development

Analytic treatment of ionisation by collision assumes a continuous process in which
the number of electron–ion pairs created by an electron of a given average energy
in a given electric field is proportional to the distance that it travels in that field.
The number of new electrons dn created in distance dx is thus:

dn = α dx (1.1)

where α is a proportionality constant which is the number of electron–ion pairs created
by the electron per unit of distance in the direction of the field. Including now the
electron progeny created by the first pair, all of which are drifting in the field at the
same average rate and with the same ionising efficiency, then at any point x along its
path some number n of electrons will enter an element of length dx and the number
of new electrons created is:

dn = αn dx (1.2)

Over a distance d, starting with one electron at the origin, the total number N of ion
pairs created becomes

Na = exp αd (1.3)

Here Na is the avalanche number. Whereas integration of Equation (1.1) shows that
the originating single electron produces a number of ion pairs which increases linearly
with its path length in the field, and which is always a relatively small number, use
of Equation (1.2) shows that when the effect of its progeny is taken into account, the
number of ion pairs increases to a very large number.

The quantity α embraces complex physical processes which include several types
of collision, including electronic excitations of neutral molecules and the subsequent
production of radiation which may itself aid the ionisation process. These in turn
depend on the electric field in relation to the air density or pressure, E/N or E/p,
for this is an indicator of the energy gained by electrons between collisions with
gas molecules. Indeed, it determines the function governing the distribution of the
energies of the electrons in their gas-kinetic-type drift motion in the electric field.
In round terms, the average energy required for an electron to ionise is of the order of
20 electron volts (eV). At a given instant, the electrons in the distribution have only
a very small probability of gaining sufficient energy to ionise. The mean energy is
in fact much less than 20 eV in the typical case of the field required for breakdown,
referred to above: here, a value in the order of 2 eV has been determined from the
small amount of data that is available [9, 10].

Some gases, of which the most important in electrical engineering are air and SF6,
exhibit a strong affinity for electrons. This is the process of attachment to a neutral
molecule to form a negative ion. It is described by an attachment coefficient, η, defined
as the number of attachments per unit length per electron moving in the direction of the
electric field. This is analogous in form to the definition of the ionisation coefficient,
α, describing the rate of loss of free electrons per unit length, rather than the rate of
increase.
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Where attachment is significant, the reverse process of detachment can also occur.
Two mechanisms are possible:

(i) by collisions with neutral molecules in a high electric field
(ii) by interaction with radiation.

Process (i) [11] is the mechanism by which it is assumed that primary free electrons
are liberated at the outset of the ionisation process (section 1.1.2.1). Since the time
between collisions is of the order of a nanosecond, such a mechanism is able to produce
free electrons either for the initiation of avalanches or to restore to an avalanche some
of the electrons that have been trapped by attachment. A discussion of the process is
given in References 10 and 11.

Photodetachment, mechanism (ii), can take place only when avalanches are form-
ing, as a result of the excitations occurring at the same time as the ionisation. It has been
proposed by Boylett and Williams [12] as a possible mechanism in the propagation
of a corona discharge, to be discussed later in this chapter.

Where the processes of ionisation, attachment and detachment exist together, the
basic ionisation growth Equation (1.1) becomes:

dn = (α − η + δ)n dx (1.4)

where δ is the detachment coefficient, so that:

Na = exp(α − η + δ)d (1.5)

Data on the values of (α − η + δ)/N in air, as a function of E/N , is available in
References 9 to 11, 13 and 14.

As an example of the use of Equations (1.4) and (1.5), we take a value of electric
field needed to break down air at normal temperature and pressure. This is in the order
of 3 MV m−1, where E/N is about 121 Td and E/p is about 40 Vcm−1torr−1. Here,
the value of (α − η + δ) is about 1800 per metre. Thus, in traversing a gap between
electrodes of 10−2 metre, one electron creates about 18 ion pairs (Equation (1.4)).
This may be compared with the total number of collisions made by the electron in
crossing the gap, which is in the order of 105. However, Equation (1.5) shows that
when the similar ionising power of the initial electron’s progeny is taken into account,
the total number of ion pairs created is about 108. Strictly, the number of positive
ions created is exp(α − η + δ)d − 1, since the integration takes into account the fact
that one electron exists before any ionising collision has occurred.

In this example, where the net value of (α − η + δ) is about 1800 per electron per
metre, the value of η for the same condition of E/N is about 1000 per electron per
metre [10, 15]. The effect of electronegative attaching molecules in the gas is therefore
considerable. Atmospheric air contains two elements that are electronegative, namely
oxygen and water vapour. In the latter case, it is the complex O2(H2O)n where
1 < n < 5 that is most active in attaching an electron. The affinity is of the order
of 1 eV and the energy given up in the attachment process is released as radiation,
given to a third body as kinetic energy, or produces dissociation of the host molecule.
The effective reduction in the ionisation coefficient caused by attachment means that
an electronegative gas tends to have a higher breakdown strength than one which
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does not show this property. The concentration of water vapour in air has significant
consequences on the formation of corona and the sparkover stress, as will be discussed
later.

1.2.2 Avalanche properties

In an electric field, electrons move at much higher velocities than ions, so that in the
ionisation process outlined in section 1.2.1, the positive ions can, on the timescale
of avalanche formation, be regarded as remaining stationary. As the concentration
of positive ions increases, so the effect of the electric field due to their own space
charge increases. The electrons at the head of a developing avalanche thus experience
a reduced net field, being the vector sum of the applied and the space charge fields.
Likewise, the resultant field is increased behind the avalanche head.

Some important avalanche properties are determined, however, by the diffusion
of the electrons during their ionising progress. For many purposes, it is a satisfactory
approximation to picture the electron cloud, while growing in numbers according to
Equation (1.5), as having diffused to the same extent as the same number of electrons
starting at the same time as the single electron that initiates the avalanche. Then,
diffusion theory states that the mean square radius of the cloud, assumed spherical,
at time t is given by:

r2 = 6Dt (1.6)

where D is the coefficient of free diffusion of the electrons.
In time t , the centre of the electron cloud has progressed a distance x, so that:

x = vt (1.7)

where v is the mean drift velocity of the centre of the cloud.
Then:

r2 = 6Dx

v
(1.8)

and the volume traced out by avalanche growth is approximately a paraboloid.
As the avalanche develops, however, effects of the field due to the positive ion

space charge become important. In the axial direction, the reduced field at the head
of the avalanche and the enhanced field behind (Figure 1.1) affect the symmetry of
the diffusion process that has hitherto been assumed. Estimation of these effects is
difficult in any simple picture and a proper treatment requires computation using
the continuity equations for both the electron and positive ion components. Lateral
diffusion of the cloud is also affected, but here a simple model can utilise the fact that
lateral diffusion of electrons will be reduced to the level of that of the positive ions
when the potential energy of the electrons in the field of the ions is of the same order
as their random kinetic energy. This equality is formalised, in the case of a plasma
of roughly equal densities of electrons and ions, by the expression for the ‘Debye
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Figure 1.1 Outline of avalanche development, showing space charge field Es in
relation to applied field E. Also mean square radius r of avalanche
electron cloud, with transition from free diffusion to diffusion limited by
positive ion space charge

length’ Ld over which the equality is achieved:

Ld =
(

ε0kT

ne2

)1/2

(1.9)

Here, n is the electron density, e is the electron charge, k is Boltzmann’s constant
and T is the electron temperature [9].

If the square of the Debye length is now equated with the mean square radius of
the avalanche, the avalanche length x at which free diffusion ceases and is replaced
by ambipolar diffusion is obtained from:

e
exp(α − η + δ)x

4πε0
=
[

π

9

(
D

μ

)3
x

E

]1/2

(1.10)

where μ is the electron mobility and E the applied electric field. After this point,
the insignificant rate of diffusion of the positive ions ensures that the radius of the
avalanche remains almost constant thereafter (Figure 1.1). There is also a redistribu-
tion of electron density due to the internal field of the ion space charge; this will not
be discussed here.

The drift of electrons in the space between electrodes is recorded in the external
circuit by virtue of the displacement current existing between the moving electrons
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and the electrodes. The problem has been discussed by Shockley [16] for the case
of a charge q between parallel plane electrodes. Here, the current I recorded due
to charge q moving at velocity v is:

I = qv

d
(1.11)

where d is the distance between the electrodes. For the more general case of the
charges due to electrons, positive and negative ions and including the effect of electron
diffusion, the equation due to Sato [17] can be used. Ionic currents are of course small
compared with those of the electrons, due to the disparity in velocities.

More rigorous modelling of the avalanche and its effect on external circuitry
requires the solution of the continuity equations for the electrons and ions, with
Poisson’s equation. An example is the work of Morrow and Lowke [14], where the
circuit current due to avalanche growth is computed taking into account the effects of
electron diffusion and of photoionisation. For the conditions of electric field taken, the
calculations show a typical current for a single avalanche rising to a few nanoamperes
and lasting for a few tenths of a nanosecond.

1.2.3 The critical avalanche and the critical volume

The importance of the space charge field set up by the positive ions has already
been mentioned. It reinforces the applied electric field, in which the avalanche has
been created, behind its head of positive ions, that is, in the region from which the
generating electrons have just come. It is thus able to extend the region of the applied
field over which further avalanches might be initiated. Clearly, the extent to which this
happens depends on the magnitude of the applied field itself, since this will determine
both the size of the avalanche and the space charge field that it creates.

Experiment has shown, however, that breakdown occurs in air when the applied
field reaches a value of about 3×106 Vm−1 implying that ionisation reaches a critical
stage at this field. It is also known that the minimum field at which net ionisation can
occur is about 2.6 × 106 Vm−1, for at this lower value the sum of the coefficients α

and δ in Equation (1.5) exactly balances the attachment coefficient η, so that there is
no net gain or loss of electrons. Between these two field values, ionisation can occur,
but not the development to breakdown, which requires the higher value.

This has led to the concept that the positive ion space charge field plays a critical
role: if it reaches a certain value, it extends the volume around the electrode in which
a successor avalanche can be started. Meek [7] proposed that the value of the space
charge field at the boundary of the positive ions should be equal to that of the critical
field of 3 × 106 Vm−1. Thus, the avalanche number exp(α − η + δ)d of ions must
be contained within the roughly spherical region created by the advancing electron
cloud. Experiment, again, indicates that the critical avalanche number is of the order
108, that is, a charge of 16 picocoulombs, with a diameter of the order of 100 microns.

This model leads to the expectation that, once this critical avalanche size has been
achieved, avalanches can form repeatedly in a direction away from the electrode.
Before considering this, however, it is necessary to introduce a further concept; that
of the critical volume of field around the electrode.
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Obviously, ionisation occurs more efficiently the closer an initiating electron
appears to the electrode surface. However, if it starts within only a few ionising free
paths of the electrode, there is insufficient distance available for exponential growth
to the critical avalanche number of positive ions. The electrons are quickly absorbed
by the anode and the positive ions gradually disperse. Evidently, there can be defined
a contour around the electrode within which no critical avalanche can be formed.
The distance of this contour from the electrode will depend upon the voltage at the
electrode and also on its radius.

Similarly, there is an outer contour at which the electric field falls to the critical
value of 2.6 × 106 Vm−1. Beyond this boundary, a free electron has insufficient net
ionising power to initiate an avalanche. At any point between the outer and inner
contours, a critical avalanche can be formed. The volume between the two contours
is termed the critical volume. An example is the critical volume shape around the tip
of a rod of radius 1 cm, which is of the order of a few cubic centimetres when the
breakdown voltage for a rod–plane electrode gap of 1 m is applied. An example of
such a critical volume is given in Figure 1.2 [18].

160

140

120

100

80 kV

R = 1 cm

Figure 1.2 Right section showing the growth of the critical volume around the tip
of a hemispherically ended rod of diameter 2 cm as voltage levels rise
to 180 kV (Allen et al. [18])
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Within this volume, an electron must be detached from a negative ion in order to
start an avalanche. The concentration of ions has already been noted as a few hundred
per cc. The probability of detachment per unit of time is not known with certainty.
Where direct or alternating voltages are applied, the time required for a detachment
to occur is of no importance, but where a rapidly rising impulse voltage is applied,
the statistical uncertainty of the detachment process means that there is a variable
statistical time lag before a free electron can start the avalanche, which is responsible
for resultant statistical lags in corona formation with consequent effect on the time to
the final breakdown. The effect of local atmospheric conditions on the statistical lag
is discussed in Reference 18.

1.2.4 Streamer formation

It has already been noted that the space charge field of the critical avalanche is
sufficient, when added to the applied field, to initiate a succeeding avalanche. If this
development is considered to be along the axis of the system, in a simple case, then
the successor is formed in a weaker applied field than the original. This raises two
questions:

(i) are there sufficient free electrons created in this direction to allow this process
to proceed?

(ii) what is the weakest applied field in which replication can occur?

Regarding case (i), the formation time of the avalanche is less than 1 ns, but the positive
ion space charge, having a mobility of 10−4 metres per second per volt per metre of
field, would have a velocity of only 300 ms−1 in a field of 3 × 106 Vm−1. Thus,
under the influence of this charge, a significant time is available for the detachment
of electrons from negative ions. But if the first avalanche critical head occurs very
close to the electrode surface, as might be expected, the additional critical volume
which it adds to that already established by the voltage at the electrode is extremely
small so that the probability of the observed rapid avalanche replication by this means
(see section 1.2.5) is negligible.

For this reason, the alternative mechanism of photo-emission of electrons from
neutral molecules within the avalanche critical volume is generally considered to be
the most likely cause of further development. The photons are generated by excitation
in the first avalanche and work reported on the number of photons created as a
proportion of the number of ion pairs [6, 19] has allowed estimates to be made of the
density of photoelectrons produced as a function of distance from the photon source.
As an example, at a distance of 1 mm from the source in an avalanche, the number of
photoelectrons generated is about 0.1 per ionising collision in the avalanche. Since the
number of ionising collisions is very large, the number of photoelectrons produced
in the critical volume of the avalanche space charge is also large.

The sequence of events is shown in Figure 1.3(i), taken from Reference 20,
where the case of streamers emanating from a negative electrode is also dealt with
(see section 1.2.9) [20]. Here, progression from the initiatory electron to the critical
avalanche and subsequent streamer growth is illustrated in a to e.
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Figure 1.3 Models of streamer growth near a rod electrode

(i) positive streamer development from free electron a, avalanche
b, c, streamer initiation d to growth e

(ii) negative streamer development from free electron a, avalanche
b, c, streamer and further avalanche d, to space stem e (see
section 1.2.8) (courtesy of CIGRE’s Electra, (74), pp. 67–216,
Paris)

An alternative hypothesis is that the necessary free electrons are created by
photodetachment [12] from the negative ions. This proposal has the attraction that
the energy required is of the order of only 1 eV, whereas the energy required for
photoionisation is of the order 10 eV so that a much larger flux of active photons
is available. The hypothesis suffers from the same difficulty as that for collisional
detachment, namely that the number of negative ions in the existing critical volume
may be insufficient to maintain a rapid rate of replication. It is, however, consistent
with several aspects of streamer propagation and branching.

As the number of successive avalanches increases, so the critical volume, by virtue
of the potential at the end of the string of positive space charge heads, moves in the
direction of propagation. Although the space charge head is of very small diameter,
of the order 100 μm, the perturbation to the applied electric field, calculated in
Reference 14 is significant, perpetuating to a great extent the field profile introduced
by the rod itself (Figure 1.4). Thus the critical volume remains of appreciable size,
comparable with that around the rod, but the known statistical lags associated with
such a critical volume appear to rule out collisional detachment and photodetachment
as a means of free electron generation, able to allow rapid replication of the heads.
Photoionisation thus appears to be the most likely mechanism.

The concept of repeated formation of critical avalanches, leading to advancement
of intense ionisation across the space between electrodes, led to the formulation of the
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Figure 1.4 Potential distributions a before, b during development of a positive
streamer from an electrode. Anode at 20 kV, equipotential intervals
1 kV. Streamer has progressed ∼23 mm in 54 ns (after Morrow and
Lowke [14])

streamer theory first clearly enunciated by Meek [7], although supported by several
earlier experimental observations, for example References 21 and 22, which indicated
some of the principles involved.

1.2.5 Streamer development

The picture so far presented is of successive avalanches progressing into regions of
decreasing electric field, thereby prompting the second of the two questions posed
earlier (page 10).

Meek propounded the criterion that for propagation the electric field at the bound-
ary of an assumed spherical positive space charge is put equal to the applied field
at the electrode. The further criterion has been noted that the resultant field at the
boundary of the critical volume must be at least equal to that needed to sustain ion-
isation. More exactly, the sum of the applied and space charge fields in this latter
region must be sufficient to supply the rate of energy input for ionisation to produce
a critical avalanche.

This approach was adopted by Gallimberti [23], who considered the parameters
involved in the formation of a single avalanche which was, itself, the successor of
a previous avalanche in the electric field. It was concluded, from theoretical con-
siderations, that an applied field of about 700 kVm−1 was necessary for continuous
propagation of critical avalanches. This conclusion was subjected to practical tests at
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later dates, initially by Phelps and Griffiths [24], who initiated streamers at a point
but propagated them in a uniform electric field, so removing any ambiguities due
to the non-uniformity of field in the models discussed above. In this work, both
the pressure (and therefore density) and the humidity of the air were varied, but
the authors concluded that at the standard normal temperature and pressure (NTP)
condition and at a standard humidity of 11 grams of moisture per cubic metre of
air the minimum applied field needed to sustain streamer propagation was close to
500 kVm−1.

The result has since been generally confirmed by other measurements [25–28]
in a variety of experimental arrangements and the value of 500 kVm−1 has been
incorporated into the IEC Standard 60060-1 (1989) concerned with the effects of
atmospheric changes on sparkover voltages in air (section 1.3.4).

The velocity of streamers, as a function of electric field, is an important parameter
that has been investigated [28, 29]. At fields just above the minimum, the velocity
is about 2 × 105 ms−1, but this increases faster than linearly as the electric field
increases and is commonly greater than 106 ms−1 at the start of propagation in the
non-uniform field exemplified by the rod plane gap referred to above.

It is also worth noting here that at a given condition of air density and humidity, the
streamer properties of minimum propagation field and of velocity of growth at higher
fields are very precisely defined. It has been found that both of these quantities can be
quoted with an uncertainty of less than one per cent. The statistical nature of sparkover
measurements is thus due to other factors, but the precision of streamer growth has
found application in the use of the rod–rod gap as a standard for measurement of
direct voltage [30, 31].

1.2.6 Corona

Practical experience shows that streamers branch, after propagating short distances,
to form what is generally termed corona which can then develop and extend to cause
a sparkover of the gap. Branching is assumed to be caused by development of side
avalanches in the field of an initial avalanche. An example is shown in Figure 1.5. The
mechanism of branching is not fully understood. It might be thought that the flux of
photons sufficient to cause rapid extension of the streamer by photoionisation would
be sufficient to cause a much higher density of branches than is shown in Figure 1.5.
The lack of a favourable combination of applied and space charge fields may be
responsible, but it has also been postulated that the observed pattern may result from
a reliance on photodetachment from surrounding, but relatively rare, negative ions in
order to produce the necessary free electrons [12].

Many tests with various electrode configurations show that streamers, although
originating in very high fields, can propagate into regions in which the field is much
less than 500 kVm−1. Figure 1.5 is an example where streamers in the corona progress
to the plane, where the electric field is of the order 100 kVm−1. Direct measurement
has shown, however, that in such a case, the field at the plane, at the instant of arrival
of the streamers, was about 450 kVm−1 [26, 32]. The largest component of the field
was thus due to the sum of the positive space charges at the heads of large numbers
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0.4 m

plane

rod

Figure 1.5 Image of positive corona obtained by sheet film placed along the
axis of a rod–plane gap 0.4 m long. Voltage ∼170 kV. Note
evidence of secondary emission when streamers reach the plane (after
Hassanzahraee, PhD thesis, University of Leeds, 1989)

of streamers which combined to allow propagation in a comparatively weak applied
field. This phenomenon allows propagation to take place over distances of the order
of metres.

1.2.7 The streamer trail

The electrons produced in each replicating avalanche pass through the positive space
charge head left by the preceding avalanche and drift towards the anode along the ionic
debris left by earlier avalanches. Some recombination occurs but a more important
process is attachment to electronegative molecules, such as O2 or O2(H2O)n, to form
negative ions. The use of known attachment coefficients, of the order 100 to 500 per
metre per electron [10], indicates an e-folding distance for the rate of loss of free
electrons of the order of a few centimetres in air, a result that has been confirmed
by recent experiment [33]. Thus, after drifting from the streamer head towards the
anode, most of the free electrons are soon lost and the remainder of the streamer trail
is made up of positive ions which are nearly matched, in density, by negative ions.

Since the mobility of positive and negative ions is low, of the order
10−4 m2V−1s−1, the conductivity of the streamer trail is low, even though a small
proportion of free electrons is able to reach the anode. Typically, the resistance of the
trail is of the order of megohms. Thus, the existence of an assembly of streamers, as
in a corona, does not constitute a breakdown, even though the corona may bridge
the electrode gap.
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1.2.8 The leader

When the electric field is sufficiently high, a new development can occur within
the corona: the formation of one or two distinct highly conducting channels having
properties different from those of the streamer channels. This is the leader, first
photographed as a precursor to the main flash of the lightning discharge by Schonland
and Collens [34] and later in laboratory studies by Allibone and Schonland [35].
In contrast to the streamer channel, the light emission is in the visible range of the
spectrum and it has been observed to grow from both positive and negative electrodes,
although more extensively studied in the former case, usually under impulse voltages.

1.2.8.1 Formation of the leader

In an extensive corona, having many branches over a length of several tens of cen-
timetres, the number of electrons able to reach the stem of the streamer trails at the
point of origin, close to the anode, becomes considerable. Extensive detachment of
electrons from negative ions in that region is also believed to occur. As a result of
energy exchange between the energetic electrons and neutral gas molecules, the rate
of ohmic loss of energy increases and significant heating of the channel can occur.
The temperature of the neutral gas thus rises, as a result of which it expands; the
gas density falls. The quantity E/N therefore increases and ionisation becomes more
efficient. The process is cumulative and a transition takes place to a highly ionised
arc-like channel of high temperature and relatively high conductivity. The channel has
now been transformed into a leader which proceeds to grow in the general direction
of the electric field.

An idealised model of leader development is given in Figure 1.6, in which a rod–
rod gap is imagined to be subjected to an impulse voltage with a time to peak of
the order of a few hundred microseconds. The voltage at the positive electrode rises
until the field at the tip exceeds 3 × 106 Vm−1 at time t1 when a streamer corona
forms. A burst of current is detected in the circuit. The corona injects a net positive
charge into the region, so reducing the field at the tip and inhibiting further streamer
formation for a ‘dark’ period until the voltage has increased. A second corona (often
termed a secondary corona) then occurs at time t2 which may be followed by others at
short intervals of time thereafter (omitted for clarity). After another corona is formed,
at t3, sufficient heating has occurred in the streamer stem at the anode for a leader
channel to form. Where the diameter of the electrode is relatively large, the leader
may form immediately out of the secondary corona at time t2. In either case, it extends
in length across the gap towards the opposite electrode. Since the leader channel is
highly conducting the potential of its tip remains high and a streamer corona forms
ahead. Thus, the avalanches at the heads of the streamers provide the ionisation
and, therefore, the electron current and consequent heating needed for further leader
development.

The streamer coronas have formed more or less continuously as the leader has
extended across the gap. Since the positive ions deposited remain immobile on
the timescale involved, a roughly cylindrical volume of remanent positive charge
surrounds the leader channel along the whole of its length.
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Figure 1.6 Simplified picture of streamer and leader development to breakdown in
a rod–rod gap under an impulse voltage rising to peak in 250 μs

When the field at the negative electrode exceeds the order of (5–6) × 106 Vm−1

at time t4 negative streamers (section 1.2.9) can form and develop towards the anode,
but, as these require an ambient field of about 106 Vm−1 to progress, they do not
extend as far into the gap as do the positive streamers. Moreover, by contrast with
the process at the positive electrode, the electrons are moving into a reducing electric
field. At a later stage, transformation to a leader occurs but these processes occur at
higher fields than is the case with the positive counterparts, and the distance traversed
is smaller. When the two leader systems meet, a conducting channel bridges the gap
and a low voltage arc can complete the breakdown of the gap.

A simple semiempirical argument can be used to relate the streamer and leader
lengths and the respective average electric gradients needed for their propagation to
the sparkover voltage Vs of the gap. For at the instant at which the systems meet, τ4,
we can write down the sum of the voltages across the gap:

Vs = E+
s L+

s + E+
l L+

l + E−
s L−

s + E−
l L−

l (1.12)

where E+
s , E−

s , E+
l and E−

l are the gradients for the positive and negative streamers
and leaders, and L+

s , L−
s , L+

l and L−
l are the corresponding lengths. Note also that

the gap length d is:

d = L+
s + L+

l + L−
s + L−

l (1.13)

Certain of these quantities, such as E+
s , E−

s are known from independent measure-
ments and, in specific experiments, lengths of streamers and leaders estimated, so that
other quantities in Equation (1.12) can be estimated from a sparkover measurement.

It may be expected from the foregoing descriptions that only a relatively large
streamer corona is likely to develop into a leader, where fields near the positive
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Figure 1.7 Photograph of leaders developing in a 4 m rod–rod gap [38]. Note that
the leader does not develop along the line of maximum field between the
rods; also bifurcation at the tip of the rod

electrode are high, detachment of electrons is rapid and large numbers of electrons
are found in that region. Thus, leader initiation will occur most readily in large gaps,
usually 0.5 m or more, where the sparkover voltage is high. Indeed, Reference 36
shows that the charge in the initial streamer corona, which subsequently produces
a leader in a five metre gap, is several tens of microcoulombs.

The description of leader growth in Figure 1.6 is much simplified. For example,
the leader rarely follows the axial path between electrodes. It tends to go off-axis in
a path which may be much longer than the direct one, particularly if the electrode
diameter is relatively large. Moreover, a bifurcation often occurs, originating at the
electrode, although one of the two branches is usually dominant. An example of
a leader in a long gap is shown in Figure 1.7. Waters [37] gives a more detailed
description of leader development under impulse voltage in a practical case. Ross
et al. [36], quoting results obtained by the Les Renardieres Group, give an interesting
summary of quantities associated with leader development in a 10 m gap under the
50 per cent sparkover impulse voltage. For example, the total energy dissipated during
the growth of the leader is about 25 J per metre of its length; the current is taken as
0.6 A, so that if the length of streamers in the leader corona, having a gradient of
500 kVm−1, is 1 m, then the power input to the leader corona is 300 kW. Since the
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Figure 1.8 Two examples of leader development in a short (0.6 m) rod–plane gap
showing on left, streamer formation (leader corona) at the leader tips.
Impulse voltage ∼330 kV (after Hassanzahraee, PhD thesis, University
of Leeds, 1989)

system advances at the rate of 2 cmμs−1, then the energy dissipated in the leader
corona alone in 1 m of advance is about 15 J. The energy available to heat the leader
channel itself is estimated at about 10 Jm−1. As will be shown below, these are
average values, indicating general features only, since the potential gradient in the
leader varies along its length and the leader corona is also variable.

The simple heating process described above suggests also that leaders can be
produced in short gaps provided a sufficiently high electric field can be created at the
electrode. This can indeed be achieved by impulse overvolting of a gap; Figure 1.8
shows an example obtained in a gap of 0.4 m, to which an impulse of twice the
threshold sparkover voltage was applied.

1.2.8.2 Leader properties

Much experimental data on leader properties has come from the work of the Les
Renardieres Group [36, 38]. Although there is general agreement that the foregoing
represents the main features of leader initiation and propagation, there are many
aspects that are not fully understood by theory. Waters [37] gives a summary of the
models of leader dynamics proposed by various authors up to 1978, and a refinement
based on later experimental work is given in Reference 38. We now discuss those
properties of the leader that are of the greatest significance to the breakdown process.

Several parameters have been measured. Of primary importance in breakdown is
the velocity of propagation of the leader which, in laboratory tests, has been found
to be of the order of 2 × 104 ms−1. This value increases roughly in proportion
to the current, but changes only slowly with the voltage across the gap. Indeed,
the leader velocity is generally insensitive to changes in the electrical conditions or
gap configuration, although it increases with increasing atmospheric humidity. By
contrast, streamer velocities increase with electric field, usually exceeding 106 ms−1

at their point of creation, falling to 105 ms−1 at the ends of their trajectories. Thus, a
streamer system, that is, the leader corona, ahead of the leader tip has time to form
and progress along with the tip of the extending leader.



Mechanisms of air breakdown 19

The charge injected by the leader includes not only the charge in the leader stem
but also the charge in the streamer corona which everywhere precedes the leader tip.
Thus, the charge injected per metre of length of the actual path is about 40 μC. This
is independent of the diameter of the electrode, although the total charge injected
increases with increasing rod diameter, for a given gap length [36]. This may be
a reflection of a corresponding increase in the leader length. The charge injected in
a long gap can thus be very appreciable and, when impulse testing, the inception of
the leader can sometimes be recognised by a sudden drop in the voltage waveform
measured by a capacitor potential divider.

The mean current in the leader is measured in a 10 m gap to be of the order of
1 A and estimates of the channel width of 5 to 10 mm lead to a value of current
density of up to 10 A/cm. The mean electric field in the leader has been estimated by
fluxmeter and probe measurements and depends upon its length [36]. At the instant
of transition from streamer to leader, at the electrode tip, the gradient is nearly equal
to the gradient of the streamer from which it develops, namely about 500 kV/m. After
a few tens of microseconds, that is, after several tens of centimetres’ growth, the
effect of heating has greatly reduced the local resistivity and, hence, the gradient.
Thus, the mean gradient is reduced as the leader progresses. The problem has been
considered by Ross et al. [36] who, by relating ionisation and attachment rates and
the energy input to the channel, showed that the gradient averaged over the whole
time of growth of a leader decreases rapidly with time and, therefore, with length.
The predicted result, which depended on an assumed channel radius, was verified by
later experiments [38] and a comparison between the two is shown in Figure 1.9.
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Figure 1.9 Average electric field along the leader channel as a function of its
length [38]
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The formation of the relatively highly conducting leader can be likened to an
extension of the metal anode itself, for the potential drop along it has become com-
paratively small. The high field region at the electrode tip has now been transferred
to the tip of the leader where conditions for the formation of further streamers now
exist. Thus the leader corona is formed, which itself now provides the condition for
further leader formation at its stem. In this way, the leader is able to grow outwards
to a distance from the anode which is determined by the combination of applied and
space charge electric fields.

The comparatively low velocity of advance of the leader is determined not only
by the rate of heating of the channel; it is also checked by the amount of positive
space charge produced in the leader corona. Where this is large, it may reduce the
field around the leader tip to reduce heating effects or even to choke off leader devel-
opment completely. On the other hand, high humidity tends to increase the rate of
leader growth. In this case, streamer corona development is inhibited (section 1.3.4),
resulting in a lower charge in the leader corona and a higher resultant field at the tip
of the leader, so facilitating progressive development.

1.2.9 Negative discharges

Negative discharges are of generally lesser importance in the breakdown process than
discharges in the diverging fields close to electrodes at positive polarity. The differ-
ence arises because, in the negative case, electrons are moving into an electric field
of decreasing intensity, whereas the reverse is the case near a positive electrode. As
a result, the drift velocity and ionisation efficiency decrease with increasing distance
from the electrode. It is more difficult for a discharge to spread across the gap, unless
a higher electric field is applied. Also, diffusive spread of an avalanche increases as it
progresses down the field gradient so that the space charge field of the positive ions
decreases.

As a consequence, a negative corona has a different, more complex, structure than
a positive corona and tends to be more localised around the electrode.

A useful picture of the formation and propagation of negative streamers has been
given by Hutzler et al. [20], shown in Figure 1.3(ii) where the contrast between
positive and negative streamer mechanisms is drawn. Again, a single free electron a
is postulated to start the first avalanche, which progresses into a decreasing electric
field. The electron space charge so produced causes a local increase of electric field
ahead, so that an electron liberated by ultra-violet radiation c can produce a further
avalanche d. The electrons from the first avalanche move into the (almost stationary)
positive ions left by the second avalanche, so producing a channel with conducting
properties behind the leading avalanche e. This process can continue, provided the
electric field is sufficiently high.

The dipolar channel illustrated in e has been termed a space stem, within which
a reduced electric field component, due to the space charges, exists.

A moment’s thought will show that, for a given magnitude of electric field, the
diverging field at an anode will provide more favourable conditions for ionisation
than the converging field at a cathode, since, in the former case, the electrons are
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1 m

Figure 1.10 Streak photograph of development of a negative leader system, showing
negative streamers ahead of the leader tip and retrograde streamers
towards the anode [20]

always moving into an increasing field. Thus, a negative streamer requires a higher
field for propagation than a positive streamer; the ratio is, in fact, about two to one.

Figure 1.3(ii) indicates that an augmented field also exists between the elec-
trode and the positive space charge deposited by the first avalanche. This provides
conditions entirely analogous to those of Figure 1.3(i) which are favourable to the
formation of a positive streamer. Thus, in addition to the anode-directed negative
streamer, a retrograde, cathode-directed streamer can also be set up. This has, in fact
been observed, by means of image convertor streak photography, Figure 1.10 [20].
This shows a fairly diffuse initial streamer corona, less well defined than its positive
counterpart, which quickly at its head appears concentrated and which then gives rise
to filaments extending in both directions.

The space stem acts as a location for the onset of the negative leader; it appears
as regions of high luminosity in Figure 1.10, gradually moving across the gap. The
anode and cathode-directed streamers appear on either side, and the leader develops
after some delay. It is assumed that the streamer–leader transition occurs by heating
in the same way as in the positive case, and as in that case also, its rate of growth is
determined by the corona at its head.

The velocity of negative streamers is not known. The negative leader grows
towards the anode with a velocity less than 104 ms−1, which is significantly less than
that of the leader in a long positive rod–plane gap. However, the cathode-directed
streamer has been shown to have the same velocity as in a positive discharge.

1.3 Applications

The applications discussed here are relevant mainly to high voltage power systems
and associated apparatus. Most power systems employ alternating voltages, although
direct voltage operation is becoming significant in special situations. However, the
insulation against breakdown may be required to be at least twice that needed for
the operating voltage, since transient overvoltages of higher levels may occur. These
may be caused by lightning strikes, near to or upon an overhead line, by switching
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operations in the power system, or by temporary increases in the level of the operating
voltage. Of these, the first two are the most frequent and dangerous to the system and
the insulation is designed with this in view.

The lightning impulse approximates to the disturbance caused by a lightning
strike: it is characterised by a relatively fast rising impulse reaching its peak in a
few microseconds and decaying in a few tens of microseconds. The switching, or
slow front impulse is considered to rise in a few hundred microseconds, decaying in
a few thousand microseconds. In both cases, these impulses may be reflected from
discontinuities in the transmission line, with consequent increase in voltage. For this
reason, testing of high voltage apparatus is carried out under an impulse voltage
related to, but much higher than, the proposed operating voltage.

1.3.1 Sparkover under lightning impulse voltage

The IEC definition of a standard lightning impulse voltage specifies a rise time of
1.2 μs and a decay to half the peak value in 50 μs [31]. A tolerance of +30 per cent
is allowed on the rise time and of +20 per cent on the decay time (Figure 1.11).

The duration of voltage around the peak is thus short compared with the times
required for a leader to advance a significant distance, but the time scales are long
compared with that needed by streamers to propagate. The leader thus has a negligible
role in the breakdown process. Taking as an example the positive rod–plane gap, the
critical volume is expanding around the tip of the electrode during the rise time of
the impulse voltage. Negative ions are attracted to the volume in this time, but their
density is not sufficient to allow a significant number to enter the critical volume in
the time available. Also, the number located in the critical volume for detachment of
electrons to occur is subject to significant statistical variation. Thus, avalanches and
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Figure 1.11 Parameters of the lightning impulse voltage [31]. The front of 1.2 μs
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streamer corona will occur at statistically variable times during the rise of voltage
to the peak. This first group of streamers may not be sufficiently extensive to cause
immediate breakdown. Since appreciable leader growth cannot progress, breakdown
can occur only if a second group of streamers crosses to the cathode, around or soon
after peak voltage, producing sufficient secondary emission of electrons to cause
increased ionisation and form a conducting channel across the gap.

It is evident, from this qualitative picture, that the breakdown stress in a gap
with a single region of non-uniform field under a lightning impulse voltage depends
directly upon the stress needed for streamers to cross the gap. This follows from
Equation (1.12) where the following simplifications can be made:

• there is no leader development at either electrode
• there is no streamer development at the plane cathode.

Thus, Equation (1.12) reduces to:

Vs = E+
s d (1.14)

and the sparkover voltage increases linearly with the gap length.
This has been shown experimentally to be true with rod–plane gaps up to 8 m

[39, 40]. For a gap with two non-uniform field regions, typified by the rod–rod gap,
some negative streamer growth from the cathode is likely to occur. Here, the approach-
ing positive streamer corona will generally set up a sufficient space charge field to
enhance the field at the cathode to a higher value than that set up by the applied
voltage alone. Thus, again noting the absence of leader formation, Equation (1.12)
reduces to:

Vs = E+
s L+

s + E−
s L−

s (1.15)

so that the voltage at sparkover is now increased with respect to that in the rod–
plane case.

Two important properties make the rod–plane gap, under positive impulse, a
valuable reference in high voltage testing:

(i) it has the lowest sparkover voltage of any gap configuration of the same length
(from Equation (1.14))

(ii) it shows a linear increase of sparkover voltage with gap length.

Both of these properties arise from the lack of any negative discharge growth at the
plane.

The absence of significant leader growth and consequent lack of ambiguities
makes the positive lightning impulse an important test voltage, recommended in
standards, to be applied to high voltage components and apparatus, such as bushings,
insulators, transformers and so on.

Under negative impulse voltage, applied to a rod–plane gap, the sparkover voltage
increases with gap length slightly less rapidly than linearly, but the magnitudes are
a factor of nearly two greater than those for the positive case. These differences
may be expected from the differences in the discharge propagation modes, discussed
in section 1.2.9.
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1.3.2 Sparkover under slow front impulse voltage

The IEC Standard 60060-1 (1989) [31] defines a standard slow front impulse having a
nominal rise time of 250 μs and a decay time to half value of 2500 μs. In practice,
a variety of rise and decay times is encountered and it is necessary to consider,
in a general way, the nature of the processes involved in breakdown.

Consideration of Figure 1.6 and the associated qualitative arguments indicates at
once that where the voltage rises relatively slowly, there is a relationship between the
voltage rise time, the leader growth rate and the gap length which will determine the
voltage at which breakdown occurs. A simple example will illustrate.

Consider a rod–plane gap of, say, 2 m, to which a positive slow front impulse
voltage is applied. At a velocity of 2 × 104 ms−1 a leader would take of the order
of 100 μs to cross the full gap (in fact somewhat less because its own leader corona
would occupy a significant length). Taking a range of rise times from 1 μs to, say,
250 μs, it is clear that as they increase, the leader can traverse progressively larger
proportions of the gap. The breakdown voltage Vs is correspondingly reduced on
account of the fact that the gradient of the leader is lower than that of streamers.
Experiment shows that for further increase in rise time, the trend reverses and the
breakdown voltage increases. The reason is that successive streamer coronas develop
during the relatively slow rise of voltage, none of which has injected sufficient charge
at a sufficiently high stress to cause a leader to form. The resulting positive space
charge reduces the local field at the anode so that a larger stress is ultimately needed
to form the leader. Thus, a higher voltage is required and there is a minimum in the
curve of Vs against time to peak. It follows from this argument that the time at which
the minimum occurs depends also on the gap length.

This behaviour results in the so-called U-curve which has been established by
testing over a wide range of gaps. It is illustrated in Figure 1.12, where U-curves
obtained in rod–plane gaps in the range 1 < d < 25 m are given. The time to peak
impulse voltage at which the minimum occurs for a given gap is called the critical
time to peak and it defines, therefore, a limiting minimum voltage at which that gap
can be broken down under an impulse.

It is found that the critical time to peak shows a closely linear increase with the
length of gap. Since the rate of leader growth has been shown to be approximately
independent of its length [36], the U-curve minimum for a given gap is thus identified
with optimum leader growth. For shorter times to peak, the reduced time for leader
growth means that a higher voltage is needed for breakdown. For longer times to peak,
the succession of streamer coronas also requires a higher stress for leader initiation,
so that the breakdown voltage rises again. It follows from these facts that, where an
impulse having a critical time to crest is applied to the gap, the breakdown occurs at
or near the crest of the impulse.

Experimentally, it has been found [41] that the sparkover voltage of the rod–plane
gap at the critical time to crest is given by the formula:

V = 3400

1 + 8/d
(1.16)
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Figure 1.12 A selection of U-curves for rod–plane gaps in the range 1 to 25 m.
Note the trend for the minima to occur at longer times to peak as the
front of the impulse increases

where d is the gap length. This formula must be modified for other gap configurations
(section 1.3.3) and also when variations in atmospheric conditions must be taken into
account (section 1.3.4).

The existence of the U-curve was first realised about 1960 [41, 42] and it is
now widely used in high voltage technology, for instance in determining minimum
clearances in high voltage equipment such as overhead lines and in general questions
of insulation coordination.

1.3.3 The influence of field configurations: the gap factor

Discussion so far has assumed the non-uniform field electrode to be of small radius,
so that high fields exist in its vicinity, leading to ready formation of corona. When the
radius is increased, so reducing the per unit field at the electrode boundary, higher
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voltages are needed for the initial ionisation, resulting in a higher ultimate voltage
for the final breakdown. The effect is shown in Figure 1.13 where the U-curves are
shown for a 10 m air gap with two electrode geometries, namely a cone and a sphere.
The former shows the U-curve minimum clearly, but with the sphere; production of
a viable streamer corona requires a higher voltage in order that the transition to leader
can occur. Therefore, the minimum becomes much flatter. For shorter times to peak,
where leader formation is minimal, the two curves come together.

It is evident that, since the corona initiation depends on the field configuration
around highly stressed electrodes, the variety of gap geometries that is inherent in
practical situations will impose variations in the highly stressed regions and, therefore,
in breakdown strength. This effect is particularly marked where there is a highly
stressed region around the negative, as well as the positive, electrode. An argument
is presented in the CIGRE guidelines [43] in which it is shown that the total voltage
across the gap for maintenance of the predischarges in mid-gap prior to sparkover
is increased by the insertion of a high field region around a pointed cathode, when
compared with the case of a plane cathode. It follows also from Equation (1.12)
that where significant negative streamer development occurs (which has gradient for
propagation of the order of twice that for positive streamers), the voltage across the
gap at the instant of breakdown is higher than it would have been in the absence of
negative streamers.

Similar considerations apply for gaps of other geometries that may arise in
practice. This has led to the concept of the gap factor k, which is defined as the
ratio of the sparkover voltage of a particular gap to the positive rod–plane air gap
sparkover voltage, for gaps of the same length and subjected to the same switching
impulse. It is of value because the ratio holds good for nearly all lengths of gap that
are of practical interest. Thus, adapting Equation (1.16) for the U50 sparkover voltage
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at the critical time to peak, the sparkover voltage of any gap of gap factor k is:

V = 3400 k

1 + 8/d
(1.17)

Gap factors have been determined from experiment with a number of basic geome-
tries and a summary, taken from Reference 43, is shown in Figure 1.14. More
detailed empirical formulae for estimation of gap factors for a number of practical
configurations are also given in the same reference.

Since gap factors are always >1, the value of k may be assumed to be an indicator
of the increase in stress needed for leader formation, compared with that in the
rod–plane gap. It would then be expected that the gap factor must influence the
critical time to peak; the empirical formula below shows this to be the case:

Tp = [50 − 35(k − 1)]d (1.18)

where Tp is in μs and d is in m [43].
The presence of an insulator in the gap also affects the gap factor, since the

presence of its surface affects both streamer and leader properties (section 1.3.5). The
following formula has been given [43]:

ki = [0.85 + 0.15 exp −(k − 1)]k (1.19)

where ki and k are the gap factors with and without the insulator in place.
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It is frequently possible to approximate a practical gap to a simple one for which
the gap factor is already known and the concept is, therefore, of considerable value
to power engineers concerned with design and insulation coordination.

1.3.4 Atmospheric effects

All insulation problems which involve air as a primary medium must take account of
the variations in atmospheric conditions. These conditions are of pressure, tempera-
ture and humidity, but it is important to note that fog, coastal salt laden air and, in
areas of high pollution, particulate matter in the atmosphere can dominate. Pressure
and temperature changes are manifest in changes of air density; altitude can reduce
the air density, in regions where power must be delivered, to as little as 0.65 of that at
sea level [44]. Temperature changes occur, between ±40◦, with resulting changes in
air density to 0.9 and 1.1, respectively, of that at the standard atmospheric tempera-
ture of 20◦C. These changes are expressed in terms of the relative air density (RAD)
which is unity at 101.3 kPa pressure and 293 K. At all other conditions of pressure, b,
and temperature, T , the relative air density δ is:

δ = b

101.3

293

T
(1.20)

Absolute humidity can vary between 1 gm−3 and 30 gm−3; the standard atmospheric
humidity is taken as 11 gm−3. Changes in both air density and humidity result in
changes in ionisation efficiency and, therefore, in sparkover voltage characteristics.

The prebreakdown processes have been described in sections 1.2.1 to 1.2.7.
The effects of atmospheric changes are on avalanche initiation and development
and the streamer trail. In the case of density variation, where caused by altitude
change, the effect on the density of atmospheric negative ions, available for detach-
ment in the critical volume (section 1.1.2.1), is not known. Indeed, the density of
negative ions is more likely to be affected by local variations in geology and indus-
trial activity, as well as by local weather, than by altitude. On the other hand, an
increase of humidity increases the density of the O2(H2O) ionic complexes which,
therefore, increases the probability of detachment of electrons in a high electric field.
The effect of air density change is considered first.

The most significant changes occur in avalanche development. As density
decreases, ionisation efficiency can notionally be maintained at a constant level at
constant E/N (section 1.1.2.6) so that the electric field can be reduced in proportion
to N . However, electron diffusion effects, depending on N as well as E/N , become
important, so affecting changes in avalanche radius and the conditions for streamer
formation.

The foregoing remarks assume that the kinetic processes of ionisation, attachment
and electron mobility remain unchanged at constant E/N as the density N changes.
However, there is evidence that if N is reduced by increase of temperature at constant
pressure, both the ionisation coefficient and the electron mobility are reduced at con-
stant E/N [45]. This implies that, together with changes in diffusion already referred
to, a further change will take place in the condition for achieving a critical avalanche.
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The subject of avalanche formation as a function of density N requires solution of the
continuity equations for electron flow in which experimentally determined parameters
can be used.

Experiment has shown that the electric field required for stable propagation of
a streamer varies with relative air density as δ1.3 [24, 28]. This appears to be true
whether arising from pressure or temperature change within the range 0.7–1.0. Tests
with long rod–plane air gaps (>1 m) have established, however, that under light-
ning impulse, where the sparkover voltage depends on the streamer gradient, this
voltage varies linearly with δ [46]. This fact has been adopted as a reference in the
IEC Standard 60060-1(1989) [31] which specifies how high voltage measurements of
dielectric strength shall be adjusted to take account of density variations. Under slow
front impulse, however, where there is significant leader growth, the dependence
of sparkover voltage on density is less strong since the leader properties are less
dependent than those of streamers upon relative air density. However, the conditions
for leader inception and, therefore, development, do depend on the streamers from
which it originates. The Standard has set out an empirical procedure for adjustment
of sparkover voltages which implicitly takes account of the extent of leader growth;
it is, however, beyond the scope of this chapter.

Where relative air density is linked to temperature change, the situation is less
clear. Testing in long gaps, over an appreciable range of temperatures, is impractica-
ble in the open atmosphere and this has precluded measurements in which significant
leader development could be expected. In practice, the range of atmospheric RADs
encountered is smaller than that arising from pressure variations. Therefore, the Stan-
dard adopts an ad hoc adjustment procedure which makes no distinction between the
two. Researches in short gaps (<25 cm) over large temperature ranges have shown
conflicting results despite the fact that the breakdown process involves streamers
only. The results, again, conflict with those obtained with variable pressure [47, 48].
Further work is needed for a resolution of these problems.

Humidity change also affects avalanche and streamer development, since the
attachment coefficient is increased relative to the ionisation coefficient [10]. Much
more data is available in this area, from outdoor testing and from laboratory experi-
ments, than is the case with density variation. Researches have shown that the electric
field required for streamer propagation increases at the rate of about 1 per cent per
gram of moisture content per cubic metre of air at the standard pressure and temper-
ature of 101.3 kPa and 293 K [23, 50]. This is also the rate at which the sparkover
of the rod–plane gap increases under lightning impulse [49] where, as noted earlier,
the breakdown is determined solely by streamer growth in the gap.

Where significant leader growth occurs, the effect of humidity is smaller since
humidity, while increasing the leader velocity, does not change the leader gradient.
Thus, inspection of Equation (1.15) indicates that the relatively large effect on the
sparkover voltage of the humidity effect on streamers is offset by the smaller effect
on the leader. This results in a humidity coefficient of less than 1 per cent per gm per
cubic metre when the leader occupies a significant part of the gap.

Again, the IEC procedure for adjustment of sparkover voltages for humidity
change is given in IEC60060-1(1989) to which the reader is referred for details.
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1.3.5 Corona at low air density

Some of the changes occurring to the prebreakdown corona at reduced air density
have already been alluded to in the preceding section. However, it is likely that
there will be future interest in the incidence of corona and breakdown under the
low density conditions encountered in the aerospace arena, where electrical equip-
ment may be called upon to operate in relative air densities of the order of <0.3.
Much work has been carried out in the past on corona and breakdown at low pres-
sures (see, for example, References 50 to 52), but a different focus is needed at high
altitude. In this case, simultaneous large changes in pressure, temperature and humid-
ity occur. Little data is available, but some relevant physical factors can be briefly
presented.

The minimum voltage for corona inception is an important parameter. As pressure
is reduced at room temperature, it has been shown that the inception voltage decreases
approximately linearly with air density [47]. With increasing temperature, corona
inception voltage decreases much more slowly, according to a relationship given
in Reference 53. However, the effect of decreasing temperature in the presence of
decreasing pressure is not known.

The inception voltage depends upon the E/N condition for ionisation as the den-
sity decreases and this, in turn, determines the volume and boundaries of the critical
volume around an electrode, as discussed in section 1.2.3. However, the probability of
formation of an avalanche also depends upon the probability of an initiating electron
being found within the critical volume. This in turn depends on the local density of
atmospheric negative ions. Discussion of the influence of atmospheric ion densities
on corona initiation was given in Reference 54, and the effects of a change in the
ambient atmospheric conditions were measured in Reference 18. The increase in ion
density with altitude resulting from cosmic ray activity is well known and must be
considered as a further variable in determining corona onset.

The change with air density of corona development after inception is also to be
taken into account. Measurements made under both positive [50] and negative [52]
polarity corona studies show that the charge injected in corona tends to increase with
decreasing air density, even though the inception voltage decreases. This result is
true whether the coronas are produced under impulse [50] or direct [56] voltage. The
reasons for this trend have not yet been elucidated.

Finally, design of high altitude systems having relatively small dimensions of
the order of centimetres must take into account the fact that Paschen’s Law, relating
sparkover voltage of a gap to the product of pressure and electrode separation ( pd )
[57], also applies to the onset of corona. Briefly, the Law indicates that where pd is
small so that there is relatively little gas between electrodes, production of sufficient
ionisation to initiate corona or breakdown requires that either the voltage needed to
start corona must be raised or, if the electrode arrangement permits an alternative path
of greater length, the corona can develop at a lower voltage over the longer path.

The use of power systems at very high altitudes, albeit on a relatively small
scale, thus involves novel applications of the fundamental knowledge that is presently
extant.
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1.3.6 Sparkover over insulator surfaces

Conductors between which high potential differences are maintained are usually
separated by solid insulators, frequently porcelain, glass or polymers. Insulators for
outdoor installations such as overhead lines, while maintaining necessary clearances
between conductors, must be designed primarily to cope with rain, fog and pollution
conditions which dictate detailed design (see chapter 6 and Looms [58] for more
details). However, under more specialised requirements for indoor insulation, choice
of materials and their dielectric properties become important.

The development of avalanches and streamers in close proximity to insulating
surfaces is likely to be affected in several ways. In addition to air processes, the
electrons in an avalanche may have a probability of attaching to the insulator surface,
with consequent removal from the ionisation process. This has been postulated to
account for the fast rate of decay of current in a corona which is propagated over
a surface [55]. Nevertheless, it has been established that streamers propagate more
rapidly over a surface than in air, and this has been related to photoelectron emission
from the surface, so effectively increasing the ionisation coefficient α and shortening
the lengths of avalanches required to achieve a critical condition (section 1.2.3).
Possibly overriding these influences is the effect of the increase in electric field
around the head of a streamer due to the relative permittivity of the material. In the
streamer trail, it is likely that negative or positive ions will attach to the surface,
depending on the chemical nature and activation energies of the material.

Data is available on some of these effects. Thus, Verhaart et al. [59] have demon-
strated that electrons are, indeed, photo-emitted at an insulating surface to an extent
that depends on the quality of the ultra-violet light emitted by avalanches in the partic-
ular gas surrounding the insulator. In the experiments described, these photoelectrons
had the effect of augmenting the avalanches that were initiated on the insulator sur-
face. The UV light from SF6 proved to be effective in causing photo-emission from
PTFE, but no significant emission was detected when repeated with carbon dioxide.
However, there was no attenuation of the avalanches in this case, indicating that
unless counterbalanced by photo-emission, attachment was negligible. Generally,
similar effects were obtained by Jakst and Cross [60].

The attachment of ions to the surface is, of course, very well studied by the
Lichtenberg figure technique, which has been made the subject of quantitative
measurement by several authors [5, 61, 62]. Very recently, however, scanning mea-
surements by electrostatic probe have been integrated over the whole discharge region
to show that, with positive impulse corona, the net charge detected on the surface
is only a few per cent of the total charge injected from the circuit [55]. The result
suggests that ions of both polarity settle on the surface after the passage of the dis-
charge current, with a slight preponderance of the same polarity as the electrode
producing the corona.

Further measurements have shown that the ambient electric field required to
sustain streamer propagation over an insulating surface is of the order of 20 per cent
higher than that needed in air. This appears at variance with the generally accepted
reduction in the dielectric strength of an insulator surface, compared with that in air
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alone. However, the reduction is due to effects at a highly stressed electrode, where
the combination of a (usually) imperfect contact between electrode and insulator in air
(the so-called triple junction) produces very high localised fields in which low energy
discharges trigger the larger discharge between electrodes. This subject is beyond the
scope of this chapter.

1.4 Note

1 Figure from British Standards reproduced with the permission of BSI under licence
number 2003 SK/0157. British Standards can be obtained from BSI Customer
Services, 389 Chiswick High Road, London W4 4AL (Tel +44 (0) 20 8996 9001).
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Chapter 2

SF6 insulation systems and their monitoring

O. Farish, M.D. Judd, B.F. Hampton and J.S. Pearson

2.1 Introduction

Sulphur hexafluoride is used as an insulant in a wide range of power system
applications, including switchgear, gas-insulated substation (GIS) components,
transformers and gas-insulated cables. SF6 is chemically stable, non-toxic and
non-flammable, and has a high vapour pressure (∼21 bar at room temperature).
At pressures typical of GIS applications (∼5 bar) it can be used down to −35◦C
without liquefaction occurring. Its wide use in power equipment is promoted by
the fact that, in addition to high dielectric strength, SF6 has good heat transfer
characteristics and excellent arc-quenching properties.

Although its dielectric strength is three times that of air and, at a pressure of 6 bar
is approximately the same as that of transformer oil, SF6 is a ‘brittle’ medium, in that
ionisation builds up very rapidly if a critical field strength is exceeded. In practical
applications, this can happen in the vicinity of any small defects such as electrode
surface protrusions or free conducting particles. Depending on the nature of the defect,
the partial discharges (PD) which occur at these local regions of field enhancement
may result in breakdown of the insulation system. There is, therefore, increasing
interest in the use of techniques for monitoring the PD activity in SF6-insulated
equipment with a view to identifying critical defects before they lead to failure.

This chapter reviews the basic ionisation processes which occur in SF6, the
streamer mechanism which controls breakdown under relatively uniform field condi-
tions, and the influence of electrode surface roughness on breakdown at high pressure.
The characteristics of the partial discharges (corona discharges) which occur under
the non-uniform field conditions associated with certain types of defect are then dis-
cussed. Following a discussion of the various PD diagnostic techniques that have been
proposed for use in GIS, an account is given of the principles of the UHF technique
for detection of PD in metal-clad equipment. Finally, the design and calibration of
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the sensors used in UHF monitoring are discussed and an explanation given of the
interpretation of the PD patterns recorded in practical UHF monitoring systems.

2.2 Ionisation phenomena in SF6

The high dielectric strength of SF6 is due to its property of electron attachment. In
this process, a free electron moving in the applied field, which collides with a neutral
molecule, may be attached to form a negative ion:

SF6 + e −→ (SF6)
−

This process competes with that of collisional ionisation, by which an electron
with sufficient energy can remove an electron from a neutral molecule to create
an additional free electron:

SF6 + e −→ (SF6)
+ + 2e

Ionisation is a cumulative process and, provided that the field is high enough,
successive collisions can produce ever increasing numbers of free electrons which
can result in electrical breakdown of the gas. On the other hand, the heavy, slowly
moving negative ions which are formed by attachment are unable to accumulate the
energy required to cause ionisation and the attachment process therefore effectively
removes electrons and inhibits the formation of ‘avalanches’of electrons which might
lead to breakdown.

Some gases, such as nitrogen, hydrogen and argon, do not form negative ions;
others, such as oxygen and CO2, are weakly attaching. SF6, in common with a
number of other gases containing fluorine or chlorine, is highly ‘electronegative’
(i.e. exhibits strong electron attachment). Some gases have a dielectric strength sig-
nificantly greater than that of SF6 (Table 2.1). However, most present problems of one
kind or another, including toxicity, limited operating pressure range or production of
solid carbon during arcing. SF6 is therefore the only dielectric that is accepted as suit-
able for GIS applications, although some high strength gases have been considered
for use in mixtures with SF6.

In later sections of the chapter, the mechanisms governing the formation of partial
discharges and breakdown in compressed SF6 insulation are reviewed. It is therefore
useful at this stage to consider how the (net) rate of electron production in SF6 depends
on the gas pressure and the applied field.

The average energy attained by charged particles moving in a gas varies linearly
with both the applied field E and the average mean free path λ between collisions.
Since λ is proportional to the reciprocal of the number density N , the energy varies
directly with E/N or, if the temperature is constant, with E/p, where p is the gas
pressure.

The frequency of collisions made by a charged particle of a given energy increases
with number density (or pressure). Thus, for an electron moving in a gas, for example,
the probability of ionisation for a single collision will be a function of the energy
parameter E/p, and the rate of ionisation will depend both on pressure and on E/p.
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Table 2.1 Dielectric strength of certain
gases relative to SF6 [1]

Gas Relative
strength

H2 0.18 non-attaching

air 0.3
weakly attachingCO2 0.3

CO 0.4

C2F8 0.9

strongly or very
strongly attaching

CCl2F2 0.9
SF6 1.0
C-C4F8 1.3
C-C4F6 ∼1.7
C4F6 ∼2.3

Considering a swarm of electrons moving in a gas under a constant field, the
growth of ionisation rate is defined in terms of the number of ionising collisions per
electron per cm travel in the gas parallel to the applied field. This parameter is known
as the ionisation coefficient, α, where α = pf1 (E/p), that is:

α

p
= f1

(
E

p

)

Similarly, the removal of electrons from the swarm is determined by an attachment
coefficient, η, defined as the number of attachments per electron per cm travel. Hence:

η

p
= f2

(
E

p

)

The net ionisation then depends on the balance between ionisation and attachment.
If η > α, attachment dominates over ionisation and no discharge growth is possible;
if α > η, cumulative ionisation can occur.

Figure 2.1 shows the net (pressure-reduced) ionisation coefficient (α − η)/p as a
function of E/p for air and SF6. It can be seen that the critical reduced field strength
at which (α − η) = 0 is about 89 kV/cm bar in SF6, compared with only ∼27 kV/cm
bar in air. This explains the high dielectric strength of SF6 relative to air as no build-up
of ionisation can occur until the reduced field exceeds the critical value (E/p)crit .

It is worth noting the steep slope of the curve of (α − η)/p versus E/p in SF6.
This means that SF6 is a relatively brittle gas in that, once (E/p)crit is exceeded,
the growth of ionisation is very strong. This is significant in situations where stress-
raising defects are present in gas-insulated equipment as intense ionisation activity
will occur in the regions where E/p > (E/p)crit and this may initiate complete
breakdown of the insulation.
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Figure 2.1 Effective ionisation coefficients in air and SF6

Also worthy of note is the fact that the net ionisation coefficient in SF6 can be
represented by the linear relationship:

α − η

p
= A

(
E

p

)
− B

where A = 27.7 kV−1 and B = 2460 bar−1 cm−1. The critical reduced field strength
is therefore:(

E

p

)
crit

= Bp

A
= 88.8 kV/cm bar

This simple relationship is useful in estimating onset voltages in SF6 insulation.

2.3 Breakdown mechanisms in low divergence fields

As discussed above, the build-up of ionisation in SF6 is possible only under con-
ditions where the (pressure-reduced) field exceeds a critical value (E/p)crit of
∼89 kV/cm bar.

For highly divergent fields (as, e.g., for the case of a sharp protrusion on a high
voltage conductor) ionisation will be confined to a critically-stressed volume around
the tip of the protrusion. In this situation localised PD, or corona, will be the first
phenomenon observed as the applied voltage is increased. Breakdown under these
conditions is a complex process, because of the effects of the space charge injected
by the prebreakdown corona.

As any stress-raising defect in gas-insulated equipment will result in PD activity,
it is important to understand non-uniform field discharge mechanisms. However, GIS
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are designed for relatively low field divergence and it will be useful first to consider
the simple case of breakdown in SF6 under uniform field conditions, before reviewing
the phenomena associated with particulate contamination or other defects.

2.3.1 Streamer breakdown

For a perfectly uniform field (plane–plane electrode geometry), no ionisation activity
can occur for reduced fields less than the critical value. Above this level, ionisation
builds up very rapidly and leads to complete breakdown of the insulation (formation
of an arc channel).

The first stage of the breakdown involves the development of an avalanche of
electrons. The growth of this avalanche from a single starter at the cathode can readily
be found by computing the net electron multiplication. Considering a swarm that has
grown to contain n(x) electrons at position x in a gap of width d; then, in travelling
a further incremental discharge dx, these will generate a net new charge:

dn(x) = (α − η)n(x) dx = ᾱn(x) dx

as a result of ionising and attaching collisions with neutral molecules, where α is the
net ionisation coefficient.

Integration over the interval 0 to x gives the number of electrons in the avalanche
tip at that stage in its growth:

n(x) = exp
(∫ x

0
ᾱ dx

)
= exp(ᾱx)

In crossing the whole gap, an avalanche of exp(ᾱd) electrons is created.
In itself, the occurrence of avalanches does not constitute breakdown. For exam-

ple, if conditions were such that ᾱ = 5 then, in a 1 cm gap at 1 bar, the current gain
would be e5 ∼ 150. The normal low background conduction current density (due
to collection of free charges present in the gap) would be increased as a result of
ionisation from ∼10−13 A/cm2 to ∼10−11 A/cm2, but the gap would still be a very
good insulator. However, as illustrated in Figure 2.1, ᾱ increases very quickly when
the reduced field exceeds (E/p)crit and the multiplication can rapidly reach values
of 106 or greater, with most of the charge confined to a very small region at the head
of the avalanche (approximately a sphere of typically ∼10 μm radius).

The bipolar space charge generated by the ionisation process results in local
distortion of the applied field such that ionisation activity ahead of, and behind,
the avalanche tip is greatly enhanced. At a critical avalanche size (exp(ᾱx) = Nc),
the space charge field is high enough to generate rapidly moving ionisation fronts
(streamers) which propagate at ∼108 cm/s towards the electrodes. When these bridge
the gap, a highly conducting channel is formed within a few nanoseconds.

For pressures used in technical applications (p > 1 bar), the streamer process is
the accepted breakdown mechanism in SF6 under relatively uniform field conditions.

The critical avalanche size for streamer formation is found to be that for which
the streamer constant k = 	nNc is approximately 12. The breakdown voltage is then
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easily calculated using the linear relationship between ᾱ/p and E/p:

ᾱ

p
= A

(
E

p

)
− B

where A = 27.7 kV−1 and B = 2460 bar−1 cm−1.
The minimum streamer inception or breakdown level will occur when the critical

avalanche size is achieved at the anode. Thus:

ᾱd = AEd − Bpd = k

The breakdown voltage Vs (=Ed) is then:

Vs = B

A
(pd) + k

A
= 88.8 (pd) + 0.43 (kV)

where pd is in bar cm.
Note that the breakdown voltage is a function only of the product (pressure x

spacing). This is an example of the similarity relationship (Paschen’s Law) which
allows gas-insulated equipment to be made more compact by increasing the pressure
above atmospheric.

As indicated above, once the gap is bridged arc formation in SF6 is extremely
rapid. The voltage collapse time depends on the pressure (p), spacing (d) and geo-
metry, and is typically ∼10 d/p nanoseconds. In certain situations, this can present
serious problems in GIS equipment. Sparking during closure of a disconnector switch,
for example, can generate travelling waves in the GIS bus which have very fast rise
times (up to 100 MV/μs). Doubling at open circuits elsewhere in the system can result
in insulation being stressed with high amplitude (>2 p.u.) pulses with very short rise
times (<10 ns). There are also problems with grounding and shielding, as very high
fields (500 kV/m) can appear across parts of the grounded enclosure during the pulse
transit.

2.3.2 Quasi-uniform fields (coaxial cylinders)

If the field is varying with position across the gap, the initial avalanche formation will
occur within a critical volume for which (α − η) > 0 (i.e. E/p > 88.8 kV/cm bar).
Under these conditions, the streamer inception criterion is:

exp
(∫ xc

0
ᾱ(x) dx

)
= N

where x is the distance from the inner electrode along a field line and xc is the position
of the boundary of the ionisation region.

For coaxial electrode geometry (inner radius r0, outer r1) the field distribution is:

E(r) = V

r
ln
(

r1

r0

)



SF6 insulation systems and their monitoring 43

Also, at onset, ᾱ = 0 at position rc, so that:

E(rc) = Ecrit = Bp

A

Using these relationships, together with the streamer criterion, it can easily be shown
that the surface field at onset is:

E(r0) = Bp

A

[
1 +

(
k

Bpr0

)1/2
]

and that:

xc =
(

kr0

Bp

)1/2

With the above values of A and B, this yields:

E(r0)

p
= 89

[
1 + (

0.07
√

pr0
)]

(pr0 in bar cm)

and

xc = 0.07
√

r0

p
(cm)

For the large curvature electrodes and high pressures used in GIS, the field at
the inner conductor at onset is therefore very close to the critical reduced field of
∼89 kV/cm bar.

Note that the streamer forms when the primary avalanche has developed a rela-
tively short distance. For r0 = 8 cm, p = 4 bar, for example, xc will be ∼1 mm.
The streamer will then propagate until the combination of the space charge field and
the geometric field is unable to sustain further ionisation. In order for breakdown to
occur, it will then be necessary to increase the surface field above the onset level.
In the relatively low divergence field in a (clean) GIS system only a small increase
above the onset voltage is necessary to initiate breakdown.

2.3.3 Effect of surface roughness

Although laboratory measurements using polished coaxial electrodes are in agreement
with the theoretical criterion that the inner surface field at breakdown should be close
to the critical field of ∼89 kV/cm bar, this value cannot be sustained in large scale
equipment with a practical (machined) surface finish.

One reason for this is the fact that increased ionisation occurs in the vicinity of
microscopic surface protrusions (surface roughness). This results in reduction of the
breakdown field strength by a factor ζ . Figure 2.2 shows calculated values of the
factor ζ as a function of the product ph (pressure × protrusion height) for a range of
spheroidal protrusions [2].

It can be seen (a) that the breakdown voltage can be reduced to a low level and
(b) that there is a critical protrusion size for the onset of roughness effects.
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Figure 2.2 Roughness factor for uniform field breakdown in SF6
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Figure 2.3 Hemispherical protrusion on a uniform field electrode

The existence of a threshold value of ph can readily be demonstrated [2] for the
hemispherical protrusion shown in Figure 2.3. For this case, the field at an axial
distance x above the protrusion is given as:

E(x) = E0

[
1 + 2r3

(x + r)3

]

For the protrusion to have no effect, E0 (the macroscopic field) at onset must be equal
to (E/p)crit (=Bp/A).

Also:

ᾱ(x) = AE(x) − Bp = Bp

[
1 + 2r3

(x + r)3

]
− Bp = 2Bpr3

(x + r)3

Breakdown occurs when:∫ xc

0
ᾱ(x) dx = k
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that is

2Bpr3[− 1
2 (x + r)−2]xc

0 = k

therefore

1r2

(xc + r)2 = k

Bpr

therefore

xc

r
= 1 −

[
1

1 − k/Bpr

]1/2

With k = 12 and B = 0.246 bar−1 μm−1:

xc = r
[
1 − (1 − 49/pr)−1/2

]
For xc to be real, pr must be >50 bar μm. At a working pressure of 5 bar, surface
roughness would therefore begin to affect the onset level for protrusion heights greater
than ∼10 μm.

Because of surface roughness effects (and other electrode phenomena such as
micro discharges in charged oxide layers, etc.) practical SF6-insulated equipment is
designed such that the maximum field is everywhere less than ∼40 per cent of the
critical value. In a typical GIS, for example, the basic insulation level (BIL) will
correspond to a peak reduced field of only ∼35 kV/cm bar.

With a good technical surface finish, streamers should not form in a clean coaxial
electrode system under these conditions. Further, if a local defect does cause streamer
formation, the streamer should not be able to propagate into the low field region of
the gap. The fact that breakdown can occur, even at the lower reduced field associated
with theAC working stress (∼15 kV/cm bar) indicates that an additional mechanism is
operative. This is discussed in the following section on non-uniform field breakdown
in SF6.

2.4 Non-uniform field breakdown in SF6

Highly divergent fields can exist in GIS under certain conditions as, for example,
when a needle-like free metallic particle is attracted to the inner conductor or is
deposited on the surface of an insulator. Such defects can result in very low breakdown
levels and, with large defects (e.g. particles several mm long), failure can occur
even at the working stress of the equipment. For this reason, there have been many
laboratory studies of the breakdown characteristics of highly non-uniform field gaps
in SF6.

These studies have shown that there are two distinct types of breakdown, depend-
ing on the rate at which the voltage is applied to the gap. When the stress is applied
relatively slowly, as with alternating voltage or long rise time switching surges,
corona space charge plays an important part in controlling the field distribution by



46 Advances in high voltage engineering

200

100V
(k

V
)

1 2
pressure (bar)

3 4

breakdown

onset

r0 = 5 mm

3 mm

2 mm

1.5 mm

Figure 2.4 AC corona onset and breakdown characteristics for a 40 mm rod–plane
gap in SF6 [4]

the so-called corona stabilisation process [3]. With shorter rise time surges (light-
ning impulse or fast transients), breakdown occurs directly by a stepped leader
mechanism [5]. For both cases, the breakdown voltage is lower when the high field
electrode is positive and most attention has therefore been given to breakdown under
positive point conditions.

2.4.1 Corona stabilised breakdown

Figure 2.4 shows AC voltage–pressure characteristics for point-plane gaps in SF6 [4].
The shape of these curves is typical of all non-uniform field gaps with slowly varying
voltage applied, in that there is (a) a broad pressure region over which the breakdown
voltage is much higher than the (streamer corona) onset voltage and (b) a critical
pressure at which breakdown occurs directly at onset (i.e. the first streamer leads
directly to breakdown).

The peak in the mid-pressure range is due to the effects of space charge injected
by streamer activity around the point.

For a positive point, for example, the electrons generated by the corona are quickly
removed at the point while the positive ions diffuse relatively slowly into the low
field region. This space charge tends to shield the point and stabilises the field there
to a level close to the onset value.

As the voltage is raised, the space charge density (and the shielding effect) inten-
sifies, and a voltage considerably above onset is required to cause breakdown. The
breakdown usually occurs as a result of filamentary (leader) discharges developing
around the shielding space charge, so that spark channels in the stabilisation region
typically take a very irregular, curved path.
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As the pressure is increased, the individual streamers become more intense, the
corona region becomes confined to a smaller region at the tip of the point and the stabil-
isation becomes less effective, so that the breakdown voltage is reduced. Eventually,
the shielding effect is lost, and the streamer which forms at onset is able to initi-
ate a discharge which develops completely across the gap at the onset voltage. This
discharge has been shown to be identical to the stepped leader discharge which is
found to occur in non-uniform field gaps under fast pulse conditions.

2.4.2 Leader breakdown

With fast-fronted surges, where the voltage passes rapidly through the theoretical
streamer onset level, the initial streamers can be very intense and may lead to the
formation of a highly ionised leader channel before there is time for space charge
stabilisation of the field at the tip of the protrusion [5].

In addition to the rate-of-rise of voltage, the statistics of appearance of initiatory
electrons may play an important role. For negative-point conditions, electrons are
produced by field emission; with the positive point, however, the trigger electrons
result from detachment from negative ions in the vicinity of the point [6].

Before the stress is applied, the gas contains a negative-ion population of a few
thousand ions per cm3. (These are produced by the action of cosmic rays, which
typically generate ∼10 ion pairs per cm3 per second in gases at atmospheric pressure.)
For discharge initiation to occur, it is necessary to find one of these ions in the very
small critical volume where (α > η). This critical volume is vanishingly small at the
theoretical onset level and increases with voltage.

For a fast-fronted wave, the field may therefore be well above the minimum onset
level when inception occurs so that the streamer corona is more vigorous than would
be the case for AC or DC stress.

If the streamer corona is large enough, a stepped leader discharge may be
initiated. The mechanism of the stepped leader may be summarised, with reference
to Figure 2.5, as follows.

During the dark period a–b which follows the initial corona, charge separation
in the streamer filaments generates a succession of ionising waves which build-up
their conductivity. Eventually, one of the streamer filaments is transformed into a
highly conducting leader channel step; this behaves essentially as an extension to the
point electrode and a new corona burst immediately occurs at its tip b. The range
of this second corona determines the length of the second channel step c. During
each streamer’s dark period, there are regular reilluminations of the leader channel,
probably associated with the relaxation processes which are occurring in the streamer
filaments.

The leader propagates into the gap in steps typically of a few mm until the streamer
activity is too weak for further channel steps to form. If the voltage is high enough,
the leader can cross the gap, resulting in breakdown. As the interstep interval is
∼100 ns for p ≈ 3 bar, the breakdown formative time lag can be greater than 1 μs.

As the field along the leader channel is much lower than that in the streamer
filament, breakdown can occur by the stepped leader process at much lower voltages
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Figure 2.5 Schematic of leader development

than would be required for streamer breakdown. For point-plane gaps, the minimum
leader breakdown voltage is found to be almost independent of pressure and average
breakdown fields of ∼25 kV/cm are typical of short (20–50 mm) gaps [7].

In configurations where the background field in the low field region is falling
less steeply (as, e.g., for the case of a particle fixed to the inner conductor of a GIS),
leader breakdown can occur at average fields of only ∼15 kV/cm.

Figure 2.6 shows V –p characteristics in SF6 for corona-stabilised breakdown and
for the minimum breakdown voltage under impulse conditions. As p1 is typically only
about 0.5 bar, the minimum breakdown voltage in non-uniform fields at pressures
typical of GIS is determined by the conditions for leader propagation in the absence
of preexisting corona space charge. Models have been developed [8, 9] which allow
the conditions for direct leader inception and propagation to be predicted for a wide
range of geometries.

It must be emphasised that, under surge conditions, the leader propagation field
is the minimum level at which breakdown can occur. Depending on the statistics
of initiation of the primary streamer, there is a probability of corona stabilisation
occurring so that, even for lightning impulse, the 50 per cent probability voltage–
pressure characteristic will exhibit a stabilisation peak. It is important therefore to
determine the low probability breakdown level when carrying out surge breakdown
tests in inhomogeneous fields.

2.5 Breakdown in GIS

2.5.1 Streamer-controlled breakdown

The design stresses used in GIS are low enough (<50 per cent Ecrit) that streamer
inception will not occur even at the full rated impulse level. However, scratches or
other small defects on the inner electrode surface may result in streamer formation.
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For a small scratch or protrusion (h ≈ 100 μm), the field perturbation is very
localised and the geometric field has to be quite high in order to achieve streamer onset.
Such defects would probably be detected only under impulse-voltage test conditions
at levels close to the BIL.

At such high voltages, the conditions for breakdown (whether by the leader process
or by a direct streamer channel mechanism) are automatically satisfied at onset. The
breakdown voltage of the GIS may therefore be predicted on the basis of the streamer
criterion:

exp
[∫ x

0
(AE(x) − Bp) dx

]
= Nc

provided that E(x), the spatial distribution of the perturbed field, is known.
As discussed earlier, the statistics of discharge initiation can play an important role

in determining the probability of breakdown in perturbed quasi-homogeneous fields
and this has significant implications for insulation coordination on SF6-insulated
equipment. Various models have been developed for calculating surge breakdown
probability on the basis of the negative-ion density distribution and the evolution of
the critically-stressed volume with time during the surge [10, 11].

2.5.2 Leader breakdown

For large defects, such as needle-like particles of several mm length attached to
the high voltage conductor, the onset voltage for streamer corona will be low.
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This means that the onset voltage is lower than the leader propagation voltage and
breakdown is preceded by corona. This is the situation discussed in the section on
non-uniform fields, where either corona-stabilised or direct leader breakdown may
occur, depending on the voltage waveform.

2.5.3 Particle-initiated breakdown

Free conducting particles (FCPs) are the most common cause of failure in GIS, and
long, thin particles are most dangerous because of the strong field enhancement
associated with such defects.

If FCPs are present in a coaxial system they become charged by the applied field
and, at a relatively low voltage, lift-off will occur. If the particle is rod shaped, it will
stand up on the outer conductor and corona onset will occur. For DC stress, parti-
cles will cross the gap at the onset voltage. For AC conditions the particles initially
make small hopping excursions at the outer electrode. As the stress is increased, the
excursions become longer and, because of inertial effects and the bouncing action
at the electrode, the bounce interval becomes longer. At each contact with the elec-
trode, a PD occurs and the interval between contacts is an important parameter in the
assessment of the severity of particle-induced PD activity in GIS.

As the voltage is increased, particles may cross the gap to the upper electrode
where they will receive a new charge, which depends on the polarity and magnitude of
the applied voltage at the instant of contact, and will then move back towards the lower
electrode. The crossing does not necessarily lead to breakdown, and a voltage increase
will usually be necessary for the conditions for leader breakdown to be achieved.

In coaxial electrode systems, breakdown is most likely to occur when a particle
strikes the inner conductor just as the voltage reaches a positive maximum [12].
The particle then behaves like a needle fixed to the HV conductor.

Early studies of the mechanism of AC particle-initiated breakdown in GIS led to
some confusion, as the particle-triggered breakdown voltage–pressure characteristics
did not show the strong peak observed with AC stress applied to a coaxial electrode
system having a particle fixed to the inner conductor [13]. This led to the consider-
ation of mechanisms such as density reduction in the wake of the moving particle,
and the possible triggering action of the microdischarge which occurs at the instant
of contact.

The actual reason for the disparity between the fixed and free particle data may be
inferred from the earlier discussion on corona-stabilised and direct leader breakdown.
For the fixed particle, there is enough time under AC conditions to guarantee effective
stabilisation at each voltage maximum, resulting in the typical peaked V–p character-
istic. With the free particle, however, the sudden arrival of the particle, together with
the step function increase in the field at the tip as a result of the small spark occur-
ring on contact, means that the behaviour is more similar to that for a fixed particle
subjected to a fast fronted impulse voltage. Under these conditions, the minimum
breakdown voltage is that associated with direct leader breakdown, which is almost
independent of pressure (see Figure 2.6).
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In practice, the probability of breakdown in GIS at each contact will be a func-
tion of the particle charge, velocity and orientation, the phase and magnitude of the
applied voltage, the statistics of breakdown of the particle–electrode microgap and
the probability of formation of a stabilisation corona. It may therefore be necessary
to wait for a relatively long period (20–30 s) to ensure that a test particle will not
trigger breakdown at a given voltage.

Measurements made in a 125/250 mm coaxial system with fixed and free particles
showed good agreement between the (t = 20 s) AC breakdown voltage with free
particles and the minimum breakdown voltage with 1 μs rise time impulses applied
to a particle fixed to the inner conductor [14]. As the minimum fixed point impulse
breakdown level corresponds to breakdown by a leader mechanism, it is clear that
models of leader inception and propagation can be used to predict the conditions of
particulate contamination which will result in breakdown in GIS.

Present indications are that, for normal working stresses, particles of length less
than ∼4 mm should not be able to cause breakdown [9]. However, smaller particles
may be scattered onto the surfaces of insulating barriers or spacers, where they may
cause breakdown under subsequent impulse stresses. It is important, therefore, to
ensure that free conducting particles of significant size (≥1 mm) are not present in
GIS under working conditions.

2.6 Possible improvements in SF6 insulation

The dielectric performance of present designs of GIS is probably close to the best
that can be achieved with careful component design and good quality control, using
existing materials and construction methods. Techniques which may offer further
improvements in GIS insulation include.

2.6.1 Use of additives or gas mixtures

The dielectric properties of SF6 can be significantly improved [15] by using leader-
suppressing additives such as Freon 113, although the use of such additives in GIS
would require confirmation that they have no effect on the solid insulation in the
system. Gas mixtures containing buffer gases such as N2 in concentrations of up to
80 per cent have dielectric strengths which are not much below that of SF6 under
clean conditions and may be less susceptible to particulate contamination. SF6/N2
mixtures are particularly attractive for use in gas-insulated transmission lines because
of their lower cost and reduced environmental impact.

2.6.2 Improved spacer formulation and construction

There is continual progress in the development of resins and fillers with improved
properties in terms of mechanical strength, resistance to tracking and compatibility
with SF6 discharge products. The use of semiconducting surface coatings to prevent
the build-up of surface charge may also be beneficial, and the presence of ribs on the
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surface of the spacers may offer significant advantages, particularly in the presence
of particulate contamination [16].

2.6.3 Particle control

Although every effort is made to ensure that FCPs are removed during preassembly
cleaning of GIS, particles can be produced during operation, for example as a result
of abrasion of sliding contacts. Simple slotted trays in the outer conductor make
very effective particle traps and their use in the vicinity of solid spacers can offer
useful protection. Other proposals for particle control have included techniques for
covering FCPs with a sticky insulating coating by post-assembly polymerisation of
an appropriate additive to the SF6.

Even if improvements are made in one or more of the above areas, it is probable
that it will never be possible to completely eliminate every defect that may result
in local stress enhancement in GIS. It is important, therefore, to ensure that the
procedures used in factory and/or site testing are able, where possible, to indicate
the presence of particles or other defects and that the tests used do not in themselves
cause damage to the insulation, or create conditions which may cause later failure
(e.g., by scattering particles on to spacer surfaces).

These considerations have led to the development of diagnostic techniques which
allow the presence of defects to be recognised as a result of their partial discharge
activity so that action can be taken to remove them before a failure occurs. The
remainder of this chapter is devoted to a discussion of these techniques.

2.7 Partial discharge diagnostic techniques for GIS

2.7.1 Introduction

Although the reliability of GIS is high [17], any internal breakdown that does occur
invariably causes extensive damage and an outage of several days’ duration is needed
to effect the repair. During this time the associated circuit may be out of operation
and the consequential losses can be high, especially if the GIS is operating at 420 kV
or above. If in addition the GIS is connecting the output of a nuclear station to the
transmission network and the breakdown leads to a reactor shutdown, the financial
penalties could be most severe.

Modern designs of GIS, such as that shown in Figure 2.7, have benefited from
the experience gained with earlier versions, and they have a high level of reliability.
In the future it appears likely that further improved GIS designs will be supplemented
by quite extensive diagnostic monitoring, which will have two main advantages;
it will allow the user to adopt condition-based maintenance and reduce revenue expen-
diture, and will lead to the ideal situation of being able to detect a developing fault in
time to prevent an unplanned outage.

Much progress in diagnostic techniques for GIS has been made in recent years,
and they are used increasingly in factory testing, site commissioning and during the
service life of the equipment [18–22]. In the UK, diagnostic couplers are specified for



SF6 insulation systems and their monitoring 53

Figure 2.7 A modern 400 kV GIS

all new GIS, and in some cases have been fitted retrospectively to existing substations.
The insulation can then be monitored for signs of any incipient weakness, and action
taken to prevent it developing into complete failure. With one technique, this is being
done continuously and remotely, in line with the trend among utilities to operate GIS
unattended.

So far the main objectives of GIS diagnostics have been to detect whether there is
any defect in the GIS, to identify it as a particle, floating shield and so on, and to locate
it so that it can be repaired. Various diagnostic techniques have been demonstrated in
the laboratory, and with some of them several years’ experience on site, both during
commissioning tests and with the GIS in service, has been gained. The results of the
on-site work have been very promising, and have shown the need for these further
developments:

(i) Complex and often intermittent discharges can be found in GIS, and a better
understanding of the physical processes leading to breakdown is needed to
allow the diagnostic data to be interpreted and its significance assessed.

(ii) Continuously monitoring one or more GIS can produce very large quantities of
data, and it is important not to overburden the engineer with its interpretation.
The discharge data needs to be analysed by an expert system, and the engineer
informed only when some condition arises which needs attention.

(iii) A monitor installed in a GIS to detect defects in the insulation can in addition be
used to record the condition of circuit breakers, transformers and other plant,
and so provide a complete diagnostic system on which predictive maintenance
of the GIS can be based [20].
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It is these aspects which are becoming increasingly important, and where the main
advances can be expected.

2.7.2 The range of diagnostic techniques for PD detection

2.7.2.1 Fundamental processes

The statistics of GIS reliability [23, 24] show that the most common cause of electri-
cal failure is a free metallic particle, which can become attracted to the high voltage
conductor and produce a microdischarge which triggers breakdown. Other causes of
failure are discharges from any stress-raising protrusion, capacitive sparking from an
electrode which is not properly bonded to either the high voltage conductor or earth,
and so on; and the common feature of all these defects is that they generate PD activ-
ity in advance of complete breakdown. With the exception only of the mechanical
noise from a bouncing particle, PD detection is the basis of all dielectric diagnostics
in GIS.

A PD is the localised breakdown of gas over a distance of usually less than
a millimetre. For surface defects such as small protrusions, the discharge takes the
form of corona streamers which give rise to current pulses with very short rise times
(<1 ns). Discharges in voids, and microsparks associated with poor contacts or with
the transport of conducting particles, are also characterised by high rates of change of
current. In all cases, the very short rise time of the PD pulse causes electromagnetic
energy to be radiated into the GIS chamber, and the energy dissipated in the discharge
is replaced through a pulse of current in the EHV supply circuit. In microsparks
and intense coronas, the discharge is followed by rapid expansion of the ionised
gas channel, and an acoustic pressure wave is generated. PD is also accompanied
by the emission of light from excited molecules, and by the creation of chemical
breakdown products. The PD therefore has many effects – physical, chemical and
electrical – and in principle any of them could be used to reveal the presence of the
discharge.

2.7.2.2 Light output

Detecting the light output from a discharge is probably the most sensitive of all
diagnostic techniques, because a photo-multiplier can detect the emission of even
a single photon. The radiation is primarily in the UV band, and since this is absorbed
strongly both by glass and SF6 it is necessary to use quartz lenses and a reasonably
short path length. Although this is a powerful laboratory tool for finding the onset
of activity from a known corona point, there are many difficulties in using it to detect
a discharge which might be anywhere in a GIS.

2.7.2.3 Chemical byproducts

This approach initially appears attractive because chemical decomposition is immune
to the electrical interference which is inevitably present in the GIS, and with any
steady discharge the concentration of the diagnostic gas should rise in time to a level
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where it can be detected (this assumes, of course, that an absorbing reagent is not
used in the chambers).

The main decomposition product of sulphur hexafluoride is sulphur tetrafluoride
(SF4), but this is a highly reactive gas. It reacts further, typically with traces of water
vapour, to form the more stable compounds thionyl fluoride (SOF2) and sulphuryl
fluoride (SO2F2). These are the two most common diagnostic gases, and, by using
a gas chromatograph and mass spectrometer, they may be detected with sensitivities
down to 1 p.p.m. As a simpler but less sensitive alternative, chemical detection tubes
can be used.

In small-volume laboratory tests, a reasonably small discharge of 10–15 pC can
be detected, typically after some tens of hours. However, in a GIS the diagnostic gases
would be greatly diluted by the large volume of SF6 in which they occur, and much
longer times would be needed. It therefore appears that the chemical approach is too
insensitive to be considered for PD monitoring.

2.7.2.4 Acoustic emission

Acoustic signals arise both from the pressure waves caused by partial discharges and
from free particles bouncing on the chamber floor. The latter is the only instance
of a diagnostic signal not coming from a PD (although of course the particle gen-
erates a PD as well). The signals in GIS have a broad bandwidth, and travel from
the source to the detector by multiple paths [21, 25]. Those originating at the cham-
ber wall propagate as flexural waves, at velocities which increase with the square
of the signal frequency to a maximum of approximately 3000 m/s. Propagation
through the gas is at the much lower velocity of 150 m/s, and the higher frequen-
cies in the signal are absorbed quite strongly. The alumina- or silica-filled epoxide
barriers which are used to support the inner conductor also attenuate the signal
markedly.

The different propagation velocities of the wave as it passes through various
materials, and the reflections occurring at boundaries between them, give rise to a
complex acoustic waveform. This signal can be picked up by accelerometers or acous-
tic emission sensors attached to the outside of the chamber. The acoustic signal from a
particle bouncing on the chamber floor is characterised by a signal not correlated with
the power frequency cycle. It also has other features, such as the crest factor (ratio of
the peak/r.m.s. value), the impact rate and the ratio of the lift-off/fall-down voltages,
from which the particle shape and its movement pattern can be inferred. Other sources
of discharge may be identified in a similar way from their own characteristics [26].

One advantage of acoustic measurements is that they are made non-intrusively,
using external sensors which may be moved from place to place on the GIS. Because
of the rather high attenuation of the signals, the sensors should preferably be on
the chamber containing the source. This in itself gives the approximate location
of the defect, but a more accurate position can be found to within a few cm using
a second sensor and a time of flight method.

The acoustic technique is not suited to a permanently installed monitor, because
too many sensors would be needed.
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2.7.2.5 Electrical methods

There are two approaches to detecting the electrical charge in a partial discharge;
in the external circuit by a conventional PD measurement system, and internally by
detecting the resonances set up in the GIS chambers.

(i) Conventional method The test circuit is that given in IEC Publication 270, and
the charge flowing through a coupling capacitor fitted in parallel with the GIS
is measured using a quadrupole and detector. The PD current pulse at the defect
has a duration of less than 1 ns, and propagates as a travelling wave in each
direction along the chambers. The pulses are attenuated and undergo multiple
reflections, but do not appear immediately in the external circuit. After about
a microsecond or so, the pulses die away and the GIS appears to the external
circuit as a lumped capacitor with a depleted charge. From then, a replacement
charge flows into the GIS, and is measured by the detector.

To obtain the maximum sensitivity of measurement, a completely shielded
test arrangement is required [27], which is possible for a test assembly but
may be inconvenient when testing a complete GIS. Also, the total capacitance
of a GIS is high, and it must be divided into sections for test. In addition,
there is no means of locating the discharge, and since a coupling capacitor is
not normally provided in a GIS the technique cannot be used for in-service
measurements.

(ii) UHF method The current at the PD site rises in less than a nanosecond, and can
radiate EM waves with energy spectra extending to frequencies of 2000 MHz
or more. This excites the GIS chambers into various modes of electrical reso-
nance, which because of the low losses in the chambers can persist for up to
a microsecond. The resonances are indicative of PD activity, and if they are
picked up by couplers installed in the GIS may be displayed on a spectrum
analyser.

The resonant technique was developed in the UK [22], where over the past
15 years or so much experience has been gained using UHF for PD detection at
frequencies from 300 to 1500 MHz [28].

The UHF technique will later be described in detail, when it will be seen that
its advantages are its high sensitivity; the ability to locate discharges accurately
by time of flight measurements; and that it can readily be used in a continuous
and remotely operated monitoring system.

2.7.3 Comparison of the techniques

It is difficult to compare the various diagnostic techniques from results gained under
different experimental conditions, so a CIGRE Working Group (15-03) arranged for
them to be used simultaneously to detect a range of artificial defects [29]. The tests
were made in a 6 m long section of 420 kV GIS chambers into which was placed one
of the following defects:

• a free metallic particle
• a particle attached to the surface of a barrier
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Figure 2.8 Signal to noise ratio of PD from a needle on the busbar (taken from [29])
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• a corona point at the HV conductor
• a similar point on the chamber wall.

The vessel was energised by a 0–510 kV metalclad test transformer, the voltage
being increased slowly until breakdown occurred. During this time, diagnostic
measurements were made using the following techniques:

a conventional electrical detection according to IEC Publication 270 with either
a standard detector at 1 MHz, or the phase-resolved partial discharge (PRPD)
evaluation system at 200 kHz [30]

b UHF, using an internal coupler at frequencies up to 1500 MHz
c acoustic, using an external acoustic emission sensor at 34 kHz
d chemical, using detector tubes; this technique proved too insensitive to give

a result over the limited test period.

To illustrate the results reported in Reference 29, those for a needle attached to the
busbar are reproduced as Figure 2.8, in which the data from the various techniques
has been expressed as signal/noise ratios, so that the results can be compared.

The general conclusions of this investigation were that:

• the acoustic, IEC 270, and UHF techniques all show good sensitivity
• acoustic measurements are non-intrusive and can be made on any GIS, but the

attenuation of the signal across barriers and along the chambers is rather high
• conventional PD measurements need an external coupling capacitor, and cannot

be used on GIS in service
• the UHF technique is suitable for in-service monitoring.
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2.7.4 Overview of UHF technology

A GIS installation consists of a network of coaxial transmission lines which acts as a
waveguiding structure for UHF signals, with an inherently low loss. In the absence
of barriers and discontinuities, the attenuation at 1 GHz in a waveguide of this size
(typically 0.5 m diameter) would be only 3–5 dB/km. In practice, reflections at
discontinuities within the GIS chamber cause a reduction in signal strength which
has been observed to be in the region of 2 dB/m [28]. These reflections can cause
resonances to appear, such as those set up between dielectric barriers [31].

When coaxial lines are used for signal transmission, the usual mode of signal
propagation is the transverse electromagnetic (TEM) mode, in which the electric
and magnetic field components are transverse to the direction of propagation. The
frequency of operation is kept below the cut-off frequencies at which higher-order
transverse electric (TE) and transverse magnetic (TM) modes begin to be excited,
thus ensuring non-dispersive propagation, a normal requirement for the maintenance
of signal fidelity.

In the case of a GIS, the coaxial structure is a consequence of the need to contain
the gaseous insulation, and its dimensions are accordingly defined by high voltage
requirements. At UHF (300–3000 MHz), the GIS dimensions are such that the TE
and TM modes of propagation cannot be neglected [32]. Excitation of a purely TEM
mode signal would require symmetrical excitation of the waveguide, whereas the
location of a PD current pulse is always asymmetrical with respect to the coaxial
cross-section and therefore couples strongly with higher-order modes. These modes
are closely related to those of the hollow cylindrical waveguide, and are therefore
capable of propagating across gaps in the HV busbar, which would block TEM signals.
For these reasons, it is necessary to account for all modes of propagation within the
measurement bandwidth to describe adequately the UHF signal resulting from a PD.

The design of internal couplers for detection of UHF signals in GIS involves
a compromise between the conflicting requirements of minimising the field enhance-
ment while maximising the UHF sensitivity. The coupler must not create an additional
risk of breakdown, and is normally mounted in a region of relatively weak HV field,
at an inspection hatch for example, where it is shielded in a recess in the outer
conductor. A disadvantage is that the UHF fields also tend to be weaker in these
regions, since they are subject to the same boundary conditions as the HV field.
UHF antennas of a form which would be desirable for good sensitivity, such as a
radial monopole, are unacceptable as they would invite breakdown. However, other
forms of broadband planar couplers, such as the spiral, have been investigated [33]
and shown to have good sensitivity. Circular plate couplers have proved useful, and
are more readily accepted in GIS because they are similar to capacitive dividers,
and can be seen not to cause stress enhancement. Circular couplers are themselves
resonant structures at UHF frequencies, and the effect of design parameters has been
investigated [33], showing how their sensitivity can be enhanced within the design
constraints.

A more detailed description of UHF theory and the generation and transmission
of UHF signals will be found in the next section.
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Figure 2.9 Transfer functions involved in the UHF detection of PD in GIS

2.8 The generation and transmission of UHF signals in GIS

2.8.1 Introduction to UHF theory

Detection of PD by the UHF method involves the stages of energy transfer that are
shown in Figure 2.9.

To take full advantage of the UHF technique, an understanding of the basic
processes involved is important. In the following notes, a represents the radius of the
inner conductor of the GIS, andb represents the radius of the outer conductor.A system
of cylindrical coordinates (r , φ, z) will be used to describe the electromagnetic field
components.

2.8.2 Excitation

The shape of the streamer current pulse i(t) at the PD source is most important in
determining the characteristics of the UHF signal. The energy radiated in the UHF
range is highly dependent on the rate of change of PD current. However, for a given
pulse shape, the UHF signal amplitude scales linearly with the current flowing at the
defect.

For small defects, the UHF signal amplitude is proportional to the product ql

when the pulse shape is constant [34]. Here, q represents the charge contained in
the PD current and l is the length over which it flows. Because the length of the
streamer itself rarely exceeds 1 mm, l is predominantly a function of the defect size
(e.g., particle or protrusion length).

The UHF signal excited by a PD source depends on the position of the defect in the
transverse plane. This is because the coupling coefficients to each of the waveguide
modes vary across the coaxial cross-section of the GIS.
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Figure 2.10 Typical UHF signal excited by PD in a 400 kV GIS, as measured at the
output of a UHF coupler

2.8.3 Propagation

The electromagnetic waves radiated from the defect region begin to propagate in the
GIS chamber. Different frequency components of the PD pulse propagate at different
velocities, causing dispersion of the pulse. The overall effect of dispersion is to
cause the signal to appear as a long, oscillating waveform with a somewhat random
appearance (Figure 2.10). The UHF signals obtained from a GIS coupler typically
have a duration of 100–1000 ns. Some of the signal is rapidly attenuated because it
is below the cut-off frequency of the mode in which it is propagating. The highest
frequency components travel along the coaxial lines with a velocity approaching c.
Propagation through barriers takes place at a lower velocity, c/

√
εr , where εr is the

relative permittivity of the insulating material (typically 5–6). The relative arrival
times of the wavefronts at couplers on either side of the PD source can often be used
to locate the defect.

Any non-uniformities in the GIS will cause partial reflections of the UHF signals.
Most discontinuities inside the GIS have a complicated reflection pattern, because
they do not reflect the signal at a plane, but over a distributed volume (e.g., a conical
gas barrier). The attenuation of the UHF signal along the GIS duct (between one
coupler and the next) is mainly due to the confining of signal energy within the
chambers by the partially reflecting discontinuities. These effects cannot be analysed
theoretically, except in a greatly simplified form [31]. However, numerical techniques
and experimental measurements have resulted in guideline figures for the attenuation
caused by reflecting obstacles in the GIS.

2.8.4 Extraction

Internal UHF couplers are normally mounted at a recess in the outer conductor.
Because of the boundary conditions in this region, the radial component of electric
field is predominant. The intensity of this electric field is therefore the primary factor
affecting the signal level that can be obtained from the coupler. Externally mounted
couplers (e.g., at an inspection window) will be affected by the field patterns in the
structure on which they are mounted. In this case, the mounting arrangement should
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be considered as part of the coupler, so that the reference plane is still the inner surface
of the outer conductor. The coupler’s function is to maximise the output voltage for
a given radial component of UHF electric field [35].

The frequency response of the coupler should be suitable for the frequency range
of the UHF signal. In a 400 kV GIS, the UHF energy is normally concentrated between
500 and 1500 MHz. UHF signals from low level PD can only be detected if they are
of sufficient amplitude to be distinguished from electrical background noise. Internal
couplers are best from this point of view, as the noise levels are low, especially if
the GIS is cable fed. Where external couplers must be used, they should be screened
from interfering signals [36].

2.8.5 Waveguide modes and UHF propagation

This section introduces the basic field patterns that can exist in a coaxial waveguide,
and describes their relevance to the UHF detection of PD.

2.8.5.1 TEM and higher-order modes

The transverse electromagnetic (TEM) mode is the familiar mode of propagation in
a coaxial line, in which the electric and magnetic fields are directed wholly in the
plane transverse to the direction of propagation. Higher-order modes are classified
as transverse electric (TE) or transverse magnetic (TM) types. TE modes have only
Er and Eφ components to their electric fields, and TM modes have Er , Eφ and
Ez components. An infinite number of these higher-order modes exists, designated
using subscripts such as TEnm and TMnm. Each of these modes has a unique cut-off
frequency, below which it does not propagate.

2.8.5.2 Calculating the cut-off frequencies of TE and TM modes

Cut-off frequencies of the higher-order modes are related to the mode eigenvalues
unm and vnm by the following equations:

fTEnm = c

2π
unm (2.1)

fTMnm = c

2π
vnm (2.2)

The mode eigenvalues are dependant on the radii a and b of the GIS conductors [35]
and are roots of the following equations, which involve the Bessel functions Jn(x),
Yn(x) and their first derivatives J ′

n(x), Y ′
n(x):

J ′
n(ua)Y ′

n(ub) − Y ′
n(ua)J ′

n(ub) = 0 (2.3)

Jn(va)Yn(vb) − Yn(va)Jn(vb) = 0 (2.4)

For a given value of the integer n, these equations possess an infinite series of roots,
which are numbered m = 1, 2, 3, . . .. Thus, unm is the mth root of Equation (2.3) and
vnm is the mth root of Equation (2.4). These values can be determined numerically
using standard mathematical software packages.
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2.8.5.3 Electric fields of propagating modes in GIS

In cylindrical coordinates, the electric field of the TEM mode can be expressed in
terms of the voltage V on the inner conductor as:

Er = V

r ln(b/a)
(2.5)

The radial electric field components of TE and TM modes vary in a more complex
manner, as defined by the following equations:

TE modes: Er = K
n

r
cos(nφ)[Jn(ur)Y ′

n(ua) − Yn(ur)J ′
n(ua)] (2.6)

TM modes: Er = Kv cos(nφ)[J ′
n(vr)Yn(va) − Y ′

n(vr)Jn(va)] (2.7)

In these equations, K is an arbitrary constant defining the amplitude of the excitation.
Variation of the radial field components defined by Equations (2.5)–(2.7) is illustrated
in Figure 2.11 for a mode of each type.

2.8.5.4 Importance of higher-order modes for PD detection

The total field radiated by a PD current can be represented by the sum of the field
patterns of the waveguide modes that it excites. This is analogous to the representation
of a non-sinusoidal signal by a Fourier series in the time domain. In the case of PD,
at any instant in time the field pattern is represented in the three-dimensional space
by the sum of three-dimensional fields. By its nature, a PD source is usually located
asymmetrically within the coaxial line. During the early stages of propagation, any
excitation of the TEM mode must be associated with considerable contributions from
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other modes to produce a field that is only non-zero in the region close to the PD
source. Hence, the higher-order modes are excited in greater proportion.

As the duration of the PD pulse decreases, the spatial variation of the radiated
fields must increase because the propagation velocity c is fixed. The number of modes
required to adequately represent the field increases as a result. Conversely, if the PD
pulse is relatively slowly varying compared with the time taken for the field to traverse
the waveguide cross-section, the higher-order modes become less significant in the
representation of the field pattern and the TEM mode is predominant.

APD source such as a protrusion excites more higher-order modes when it is at the
outer conductor than at the inner conductor [34]. This is because the spatial variation
of the modes is inherently greater at the inner conductor, so fewer are required to
represent the rapidly changing field in this region. In certain circumstances, this
property can be used to discriminate between different PD locations [37].

2.8.5.5 Relative contributions of TEM and higher-order modes

The VHF content of PD signals in the frequency range up to 300 MHz is usually below
the cut-off frequencies of any higher-order modes in 400 kV class (or smaller) GIS.
PD detection that is carried out at VHF therefore depends upon the level of the TEM
mode signal for its sensitivity. The loss of sensitivity that results from this restriction
can be illustrated by comparing the higher-order and TEM mode contributions to
the electric field at a coupler for two excitation pulses having equal amplitudes but
different pulse widths. The configuration used to make the comparison is that of
a 10 mm PD path (e.g., a protrusion) located at the outer conductor in the centre of
a 3.6 m long 400 kV GIS chamber (a = 0.05 m, b = 0.25 m). The resulting radial
electric field at a distance of 1.2 m from the PD source can be determined by computer
simulation. A Gaussian current pulse i(t) at the PD source was defined as:

i(t) = Imax e−(t−t0)
2/2σ 2

(2.8)

For the first example, a 1 pC pulse was defined by Imax = 2.0 mA, t0 = 2 ns and
σ = 200 ps. The contributions to the total field are shown in Figure 2.12a. The
higher-order modes make a much larger contribution to the total field in response to
this pulse, with a peak-to-peak amplitude of 75 mV m−1 compared with 12 mV m−1

for the TEM mode. The power available from each signal is proportional to the square
of the field strength, which increases the significance of this amplitude difference.
Also, the higher-order modes do not have the dead time that occurs between reflections
of the TEM mode pulse, during which it does not deliver any energy to the coupler.

The second example, shown in Figure 2.12b, was generated by changing σ to
500 ps while leaving t0 and Imax unchanged in Equation (2.8). This increases the
pulse width at half-amplitude from 0.50 ns to 1.25 ns. The peak amplitude of the
TEM mode field remains unchanged but the width of the reflected pulses has increased
accordingly. In contrast, the higher-order mode field has altered significantly. The
amplitude is now comparable to that of the TEM mode, and the high frequency content
has decreased.
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Figure 2.12 Simulation results comparing the mode contributions to the radial
electric field Er at 1.2 m from a PD source. The PD current has
a path length of 10 mm and the peak current is 2 mA.

a Gaussian PD pulse of half-amplitude width 500 ps
b Gaussian PD pulse of half-amplitude width 1.25 ns

Er has been shown in Figure 2.12 rather than the coupler output voltage,
to illustrate the typical electric field strengths to which UHF couplers are sub-
jected. The couplers are normally capacitive, and their sensitivity decreases at lower
frequencies [33]. Although the amplitude of the TEM mode field is unchanged in
Figure 2.12b, the resulting coupler output would be significantly reduced because
the rate of change of the electric field is lower. Making the coupler larger to counter-
act this effect would have the undesirable consequence of increasing the amount of
low frequency noise coupled from the GIS. Measurements of the PD current pulses
generated by small defects such as particles and protrusions in SF6 have shown typi-
cal values of less than 500 ps for the half-amplitude width. Theoretical studies have
indicated that for the short PD pulses typical of small defects, limiting PD detection
to VHF frequencies (TEM mode only) results in the majority of the available signal
energy being neglected.

2.8.6 Attenuation of UHF signals

The GIS can be considered as a series of loosely coupled chambers in which the
UHF resonances occur. Over the shorter timescale (10–100 ns), energy is transferred
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between adjacent chambers, with those nearest the PD source maintaining the higher
energy levels. Dissipation losses (skin effect) become significant in the longer
timescale (100–1000 ns), and are the reason for the ultimate decay of the signal.

2.8.6.1 Losses due to the skin effect

The skin effect causes signal attenuation through dissipation in the surface resistance
of the conductors. The losses tend to increase with increasing frequency. However,
attenuation at UHF in GIS is theoretically quite low (typically 3–5 dB per km), due
to the high ratio of the cross-sectional area to the surface area in the waveguide.

2.8.6.2 Attenuation caused by barriers and discontinuities

In long gas-insulated lines (GIL), which have relatively few discontinuities (insulating
posts at intervals to support the inner conductor and the occasional gas barrier),
attenuation of UHF signals can be quite low, allowing PD sources to be detected
at distances of >100 m [38]. However, in the more compactly constructed GIS,
the number of bends, junctions, gas barriers and circuit breakers is such that the
empirical figure of 1–2 dB m−1 is more appropriate.

Various research groups have attempted to assign specific attenuation values to
individual components, but it is now generally accepted that this cannot be done.
The reason is that the overall signal level at a given position in the GIS arises from
interactions between signals reflected from discontinuities. These interactions are
dependent on the distances between the discontinuities, and the signal levels also
depend on the position of the coupler relative to barriers, junctions, etc. [37]. This
can lead to situations where a UHF coupler at a greater distance from a PD source
detects a larger signal than does one closer to it.

As a consequence of these effects, it is not possible to calculate with any accuracy
the attenuation that will be experienced by a PD signal propagating between two
UHF coupling points on a GIS. In order to ensure that a UHF monitoring system
has sufficient sensitivity to detect a 5 pC discharge located midway between a pair
of couplers, a practical approach has been proposed by CIGRE [39]. The two-stage
procedure involves first determining an artificial pulse, which, if injected into one of
the couplers, will radiate a UHF signal equivalent to a real 5 pC PD. An on-site test
is then carried out, injecting the calibrated pulse into each coupler and ensuring that
it can be detected at adjacent couplers by the UHF monitoring system.

2.9 Application of UHF technique to PD detection in GIS

2.9.1 Design and testing of UHF couplers

For radially-directed PD currents, the majority of the energy available to an elec-
tric field sensor (coupler) is in the radial component of the electric field. In the
region close to the outer conductor where couplers are normally mounted, the other
components of the electric field are very small because of the waveguide boundary
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conditions. Consequently, the purpose of a coupler is to provide the maximum trans-
fer of energy from the incident radial electric field to the 50 � input of the monitoring
system. Couplers can be classified according to whether they are mounted internally
or externally:

(i) Internal couplers must be fitted to the GIS during construction or retrofitted
during a planned outage, because degassing of the GIS chambers is necessary.
These couplers often take the form of a metal disc insulated from the GIS
enclosure by a dielectric sheet. The measurement connection is made through
a hermetically sealed coaxial connector that is usually connected to the centre
of the disc.

(ii) External couplers are usually portable sensors that are fitted to an aperture
in the metal cladding such as an inspection window or exposed barrier edge.
These couplers are suitable for periodic insulation testing of GIS for which
a permanently installed monitor is not economically viable or for older GIS that
cannot be retrofitted with internal couplers. External couplers are sometimes less
sensitive than their internal counterparts because the UHF signal is attenuated by
impedance discontinuities at the surfaces of the barrier and window materials.
They may also be more prone to electrical interference signals when they are
not shielded as well as internal couplers. For these reasons, it is preferable to
fit internal couplers during the construction phase, and this is common practice
in the UK.

2.9.1.1 Coupler calibration system

The UHF excitation model developed in Reference 32 allows the electric field at the
outer conductor of the GIS to be determined. This is the radial electric field at the
point where the coupler is to be mounted. In practice, the presence of the coupler and
the mounting arrangement will distort the field pattern. For this reason, the mounting
of the coupler for calibration purposes should duplicate the GIS mounting structure.
Couplers are calibrated by measuring their transfer function in terms of their output
voltage in response to a defined incident electric field. To allow for the many types
of coupler and mounting arrangement that exist, a standard measurement scheme has
been developed which is independent of the GIS in which the coupler is to be used.

The calibration system (see Figure 2.13) measures the frequency response of
the coupler and its mounting arrangement when subjected to a known electric field
normal to the ground plane in which the coupler is mounted. The incident field is first
calibrated using a monopole probe having a known frequency response. The probe
is then replaced by a mounting plate suitable for holding the coupler to be tested.
A digitiser records the signal from the coupler under test, and a continuously updated
display of the coupler gain is provided by the signal processing unit. Figure 2.14
gives the response of an external window coupler used on a 500 kV GIS. Note that
the coupler sensitivity has units of length and is represented by an effective height h.
This arises because the transfer function relates the output voltage (V) to the incident
field (Vm−1). This particular coupler is shown, mounted on a window, in Figure 2.15.
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Figure 2.13 Diagram of the UHF coupler calibration system
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Figure 2.14 Frequency response plot for an external, window coupler as measured
by the calibration system

2.9.1.2 Disc couplers – design guidelines

Studies of resonance in disc couplers [33] have shown that the UHF signal level can
be increased by making the connection to the disc close to its edge rather than in
the centre. This also improves the bandwidth of the coupler by increasing sensitivity
at lower frequencies. For a given disc size, the UHF signal level increases when
the dielectric height is increased or a material of lower dielectric constant is used.
Both of these changes lead to a reduction in the Q factor of the disc resonances, and
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Figure 2.15 An external window coupler on a 500 kV GIS

Table 2.2 Optimising sensitivity of disc coupler

Parameter to be changed To increase sensitivity

size increase diameter
dielectric material reduce permittivity

increase thickness
connection move away from centre

increasing the dielectric height allows the disc to couple with a greater proportion
of the radial UHF electric field inside the GIS. As the radius of the disc coupler is
decreased its resonant frequencies move upwards, away from the frequency range
where most of the UHF energy is concentrated. Generally, the disc should be made
as large as is practical for the size of the GIS in which it is to be installed. This
information is summarised in Table 2.2.

2.9.1.3 External couplers

External couplers, such as the one shown in Figure 2.15, are usually based on antenna
designs and fabricated using normal PCB techniques. At UHF, the losses in glass fibre
substrates are insignificant and the cost of low loss microwave substrates cannot be
justified. In some cases, external couplers can be calibrated using the system described
above. However, in some circumstances the coupler may be so far removed from
the GIS chamber (e.g., in a CT housing) that the mounting arrangement cannot be
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reproduced reliably. In these cases, the coupler must be optimised in a GIS test rig,
using the pulse injection technique described below.

When the coupler is not in the HV chamber of the GIS, more complicated designs
can be used because there is no concern about field enhancement and the risk of
flashover. Some designs are described in Reference 40, which also describes the test
procedure. Optimisation should take place in the time domain, because it is difficult
to make comparisons based on a spectrum analyser plot of the coupler output in
response to an injected pulse.

2.9.2 Design of a PDM system for GIS

The general arrangement of one particular partial discharge monitor (PDM) is shown
in Figure 2.16.

The monitoring system consists of the following basic parts:

• UHF couplers – to take the UHF signals from the GIS.
• Optical converter units (OCUs) – each OCU contains circuitry to detect and

process the UHF signals from one three-phase set of couplers. The UHF data is
then transmitted via an optical fibre link back to the equipment cabinets, which
are located in a central place.

• The central data handling, processing, storage and display are carried out within
equipment cabinets located in the relay room. The racks contain the electronics
to receive and handle the streamed data from the OCUs, the PC and control unit
for data storage and display.



70 Advances in high voltage engineering

100

50

0
10

20
30

40
50 0

90
180

270
360

Figure 2.17 Busbar corona, streamers and leaders

100

50

0
10

20
30

40
50 0

90
180

270
360

Figure 2.18 Free metallic particle

2.9.3 Display and interpretation of PD data

The features of the UHF discharge pulses that are most useful for interpretation
purposes are their amplitude, point on wave and the interval between pulses. These
parameters enable typical defects such as fixed point corona, free metallic particles
and floating electrodes to be identified. Other defects occur less commonly, but have
their own distinctive features.

The UHF data may be displayed in any way which reveals the characteristic
patterns typical of the defects causing them, as, for example, in the three-dimensional
patterns shown in Figures 2.17 and 2.18. Here, the pulses detected in 50 (60) con-
secutive cycles are shown in their correct phase relationships over the cycle. In the
three-dimensional displays, 0◦ corresponds to the positive-going zero of the power
frequency wave, 90◦ to the positive peak, and so on.

2.9.3.1 Corona

Three distinct phases in which corona develops from a protrusion are seen as the
voltage is raised:

(i) Inception, where discharges occur first on the half-cycle that makes the
protrusion negative with respect to the other electrode. Inception is therefore
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on the negative half-cycle when the protrusion is on the busbar, and on the
positive half-cycle when it is on the chamber wall. The initial discharges are
of very low magnitude (less than 1 pC), and are centred on one of the voltage
peaks.

(ii) Streamers start at a slightly higher voltage, and appear as a regular stream of
pulses on the peak of the positive half-cycle. At the same time, the negative
discharges become larger and more erratic. This difference between the positive
and negative discharges reveals whether the protrusion is on the busbar or
chamber wall. Streamer discharges will not lead to breakdown.

(iii) Leaders follow further increases of the applied voltage, and appear every few
cycles as large discharges on the positive half-cycle. They propagate in steps
until either they become extinguished, or reach the other electrode and cause
complete breakdown. Figure 2.17 shows a typical display of PD from a pro-
trusion on the busbar at this stage of the discharge process. Leaders are the
precursors of breakdown, and there is always a risk of failure when they are
present.

2.9.3.2 Free metallic particle

A particle lying on the chamber floor becomes charged by the electric field, and if
the upward force on it exceeds that due to gravity it will stand up and dance along
the floor. This generates a discharge pulse each time contact is made with the floor,
since the particle then assumes a new value of charge. The pulses occur randomly
over the complete power frequency cycle, but their peak amplitudes follow the phase
of the voltage. A typical PD pattern for a free metallic particle is shown in Figure 2.18.
At higher voltages, the particle will start to jump towards the busbar, and after several
cycles may reach it. Two factors combine to make this an especially serious condition
which often leads to breakdown: (i) as the particle approaches the busbar it discharges
and generates a voltage transient which increases still further the stress at its tip;
(ii) breakdown can occur by leader propagation well before any space charge has had
time to develop and shield the tip.

2.9.3.3 Floating electrode

This arises if the contact to, for example, a stress shield deteriorates and sparks
repetitively during the voltage cycle. The sparking is energetic because the floating
component usually has a high capacitance, and this degrades the contact further.
Metallic particles are produced, and may lead to complete breakdown. The discharges
are concentrated on the leading quadrants of the positive and negative half-cycles,
and their amplitude does not vary with the applied voltage.

Often the gap is asymmetrical, and sparks over at different voltages on the two
half-cycles. Then, a different charge is trapped on the floating component, and
this gives rise to the characteristic wing-shaped patterns shown in the plan view
of Figure 2.19. These provide a positive confirmation that the defect is a floating
component.
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Figure 2.19 Floating electrode, plan view

2.9.4 AI diagnostic techniques

PDM systems can generate large amounts of data, which needs to be interpreted auto-
matically so that the results are immediately available to system operation engineers.
Various artificial intelligence (AI) techniques may be used to classify the type of
defect present, which gives a guide to any action that might need to be taken.

The real need, however, is for an expert system that will give the probability
and time to failure of the GIS. The expert system will need to include additional
information on the severity of the defect, its location in the GIS chamber and the
electric field at that point. This full risk analysis is not possible at present, but much
effort is being devoted to its development.

2.9.4.1 Classification algorithms

PD signals may be classified using analytical techniques such as distance classi-
fiers, artificial neural networks (ANNs) and fuzzy algorithms. In general, features
are extracted from the PD signatures and the techniques trained to recognise them.
Since no single technique appears adequate to recognise all types of defect, the
combined outputs from a number of techniques may be used to give a higher prob-
ability of success in the final classification. All the analytical techniques need to
be trained using extensive databases of PD signals, usually recorded in labora-
tory tests, and with sufficient care the confidence level in the results may exceed
90 per cent.

A classification technique that is used with much success is the ANN. This can be
applied to identify the single-cycle patterns recorded by the monitoring system out-
lined above; for example, the particle and floating components shown in Figures 2.18
and 2.19. As shown in Figure 2.20, groups of multiple ANNs are used first to separate
the signal from noise, and then to identify the source of each with a known confidence
level. This technique may itself be used in conjunction with others.
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Figure 2.20 Classification of PD signals by ANNs

2.9.4.2 Trend analysis and alarms

Often, the PD signals recorded on site are intermittent in nature, and it is necessary
to build-up a history of the activity over a period of time. The historical records are
used to determine the trends in the activity of a PD source, such as its amplitude
and repetition rate. Averaging is applied to eliminate spurious results and reveal any
underlying change in the PD activity, and this can be a further basis for sending an
alarm signal to the operator.

2.9.5 Service experience

The first online UHF system for PD monitoring in GIS was commissioned in Scotland
in 1993 and the technology has since been adopted by other utilities in the UK,
South-East Asia, the Middle East, South America and the USA. In the case of new
substations, PDM systems are often specified for key installations, as, for example,
where the GIS is supplying a major population centre, or is connected to a critical
generation source such as a nuclear power plant.

In many cases, the use of UHF monitoring is also seen as being cost effective
for GIS which have been in service for a number of years, where the benefits are
improved availability and increased plant life. The availability of suitable external
couplers which allow a PDM system to be retrofitted without the need for an outage is
an important factor in this situation, although planned maintenance or refurbishment
operations provide the opportunity for internal couplers to be installed where there
are no suitable dielectric apertures at which external sensors can be mounted.

Service experience with UHF monitoring has been excellent. Several utilities
have reported the identification of defects that would have resulted in major failures,



74 Advances in high voltage engineering

any one of which would have incurred costs considerably in excess of the cost of
the PDM system. Typical examples have included sparking at internal shields, track-
ing on solid insulation and, in one case, failure of a joint between two sections of
busbar.

For the future, it seems inevitable that the use of monitoring in all types of high
voltage equipment will become increasingly common. PD monitoring of the insula-
tion in GIS will merely be one component in integrated systems which will monitor a
range of mechanical, thermal and electrical parameters in all power plant, including
transformers, switchgear, CTs, bushings and cables. There will be a growing need for
the development of sophisticated information management techniques to coordinate
and prioritise the output from such systems in order to provide a basis for effective
remedial action.
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Chapter 3

Lightning phenomena and protection systems

R.T. Waters

3.1 From Franklin to Schonland

Benjamin Franklin was born in 1706, and was fascinated in his youth by electrical
phenomena. In 1732 he founded with his collaborators the Library Company of
Philadelphia with the support of the Penn family, and achieved a new insight into
electrical science with his definition of a ‘single electric fire’. This is equivalent to
the free-electron concept, and implies the principle of the conservation of charge.

In 1750 he showed that a needle brought near to a charged conductor caused
a spark, but when further away discharged the conductor silently (a mechanism today
known as a glow corona). Franklin wrote that: ‘this power of points may be of some
use to mankind’. Foremost in his mind was to achieve protection against lightning,
and in the famous Philadelphia Experiment (performed under Franklin’s direction by
d’Alibard in France in 1752) point discharges were used to prove the electrification
of the thundercloud and to identify correctly the direction of the field formed by
the cloud charges [1]. The public effect of these successes was great, and they were
regarded as the most important work since Newton.

Franklin, in fact, had envisaged from his laboratory tests two complementary
concepts for the function of a lightning rod:

• the possible harmless discharge of the cloud
• the attraction of the flash and the conduction of the charge safely to ground.

Although the first process is not feasible, the second is very efficient, at least for
negative lightning. Franklin [2] clearly showed the need to earth the down conduc-
tor. During the well known controversy about the optimum design of a lightning
rod (or air termination in present terminology), experiments by Benjamin Wilson
in 1777 indeed suggested that sharp points might be too attractive to the flash, and
he favoured spheres. Consequently, George III had points replaced on government
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buildings – with some enthusiasm as these had become associated with the American
colonists. In a letter dated October 14, 1777, to a friend, Franklin wrote that: ‘The
King changing his rods to blunt conductors is a matter of small importance to me.
It is only since he thought himself and his family safe from thunder of Heaven that he
dared to use his own thunder in destroying his innocent Subjects’. As with so much
concerning the lightning flash, the design of air terminations continues to be a subject
of research [3].

It is noteworthy that the term ‘striking distance’, still in current use to calculate the
range of attraction of the rod termination to the lightning flash, was coined by Franklin.
In addition, from his experiments with point discharges, he correctly deduced that
the cloud appeared from the ground to be negatively charged [4].

It was over a century later that Preece [5] proposed a quantification of the zone
of protection that is afforded by a vertical mast; he anticipated the modern rolling-
sphere concept, and set the sphere radius equal to the striking distance, which was
itself equated to the mast height. This leads to a protection angle of 45◦.

It was a further century and a half later that the electrical structure of the thunder-
cloud, as a dipole with an upper positive charge [6], and the manner of growth of the
lightning flash [7] were clarified.

The pioneering observations of the lightning flash structure achieved by Basil
Schonland in the 1920s and 1930s constituted the biggest advance in the field since
Benjamin Franklin’s work in the late 18th century [8, 9]. Schonland read mathe-
matics at Cambridge and his research on lightning from 1925 at Capetown University
capitalised on South Africa’s active thunderstorms. He made electric field measure-
ments and, having collected data from some 23 storms, showed the cloud base to be
negatively charged as Franklin had proposed. This resolved more modern disputes,
and also confirmed the dipole nature of the cloud charge, with a high altitude positive
charge in the cloud. He also recorded field changes due to lightning strikes to the
ionosphere; such flashes are now commonly seen from orbiting vehicles [10].

He carried out high speed photography of lightning using, at first, a streak camera
designed for the purpose by Charles Boys, who had not succeeded in obtaining
records. It displayed the multiplicity and duration of the lightning strikes, andAllibone
and Schonland [11] soon demonstrated the similarity of the lightning growth and
streak photographs of sparks later obtained in the laboratory. The spatial growth
of the lightning discharge, particularly as controlled by the physics of the stepped
first leader and the upward discharge from ground, determines the probability of
strikes to grounded structures. The statistics of the lightning current and its rate of
rise, on the other hand, determine the severity of the resultant strike. Our know-
ledge of these statistics was largely established by the formidable work from 1946 to
1974 by Berger at Mt San Salvatore in Italy. These spatial and electrical properties,
which are not independent, together comprise the risk of lightning damage by direct
current injection to power lines and industrial plant, or by coupled surges in electronic
systems.

Recent years have seen an acceleration in all aspects of lightning research, both
experimental and theoretical, and in the techniques of protection, which will be
described here.
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3.2 Phenomenology of lightning

3.2.1 Characterisation of the flash

Data from Anderson and Eriksson, Berger, Gary, Uman and many others have
quantified lightning parameter characteristics in respect of:

1 incidence of ground flashes
2 flash polarity
3 structure height
4 multiple strokes
5 flash duration
6 peak currents in first and subsequent strokes
7 current shapes.

3.2.2 Incidence

Substantial advances have been made since 1989 in the location and tracking of
lightning, using radio direction finding technology. Before these developments, data
on ground flash density Ng (flashes per square kilometre per annum) was primarily
obtained from lightning flash counters triggered by lightning radiation fields, particu-
larly with the CIGRE 10 kHz counter which is mostly responsive to cloud-to-ground
flashes and which has an effective range of 20 km. For example, Anderson and
coworkers [12, 13] aimed to relate the measured Ng to the commonly available data
on Td , the mean number of thunderstorm days in a given locality as evidenced by
audible thunder. Some 400 counters over five years in South Africa suggested an
approximate relationship

Ng = 0.04T 1.25
d (3.1)

where Td varied regionally between 4 and 80, corresponding to a range of ground flash
densities between 0.2 and 10 flashes/km2/annum. In tropical areas such as Indonesia,
the average Td values are about 270. Lightning activity is infrequent for latitudes
greater than 50◦N or S, and recent orbital observations suggest that 90 per cent of
flashes occur over land.

Surveys in the UK based upon observer reports over several decades have
indicated Ng values in the range of 0.1–0.7 flashes/km2/annum with large seasonal
and geographical variations within that range. Gary et al. [14] reported that the
keraunic level Td over France averages 20, but can be as high as 30 in the Alps,
and CIGRE counter studies found Ng to range geographically between 2 and
4 flashes/km2/annum.

The number of ground flashes in a given region can be greatly increased by
the frequency of strikes to tall structures. Eriksson [15] found that the incidence of
upward-initiated flashes increased exponentially with structure height h. Structures
of h > 400 m involved 95 per cent upward flashes (where the lightning flash was
initiated by a leader from the structure). For h < 100 m, upward leaders caused
initiation of only ten per cent of strikes. For 3000 flashes studied, Eriksson [16]
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quoted for the number of strikes per annum to a structure of height h:

N = Ng2.4 × 10−5h2.05 (3.2)

He determined that for structures of height greater than 100 m a significant number
Nu of the strikes represented by Equation (3.2) were upward flashes:

Nu = Ng3 × 10−9h3.53 (3.3)

Many tall structures furthermore are located on elevated terrain, and these equations
then much underestimate the risk. Diendorfer and Schulz [17] found the 100 m tower
at Peissenberg, Austria (elevation 1287 m), to be struck 83 times in two years. This
is likely to be the result of large thunderstorm fields at high locations rather than the
effect of altitude on the flash (section 3.4.4.5), and all flashes were of the upward
type [18].

Dependence on observer reports and lightning counter measurements has become
almost obsolete in many countries since ground flash density data have become
more widely available from real-time lightning location detection using networks
of sensors. The online display of ground flash activity, usually with only seconds
of delay, and with a capacity to record up to 100 flashes per second, provides
economic advantages for the scheduling of alternative power routes and protecting
vital installations in, for example, the telecommunications, petrochemical, defence
and aviation industries. The UK Lightning Flash Location System (EA Technology)
[19] has monitored cloud-to-ground flashes since 1989. The four-loop detection
system installed at six recording stations in the UK and Ireland can discriminate and
locate ground flashes down to 3 kAand to within a claimed 100 m. The important capa-
bility of discriminating cloud-to-ground strikes from intercloud flashes is achieved
by utilising the low attenuation of the mainly vertically-polarised radiation associ-
ated with the ground strikes. At 1.1 kHz, radiated waves in the earth-to-ionosphere
waveguide are effectively recorded.

Although the data from such stations generally confirm overall levels (Figure 3.1),
they give much higher localised values of Ng than had been expected from earlier
observation and detection methods, with up to eight ground flashes/km2/annum in
some areas of the UK. One flash in three is found to strike ground. The shape and
amplitude of the signals also give important indications of peak current magnitude
and flash polarity.

The National Lightning Detection Network (Global Atmospherics Inc) [20, 21]
employs 107 stations over the 107 km2of the USAwith a satellite link to calculate the
time, location, polarity and current magnitude of each flash. Resolution of compo-
nent return strokes is also possible. This system uses IMPACT sensors which combine
magnetic field direction finding with time-of-arrival (TOA) sensors (these latter com-
prising the LPATS Lightning Position and Tracking System). TOA measurement is
particularly useful at long range. VHF TOA systems also allow three-dimensional
reconstruction of lightning paths. In Japan a SAFIR VHF-DF network detects total
lightning (cloud–cloud and cloud–ground).

Since 1989 an average of 20 million ground strikes per annum, corresponding to
a mean value of Ng ≈ 2, have been recorded in the USA with a location best accuracy
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of about 500 m. In a recent development, new sensors enabling simultaneous detection
of both cloud–cloud and cloud–ground flashes provide an earlier warning of active
storms. These new radio detection techniques provide not only vital contemporaneous
information, but also the considerable benefits of a growing archive of lightning
statistics for risk analysis.

A recent addition to global lightning observations derives from the development
of the NASA optical transient detector (OTD) [22]. This detects lightning events
from low orbit, sweeping a given surface location three times every two days. The
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detection efficiency is about 60 per cent, with no discrimination between cloud flashes
and cloud-to-ground strikes. A study using the OTD system in combination with the
US ground sensor network [23] has enabled estimates to be made for the first time
of the ratio Z of cloud flashes and ground strikes. The results give Z = 2.94 ± 1.28
(standard deviation), but local values can be as high as 9. Low Z values of unity or
less are often observed in mountainous regions, where this high probability of ground
strikes is perhaps to be expected. The orbiting OTD records of total lightning flash
density Nc + Ng reached 30 flashes/km2/annum or higher.

3.2.3 Polarity

Flash polarity is of relevance for two reasons. In the first place, field studies suggest
that the highest peak currents are associated with positive flashes. Second, analogies
with the long laboratory spark, and some generic models of the mechanism of strikes
to grounded structures (section 3.4.4), both indicate that the protection of structures
from positive direct strikes with standard air terminations may sometimes be much
less effective than for the more common negative flash. For the same reason, the
probability of a direct strike to a structure may be lower because of a smaller attractive
area for positive flashes (section 3.4.5). This may also have led in the past to an
underestimate of the ratio of positive to negative flashes.

Before recent lightning tracking networks were developed, the flash polarity could
be deduced, even in the absence of lightning current recording, by means of magnetic
links on transmission lines and structures and from the polarity of transient local
electric field changes. Most of these results suggested that a minority (12 per cent) of
downward flashes is of positive polarity. Over 29 years of observation, Berger [24]
recorded 1466 negative flashes and 222 positive flashes. At Peissenberg, Fuchs [18]
found that 95 per cent were of negative polarity. There is evidence that winter storms
in some regions (e.g. Japan and northeast USA [25, 26]) or lightning to high altitude
locations may more commonly result in positive flashes. In the last decade, lightning
location networks have improved the statistics, with in addition peak current estimates
of 50 per cent accuracy. UK data shows that a surprising 30 per cent of flashes are
positive, with peak currents up to 250 kA. Geographical variations are also apparent.
In the northern and western UK, positive flashes are more frequent than negative;
the opposite is true for southern England [27]. The OTD/ground network studies in
USA [23] show a correlation between the high Z values (indicating a low ground
strike ratio) and a high positive-to-negative flash ratio. The authors suggest that a
high altitude cloud dipole, together with an enhanced lower positive charge centre,
could account for this. The positive strikes were associated with high (≈275 kA) peak
currents.

It is notable that bipolar lightning, where successive return stroke currents are of
opposite polarity, is not uncommon in both natural and triggered flashes. This proba-
bly indicates the involvement of different cloud charge regions in a multistroke flash.

3.2.4 Flash components

The total flash duration incorporating all the individual strokes of a flash is partic-
ularly important in protection design for power systems, since multiple strokes to
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an overhead line can prejudice the overvoltage protection based upon autoreclose
switchgear or surge arresters. Restrikes can be caused in switchgear and excessive
power dissipation in arresters by long duration overvoltages.

Schonland and Collens [7] showed from electric field change measurements that
the flash often comprised multiple successive strokes. The mean strokes/flash value
was 2.3, and the points of strike to ground of individual strokes may be significantly
displaced (section 3.2.8). They found probability values of:

P(single stroke) = 45%

P(> 10 strokes) = 5%
(3.4a)

More recent studies by Rakov et al. [28] find that 80 per cent of negative flashes
contain two or more strokes, but that few positive flashes do so.

In Schonland’s work the mean flash duration was estimated to be 200 ms, and:

P(< 64 ms) = 5%

P(> 620 ms) = 9%
(3.4b)

3.2.5 Peak current

The basic knowledge of peak lightning currents i0 from direct measurements is owed
mainly to Berger [24], Anderson et al. [13, 29], Garbagnati and Piparo [30], Dien-
dorfer et al. [17, 31] and Janischewskyj et al. [32]. Again, the function of modern
lightning tracking systems allows new, more extensive semiquantitative indications
of current magnitudes.

Berger’s measurements of the peak current probability distributions for return
strokes preceded by negative stepped and dart leaders, and for positive lightning,
were of log-normal form and ranged from a few kA to above l00 kA with a median
value of about 30 kA. As pointed out by Berger himself, his 70 m towers at 914 m
altitude often initiated negative lightning by upward positive leaders of at least 1 km
in length; positive lightning almost always began with an upward stepped (negative)
leader, so that the peak current values for his recorded strikes might differ from normal
downward flashes. In Diendorfer’s measurements, the median peak currents to the
tower were 12.3 kA, compared with 9.8 kA to the surrounding terrain (both values
obtained from radiated signal analysis). Direct measurement of lightning currents is
also feasible from rocket-triggered flashes. However, such lightning strikes are again
initiated by upward leaders and are thus atypical of natural downward flashes [33, 34].

When structures of height 60 m or less are struck, this is usually the result of the
approach of a downward leader to within the striking distance before the upward leader
is launched. The number of analysable flashes is consequently not large. Anderson
and Eriksson [12] have examined a worldwide sample of 338 flashes, where over a
third of these were obtained by Berger at Mt San Salvatore. The overall median peak
current in the first stroke of a flash was 34 kA, and for high current flashes:

P(> 100 kA) = 2.5% (3.4c)

The current in subsequent strokes of a multiple flash was about 60 per cent lower than
this.
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Anderson and Eriksson point out that the statistical distribution of peak currents
below 20 kA can be well represented by a log-normal distribution, with a second,
narrower log-normal distribution for higher currents. The practical merit of this
approach in respect of overhead line protection is that the lower current flashes can be
identified with the risk of shielding failure, whereas high current flashes may cause
backflashovers. In the UK Standard BS 6651, the cumulative probability range is
taken to extend from 1 per cent for currents to exceed 200 kA to 99 per cent for
currents to exceed 3 kA.

Data from the EA Lightning Location System in the UK [35] estimate current
magnitude and polarity. A signal strength scale of 1 to 5 is used, corresponding to a
range of current from less than 10 kA to more than 80 kA. There is a possibility that
the bimodal log-normal distribution derives from separate log-normal distributions
for each polarity. The observed positive flash majority in Scotland has a median peak
current of 80 kA, whereas the more common negative flashes in southern England
have peak currents of 12–15 kA [27].

The electric field component of the radiated signal will have a magnitude propor-
tional to the peak current and the return stroke velocity, and inversely proportional
to the distance of the sensor from the flash. Errors in estimated currents will arise
from propagation losses and uncertainties in relation to the return stroke process. The
precision is judged to be about ±25 per cent.

Current measurements in USA during 1995–1997 gave median values of peak
current of between 19 kA and 24 kA, depending upon the geographical region [36].
The network has a low detection efficiency for flashes with a peak current below
5 kA. This has been confirmed by Diendorfer et al. [31], from direct comparisons
of strike currents to their tower and simultaneous records from the ALDIS location
system in Austria.

On the basis of recent data from such systems, Darveniza [37] has suggested that
a median current of about 20 kA is more appropriate than the long accepted values of
31 kA (CIGRE) or 33 kA (IEC).

3.2.6 Current shape

Data on the temporal characteristics of the return stroke current are largely owed
to the work of Berger, with additional estimates of current front duration from the
USA [38]. Berger’s risetimes were of median value 5 μs for the first stroke current;
for subsequent strokes steeper fronts of up to 100 kA/μs were measured. More
recent values from the literature are 9–65 kA/μs (median 24 kA/μs) for the first
stroke, and l0–l62 kA/μs (median 40 kA/μs) for subsequent strokes, and it is in the
nature of extreme value statistics that as new research becomes more intensive, higher
maximum values are recorded. BS6651 [39] gives (di/dt) max = 200 kA/μs.

The rate of change of current measured by Berger in the first and later strokes of
the flash may be represented by:

di

dt
= 3.9i0.55

0 [kA/μs] (first stroke) (3.5)
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di

dt
= 3.8i0.93

0 [kA/μs] (subsequent strokes) (3.6)

Berger’s measurements also provide mean values for the current tail duration and its
statistical range:

first stroke: mean 75 μs, range 30–200 μs

later strokes: mean 32 μs, range 6.5–140 μs.

Up to half of all ground strikes also show a follow-through continuous current
component of about 100 A which can persist for some hundreds of milliseconds. The
long continuous current in the positive leader initiating an upward flash from a tall
mast can carry several kiloamperes for tens of milliseconds [18].

3.2.7 Electric fields

3.2.7.1 Field below the thundercloud

The electric field at ground level is observed to change from the fair weather value of
about +130 V/m (created by the −0.6 MC negative charge on the earth) to a maximum
−15 or −20 kV/m below the bipolar charge of a thundercloud, the negative charge
centre being at a lower altitude (about 5 km) than the main positive charge (10 km).
These are large charges of about ±40 C, which create a cloud to ground potential of
the order of 100 MV. There is frequently a smaller low altitude positive charge at about
2 km that probably resides on precipitation from the upper cloud and is sometimes
responsible for positive downward leader initiation.

The negative thundercloud field has been shown from balloon measurements
to increase linearly from ground level at a rate of about −0.1 kV/m2 to reach, for
example, a value of about −65 kV/m at 600 m altitude [40, 41]. This increase arises
because positive corona with a current density of up to 10 nA/m2 from grounded
objects creates a screening effect from positive space charge and an intensification
with increasing height. An extensive region of charge density of about +1 nC/m3 is
responsible. The screening effect is thought also to be the cause of very long (10 km)
horizontal leaders before a final leader-to-ground jump. Horizontal leader channels
are commonly observed in Japanese winter storms; the effect is clearly relevant to
the side flash risk.

There has also been interest in the localised strike inhibition effects possibly
associated with multipoint air terminations. This arises from the generation in time t ,
from a termination of radius R0, of an expanding, spherical, positive ion cloud of
charge Q, mobility k and an increasing radius:

R(t) =
(

l + 3kQt

4πε0R
3
0

)1/3

R0 (3.7)

The inhibition effect of a positive space charge layer would be subject to wind dissi-
pation, and the retardation of a positive upward leader from a ground structure is not
yet quantified [42, 43].
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The increase of field with altitude, together with the concentration of field at tall
structures, accounts for the increased frequency of lightning strikes at such structures,
especially in mountain environments, and to rockets and aircraft. At the St Privat
d’Allier research centre of EDF, upward positive lightning leaders were initiated
from a 100 m rocket wire when the ground field value was −10 kV/m. There is some
doubt of course whether measured characteristics well represent natural lightning.
In 1988 tests at Kennedy Space Center showed upward positive leader growth from
the rocket wire for several milliseconds before a downward negative stepped leader
was triggered. Nevertheless, despite these reservations, simultaneous current and
electric and electromagnetic field data can be accumulated which are impossible to
obtain from natural lightning. In Florida electric field changes have been recorded
within tens of metres of the flash [28].

3.2.7.2 Electrostatic and electromagnetic field changes during the flash

Although measurement of radiated electric field is useful for peak current estimates
(section 3.2.2), close-in (within 20 km) electric field transient changes are more
informative for the study of the development of the flash. This is especially so when
combined with time-resolved photography of the flash, as in the work of Schonland
and Berger. These field changes have been measured by rotary field mills, with a
resolution time of 0.1–1.0 ms, or fast response capacitive probes with buffer ampli-
fiers. The main characteristics of the field changes observed for negative lightning
are shown in Table 3.1.

These field change studies, with synchronised photography, have provided much
detail on spatial growth. The triggered lightning data of Rakov et al. [28] on R and
M changes have allowed physical modelling of conduction in the return stroke.

At the present time, the vulnerability of electronic equipment to LEMP (lightning
electromagnetic pulses) produced close to lightning strikes is of much concern
(section 3.5). Fuchs [18] found the maximum values of fields and their rates of
change at a distance of 200 m from the Peissenberg tower to be 30 kV/m, 84 kV/m/μs,

Table 3.1 Electrostatic field changes for negative lightning

Nomenclature Source Character

L downward or upward leader of first
or subsequent strokes

close to leader: gradual
negative-going field change

at distance: gradual
positive-going

change charge on leader 3–20 C
R first and subsequent return strokes positive step field changes
C continuous current component slow positive change
M continuous current component positive pulse transients
J interstroke intervals slow positive change
K interstroke intervals positive pulse transients
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−35 A/m and −237 A/m/μs. Concerning close-in magnetic fields, Schnetzer et al.
[44] found induction by the displacement current density ε0dE/dt to dominate for
distances beyond 50 m from the flash. Close-in electric fields are much amplified by
the radiation from the return stroke. Calculations by Schwab and Cvetic [45] of the
magnetic potential derivative −dA/dt in the region of the insulators on a 110 kV
tower show these fields to be 50 to 120 kV/m, larger than the backflashover stresses
arising from return stroke current in the tower surge impedance (section 3.5.5).

3.2.8 Spatial development

The spatial growth of the lightning flash was described by Schonland and his
colleagues [7, 46, 47] (Figure 3.2). The overall behaviour of a negative strike to
ground, as summarised by Berger [24] is that in most cases a down-coming first
negative leader is initiated at an altitude of about 5 to 10 km, advancing apparently dis-
continuously in steps of 10–200 m length (mean value 25 m) at intervals of 10–100 μs
(mean 50 μs), and establishes a path for the ensuing upwardly-directed first return
stroke. The mean downward negative leader velocity is 0.1–0.8 m/μs, but Schonland
could not measure the velocity of the stepped advance, which exceeded 50 m/μs.

Figure 3.2 Spatial development of the negative downward flash (courtesy of
‘Progressive lighting: A comparison of photographic and electrical
studies of the discharge’, by B.F.J. Schonland and H. Collens,
Proceedings of the Royal Society. Series A, vol. 143, 1934, pp. 654–674)
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These apparent (two-dimensional) velocities may be about 30 per cent lower than the
real velocities. Because the transient local electric field changes recorded during the
negative leader growth showed no marked stepping, this suggested to Schonland that
the majority of the negative charge lowered by the leader was transported during the
intervals between the visible leader steps. He postulated that the stepped first leader
was itself preceded by a non-visible pilot leader which progressed continuously rather
than in steps; laboratory evidence for this is discussed in section 3.3.1.6. The down-
ward negative leader visible below the cloud base is undoubtedly accompanied by
an upward-directed leader, from the same negative charge centre of the cloud, that is
not observable from ground level but whose development can be modelled [48].

If the downward leader approaches within striking distance of the position of a
prospective earth termination, an ascending positive leader of a velocity in the range
20–60 mm/μs is launched from that position. Such low velocities are also found in
triggered upward leaders [49] and in cloud flashes [50], which suggest propagation at
low electric field. After the formation of the bright return stroke by the junction of the
descending and ascending leaders, the velocity of the upwardly-directed luminous
front along the leader track increases from 15 to 150 m/μs (0.05c to 0.5c, where c is
the light velocity) with increasing peak current. After a delay of about 50 ms, further
component strokes of the flash may occur along the same path for most of its length,
and for these strokes a continuous downward dart leader with a velocity of 1–20 m/μs
precedes its return stroke. Multiple stroke flashes can be of one second duration.

From the point of view of estimating the hazard associated with direct strikes to
earth, the risk factor (section 3.5) is significantly increased in the light of observations
that more than one ground termination may occur in multiple stroke flashes. This
results from the creation of a new leader path from some point along the downward
dart leaders that precede the second and later strokes of a flash. Ishii et al. [50] used a
fast antenna network to locate ground termination points to within 500 m, and found
that for negative flashes the average distance between stroke terminations was 2 km
(interstroke time intervals 15–130 ms) and for positive flashes 13 km (30–190 ms).

For mountain environments [18], tall structures [51] or airborne objects [52], the
negative flash is frequently initiated by an upward positive leader. In these situations,
the less common positive polarity flash is also observed to begin with an upward
negative leader, which shows all of the stepping characteristics of the negative down-
ward leader [24]. Berger’s rare records of a positive downward leader to a low altitude
termination showed a continuous growth with no stepping characteristic.

3.3 Physics of lightning

3.3.1 Long sparks in the laboratory

3.3.1.1 Leader mechanisms

The physical similarities between the small-scale electric spark and natural light-
ning inspired Franklin’s exploration of these phenomena and led to his innovative
safety measures. Modern research continues to use controlled laboratory tests for
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both physical studies and improvements in the design and protection of electronic and
power plant against both natural and internally generated voltage and current surges
[53, 54]. These advances have indicated answers to three basic questions about the
lightning flash:

(i) How can a lightning leader develop in electric fields as low as 50 kV/m?
(ii) What is the mechanism of the stepped negative leader?

(iii) Why does an upward leader initiate from a grounded structure when a given
striking distance is achieved?

3.3.1.2 Spark leaders

The process that establishes a long discharge path in the atmosphere by the longitu-
dinal growth of a leader channel was revealed first in the lightning flash. The work of
Allibone and Meek [55] made a detailed study of the leader channel that also preceded
the laboratory spark, using a moving film camera in order to obtain time-resolved
streak photographs analogous to the rotating lens Boys camera lightning records. By
the use of resistive control of the impulse generator, a step-like progression of the
spark leader could be created. This current limitation of the bright full sparkover path
also enabled the fast, low luminosity leader phase to be discerned on the streak picture.
Waters and Jones [56, 57] avoided the difficulty of the masking effect of the bright
phase by employing a high aperture (f/1.0) reflector lens, equipped with a rotating
mirror synchronised with the impulse generator, to photograph arrested leader strokes
in which the impulse voltage was chopped before full sparkover. With no circuit limi-
tation of current, the leader progressed continuously until sparkover or its prior arrest.

These laboratory tests were usually made with positive impulses, since the positive
leader is more easily initiated than the negative. The minimum breakdown voltage
for a 2 m gap with a positive impulse is about 800 kV. However, very long gaps of up
to 32 m show a rate of increase of breakdown voltage with gap length of only 55 kV
per additional metre [58]. For gaps of some metres the negative polarity breakdown
voltage is significantly greater than the positive value, but recent tests by Mrazek
[59] for gaps of up to 50 m showed that the polarity difference disappears in long gap
sparkover.

It is the ratio of electric field to air density within the leader channel that is the
important parameter to maintain ionisation, so that the field of 500 kV/m in the
positive streamers ahead of the leader can fall to the 55 kV/m in the long leader if
the gaseous heating of the leader channel can result in such a density reduction. The
leader channel is distinguished from the cold plasma in the streamer filaments that
precede it by its temperature elevation to 1000–3000 K. Leader growth in long gaps
can then resemble closely the continuous growth in lightning. In 50 m gaps Mrazek
observed the negative leader to progress in 3.6 m steps at intervals of 24 μs (mean
velocity 0.15 m/μs).

3.3.1.3 Leader gradient

The electrical gradient within the leader channel is influential on the stability of
leader propagation. Successful growth of the spark leader requires that its tip potential
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remains high enough to support corona ionisation ahead of itself, and that the conduc-
tivity of the established leader channel is maintained. Waters and Jones [56] showed
that the positive leader (without external current limitation) is accompanied by an
extensive corona discharge at the leader tip. A deceleration of the leader to about
10 mm/μs occurs that might result in its extinction if the applied voltage is insuffi-
cient. Otherwise an acceleration to 100 mm/μs or more bridges the gap and leads to
the arc phase that is analogous to the lightning return stroke.

The work of the Les Renardieres Group [60–62] in 10 m gaps using electric field
probes has enabled the mean gradient g over the length of the leader to be deduced.
It is clear that as the length of the leader grows, the mean gradient within the channel
decreases. For example, in a 10 m gap at critical sparkover (1.8 MV), the mean
gradient along the leader is 0.5 MV/m when the leader is 2 m long, and this falls to
0.18 MV/m when it has grown to 5 m. This decreasing gradient characteristic means
that the potential at the tip of the leader varies little during its development, which
is consistent with the uniform velocity and current (15–20 mm/μs, 0.6–1 A) that is
observed in this case. It is also, of course, the underlying cause of the non-linear
breakdown voltage and the falling breakdown-gradient/gap-length characteristic of
long sparks.

All the recent theories of the leader channel attempt to account for this negative
gradient characteristic, which is also the key to understanding how the lightning leader
of tens of kilometres length is able to maintain its conductivity. These theories need a
quantitative knowledge of the leader diameter as a function of current and time. As in
lightning, measurement of this diameter by direct photography is difficult because of
the limited resolving power of this method. This problem in long sparks has largely
been solved by the use of strioscopy (Schlieren photography), combined with high
speed image recording. Ross [63] found that the leader channel thermal boundary
was so clearly defined by this technique that the diameter could be measured with a
precision of ±0.1 mm (Figure 3.3). The diameter of a given section of the channel
was found to increase with time. No strong shock wave was observed under these
conditions, and the rate of radial expansion was less than 100 m/s in all cases. Later
work [61] shows that a pressure wave is generated from the leader tip, but confirms
that the subsequent radial expansion of the channel is subsonic. Figure 3.4 shows,
via a 0.66 mm slit, part of a 2.2 m gap. A sweep-mode image converter time-resolves
the image in the axial direction, showing the birth of the leader with an associated
pressure wave, the channel diameter growth at 18 m/s and the instant of sparkover
with a strong shock wave resulting from the arc channel expansion. This indicates
that the gas pressure within the leader channel remains constant at the ambient value
throughout its temperature rise. The leader diameter typically increased in 10 m gaps
from an initial value of about 1 mm or less to about 5 mm for a spark leader of 6 m
length just before sparkover.

The expansion of the leader channel and the decreasing axial gradient character-
istic are related parameters. The absence of radial shock waves and the nature of the
strioscopic records of the channel show that the neutral-particle density within the
channel is a decreasing function of time, since a constant mass of gas is involved. This
reduced density is the basic explanation of how the leader channel conductivity can be
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(a) (b)

(c) (d)

Figure 3.3 Leader channel expansion in the long spark [46]. Schlieren photographs
of exposure time 1 μs per frame. Field of view 100 mm diameter in a
1.5 m rod–plane spark gap. Successive frames at

a 5.2 μs
b 8.1 μs
c 15.2 μs
d 36.5 μs

sustained at low overall electric fields. At atmospheric density a field of about 3 MV/m
is necessary to maintain direct-impact ionisation by electrons, but an expansion of the
leader radius by a factor of four will reduce the required field to below 0.19 MV/m.
This approaches the average field available in long gap sparkover (the critical impulse
sparkover voltage for a 10 m rod–plane gap is 1.8 MV).

3.3.1.4 Energy dissipation and storage in the leader growth

The observed current shows that at critical breakdown the mean power input to the
leader growth is about 1 MW. Some of the energy supplied, amounting under these
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130/3000 μs

TB = 60.2 μs

Figure 3.4 Shock wave generation at the leader head (Gibert). Schlieren record of
section of vertical spark channel viewed through a horizontal slit. Image
swept downwards by an electronic streak camera. Conical image shows
leader expansion to time of sparkover at 60 μs. Radial shock waves are
visible

conditions to about 40 J/m extension of the leader, is stored in the redistributed
electrostatic field, and most of the remainder is utilised in discharge processes. This
division of energy was studied by examination of the space charge in the gap using
a rotating fluxmeter [61], which indicated an approximate equipartition of energy.
Much of the expended energy causes heating and expansion of the gas; calibrated
photomultiplier measurements show that very little energy is lost by radiation.

3.3.1.5 Physical theories of the leader channel

Kline and Denes [64] considered the influence of the gas density on the electric
gradient at which ionisation and electron attachment rates become equal. Extrapola-
tion of their estimates to a hot gas column at 5000 K gives a value for the product
ET of this critical electric gradient and temperature of 5 × 108 VK/m. Two separate
theories suggest that the value of ET at each point in the expanding leader remains
approximately constant. In the approach of Ross et al. [63], it is noted that the constant
current condition that is observed in the leader channel at critical breakdown implies:(ne

n

)
ve = constant (3.8)
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where ne, n are the electron and neutral particle volume densities at any instant
during leader growth, and ve is the electron drift velocity. This equation supposes
that the mass of gas within the expanding leader channel remains constant. Now the
equilibrium electron density in the leader, with a positive ion density of ni , is given
by the condition:

k1nne − k2n
2ne − k3nine = 0 (3.9)

where k1, k2 and k3 are, respectively, the rate coefficients for ionisation, the three-body
collisions that control the electron loss process of attachment to form negative ions
and electron–ion recombination. Since the leader channel can certainly be regarded
as a quasi-neutral plasma with ne ≈ ni , we have:

ne

n
= k1 − k2n

k3
(3.10)

If the ratio of electric gradient to neutral gas density in the leader E/n were to increase
as n decreases because of channel expansion, then the ratio ne/n would also increase
strongly. This is because with the channel expansion k1 is much increased, and k2 and
k3 are decreased. Furthermore, the electron drift velocity ve increases approximately
linearly with E/n in the range of interest. An increasing value of neve/n would
imply an increasing leader current with time, which is contrary to Equation (3.8).
The constant current condition therefore indicates a constancy of E/n and ET. If we
define a leader constant K of value:

ET = K = 5 × 108 VK/m (3.11)

and assume a constant specific heat, then the rate of rise of temperature in any element
of the leader is:

dT

dt
= BEiL (3.12)

where B is also constant and iL is the leader current. Combining these equations:

iL = −K/BE3

dE/dt
(3.13)

Under critical breakdown conditions, where the leader current and velocity vL =
dL/dt are constant, the velocity is:

vL = −K/BqE3

dE/dt
(3.14)

where q is the injected charge for unit leader length.
If the initial gradient is taken as 0.5 MV/m (corresponding to the initial condition in

the positive streamer corona) and an initial leader radius of 1 mm, then by integration
the electric gradient E can be calculated at the position x = 1 m from the leader
origin. Table 3.2 shows the variation in both the gradient and radius a during the
leader growth from a length L = 1 to 7 m.
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Table 3.2 Leader gradient E with increasing leader
length L at a position 1 m along channel

L (m) 1 2 3 4 5 6 7
E (MV/m) 0.39 0.28 0.23 0.10 0.18 0.17 0.15
a (mm) 1.0 3.8 4.6 5.0 5.4 5.7 6.0

Gallimberti [61] has described a hydrodynamic/thermodynamic analysis of the
expansion of the leader channel, again based upon the expansion of a constant mass of
gas within the channel. It quantifies such physical considerations as the conservation
of neutral particles, heat transport at the boundary, energy transfer from charge carriers
to neutrals, ambipolar diffusion and a radial distribution of gas temperature. It is
possible to obtain, as a function of time, the rate of the channel expansion, the
increase in its temperature and the weak shock generation at the leader boundary.
The value of ET within the channel again remains constant, and the same value of
5 × 108 VK/m emerges.

This relationship between electric gradient and channel temperature is a useful
concept for lightning modelling, but gas temperature estimates for the lightning
leader channel are obviously tentative. Orville [65] quotes the work of Maecker, who
derived from spectrosopic analysis a temperature of about 1500 K for this phase and
concluded also that the leader was at atmospheric pressure. This would be consistent
with an electric gradient E = 0.3 MV/m which is comparable with long spark leaders
(section 3.3.1.2).

3.3.1.6 Space leaders in the negative leader channel

The negative leader channel is easily observed in air gaps such as rod–rod electrodes,
where the positive leader from the anode preionises the gap with an active high current
corona and promotes the formation and growth of a negative leader from the cathode.
The negative leader can be initiated without the assistance of an associated positive
discharge only for gaps over 3 m in length, and has been studied for gaps up to 7 m at
Les Renardieres [62]. The negative leader, like its lightning counterpart, progresses
in steps. The detailed structure of this progress in the negative polarity rod–plane gap,
which is almost certainly present but is inaccessible in lightning photographs because
of its low luminosity, throws much light on the probable stepping mechanism of the
negative lightning leader:

(i) A negative long spark leader grows continuously with a velocity of 10 mm/μs
and a current of about 1 A, accompanied by regular fast bright elongations,
current pulses of up to 100 A and large negative corona bursts. These are seen
in time-resolved streak mode (Figure 3.5a) and framing mode (Figure 3.5b)
photographs, interpreted in Figure 3.5c.

(ii) Between these elongation events, one or more space leaders form well ahead of
the negative leader tip, connected to the main leader only by corona streamers
(as in the static photograph of Figure 3.5d). As represented schematically
in Figure 3.5e, the extension of each successive space leader takes place at



Lightning phenomena and protection systems 95

1

2

3

4

10 20 30

z, m

1

2

3

4

z, m

t, μs

a

b

1
5

4 9 8

4

1 8

5

2

3

7

6
2

6

c

Figure 3.5 Negative space leaders in the 7 metre spark (Les Renardieres)
a Image-converter streak display; b Image-converter frame display
(Courtesy of IEE Proceedings, Vol. 125, 1978, p. 1160);
c Streak display interpretation (Courtesy of IEE Proceedings,
Vol. 125, 1978, p. 1160): 1 retrograde positive corona; 2 negative
corona; 3 upward positive leader; 4 downward negative leader;
5 space stem; 6 space leader elongation; 7 final jump duration;
8 leader corona region
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1m

0.6m�
impulse shape:
60/3000 μs

polarity: negative
withstand:
Ucr = 2.86 MV
(U50 = 2.96 MV)
charge injected:
Qtotal = 430 μC
leader lengths:
Lright = 0.32 m
Lleft = 0.24 m
Lspace = 0.05 m

d

a b c d e

e

Figure 3.5 Continued.
d still photograph of space leaders
e visualisation of negative leader growth in lightning

both of its ends, with velocities of 30 mm/μs towards the downcoming negative
leader and 10 mm/μs towards ground. Bright elongations of the whole length of
the negative leader occur whenever it connects with the space leader(s) ahead
of its tip.

(iii) New space leaders then form in the new corona burst from the tip of this elon-
gated channel. The leader current does not show any significant discontinuities
during this stepped leader growth.

This unanticipated space leader mechanism was first reported by Stekolnikov
and colleagues [66, 67], and is easily overlooked experimentally, since the sudden
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elongation (i) is a much brighter phenomenon than the space leaders (ii). The local gas
heating which triggers the formation of space leaders within the negative corona is a
stochastic process, and their existence is clearly relevant to any model of the negative
leader in both the long spark and lightning. The transformation of the corona discharge
ahead of the down-coming leader into a space leader will determine channel tortuosity,
branching and the path taken in the later stages of the lightning strike to earth. It is
clearly possible to draw a parallel between the pilot leader, postulated by Schonland
to precede the lightning stepped leader in order to account for the absence of large
step field changes, and the space leaders ahead of the laboratory negative leader.

3.3.2 Lightning leader propagation

3.3.2.1 Correlation of leader channel charge, current and velocity

In the same way that the electric gradient and temperature in the long spark leader
informs physical studies of the lightning leader channel, so the mode of propagation
can be expected to develop from similar ionisation processes ahead of the leader in
both cases. The current in the lightning leader is several orders of magnitude smaller
than the tens of kiloamperes in the return stroke that neutralises the leader charge.
Petrov and Waters [68] showed that a comparison of the charge q per unit length of
the leader and the leader current is possible by considering the ionisation at the head
of the high temperature leader channel itself. By representing the head of the leader to
have a simple circular face, then within its radius r0 a charge density ρ is maintained
by the leader current iL, so that:

iL = πr2
0ρvL (3.15)

where vL is the leader velocity, and for current continuity:

iL = qvL (3.16)

The velocity vL depends upon ionisation processes at the surface r0, and for
propagation along the x axis:

vL =
[
dx

dt

]
r0

= [dne/dt]r0

[dne/dx]r0

(3.17)

If n0 and v0 are the values of electron density ne and drift velocity ve at the leader tip
surface r0, the current density at that surface is:

j0 = en0v0 (3.18)

The continuity condition at r0, taking account of the ionisation coefficient α

(photoionisation neglected), is:[
dne

dt

]
r0

=
(

1

e

)[
dj0

dx

]
+ αn0v0 ≈ n0v0

r0
+ αn0v0 (3.19)

for the approximation dj0/dx ≈ j0/r0.
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If the electron density behind the leader head is considerably smaller than n0, then
we can also approximate:[

dne

dx

]
r0

= n0

r0
(3.20)

Then the leader velocity is:

vL = v0 + αv0r0 (3.21)

In the intense field at the leader head, α can become very large and the leader velocity
vL can greatly exceed the electron drift velocity. This allows the further simplification:

vL ≈ αv0r0 = υir0 (3.22)

where υi is the ionisation rate coefficient. These approximations lead to unique basic
relationships between current iL, velocity vL and linear charge density q for the
lightning leader:

iL = πρv3
L

υ2
i

(3.23)

and

q =
[

πρ

υ2
i

]1/3

i
2/3
L (3.24)

Here ρ is the charge density in the leader head that is necessary to maintain its
propagation [68]. This will be approximately constant during the leader propagation,
so that it is possible to deduce the important proportionalities:

iL ∝ q3/2 ∝ v3
L (3.25)

Plausible values can be obtained from the model on the basis of laboratory measure-
ments. The ionisation frequency is typically υi = 5.6×106 per second and the leader
head charge density has been estimated as ρ ≈ 1 C/m3. These values give:

q ≈ 46 × 10−6i
2/3
L ≈ 10−13v2

L [C/m, A, m/s] (3.26)

Table 3.3 gives numerical examples of this leader propagation model, together with
return stroke calculations (section 3.3.2.2).

Adownward leader length of say 10 km would lower a total charge of 3.9 C during
a stroke at the median current of 31 kA. This agrees well with lightning observations.
The leader velocity of 0.062 m/μs is low compared with the slowest observed velocity
of 0.1 m/μs. This would be consistent with the formation of the leader step by the
simultaneous growth of two or more space leaders in series ahead of it (so doubling
or more the velocity). The median leader current of 25 A in Table 3.3 compares with
the 40 to 50 A range estimated by Mazur and Ruhnke [48].

Equation (3.26) also scales down effectively to long laboratory sparks. During the
stage of stable leader development in a 10 m gap, the measured leader current is 0.8 A,
the propagation velocity 18 mm/μs and the charge flow 45 μC/m. Equation (3.26)
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Table 3.3 Leader current, velocity and charge
with associated return stroke current and
velocity

i0 (kA) 5 31 100 300
vr 0.14c 0.26c 0.39c 0.55c

q (mC/m) 0.12 0.39 0.86 1.80
iL (A) 4.1 25 82 245
vL (m/μs) 0.035 0.062 0.092 0.13

for iL = 0.8 A gives 20 mm/μs and 40 μC/m. This accord is important to counter the
frequently expressed doubt that the laboratory discharge can represent adequately the
lightning event.

3.3.2.2 Return stroke current

Although the properties of the leader channel can be used to model the strike process
to ground structures (section 3.4), the consequential damage caused by lightning is
strongly current dependent via the so-called action-integral

∫
i2
0 dt of the return stroke.

For this reason, the probability density of the lightning peak current distribution has
been extensively studied in the field. The connection between the properties of the
leader development and the prospective peak current i0 in the lightning stroke is
not known; however, it is possible to relate the much smaller current in the leader
phase iL to the return stroke current i0 by noting that the return stroke results in the
neutralisation of the leader channel charge q. Much of this charge certainly resides in
the ionised region surrounding the channel, as a result of the corona discharge ahead
of the leader tip propagation [69, 70]. Using the simplest of assumptions that both
charge density and velocity are constant along the channel, then:

q = i0

vr

(3.27)

where i0 is the return stroke current and vr is the effective return stroke velocity.
Lightning field studies of the return stroke [71] indicate i0 ∝ v3

r , similar to the
relationship in Equation (3.25) for leader current and velocity, which suggests that
i0 ∝ iL. A precise cubic relationship between i0 and vr can also be deduced from
recent return stroke models [72].

It is recalled in section 3.2.8 that lightning observations show that return stroke
velocities lie within a range from 0.05c to 0.5c, and return stroke currents mainly from
5 to 300 kA. If we correlate these values, then the proportionality i0 ∝ v3

r becomes:

i0 = 1.75 × 106c−3v3
r (3.28)

As a consequence of Equations (3.26)–(3.28) we can deduce i0 = 1220iL. Table 3.3
includes numerical examples of return stroke current and velocity using these
relationships.
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It is also noteworthy that the charge density variation with peak current is now
obtained from Equations (3.26) as:

q = 40i
2/3
0 [μC/m, kA] (3.29a)

This may be compared with the empirical equation derived from Berger’s field data
by Dellera and Garbagnati [73]:

q = 38i0.68
0 (3.29b)

3.4 Lightning termination at ground

3.4.1 Striking distance

The probability of a downward lightning flash terminating on a structure can be
calculated by empirical or by physical methods. At a critical point in the development
of a downward leader in the vicinity, an upward leader may be launched from the
grounded structure, and this will determine the location of the strike – unless another
competing upward leader precedes it to make the first connection to an adjacent
structure. The distance at this moment of launch between the tip of the downward
leader and the origin of the successful upward leader is defined as the striking distance.

Calculation of the striking distance enables both a risk assessment to be made
of the probability of a flash to a structure and also of the efficacy of the protection
afforded by a grounded air termination, overhead ground wire or Faraday cage.

It is useful to classify into three types the striking distance calculations that are
presently used:

(i) Geometric models, in which the striking distance is assumed to be independent
of both the prospective peak current i0 in the return stroke and the geometri-
cal contours of the ground structures. This simplest of models is nevertheless
the basis of international standards for lightning protection because of its
convenience and utility.

(ii) Electrogeometric models, where the striking distance is represented by a func-
tion only of i0, and is again supposed independent of the local geometry of
the ground structures. Because of the prime influence of i0 in the prospective
magnitude of injected lightning overvoltages, this method was developed for
and is widely used in insulation coordination of overhead line power systems.

(iii) Generic models, which take account more realistically that both i0 and the
structure geometry will together determine the striking distance. With these
more refined concepts, such factors as flash polarity and ground elevation
can be incorporated, and calculations can employ electric field and statistical
packages. These are recent advances but, except in specialised risk assessment
requirements, generic models have so far remained in the scientific rather than
the engineering domain. There is a case for their increased use as data on
lightning parameters improve, and an extensive review is included here.
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3.4.2 Geometric models and lightning standards

As envisaged in Preece’s early work, the height h of a structure can be used to estimate
its exposure risk (or the efficiency of an air termination). Suppose that a mast (or a
long horizontal conductor) of height h is approached by a downward leader, whose
tip has a horizontal distance component r from the mast axis (or conductor position).
If the leader tip reaches its striking distance rs at the instant when it is equidistant
from the mast top (or the conductor) and the ground surface, then this horizontal
component will define the attraction radius r = ra :

ra = h

(
2rs

h
− 1

)1/2

(3.30)

In present international standards this concept is simplified to the proportionality
ra = kh, where the choice of k = 1 or 3 may be used (section 3.5.2), with the unstated
implication from Equation (3.30) that rs = h or 5h.

In the BS 6651:1999 Code of practice for the protection of structures against
lightning [39] are three fundamental recommendations each linked to the pheno-
menology of the flash:

(i) The conventional 30◦ or 45◦ cones of attraction are retained only for structures
less than 20 m in height. The risk of side flash is estimated by the rolling sphere
method (Figures 3.6a and b) [74].

(ii) The increased vulnerability of electronic equipment (for telecommunications,
telemetry, computing, control and instrumentation, and power electronic instal-
lations) to transient fields is recognised by a recommended increase in the
number of downconductors (which may be structural steel members).

(iii) The risk factor for direct strikes is quantified.

These practical measures are discussed in section 3.5, but from the point of view of
the physics of the lightning flash, developments (i) and (iii) are particularly relevant.
The adoption of the rolling sphere criterion has arisen from the pragmatic desire for a
straightforward alternative geometrical construction to the cone that will better predict
the side flash risk. It also offers a generally useful application to other problems such
as attachment points to aircraft. The discovery of space leaders in the recent work
on long gap negative breakdown suggests that the rolling sphere is indeed a better
physical analogy than the cone. As stated in section 3.2.8, the original concept of
Schonland that a non-visible pilot leader develops from the previous tip to establish
the next step can be invoked. It can be postulated that, as occurs in the laboratory long
spark, the negative step is preceded by a space leader developing in both forward and
retrograde directions from an origin that lies ahead of the leader tip. This bidirectional
growth will thus be well simulated by a spherical region; in this interpretation, the
centre of the rolling sphere can be regarded as the origin of the space leader ahead of
the previous step rather than the tip of the step itself, as envisaged in the Standard.
Since step lengths of 10 to 200 m are observed, a radius for the rolling sphere of 5 to
100 m seems supportable. This compares with the recommended radii of 20 or 60 m
in the Standard. The smaller choice of rolling sphere radius is the more onerous for
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Figure 3.6 Rolling-sphere representations of the ground strike (BS 6651)

the protection system design. The US NFPA Standard 780 [75] gives the values 46 m
and 30 m, and the IEC Standard 61662 [76] specifies the four radii 60, 45, 30 and
20 m as options.

This flexibility in the choice of rolling sphere radius is intended both to recognise
the expected effects of structure height on the strike process and to allow a choice
of security rating for the structure. In addition, it implicitly admits that a purely
geometric model does not incorporate the reality that the striking distance will be
smaller, and protection more difficult, for smaller prospective peak currents [77].

In the long laboratory negative spark, several space leaders can develop simulta-
neously in series ahead of the leader tip, all subsequently causing bright leader channel
elongations and stepping. So it is possible to envisage, as a geometrical representation
of this process, not merely a single rolling sphere, but a string of small radius spher-
ical regions ahead of a descending leader. This method would imply a higher rate of
predicted shielding failures (Figure 3.7).

3.4.3 Electrogeometric models

3.4.3.1 Effect of peak current

A simplistic geometrical model has obvious limitations in not quantifying the initia-
tion of the upward leader in terms of the field enhancement associated with the electric
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Figure 3.7 Spherical-string representation of the ground strike

charge on the downward leader. Quantitative estimates must rely on modelling,
and the first authors to develop the now generally used relationship:

rs = kin0 (3.31)

for a given structure were Armstrong and Whitehead [78, 79]. They based this
relationship upon physical concepts due to Wagner [71], and

rs = 9.4i
2/3
0 (3.32)

is commonly used [80, 81].
The striking distance as a function of current was calculated by these authors on

the basis of the assumptions that a 1 C leader charge was equivalent to a 20 kA peak
current. Lightning observations by Berger, Anderson and Kroninger [82] suggest
a leader charge of 4.5 C for a median lightning current of 30 kA. Armstrong and
Whitehead [58] also needed to specify the mean electric field to complete the lightning
channel over the striking distance. They used values of 5 kV/cm (for negative flashes)
and 3 kV/cm (for positive flashes).

The electrogeometric model developed by Armstrong and Whitehead [58] pro-
vides a more realistic representation of the protection principle than a simple shielding
angle. It is in extensive use for the design of lightning protection not only for power
lines and substations, but other important structures such as chemical plant and
aviation and rocket installations.

3.4.3.2 Electrogeometric boundary for strikes to a vertical mast

The electrogeometric model makes the same important simplifying assumption as
before that the striking distance is independent of the geometry of the grounded
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Figure 3.8 Electrogeometric model for a vertical mast

structure. The value of rs at a given peak current is assumed to be the same for a
strike to the mast as for one to the surrounding terrain, so the calculations are as for
Equation (3.30). For example, for a vertical mast of height h, and for large striking
distances where rs > h/2, the limiting boundary for strikes to the mast top (Figure 3.8)
is defined by the parabola:

y = x2 + h2

2h
(3.33)

This parabola is the locus of the point S which defines, for each value of prospective
peak current i0, the limiting condition for a strike to the top of the mast. Here y =
rs = f (i0), since rs is assumed to be the striking distance to both mast and ground.
From the above parabolic equation,we can define the attraction radius of the mast for
a flash with this current:

ra(i0, h) = x(rs) = h

(
2rs

h
− 1

)1/2

(3.34)

and the attraction area of the mast, i.e. the protected area at ground level:

a(i0, h) = πx(rs)
2 = πh2

(
2rs

h
− 1

)
(3.35)

The attraction distance and attraction area are termed collection distance and area in
lightning standards (section 3.5.2). If the mast is a lightning rod (or air termination)
then the terms ‘protection distance’ and ‘area’ are appropriate. It should be noted that
the attraction distance is smaller than the striking distance except for ra = h = rs .

The shielding angle concept can be retained where:

θs(i0, h) = tan−1
(

x(rs)

h

)
= tan−1

√
2rs

h
− 1 (3.36)

Calculation of the attraction area, together with a probability distribution for the
lightning currents, enables the risk factor for the mast to be found (section 3.5.1,
Equation (3.58)).
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Table 3.4 Electrogeometric model: striking distance, attrac-
tion area and shielding angle for a vertical mast

i0 (kA) 5 31 100 300
(median value)

h (m) 20 60 20 60 20 60 20 60
rs (m) 27.5 93 203 422
a (m2 × 103) 2.2 2.4 10 24 24 64 52 150
θs 53◦ 25◦ 71◦ 55◦ 77◦ 67◦ 81◦ 75◦

For rs < h/2, the protected area is simply:

a(min) = πx(rs)
2 = πr2

s (3.37)

Examples of these calculations are shown in Table 3.4. These also illustrate the
inherent implication of the electrogeometric approach that elevated structures are
more selectively struck by higher current flashes. It is based on representation of
a downward flash and takes no account that for structures over 100 m tall or at
high elevation the local geometrical enhancement of the thundercloud field by the
structure may be sufficient for the lightning flash to be triggered by an upward leader
even before any downward leader is observed.

3.4.3.3 Shielding calculations for an overhead line

The same simplifying assumption of striking distance to be a function only of peak
lightning current is the basis of a well known approach to the calculation of the
shielding of the phase conductors that is provided by an overhead ground wire
(or wires).

The probability of a shielding failure, defined by a direct strike to a phase
conductor, is in the case of a single ground wire a function of the volume of the
prospective strike zone bounded by (Figure 3.9a):

(i) the parabola defining equidistance between the phase conductor and the ground
plane

(ii) the linear locus PR equidistant between the ground wire and the phase conductor
(iii) the circular locus centred on the phase conductor, defining the maximum safe

striking distance rs(maximum) = rm.

This last value is determined by the basic insulation level (BIL) of the line, since
this defines a maximum allowable peak current for such a direct strike to a phase
conductor. From the unprotected volume, the risk factor for a direct strike to a phase
conductor (section 3.5) can be calculated using the Ng value for the region.

Complete shielding is rarely justified economically. For the line of Figure 3.9,
complete shielding is achieved, with a critical shielding angle θc, for QR = PR.
The procedure is then to specify, according to the system insulation coordination
requirements, the maximum allowable overvoltage, the anticipated peak lightning
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Figure 3.9 Electrogeometric modelling for overhead line shielding
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current and corresponding striking distance. Then, using Figure 3.9b, the associated
critical shielding angle is calculated from:

θc =
(π

2
− α

)
− β = sin−1

(
1 − h

rs

)
− sin−1

[
H − h

2rs cos θc

]
(3.38)

where h and H are the mean heights of the phase conductor and the ground wire.
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3.4.4 Generic models

Since the late 1980s, models of the striking distance, based to a large extent upon
the improved knowledge of the physics of long sparks, have taken account of both
prospective peak lightning current and the geometry of the grounded structure. Some
examples follow.

3.4.4.1 Eriksson model

Following a review of field data, Eriksson [16] developed a quantitative model to
calculate the attraction radius for a vertical mast on flat terrain. The criterion for
launch of the upward leader is based upon the critical radius concept developed from
long spark studies [83]. Effectively, this represents the apex of the mast as having a
radius of curvature of 0.35 m, since positive leader inception in the laboratory varies
little for radii smaller than this. An induced field of 30 kV/cm at the surface of this
notional anode is required for upward leader inception. The magnitude of the induced
field depends upon the charge on the downward leader and the prospective peak
current, and for a downward leader directly above the mast a strike is then inevitable.
For a vertical downward leader displaced horizontally from the mast, the possibility
of completion of a strike to the mast is calculated from the downward (negative) and
upward (positive) leader velocities. The model does not directly utilise the physics of
leader and leader corona growth, but is a powerful and simple approach for which a
regression analysis yields the relationship between attraction radius ra (m), lightning
return current i0 (kA) and mast height h (m):

ra = 0.84i0.74
0 h0.6 (3.39)

The resulting attraction radius is calculated for different lightning return stroke
currents i0 and mast heights h, as shown in Table 3.5, where the values deduced
for the electrogeometric model are also shown.

3.4.4.2 Dellera and Garbagnati model

This also uses the critical radius approach to determine the upward leader inception
[73, 84], and can be applied to both downward and upward lightning. The model
computes the spatial–temporal development of both downward and upward leaders
numerically, using a charge simulation program to calculate the electric field distri-
bution, and simulates incrementally their directional and velocity development in the
direction of maximum field. The inclusion of the streamer zone between the leader tips
and the use of field computation techniques facilitate predictive engineering appli-
cations such as a realistic representation of the local ground topology at the mast or
transmission line. Examples of the output of this model are shown in Table 3.5. They
generally indicate a smaller attraction radius than the Eriksson model and a stronger
variation with mast height. The charge simulation software also allows the cloud
charges to be included, and the probability of upward-directed flashes is computed
as a function of structure height. Equal probability of upward or downward flashes is
estimated for a height of 230 m.
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Table 3.5 Generic models of attraction radius for a single mast
(downward negative flash)

i0 (kA) 5 31 100 300
h (m) 20 60 20 60 20 60 20 60
ra (m) electrogeo. model 26 28 56 87 87 143 129 218
ra (m) Eriksson 17 32 64 125 147 296 345 668
ra (m) Dellera 20 30 35 95 90 240 170 535
ra (m) Rizk 22 45 95 150 180 280 315 560
ra (m) Petrov 17 28 57 95 124 206 258 429

3.4.4.3 Rizk model

Here, a critical potential criterion determines inception of the upward leader, and then
the completion of the lightning strike is determined from two aspects of long spark
studies [61]. The first aspect sets a critical streamer gradient between the downward
and upward leaders of 5 kV/cm at normal air density. Second, the voltage gradient
along the leaders, which is known from the work of the Les Renardieres Group [43] to
decrease temporally from 5 kV cm 1 to 0.5 kV/cm or less, is also represented, together
with the effect of reduced air density at high altitudes. An analytical evaluation of the
electric field allows simple ground topologies (based upon a semiellipsoidal terrain)
to be simulated. The predictions for a mast on flat terrain are shown in Table 3.5,
where the attraction radii are similar to those deduced from the Eriksson model.
On elevated terrain, the effect of the thundercloud field is predicted to increase the
attractive radius of tall masts by over 100 per cent for low peak currents. A 50 per cent
probability of an upward flash is expected for h = 160 m.

3.4.4.4 Petrov and Waters model

This aims to be a flexible model, based upon the physics of the leader channel
described in section 3.3.2, which is adaptable for stroke polarity and terrain altitude.
The procedures which will be described here lead to the values of attraction radius
for negative flashes at sea level that are shown for comparison in Table 3.5. A mast
height of 190 m is calculated for 50 per cent probability of upward flashes (Table 3.8,
section 3.5.4). This model agrees with values deduced from the electrogeometric
approach for currents up to the median, but generic models predict significantly
greater attraction radii for the larger peak currents.

(i) Upward leader criterion

A physical condition for the launch of a successful upward leader that will complete
the junction with the down-coming negative leader [68] is not in this case based on a
critical radius for leader inception, but upon a critical interaction between a putative
upward discharge and the downward leader. In Figure 3.10, the leader channel is
represented by a vertical linear charge of length L with a charge per unit length q and
leader tip charge Q. The mast is shown as an ellipsoid of height h and half width b.
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Figure 3.10 Analytical modelling of a downward leader above a ground mast [53]

At large distances S between the lightning channel and the mast, the range of the
electric field intensification above the top of the mast may be insufficiently extensive
to support a successful upward leader, although there may well be corona streamer
activity and weak leader growth as the downward leader approaches. The streamer
corona from the top of the mast propagates to a distance where the electric field falls
to the minimum streamer gradient Es , at a distance x0 from the top of the mast. For
standard sea level conditions, the electric field E is equal to about 5 kV/cm for a
streamer of positive polarity and about 10 kV/cm for negative polarity. The criterion
for the lightning strike to the mast is thus a critical upward streamer length so that an
upward leader can be successfully developed.

Evaluation of the critical streamer length is made from long spark studies: if an
upward positive leader of charge qu per unit length grows simultaneously with a hemi-
spherical upward leader corona region of radius Lu, the charge per unit radius within
the leader corona will be equal to that in the leader. Thus the charge within the upward
leader corona zone is given by quLu. This charge produces at the hemispherical
surface of the upward leader corona a field:

ES = qu

2πε0Lu

(3.40)

The critical streamer length Lu is associated with a critical value of qu. In the case
of a positive upward leader, long spark studies show that the minimum charge for
positive leader inception is about 20–40 μC/m (section 3.3.1.1), so enabling the
minimum Lu to be found. It is known also from optical and electronic measurements
that the minimum length of the streamer zone of the positive leader in long air gaps
is about 0.7 m [53]. This corresponds to a critical streamer charge qu of 20 μC/m.

(ii) Termination to a plane ground

For specific cases of gaps with simple geometry, analytical expressions for the poten-
tial and electric field may be obtained. In particular, the axial electric field distribution
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created by the vertical downward leader channel represented in Figure 3.10 at a height
H above an earth plane surface has the form:

E(x, H , L) =
(

Q

4πε0

)[
1

x2 + 1

(2H − x)2

]

+
(

q

4πε0

)[
1

x
− 1

x + L
+ 1

2H − x
− 1

2H − x + L

]
(3.41)

In the absence of a structure the field at ground level (x = H ) is, for H 
 L:

Eg =
(

1

2πε0

)[
Q

H 2 + q

H

]
(3.42)

If the leader is sufficiently close to ground so that this field is equal to the critical
streamer propagation field Es , then the leader will complete the strike to ground
without any upward discharge growth.

Although the streamer is rarely visible in lightning photographs, it can be inferred
from long gap studies to be essential for the propagation of the leader. For analytical
purposes, we may represent the net charge in the streamer zone as the charge Q

(Figure 3.10). Petrov and Waters [53] showed in the following way the correspon-
dence between the streamer charge Q and the linear charge density q consequently
established upon the leader channel. If the streamer zone of the downward leader is
represented as a hemisphere, with a radius equal to the streamer zone length LS , then
we can write:

Q = qLS (3.43)

But the field at the head of the streamer zone is:

ES = Q

2πε0LS

(3.44)

The important relationship between the charges Q and q is therefore from
Equations (3.43) and (3.44):

Q = q2

2πε0ES

(3.45)

As a result, the charge Q of the leader head and the leader channel charge density
q are both determined by the streamer zone length. For example, the charge q on
the channel is 0.39 mC/m for a median current stroke (Table 3.3). Equation (3.45)
gives the charge Q on the negative streamer system as 2.7 mC and the streamer zone
length LS = 7 m. So the charge Q can be expressed in terms of q, and in the case of
Eg = ES the height H represents the striking distance rs . From Equation (3.42):

ES =
(

1

2πε0

)[
q2

2πε0Esr2
s

+ q

rs

]
(3.46)
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which yields a value of striking distance:

rs =
(

q

4πε0ES

)
[1 + √

5] (3.47)

Using now the relationship between q and i0 obtained from Equations (3.26) and
(3.29a), and a value of ES = 10 kV/cm for the propagation field of the downward
negative leaders, we get:

rs = 1.16i
2/3
0 [m, kA] (3.48)

These striking distances shown in Figure 3.11a must be regarded as a lower limit for
the striking distance to a plane ground, since no upward positive discharge has been
assumed. In practice, such upward leaders are observed from local asperities on level
terrain, and rs may consequently be larger than in Equation (3.48).

(iii) Strikes to a mast

When a vertical mast is approximated by a semiellipsoid of half width b as in
Figure 3.10, the electric field between it and a vertical coaxial downward leader can
also be represented analytically. The striking distance is then calculated by employing
the criterion for a critical upward streamer length from (i) earlier. Petrov and Waters
[68] showed that for a negative flash the striking distance is:

rs = 0.8[(h + 15)i0]2/3 [m, kA] (3.49)

the factor 0.8 (h+15)2/3 giving a convenient numerical representation (for b = 1 m)
of the analytically calculated field enhancement in the leader-to-mast space for the
attainment of the strike condition. Striking distances calculated from Equation (3.49)
are shown in Figure 3.11b, together with those for the electrogeometric model. These
give comparable values for a 20 m mast but the Petrov–Waters model suggests that
an electrogeometric approach significantly underestimates the striking distance for
a 60 m mast. Most importantly, both the electrogeometric and generic modelling
show that the minimum rolling sphere radius of 20 m recommended in international
standards is optimistically larger (for reliable protection) than the striking distance
for low current strikes of 3 kA and below.

3.4.4.5 Effect of altitude on striking distance

Phelps and Griffiths [86] studied the effect of air density and humidity on positive
streamer growth. From this work a relationship between the streamer gradient ES and
the relative air density δ and absolute humidity γ was obtained by Eriksson et al. [87]:

ES = 425δ1.5 + (4 + 5δ)γ [kV/m] (3.50)

where the relative air density δ with respect to standard sea level values of 760 torr
and 293 K is:

δ = 293p

760T
(3.51)
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Figure 3.11 Petrov–Waters model
a Striking distance calculations for a negative flash to plane ground
b Mast at sea level. Curve a: electrogeometric model; curve b:

generic model (60 m mast); curve c: generic model (20 m
mast) [53]
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Pressure, temperature and humidity change with increasing altitude z and, for the
range 0 < z < 10 km, Petrov and Waters [68, 88] represented the meteorological
data by the equations

p(z) = p(0) exp
(−z

z0

)
(3.52)

where p(0) is the sea level pressure and z0 = 8 km:

T (z) = T (0) − kz (3.53)

where T (0) is the sea level temperature and k = 6 K/km:

γ (z) = γ (0) exp
(−z

zH

)
(3.54)

where γ (0) is the sea level absolute air humidity and zH = 3 km. The standard value
for γ (0) in high voltage testing is 11 g/m3.

At an elevation of z km, the reduction of the critical field ES implies a significant
increase of striking distance. At the San Salvatore measuring station altitude of 914 m,
for example, the critical positive streamer field is 4.4 kV/cm, which partly contributes
to Berger’s observations of flashes of either polarity resulting from upward first
leaders.

Incorporation of altitude effects into Equation (3.49) for a vertical mast gives for
an altitude of z km:

rs = 0.8[(h + 15)i0]2/3
[

1 + z2

h + 80

]
(3.55)

This greater striking distance (Figure 3.11c) represents a significant increase of risk
factor in high mountainous regions and in aviation. At z = 5 km, the critical streamer
propagation field is predicted to be 2 kV/cm compared with 5 kV/cm at sea level.

3.4.4.6 Air termination geometry

In recent years, there has been considerable interest in early streamer emission air
terminals for lightning protection [89, 90]. These generate a locally triggered streamer
discharge from the terminal with a shorter delay than a standard device. However, the
efficiency of such systems is not proved experimentally [43, 91–95] or by field obser-
vations. On the contrary, there are physical grounds to believe that early streamer
initiation (also claimed to be encouraged by air terminations incorporating radioac-
tive sources) would make more difficult a successful upward leader, that is to say
one which would propagate over the distance required to intercept the downward
negative leader [96]. The influence of the geometry of the air terminal on the striking
probability has been investigated experimentally by several authors [68, 85, 97–100].
These investigations showed a higher striking probability to a grounded rod with a
blunt top which probably results from a delayed streamer onset. The determination of
a possible optimum radius of curvature of the top of a lightning conductor is clearly of
practical interest. Petrov and Waters [101, 102] have calculated the striking distance
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Table 3.6 Optimum half width b(opt) and radius of curvature ρ for
semiellipsoid mast: negative flash striking distances for mast
(b = 1 m), sphere and horizontal cylinder

i0
(kA)

h

(m)
b(opt)
(m)

ρ (m) Striking distance rs (m)

b = b(opt) b = 1 m sphere cylinder
r = h r = h

10 20 3.5 0.6 42 40 17 13
60 4.8 0.4 75 66 16 12

31 20 3.5 0.6 100 85 41 29
60 4.8 0.4 174 141 37 26

100 20 3.5 0.6 210 185 99 74
60 4.8 0.4 384 307 87 62

for a semiellipsoid mast with a half width b. In Table 3.6, for various lightning cur-
rents and mast heights, numerical examples are given of optimum half widths b(opt)
and radii of curvature ρ = b(opt)2/h at the ellipsoidal mast top that result in the
maximum striking distances. Additional calculations for a rod lightning conductor
with a sphere on the top showed also that the optimum radius of the sphere for which
the striking distance is a maximum is of the order of 0.7 m. This approach has a
similar outcome to the equivalent radius concept [83].

Additional results are included for grounded hemispheres and long semicylinders,
with their bases lying on a plane earth, as a guide to the behaviour of basic building
shapes. These calculations show sensitivity to the structure geometry for negative
lightning. There is little influence on the striking distance rs in the case of positive
lightning (section 3.4.5).

3.4.5 Positive lightning

3.4.5.1 Striking mechanisms for positive flashes

The lightning detection techniques of the 1990s indicate that positive polarity flashes
may occur more frequently than had been supposed previously. Although undoubtedly
less common than the negative flash, positive lightning is significant because such
strikes often carry particularly damaging peak currents exceeding 100 kA. Observa-
tions of positive lightning by Berger [20] (section 3.2.8) showed that, at an elevation
of 914 m, the initiation was by a stepped upward negative leader that could be of
great length. However, positive downward leaders initiated from the cloud have been
recorded by Berger and others, in which case the determination of the striking dis-
tance based solely upon a criterion for upward leader inception cannot always be used.
Laboratory experiments with high positive impulse voltages show that the negative
upward leader may not propagate until a very late stage, in which case the striking
distance is determined instead by the streamer zone length of a positive downward
leader at the final jump phase preceding sparkover. The efficiency of lightning rods
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against positive polarity downward leaders can thus be expected in some cases to be
substantially lower than against negative polarity leaders. The necessity of further
clarification of the mechanism of the positive lightning flash to determine striking
distances was emphasized also by Golde [103].

The following calculations by Petrov and Waters [101, 102] indicate that a sig-
nificantly lower sensitivity of striking distance rs(+) to the structure height can be
expected for positive polarity downward lightning. At the same time, the variation of
striking distance with prospective peak current can be expected to be the same (rs ∝
i
2/3
0 ) as shown for negative lightning in sections 3.3.2 and 3.4.4.4, since the charge q on

the channel and the peak return current will be similarly related as in the negative flash.
Two mechanisms of lightning strike for downward flashes are envisaged for this

polarity, depending upon the criterion that succeeds to establish the striking distance.

(i) Positive streamer criterion

For positive lightning, the downward leader may not need to initiate a negative
upward leader before the striking distance has already been achieved by the successful
bridging of the gap to the grounded structure by the positive streamers. In this case,
the striking distance rs(+) is determined by the streamer zone length of the down-
ward leader in the transition to what in long spark observations is known as the final
jump phase. To calculate rs(+), it is necessary again to calculate the electric field
distribution between the lightning channel and the grounded structure. Streamers of
the downward positive leader will propagate to a distance where the electric field
falls to the minimum streamer gradient ES ≈ 5 kV/cm at sea level. At the approach
of the lightning channel to the mast, the electric field intensity and the range of its
intensification are increased, and this will extend the streamer zone length of the
positive leader. When the minimum value of the electric field between the downward
leader and the grounded structure becomes equal to ES , then positive streamers can
successfully propagate to the structure. The instant at which this condition is reached
will define the striking distance rs(+). Of course, the ongoing development of the
leader towards the structure will almost inevitably initiate a late upward negative
leader before the ultimate establishment of the return stroke.

(ii) Negative streamer criterion

For tall structures or high lightning currents, the conditions for negative upward
leader initiation may well be fulfilled before the minimum electric field between a
downward positive leader and the grounded structure becomes equal to ES(+). Here,
the striking distance rs(+) will instead be defined by that upward leader initiation
condition, in the same way as for the negative flash. As already discussed, negative
leaders in very long spark discharges are also known to propagate by steps, which
are themselves initiated by space leaders ahead of the main negative channel. The
length of the steps in long air gaps is practically independent of both the gap length
and the shape of the high voltage impulse, and takes values of between 2.5 and 3.6 m
[59, 62, 66, 104, 105]. The critical range of field intensification in the vicinity of the
grounded structure is then important, and the intensified field must, at an adequate
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distance x0 from the structure, reach a critical value ES(−). Measured values for this
electric field in the negative streamer zone have been variously reported as 11 kV/cm
by Volkova and Koriavin [67] and as 10–16 kV/cm by the Les Renardieres Group
[62]. For a minimum value of 10 kV/cm, and a corresponding value of critical charge
per unit length of q = 160 μC/m, the value of x0 for a vertical mast is 2.9 m. This
represents physically the minimum length of the upward negative streamer zone and
the negative leader step length.

The mast height and prospective lightning current will determine which of these
criteria (i) or (ii) is achieved the earlier. The discrimination boundary calculated for
mechanisms (i) and (ii) is shown in Figure 3.12a.

3.4.5.2 Striking distance for positive lightning as a function of peak current
and mast height

Figure 3.12b shows the striking distance dependence on the lightning peak current
and mast height resulting from these calculations. The solid lines correspond to the
application of the positive streamer criterion (i), and the broken lines are obtained
from the negative streamer criterion (ii).

The striking distances indicated by criterion (i) show a weak dependence on mast
height h. The calculations can be approximated by the numerical relationship:

rs(+) = 1.08i
2/3
0 ln

(
h

15
+ 10

)
[m, kA] (3.56)

As already noted the increase of striking distance with return stroke current is again
of the form rs ∝ i

2/3
0 since it is proportional to the charge on the leader for either

polarity.
It is seen from Figure 3.12b that for lightning currents less than a median value

of 31 kA, the first criterion (i) is fulfilled earlier (at a larger striking distance) than
criterion (ii). However, for tall structures and high current flashes, large striking
distances will frequently follow the prior achievement of criterion (ii). The striking
distances indicated by criterion (ii) may be approximated by the relationship:

rs(+) = 0.103[(h + 30)i0]2/3 [m, kA] (3.57)

These calculations for downward flashes from positive cloud charges show that the
striking distance is merely 10–20 per cent of that associated with negative lightning.
However, as Berger [20] has shown, for tall masts at altitude the upward leader is
usually the initiation mechanism for flashes of either polarity. This is discussed in
section 3.5.4.4.

3.5 Risk factors and protection

3.5.1 Risk assessment

As in the case of striking distance calculations, the assessment of lightning risk can
be made at three levels of refinement. The probability of a strike is usually expressed
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Figure 3.12 Positive flash modelling
a criterion boundary for upward negative leader from a mast.

Region (i): striking distance achieved before upward negative
leader inception; region (ii): striking distance achieved by upward
negative leader inception

b striking distance to a mast [53]. Solid curves: striking distance
from criterion (i); broken curves: striking distance from criterion
(ii)

as the risk factor, which is quantified as the estimated number of strikes per annum
to the structure. This can be calculated:

(i) independently of the prospective lightning current magnitude, and taking into
account only the collection area of the structure; this is the procedure used in
international standards

(ii) noting that the risk factor will increase with increasing prospective lightning
current; in this case, an attraction area a(i0) is calculated from rs(i0) by
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geometrical relationships, and the annual number of lightning strokes to the
structure for all peak currents then gives the risk factor:

R = NgAc = Ng

∞∫
0

a(i0)p(i0) di0 (3.58)

where p(i0) is the normalised probability density of the lightning current distri-
bution, the integration gives the collection area Ac, and Ng is the local density
of lightning strikes to earth

(iii) using a generic model of a criterion for a successful upward leader to find a(i0).

Amore refined assessment of risk goes further than the risk factor R. This approach
estimates the probability that the strike is sufficiently severe to cause an electrical,
thermal, electromagnetic or mechanical shock that is prejudicial to the structure. An
example of these risk statistics is the calculation of the risk of flashover RF of an
insulated electrical system as a result of a lightning overvoltage [106]. The per-unit
probability density p(V ) defines the range and magnitudes of such overvoltages. The
shape of the p(V ) curve depends both on the statistics of natural lightning and on the
structural and other characteristics of the system, including the effect of protective
measures. The cumulative probability function P(V ), on the other hand, is system
dependent and defines the increasing risk of flashover of the system insulation with
increasing voltage V for a voltage shape that is representative of lightning overvolt-
ages (usually a 1.2/50 impulse but sometimes a chopped impulse or a non-standard
shape). The product p(V )P (V ) is the probability of an overvoltage V arising which
results in a system flashover. The total risk of flashover per annum in a region of
ground flash density Ng is:

RF = Ng

∞∫
0

p(V )P (V ) dV (3.59)

3.5.2 Standard procedure for the calculation of risk factor

Using the simple geometric method, the risk-of-strike assessment is determined in
the Standard BS 6651:1999 [39] by the calculation:

R = (ABCDE)AcNg10−6 (3.60)

where the important weighting factors A to E (in the range 0.3–2.0) concern the
structure and its contents and location. The collection area Ac (m2) is calculated
in BS 6651 by adding an attraction radius ra = h (structure height) to the plan
dimensions. IEC 61662 [76] adds an attraction radius ra = 3h, so increasing the risk
factor by almost an order of magnitude.

As far as collection area is concerned, however, a much greater impact on BS 6651
arises from its advice for the protection of electronic equipment. This reasonably
suggests that a lightning hazard to vulnerable equipment is caused by strikes to
surrounding ground, associated structures and incoming or outgoing mains services
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and signal lines. On the basis of a collection distance d(m) equal numerically to the
earth resistivity (�m), say typically l00 m (≡100 �m), the values of Ac would be
increased by factors of 10 to 1000 above those calculated by use of the attraction radius
ra . Consequently, high risk factors in the range 0.05–0.1 for the UK are then found.
The risk of lightning damage often justifies expenditure on the protection of power
supplies, signal lines and telephone cables. The Standard BS 6651 classifies four
types of structure, with a consequential loss rating that ranges from one for domestic
dwellings to four for major industrial infrastructure. The acceptability of a given risk
factor will depend on the individual structure. A value of 10−5 is sometimes quoted as
a guide, which corresponds to a very cautious single annual failure in 100 millennia.

3.5.3 Electrogeometric calculation of risk factor

Armstrong and Whitehead [78] used their electrogeometric model to take account of
the structure of an overhead transmission line to design its lightning shielding. They
deduce for the flash rate to an overhead line of effective width w and height h:

R = 0.1Ng(2h + w) (3.61)

which implies an attraction distance ra = h and a 103 weighting factor. Whitehead
[107] was able to test the utility of the electrogeometric model by an eight-year
study involving 51 cases of shielding failure and 52 cases of backflashover. Table 3.7
shows results from this study giving specific tripout rates (lightning outages per
100 km years) at thunderstorm day values of Td = 40 (hence Whitehead’s STR-40
nomenclature).

Whitehead [108] importantly noted that application of the electrogeometric model
should take account of the variability of both:

a striking distance: statistically low values for a given peak current will increase
the risk of shielding failure; one standard deviation allowance for this purpose
indicates that rs (statistical) = 0.9rs (i0) should be used

b terrain: the mean height of the phase conductor can be much higher in exceptional
terrain such as deep valleys.

Induced overvoltages occur on phase conductors from nearby ground strikes.
Whitehead concluded that such overvoltages are generally harmless in respect of

Table 3.7 Line outage statistics [86]

Line voltage Impulse flashover voltage U50 Shielding angle, STR-40
(kV) (kV) θS

345 1600 31◦ 5.7
22◦ 3.44

−15◦ 0.19
500 1800 20◦ 0.23
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Figure 3.13 Modelling of a laterally displaced leader [53]

outages on UHV lines, but are significant with respect to a BIL of less than 60 kV at
distribution voltages.

3.5.4 Generic modelling of risk factor for a negative flash

3.5.4.1 Strikes to the top of a mast

From the attraction radii calculated in Table 3.5, risk factors are found from generic
models using Equation (3.58). For the determination of an attraction area a(i0) that
takes account of both lightning current and structure geometry, it is first necessary to
calculate the striking distance as a function of lateral displacement of the downward
lightning channel (Figure 3.13) [109].

As before for the Petrov–Waters model, the criterion for determination of the
striking distance uses analytical field formulae to find the range of field intensifi-
cation by the grounded structure that is equal to a critical upward streamer length.
Figure 3.14 shows, for a mast height of 60 m, the striking distance calculated for
various angles θ between the vertical axis and the lightning channel. For the range
0 < θ < 90◦, the striking distance dependence on the mast height and lightning
current can be approximated for slender structures, in extension of Equation (3.49),
by the relationship:

rs(i0, h, θ) = [(h + 15)i0]2/3[0.8 cos θ + 0.24 sin θ ] [m, kA] (3.62)

There is a maximum collection angle θm, above which lightning will not strike the
mast. The maximum lateral displacement �m is the attraction radius ra and the
collection area of the mast is:

a(i0) = π�2
m (3.63)

Since

� = rs sin θ (3.64)

the differentiation with respect to θ of Equations (3.62) and (3.64) gives:

ra = �m = 0.54[(h + 15)i0]2/3 (3.65)
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and

θm = 53◦ (3.66)

The values of attraction radius are shown in Table 3.5 for comparison with other
generic models. Although some differences are seen between these models, they
nevertheless allow significant conclusions to be drawn on the estimation of risk
factor. Present day standards give acceptably conservative estimates of risk factor
for low current flashes, but greatly underestimate strike frequency for high current
flashes. Even the electrogeometric model, which recognises the increased risk for
high current flashes, is shown to underestimate the risk factor for a mast structure by
about four-fold.

For a Franklin rod air terminal, a large striking distance gives efficient protection
and a large sheilding angle. The value �m determines also the conventionally used
shielding angle of the mast:

θs = arctan
�m

h

= arctan
{

0.54[(h + 15)i0]2/3

h

}
(3.67)

Figure 3.15 shows the shielding angle dependence on the lightning current and
mast height. Comparison with the angle deduced from an electrogeometric model
(from Table 3.4) suggests that the electrogeometric approach may overestimate shield-
ing efficiency for low current flashes and underestimate it for high current flashes.

By incorporating the downward leader velocity into this model, Petrov and
D’Alessandro [100] have calculated the time interval between the upward leader
inception from the mast top and its stable propagation phase. For h = 60 m and
i0 = 100 kA, this interval is almost 200 μs. They conclude that, contrary to the early
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curves a: electrogeometric model
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streamer emission concept (section 3.4.4.6), a delayed upward leader inception may
be more effective for lightning protection.

3.5.4.2 Side flashes to a mast

The above calculations are for strikes to the top of a mast. However, a side flash
below the top of tall structures can arise, especially as a result of negative downward
leaders that have a horizontal path in the vicinity of a high tower [110]. Petrov and
Waters [109] have shown that the striking distance for such side flashes is:

rss ≈ 2.4i
2/3
0 [m, kA] (3.68)

The striking distance for side flashes is significantly less than that for downward
lightning to the mast top because of the low field intensification near the side of the
mast. The value of rs = 50 m, corresponding to the rolling sphere concept of the
standards, is suitable only for a peak current i0 = 95 kA according to this model.

3.5.4.3 Inverted cone strike zones

Because the maximum collection angle of 53◦ (Equation 3.66) does not depend on
the mast height or the lightning current, the collection region of the mast will be an
inverted cone of this angle whose apex is at the mast top (Figure 3.16). As Table 3.5
shows few major numerical differences between generic models, the maximum col-
lection angle concept would appear to have good validity. A recent Fractal model
of leader tortuosity [111] has shown that 95 per cent of strikes will occur within a
half-angle of 60◦.
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Noting also that the side flash striking distance is larger than that to the plane
earth surface, which is (section 3.4.4.4):

rs = 1.16i
2/3
0 [m, kA] (3.69)

we can by means of Equation (3.68) define the side flash zone boundary, for all
values of peak current, as an inverted cone of half angle 64◦ whose apex is at the mast
base. This together with the collection angle derived in the treatment of strikes to the
mast top gives an easily applied current-dependent concept that is simpler to apply to
both side flash and mast top risk calculations than a fixed radius current-independent
rolling sphere locus (Figure 3.16).

3.5.4.4 Lightning to tall structures

Only generic models can provide an estimation of the risk of lightning initiation
from tall structures. The critical ambient thundercloud field necessary for upward
leader inception decreases with the increase of structure height h because of the
intensification of the local field. For structures with height h > 200 m, the critical
ambient field becomes lower than 20 kV/m. The electric field Ecl created by a storm
cloud at the earth’s surface before a lightning flash can approach this critical value
(section 3.2.7). Because of space charge effects, the electric field increases with
height above ground (section 3.2.7.1) and the field intensity before a lightning flash
can be simultaneously Ecl = 5 kV/m at the earth’s surface and Ecr = 65 kV/m at
600 m. The electric field created by the storm cloud may be substantially less than the
critical electric field needed for upward leader inception in the case of structures with
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height h < 100 m, but for higher structures an upward leader may form and initiate a
strike without a preceding downward negative leader. To incorporate this effect in the
Petrov–Waters model for a downward flash requires the addition of the electric field
Ecl created by the thunderstorm cloud to the electric field created by the downward
negative leader (if present). Such a consideration allows an estimate to be made of
the proportion of downward and upward flashes occurring to very high structures.

Application of the Petrov–Waters model then gives a maximum lateral displace-
ment for a strike to the mast top that is approximated by the relationship:

�max ≈ 0.54[(h + 15)i0]2/3 exp(αh) (3.70)

where, for example, for a storm cloud field of Ecl = 4.2 kV/m the mast height
enhancement coefficient α = 0.0021. The coefficient α will of course increase with
the intensity of the storm cloud field Ecl .

Since the risk factor of lightning strikes to a structure calculated from
Equation (3.58) is:

R = π

∞∫
0

�2
max(i0, h)p(i0) di (3.71)

where p(i0) is the probability density function for the current amplitude distribution,
then in the case when the lightning current amplitude is, for example, log-normally
distributed this integral may be calculated analytically. Substituting the values for
lateral displacement and calculating the integral we have for the collection area:

Ac = 153(h + 15)4/3 exp(0.0042h) [m2, m] (3.72)

Here, the values i0 = 31 kA and σ = 0.7368 for the mean and standard deviation
of the peak current statistical distribution have been used [109]. The risk factor for
a structure with height h can then be expressed as:

R = 153 × 10−6Ng(h + 15)4/3 exp(0.0042h) (3.73)

In Table 3.8, the risk factor is presented for a ground flash density
Ng = 1 km−2year−1. It is seen from the Table that the influence of the storm cloud
field becomes important for structures with heights h > 100 m, indicating that the
contribution of upward, structure-initiated flashes increases with the structure height.
The results describe well the observed data of Petrov and D’Alessandro [100, 112],
including the probability of strikes to very high structures. It is known [66], that
the average number of strikes per year to the 540 m television tower in Moscow

Table 3.8 Risk factor for a negative flash to a tall mast
( for Ng = 1)

h (m) 20 50 100 200 300 400 500
R (downward flashes) 0.02 0.04 0.09 0.2 0.3 0.5 0.6
R (all flashes) 0.02 0.05 0.13 0.45 1.2 2.5 5.1



Lightning phenomena and protection systems 125

is equal to R ≈ 30, using a value of ground flash density for the Moscow area of
Ng

∼= 3–4/km2/annum.

3.5.5 Protection of overhead power lines

The vulnerability of power systems to lightning is illustrated by considering that a
direct lightning strike of median current (31 kA) to an 11 kV line (surge impedance
260 �) could produce a peak voltage of 4 MV. Modern lightning location techniques
show that even in Northern Europe there were 540 000 ground strikes in 1992. On
the UK 132 kV system, the lightning fault rate is between 0.3–1.5 faults/l00 km/year,
with damage limited to 5–10 per cent of cases because of a high BIL and fault current
interruption. 11 kV fault rates are lower, but the much larger system and lower BIL
results in many more incidents and a higher consequential damage in 40 per cent of
cases on lines and 100 per cent on cables and equipment.

Power supply plant such as pole-mounted transformers or substation equipment
have to be protected against high voltage surges resulting from shielding failures
and backflashovers. Lightning overvoltages can be predicted using electromagnetic
transient programs for which the main parameters are the peak current, earth resis-
tivity, line geometry, arrester characteristics and cable type. The return stroke current
source is often modelled as a transmission line. Even SF6-pressurised GIS are vulner-
able to very fast transients. The last two decades have seen advances in applications
of metal-oxide surge arresters, solid-state overcurrent and distance protection, line
sectionalisers and automatic reclose circuit breaker technology. ZnO gapless arresters
in polymeric housings are effective provided that they are properly specified and are
positioned close to the protected equipment. This will limit the overvoltage at the
equipment terminals to Va + 2ST , where Va is the residual voltage at the arrester, S

is the surge steepness and T the transit time from arrester to the equipment terminals
(see chapter 5, section (i)). The IEC Standard [113] gives important recommendations
on the specification of arrester rated voltage, maximum continuous operating voltage,
discharge current, energy rating and residual voltage.

The availability of online lightning tracking data offers transmission system engi-
neers new possibilities for improved plant asset management and security of supply
[21]. Early warning of severe storms is being improved, and the high precision of
ground strike location within 500 m is often useful in fault location after a lightning
event. Archival data of lightning activity also allows realistic estimates of risk factor
and seasonal and geographical variations.

Where a direct strike is prevented successfully by shielding, overvoltages from
backflashover to the phase conductor will be proportional to the peak current and
are determined by the surge impedances of the tower and shield wire and the footing
resistances [114]. The classical lattice diagram method remains useful to take account
of factors causing variability in backflashover voltages, such as the steepness of
the lightning current front, the point-on-wave of the supply voltage and the line
shielding by the upward leader. A useful and substantial reduction of steepness and
amplitude results from corona attenuation during the surge propagation along the
line. Until recently, this effect has often been misinterpreted as either a reduction in
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surge propagation velocity or a change in the surge impedance of the line. In fact,
the corona discharge affects neither of these, but absorbs energy during the travelling
voltage front because of the ionisation of the air around the conductor. Al-Tai et al.
[115] have shown how the corona attenuation factor can be predicted in terms of the
line conductor geometry.

When transient analysis of the network provides an estimate of the overvoltage
probability density p(V ), the level of protection required can be chosen on the basis of
the risk factor R (section 3.5.3) and the risk of flashover RF (section 3.5.1). Close-in or
direct strikes to substations must be prevented because the magnitude and rate of rise of
the unattenuated overvoltage would disable protection by gaps or autoreclosure. Gary
et al. [14] recommend a rolling sphere design of the shielding. Complete shielding
will be achieved, even for the minimum observed lightning peak current of 2 kA, with
a choice of sphere radius R = 15 m. Alternatively, a design current of 5 kA or greater
would include 97 per cent of flashes, and is less onerous with its value R = 27 m.
For 0.2 flashes/year to the substation, this would be equivalent to one failure in
150 years.

The dependence of flashover voltages on the complex overvoltage shapes arising
on power systems [116], and the consequent critical values of lightning peak current
have been considered by Darveniza et al. [117] who deduced empirical equations for
time to flashover for partly chopped impulses, and Hutzler and Gibert [118] who both
modelled and tested backflashover impulse shapes. In more recent work, Haddad
et al. [119] have quantified the flashover voltage for air gaps in parallel with ZnO
surge arresters. Another factor is that following fault protection operation, an air
gap can suffer significant arc erosion of the electrodes which will alter its volt–time
breakdown curve.

3.5.6 Protection of electronic equipment

3.5.6.1 Strategy

Lightning electromagnetic pulses (LEMP) are a particular hazard for electronic
systems. The indirect surges arising from inductive coupling and resistive voltage
drops, and to a lesser degree capacitive and radiative coupling, are sufficient to cause
severe damage; a pulse energy of less than 1 microjoule can easily destroy an inte-
grated circuit. As in power equipment the requirements for the protection are speed
and reliability in overvoltage control, survivability and system compatibility in nor-
mal operation. The strategy of the protection is the same in both cases: where power
engineers speak of main and backup protection, electronic engineers specify primary
and secondary protection. Arecent comprehensive review of the standards for the pro-
tection of low voltage systems against lightning and other surges has been published
by Hasse [120].

Three stages are generally necessary to achieve immunity to lightning problems:

(i) transient amplitudes must be controlled by means of the building design and
equipment layout

(ii) the equipment must meet electromagnetic compatibility standards
(iii) surge protector devices should be used to minimise let-through voltages.
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3.5.6.2 Mitigation of surges

IEEE C62.41 [121] reviews field experience for transient overvoltages and overcur-
rents recorded on internal power supplies. This and its companion Standard IEEE
C62.45 [122] are presently being updated [123]. Transient magnitudes were found
to be as high as 6 kV and 10 kA. Resistive coupling is an important cause of such
transients when multiple earth points are present. Single-point grounding is ideal, but
because a number of down conductors are usually involved, bonding of all conducting
paths that may share lightning current is recommended.

Annexe C of BS 6651 (General advice on protection against lightning of electronic
equipment within a structure) [39] gives practical advice on transient control. As
specified in BS 6651, the effective earth resistance should if possible not exceed
10 �. However, with good bonding between N down-conductors, a resistance to
earth of 10N � per conductor should give a satisfactory earth. Removable links are
advisable to enable testing of individual conductors. For structures taller than 20 m,
down conductor spacing around the periphery of the structure should be no greater
than 10 m because of the risk of side flashes. Horizontal bonding conductors should
be present every 20 m of elevation, and on all ridges, eaves and parapets. Large flat
roofs on high risk structures justify a conductor mesh of 5 m ×10 m. Other standards
differ in detail from these specifications, and are sometimes more stringent. All such
conductors can be structural members of good conductivity, reinforcement rods and
stanchions, or lightning conductor strip or rod. Sharp bends should be avoided if
possible, and low resistance joints and connections are vital.

Whether internal installations such as heating systems should be bonded to the
lightning earth will depend on the risk of sparkover between the installations and
earth. BS 6651 defines the minimum clearance distances between down conductors
and internal metalwork above which bonding is optional rather than mandatory. It is
also important to limit to a safe level the step voltage to which persons who are in the
vicinity during a direct strike are exposed. If necessary, electrical insulation should
be added to the grounding system.

Inductive coupling to electronic systems, arising from the steep current fronts in
down conductors and by induction from nearby flashes, can be minimised by suitable
routing of cabling and the avoidance of loops. Incoming and outgoing power feeds,
LAN connections and signal and telephone lines can be subject to both resistive and
inductive transients, and common entry points and single point earthing are important.
For some applications optical isolation is worthwhile.

3.5.6.3 Electromagnetic compatibility

Much engineering effort has aimed to identify the types of disturbance that can be
experienced from both near and distant storms and to specify the performance tests
that must be carried out to meet these satisfactorily. In the last decade, EMC Standards
61000 and 61312 [124, 125] have defined these hazards and test techniques. In par-
ticular, multiple screening of structures, interior bonding, grounding requirements,
deployment of surge protection devices (SPD) and comprehensive testing of systems
and devices are justified.
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3.5.6.4 Protector devices

Lightning transients can be effectively limited by protection so as to avoid data and
software corruption, partial discharges and irreversible damage to hardware. Such
protection is arranged so that the transient control level (TCL) limits overvoltages to
below the equipment transient design level (ETDL).

The type of protector device will relate to its location in the electronic system.
Locations are defined in the standards as falling into three categories, from a low
exposure category A (e.g. plug-in equipment that is expected to experience only low
transient levels) to category C which is appropriate for major exposure to transients,
such as an incoming mains supply. High vulnerability data, signal or telephone lines
are also included in category C because transient attenuation is weak in such networks.

Mains power protectors are tested during manufacture with 1.2/50 impulses of up
to 20 kV peak and 8/20 impulse currents of up to 10 kA. Data system protectors are
tested up to 5 kV and with 10/700 125 A impulses.

In order to achieve the required TCL, the let-through voltage of the protector
must be specified [126]. For mains supplies, the primary series fuse, residual current
and miniature circuit breaker boards have secondary shunt varistor protectors together
with L and C filters. Filter design, whether high or low pass, is not straightforward for
fast transients because of the reduction of inductance by magnetic saturation effects
and the effect of series and shunt capacitance.

For electronic devices, two-tier protectors using gas discharge tubes (GDT)
followed by metal oxide varistors (MOV) provide transient control. For steep
front transients, the let-through voltage of the GDT can be as high as 1 kV before the
tube fires and reduces the follow-through arc voltage to about 20 V.

Fortunately, the solid-state technology which has increased the vulnerability of
electronic equipment has also offered new protection techniques. The metal oxide
varistor with its almost ideal non-ohmic current–voltage characteristic:

I = AV n (3.74)

where n is 25 to 30 has found widespread application after its development in the
1970s. Its high capacitance and limited speed remain a limitation for high band-
widths and bit rates, and ageing and condition monitoring are also problems. Recent
developments in thyristor technology offer crowbar protection with a fast response
as an alternative to the GDT for robust primary protection. These devices can now be
manufactured with a drain current of less than 10 μA, a response time below 50 ns
and a peak current of 750 A with good resealing.

The efficiency of fortress screening, combined with conventional hybrid
GDT/diode and GDT/MOV protection of electronic components even against full
triggered lightning currents of up to 52 kAwas proven in a test programme of triggered
lightning in Japan at a 930 m altitude site [127].

3.5.7 Strikes to aircraft and space vehicles

Lightning strikes to airborne structures are essentially triggered events, and are thus
common, especially since altitude effects are also present. On average, civilian
airliners receive one stroke per annum [128], 90 per cent of which arise from positive
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leaders triggered from the aircraft. The standards for the protection of aircraft against
lightning strikes define zone 1 as the initial lightning attachment region. This zone is
usually taken as being restricted to aircraft extremities where electric field enhance-
ment will tend to favour attachments to such sites, which are defined as the extremity
plus a region 0.5 m aft or inboard of it. Severe lightning strikes with currents and
action integrals greater than l00 kA and 0.25 × 106 A2s, respectively, should be
avoided outside zone 1 regions. Reported flight experience, however, indicates that
occasionally very severe strikes do occur outside this zone. Aknown hazard to aircraft
arises from the nose to tail sweeping of the lightning attachment points due to the
aircraft motion. This has led to new schemes for determining the initial attachment
zone such as the rolling sphere method and the swept leader method. The definition
of aircraft attachment zones has been improved by the work of the FULMAN pro-
gram [129]. Methods for determining the initial attachment zone are electrical field
analysis or test methods such as arc attachment to scale models.

Aircraft flight safety is sometimes discussed in terms of the probability of a catas-
trophic incident per flying hour. As an example, to illustrate aircraft zoning, it is
essential [130] to assume a vanishingly small probability of a hazardous lightning
strike, for example less than one in 109 flying hours, assuming:

• one strike every 1000 flying hours
• that the most severely damaging lightning strikes are associated with cloud to

ground strikes and there is only one strike to ground involved in every ten aircraft
strikes

• only one in ten of ground strikes has severe parameters exceeding the protection
levels appropriate to a swept stroke zone (zone 2).

These assumptions give a lightning strike to aircraft exceeding zone 2 protection
requirements every 105 flying hours. Hence, in order to achieve the required prob-
ability of a potentially hazardous strike to a zone 2 region, zone 1 has to contain
99.99 per cent of all cloud to ground strikes.

To model the electric field of a real aircraft, the boundary element method derives
a solution to the Laplace equation over the surface. The method has the advantage
that only the surface of the aircraft has to be meshed. The far-field boundary must
also be included as a second two-dimensional surface, but this outer mesh can be
remote and simple.

Radomes to protect aircraft radar systems from the elements do not prevent
occasional but costly damage from lightning strikes, even after being tested to
industry-agreed standards [130]. Radomes usually form the nose cones of aircraft,
a zone 1 location which makes them susceptible to damaging strikes. To conduct
these lightning currents and prevent damage to the insulating surface of the radome,
while maintaining effective transparency to radar signals, thin metal diverter strips
consisting of a large number of gaps in series may be fitted.

The new lightweight composite materials which are now being used for radomes,
and the introduction of a new generation of airborne weather radar with forward-
looking wind shear detection, require increased radar transparency from the radome.
Since 1993 all aircraft carrying more than 30 passengers are required to have
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windshear detection capabilities. Other non-conductive aircraft parts include a new
generation of satellite communication and antenna fairings installed on the exterior
of aircraft.

Strikes that prejudice air worthiness are fortunately rare, but a Boeing 707 was
lost to a lightning strike in the USA in 1963. A survey of USAAF aircraft loss and
damage between 1977 and 1981 revealed a financial cost of M$10. Boulay [52]
has described inflight data obtained from strikes, both triggered and intercepted,
to suitably instrumented aircraft. These strikes confirmed that at an altitude above
3 km these usually involved cloud discharges. This suggests that both low altitude
military sorties and helicopter flights are most at risk from high current cloud-to-
ground lightning. Uhlig et al. [131] express the need for an agreed test waveform for
aeronautical equipment, since the mechanism of the flow of return stroke current in
mid channel is unclear.

Lightning research directly associated with the NASA space shuttle activity, both
at the launch pad and in space using the optical transient detector (section 3.2.2),
followed serious lightning incidents in Apollo 12 and the total destruction of an
Atlas-Centaur rocket in 1987. Thayer and colleagues [132] analysed the considerable
distortion of the ambient electric field by a vertical space vehicle at launch, and the
consequent risk of triggered lightning. An interesting example of the use of the generic
Rizk model to the design of lightning protection for a satellite launch pad is given by
Joseph and Kumar [133].

3.6 Note

1 Figure from British Standards reproduced with the permission of BSI under licence
number 2003SK/0157. British Standards can be obtained from BSI Customer Ser-
vices, 389 Chiswick High Road, London W4 4AL (Tel +44(0)20 8996 9001).
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Chapter 4

Partial discharges and their measurement

I.J. Kemp

4.1 Introduction

Partial discharges are localised gaseous breakdowns which can occur within any plant
system provided the electric stress conditions are appropriate. Because the breakdown
is only local, failing to result in a following current flow, it is described as partial.

Why are partial discharges (PD) of importance to high voltage engineers? Partial
discharge activity is both a symptom of degradation in the insulating systems of power
plant – irrespective of the causative stress – and a stress mechanism in itself. Wherever
degradation occurs in an insulating system, be it due to electrical, mechanical, thermal
or chemical/environmental conditions, it is generally accompanied by the generation
of partial discharges. Once present, these then tend to dominate as the stress degra-
dation mechanism. Irrespective of whether the insulating system is gaseous, liquid,
solid or a combination of these, partial discharge activity will cause degradation.
It can therefore be appreciated why understanding the processes by which partial
discharges cause degradation is so important to the development of new insulating
systems capable of withstanding this stress mechanism. In addition, it can also be
appreciated why understanding the correlations among the measurable parameters
of discharge activity and the nature, form and extent of degradation present is so
important to the engineer responsible for the maintenance and asset management of
existing plant systems.

4.2 Partial discharge degradation mechanisms

The electrons, ions, atoms, radicals and excited molecular species produced in a partial
discharge move under the influence of the following forces variously:

• thermal excitation
• the electric field
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• electrostatic forces
• the electric wind, generated by the collision of the ionic species, moving under

the influence of the electric field, with the molecules of the surrounding gas.

The distribution of the reactive species within the gas discharge, and their resulting
impact at the discharge surfaces, will be complex. The following sections discuss
this complete interaction by considering the different stress mechanisms likely to be
prevalent.

4.2.1 Particle impact stress

As has been explained earlier in this book, a gas discharge consists generally of
electrons, positive and negative ions and photons. In relation to partial discharges,
when these particles impact on a surface at the ends of the discharging channel,
they may cause degradation at that surface. Any of these particle types may con-
tain sufficient energy to cause bond scission, often with an associated electron
release.

An impacting ion at an insulating surface may result in local molecular changes
as a result of either an electronic interaction between the incoming charged particle
and the shell electrons of the molecules of the insulating material or through a tight
interaction between the ionising ion and one (or more) ions of the surface lattice.

As detailed by Hepburn [1], the interaction which occurs when an electron collides
with a molecular surface will depend upon the structure and energy state of the
impacted species and upon the electron energy.

An energetic electron impacting upon an uncharged molecular species can interact
in four ways:

(i) an electron, with velocity v1, colliding with a molecule, M, can lose part of its
kinetic energy to the molecule without becoming attached:

e−(v1) + M → e−(v2) + M∗

the electron continues on with a lower velocity, v2, and the excited molecule
M∗ either emits the extra energy as a photon:

M∗ → hν + M

or loses the energy by collision with a second molecule:

M∗ + M1 → M + M∗
1

(ii) an electron can collide with a molecule and become attached:

e− + M → M−

forming a negative ion
(iii) an electron can be energetic enough to detach an electron from a molecule:

e− + M → e− + e− + M+

increasing the number of free electrons in the system and creating a positive ion
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(iv) an electron can become attached to a molecule and cause a division into charged
and neutral subspecies:

e− + M → M1 + M−
2

In a similar manner to the possible reactions between electrons and molecules, there
are a variety of interactions possible between an electron and an ion:

(i) an electron colliding with a negative molecular ion can cause a reaction similar
to that given above [3] but the resultant molecule is neutral:

e− + M− → e− + e− + M

(ii) for a number of molecular species, it is possible for the molecule to become
doubly negatively charged:

e− + M− → M2−

(iii) when an electron interacts with a positive ion the electron can become attached
to the molecule and any excess energy may be released as a photon:

e− + M+ → M + hν

As with electron impact, the transfer of energy from a photon to a molecule will cause
changes in a number of ways:

(i) the energy transfer can cause photoionisation: where the ionisation energy is
less than that of the photon, the excess can be released as a less energetic photon
or as increased kinetic energy in the electron:

hν1 + M → M+ + e−(v1) + hν2

hν1 + M → M+ + e−(v2)

(ii) a molecule can be split into ionic subspecies:

hν + M → M+
1 + M−

2

(iii) a molecule can be split into ionic and neutral species and an electron:

hν + M → M1 + M+
2 + e−

(iv) a molecule can be divided into free radical species, which are highly reactive

hν + M → M·
1 + M·

2

In relation to photon impact with an ion, the energy transferred from a photon to an
ionic molecular species can cause changes to occur in the following manner:

(i) release of an electron from a negative ion:

hν + M− → M + e−
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(ii) release of an electron from a positive ion:

hν + M+ → M2+ + e−

(iii) splitting a negative ion into neutral and charged species:

hν + M− → M+
1 + M2 + 2e−

(iv) splitting a positive ion into neutral and charged species:

hν + M+ → M1 + M+
2

The photon energy and the energy state of the molecular or ionic species involved in
the reactions given above will determine which of the reactions will occur.

Particle impact has been attributed variously as the mechanism of partial discharge
degradation [2, 3]. Interestingly, in polyethylene, Mayoux [4] has shown that degra-
dation due to ion bombardment occurs at a significant rate only if the charge density
of ions exceeds ≈1.5 × 102 cm−2. Further, he has demonstrated that although, in
theory, electrons may produce degradation, electron energies in excess of 500 eV are
required to cause substantial damage. However, once again, the synergetic nature of
discharge degradation mechanisms cannot be overstressed; that one form of stressing
does not in itself result in degradation does not mean that it can be dismissed as a
contributory mechanism to degradation.

In respect of the potential for particle impact damage at a given insulating
surface, it is useful to consult one of the many excellent texts on gas breakdown,
e.g. Reference 5, to determine, for a given gaseous situation, the nature of the par-
ticles involved and for a given set of conditions (partial pressure etc.) the statistical
distribution of energies associated with those particles. Having obtained this infor-
mation, consultation of materials texts will provide details on molecular structure
and bond energies. Comparison of the two sets of information should provide some
guidance of the likelihood of bond scission etc. and where it might occur. An example
of the latter form of data is provided in Table 4.1.

Table 4.1 Chemical bond energies associ-
ated with epoxy resin

Bond type Group structure Energy (kJ/mol)

C–H aromatic 435
C–H methyl 410
C–H methylene 400
C–O ether 331
C=O ketone 729
C–C aliphatic–aliphatic 335
C–C aromatic–aliphatic 347
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4.2.2 Thermal stress

The energy injected into the gaseous environment by the discharge will increase the
temperature of the gas in the local vicinity. In turn, this thermal differential will cause
the gas molecules in the hotter region to migrate to the cooler regions. Although
attempts have been made to ascertain the gas temperature under partial discharging
[6], in general these results must be treated with caution. In addition, the combinations
of particle input energy transfer, chemical bond restructuring and other potentially
exothermic reactions will result in temperature increases at a discharging surface.
The author’s personal experience has suggested that the thermal stress created by a
partial discharge may be sufficient to cause damage to polymeric materials but not to
other forms of solid insulating material. Even in the case of polymers, the degradation
sustained due to thermal stressing alone is likely to be insignificant compared with
other stresses present. However, since the degradation is due to a synergetic interaction
of a number of stresses, it must still be considered where partial discharges are present.

The reaction of polymeric materials to a purely thermal stress is dependent on the
structure of the material [1].

For example, simple structures, such as polyethylenes, degrade by random chain
scission:

–CH2–CH2–CH2–CH2–CH2–CH2– → –CH2–CH2–CH2–CH2–CH·
2 + ·CH2–

the left-hand side of the reaction continues:

→ –CH· –CH2–CH2–CH2–CH3 → –CH· + CH2=CH2–CH2–CH3

thus producing subgroups of length determined by the fold back length of the chain
transferring the radical element.

Other simple polymers, e.g. polyvinyl chloride, degrade not by chain scission but
by loss of side constituents:

–CH2–CHCl–CH2–CHCl–CH2–CHCl– → –CH2–CH=CH–CH2–CHCl–

+ HCl

thus although the polymer chain remains the same length it loses stability by
developing unsaturated sites in the chain.

Depolymerisation will occur in situations where the polymer molecule contains
no easily abstracted atoms or groups. Polymethylmethacrylate is an example of this
type of reaction:

–[CH2–C(CH3)(COOCH3)]–[CH2–C(CH3)(COOCH3)]
–[CH2–C(CH3)(COOCH3)]

→ –CH2–C(CH3)(COOCH3)–CH2–C·(CH3)(COOCH3)

→ –CH2–C(CH3)(COOCH3) + CH2=C(CH3)(COOCH3)

here, it can be seen that the polymer chain unzips, i.e. each segment of the polymer
will return to the prepolymer state.
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The presence of aromatic rings, i.e. benzene-type structures, in a polymer stiffens
the chain and raises the glass transition temperature, i.e. the temperature at which
the structure changes from a glassy to a plastic state. This can be seen in the work
by Black [7] who has determined that the glass transition temperature of polymer (1)
below, which has aliphatic rings in the chain, is 80◦C whereas polymer (2), which
has aromatic rings, has a glass transition temperature of 380◦C:

[–NH–(CH2)6–NH(C=O)–(CH2)6–(C=O)–]n (1)

[–NH–(CH)6–NH(C=O)–(CH)6–(C=O)–]n (2)

The reaction of a polymer to thermal stress in air will also result in thermal oxidation
of the material. Main chain scission or side group removal will create a radical species
which reacts readily with oxygen to form peroxy radical species:

–CH2–CH2–CH2– → –CH2–CH2 + O2

–CH2–CH2O2

The peroxy radical can abstract hydrogen from a polymer group in the vicinity to
form a hydroperoxide and a second radical species:

–CH2–CH2O2 + R–H → –CH2–CH2O2H + R

The hydroperoxide species can also decompose due to the application of heat to form
radical species:

ROOH → RO + OH

From the preceding discussion, it can be seen that the application of heat to a poly-
meric insulating system will produce a number of reactive sites and species given
the application of sufficient heat.

These are just some of the reactions which can occur due to the thermal effects.
However, as indicated earlier, all effects must be considered to occur in a synergetic
manner.

4.2.3 Mechanical stress

A vibrational mechanical stress will be set up in a solid insulating material subject to
partial discharge stressing under normalAC operating conditions due to the interaction
of trapped charge in the solid matrix from the discharge interacting with the applied
AC electric stress field. In addition, trapped charged particles of similar polarity will
be repelled from each other and dissimilar charges attracted to each other, again
resulting in a local mechanical stress within the solid matrix. There will also be
a mechanical stress resulting from the impact of larger particles at the discharging
surface depending on the mass number and collision velocities of these particles. It is
unlikely that this will have sufficient energy to cause fracture, as the shock wave is
likely only to have energies of the order of 10−12 J [8]. However, once again the
synergetic effects of such a process cannot be dismissed.
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Particle impact from a partial discharge can also result in bond breakage and the
production of ionic and radical species, as indicated earlier. These species may react
with the gas but may also react with the solid to produce, for example, in the case
of polymers, extra crosslinks. These extra crosslinks may produce a stiffer section in
the polymer making it less resistant to shear, tensile and compressive forces induced
in the polymer by the electric stress/trapped charge effects. Arbab, Auckland and
Varlow [9] have been long proponents of mechanical stress damage to materials via
partial discharge/AC electric field stressing, and their various papers on this subject
are extremely illuminating.

4.2.4 Chemical stress

As indicated earlier, particle impact, thermal stressing and mechanical stressing can all
result in changes to the chemical structure of a solid insulating system subject to partial
discharge stressing. In addition, the species generated in the gaseous environment of
the discharge may also interact chemically with the solid material when they impinge
at its surface. Given the range of potential interactions (on the basis of the range
of gases, liquids and solids plus contaminants) involved, it is impossible within the
confines of this chapter, to detail all possible effects. However, to give the reader
some sense of the issues involved, some examples are presented.

Air is the most common atmospheric medium through which partial discharges
propagate and, as such, it is worthy of consideration from a chemical viewpoint.
Air is a complex mixture of gases, of which the major components are nitrogen and
oxygen with minor concentrations of argon, water vapour and oxides of carbon. The
molecular species, ions, etc., generated by discharges in air [10–14] are, therefore,
most likely to be combinations of nitrogen, oxygen, carbon oxides and hydrogen
(from breakdown in atmospheric moisture). The gaseous species produced will be,
for an AC stress situation, of both positive and negative polarity e.g. O− and O−

2 , N+
and O+

2 . In addition, in a discharge atmosphere the polar nature of water molecules
causes them to be attracted to charged species in the discharge.

The ionic species formed in positive and negative DC corona in air are shown in
Table 4.2 to illustrate these differences.

Column A shows the principal species formed during discharges where the high
voltage point electrode is negatively charged. The species listed are all hydrated,
i.e. had attached (H2O)n groups. The principal species generated when the point is
positively charged are found in columns B and C; the species listed in column B are
not hydrated, those in column C are hydrated.

The difference in the ionic species generated in the discharges is significant in
that the character of the chemical reactions which will occur on the material surface,
due to the impact of the species produced in discharges from positive and negative
points, will be different. In the case of an AC field stress condition, in which both
potential discharge surfaces may act to form discharges, all species may be present.

The production of reactive oxygen species and oxides of nitrogen in the dis-
charge atmosphere is particularly important when considering degradation processes.
The triplet form of oxygen, ozone (O3), is a strong oxidising agent and oxides of
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Table 4.2 Ionic species formed
in DC coronas

Column A Column B Column C

CO−
2 O+ H+

CO−
3 O+

2 N+
O−

2 N+ NO+
O−

3 NO+ N+
2 NO

NO−
3 NO+

2
NO+NO

nitrogen are known to react in air to form nitric acid, also strongly degrading. This
phenomenon and, indeed, the importance of chemical degradation in partial dis-
charge stressing in general is exemplified by the work of Shields and the present
author [15, 16] in comparing discharge degradation of mica in an air and a nitrogen
environment. Under similar experimental conditions, including discharge repetition
rate and magnitude, it was found that degradation was much more severe over a given
time period in an air environment. Given the physical similarities between the two
gases, it would be expected that the only differences between degradation in the two
atmospheres would be attributable to their chemical differences. In this respect, the
formation of nitric acid (HNO3) at the mica surface in air appears to offer the most
likely explanation of the variation in degradation. Although surface reactions are pos-
sible with active nitrogen, no nitric acid will be produced in a nitrogen atmosphere.
The active nitrogen will transfer energy to the mica structure in order to return to the
ground state. In air, however, where oxygen and water are also present the following
reactions are likely to occur:

3O2(g) + hν ⇒ 2O3(g)

and

N2(g) + O2(g) + hν ⇒ 2NO(g) NO(g) + 1
2 O2(g) ⇒ NO2

and finally

2NO2(g) + H2O(g,l) ⇒ HNO3(g,l) + HNO2

It is therefore suggested that the increased erosion of mica in air can best be explained
by nitric acid, formed in the discharge environment, causing surface erosion by an
acid reaction mechanism on the mica. This mechanism would also account for the
presence of metallic elements from the electrode at the degraded surface, found during
the experimental programme, as the electrode too would suffer similar erosion.

As damage was observed in both gaseous environments, however, a second degra-
dation mechanism had to be postulated to account for degradation in nitrogen. Given
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the stress conditions prevalent, chemical, bulk thermal and surface/bulk field effects
could be rejected, and, on this basis, the most likely source of degradation was consid-
ered to be energetic particle bombardment, as discussed earlier. Bearing in mind that
mica consists of a lattice of SiO4 units, this mechanism would involve the energetic
particles within the gas transferring their energy to the mica surface causing either
direct bond scission:

M∗ + –Si–O–Si– ⇒ –Si–O + Si– + M

where M∗ is the energetic particle, or bond scission by cumulative localised heating:

NM∗ ⇒ �T + NM

where N is the number of energetic particles and �T is the increase in
temperature, then:

–Si–O–Si– + � ⇒ –Si–O + Si–

where � is the heat applied.
As air contains a large proportion of nitrogen, and the presence of other molecules

does not preclude this mechanism, it was assumed that a similar reaction was occurring
in air, concomitantly with, but secondary to, the acid degradation mechanism.

Another example of the importance of chemical stressing under partial discharge
stressing is exemplified by the work of Hepburn et al. [17] but this time in an organic
polymeric material, i.e. epoxy resin, as opposed to the inorganic, crystalline mica
structure.

Examination of the epoxy resin degraded surfaces following partial discharge
stressing in air indicated the presence of various nitrogen compounds, carbonaceous
anhydrides, acids and peracids and led to the following reactions being proposed for
the resin degradation.

Nitric acid is known to react with organic compounds as follows:

nitric acid breaks down into a nitrous oxide and a hydroxyl radical

HNO3 → OH + NO2

an organic radical is formed when hydrogen is extracted by the hydroxyl
radical

R–H + OH → R + H2O

the organic radical then reacts with nitrogen oxide to form nitrate

R + NO2 → R–NO2

nitrite rather than nitrate may be formed

R + NO2 → R–O–N–O

The reactions described would account for the presence of nitrogen compounds but
do not explain the other reactions taking place.



148 Advances in high voltage engineering

It is known [10, 11, 18] that reactive carbonaceous compounds are present in air
discharges. Formation of reactive carbon species and possible routes to production
of anhydrides are thought to rely on either:

a activated oxygen attack on the methyl group:

R–CH3 + O2 → R–CH2 + OOH

or
b hydroxyl radical attack on the methyl group:

R–CH3 + OH → R–CH2 + H2O

both of these initiating reactions produce a methylene radical on the resin chain.

The radical reacting with oxygen produces an aldehyde:

R–CH2 + O2 → R–CH2O2 → R–(C=O)–H + OH

the aldehyde reacts with oxygen as follows:

R–(C=O)–H + O2 → R–C=O + OOH

Carbonyl and hydroxyl radicals interact as follows:

R–C=O + OH → R–(C=O)–OH

A second interaction with a hydroxyl radical produces another radical as shown:

R–(C=O)–OH + OH → R–(C=O)–O + H2O

Interaction of the two radicals highlighted will produce a linear anhydride, as detected
on the epoxy resin surface after electrical stressing:

R–(C=O)–O + R–C=O → R–(C=O)–O–(C=O)–R

Given that activated oxygen species are less prevalent in a moist atmosphere [11]
and that anhydrides are widespread following stress in a moist atmosphere but less
so in a dry atmosphere, reaction b was considered the more probable initiating step.
The production of nitrated species following normal air discharges is explained by
the higher levels of nitrogen oxides in a moist atmosphere [11].

Interactions between the radical species involved in development of anhydrides
can also be used to postulate reactions for the production of acids and peracids detected
on the stressed resin surface.

The production of radical species, R, on the bisphenol chain (by removal of the
methyl group) was postulated earlier. Interaction with oxygen and carbon species
allows the following reaction:

R + O2 + R–H → RO2 + R–H → RO2H + R

Peroxides can thus be formed on the resin surface.
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Where the radical species, RO2 and R, are formed in close proximity, additional
crosslinks can be formed in the resin matrix by the oxygen molecule:

R + RO2 → R–O–O–R + hν

Once again the importance of chemical stressing is exemplified.
A careful trawl through the literature (e.g. Goldman, Mayoux, Bartnikas,

Wertheimer and the present author plus appropriate general chemical texts, variously)
will provide much information and data from which potential reactions can be
hypothesised based on the specific materials and gaseous environment in use.

4.2.5 Electrical stress

The superposition of an electric field due to charge deposition from a partial discharge
at a solid insulating surface will result in both local microscopic and macroscopic
effects which may cause degradation. Electric fields can be responsible for dis-
sociation and transport of ionised and ionisable byproducts resulting in increased
losses and local stress enhancements. Charge trap filling and other forms of charge
capture will result in local field effects. In turn, these may result in local elec-
tronic breakdowns around the stress enhanced site. For further details of this form of
degradation/breakdown, the reader is referred to the excellent book by Dissado and
Fothergill [19].

4.2.6 Synergetic interaction of stresses

As has been emphasised throughout this section, although, for the sake of conve-
nience, the various forms of stress which apply during partial discharge stressing
can be compartmentalised, it is the synergetic interaction of these stresses which
results in degradation. Different materials, gaseous atmospheres, contamination
levels, discharge magnitudes and orientation – all will result in a unique combination
of stress effects at a discharging surface.

This synergy is epitomised by the work variously by Mayoux [4, 20, 21] for
polyethylene, as noted earlier. Using an electron gun, an ion gun and an ultra-violet
radiation source, he attempted to separate the different particle effects using infra-
red and ultra-violet spectroscopy and scanning electron microscopy. Unfortunately,
although on a quantitative basis the damage observed using each of the above tech-
niques individually yielded damage similar to that observed under discharge action,
the energies required to produce similar damage, under similar conditions, were well
in excess of those found in a gas discharge. For example, under electron bombard-
ment, polyethylene was found to exhibit negligible degradation below 500 eV and
with ion bombardment, under 100 eV. Mayoux was obliged, somewhat inevitably, to
conclude that the structural transformations found when polyethylene is subjected to
partial discharge stressing cannot be considered as the superposition of the effects
due to the individual components of the discharge acting independently.

The reader interested in finding out more about the mechanisms and phenomena
associated with partial discharge degradation would do worse than read variously the
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early papers of Mason and Garton and, more recently, the papers involving Densley,
Bartnikas, Mayoux, Wertheimer, Kemp and, for underpinning mechanisms associated
with the materials (in particular polymers), the book by Dissado and Fothergill [19].

4.3 Partial discharge measurement

The various techniques that can be applied, either directly or indirectly, to deter-
mine the presence of, and characterise, partial discharge activity are described in
this section.

4.3.1 Electrical detection

The electrical detection of partial discharge activity falls within three distinct
approaches:

(i) measurement of each individual discharge pulse
(ii) measurement of the total, integrated loss in the insulating system due to

discharge activity
(iii) measurement of electromagnetic field effects associated with discharge activity

using antennae and capacitor probes.

4.3.1.1 Individual discharge pulse measurement

There are two broad approaches to making this kind of measurement, i.e. connecting
a clampon current transformer (CT) to the neutral strap of the plant item and taking the
output to an oscilloscope or similar recording instrument or connecting a transducer
(typically a capacitor divider type assembly) to the high voltage terminals of the plant
item and measuring the output in a similar way to the CT approach (see Figure 4.1).
Each has its own advantages and disadvantages.

The CT approach is extremely cheap, simple and safe to use, utilising, as it does,
the neutral strap on the plant item (see Figure 4.1a). No disconnections need to be
made since the CT is simply clamped around the neutral and is supplied with a suitable
output connector compatible for coaxial cable. It suffers, unfortunately, three major
disadvantages:

• it cannot be effectively calibrated to determine the magnitude of any discharges
present

• it is prone to interference from external sources such as pulses from power
electronics circuitry and, indeed, corona discharging from elsewhere in the system

• it does not provide effective phase information on the location of discharges on
the AC voltage power cycle.

In addition, there may not be a neutral available. However, despite these disadvan-
tages, it is used, particularly for motors and, to a lesser extent, for transformers, as a
first pass technique by some engineers. In the USA, the technique that is used employs
a frequency spectrum analyser rather than an oscilloscope and is described as a radio
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Figure 4.1 PD pulse measurement on motors (Red/Yellow/Blue phase notation)
a CT connected to motor neutral
b Capacitor coupler connected to high voltage phase terminal (each

measured in turn)

interference (RI) measurement [22]. In this form, it is used to assess spectra on a com-
parative basis among spectra measured at different time intervals e.g. annually, on
the presumption that changes in the spectrum may be indicative of discharge activity.

In use, care should be taken to make a reference measurement with the CT discon-
nected from the neutral prior to making the actual measurement to ensure as far as is
practicable that interference is not compromising the measurement. However, it must
be remembered that the neutral will often act to pick up extraneous signals especially
in a noisy environment, and this nullifies the validity of this approach. Only with the
CT connected to the neutral, with the plant deenergised, can a true comparison of this
type be made.

The second approach is to connect the discharge transducers to the high voltage
terminals of the plant item, e.g. the individual phase terminals of a motor, in turn
(see Figure 4.1b). Typically, this discharge transducer consists of a discharge-free
high voltage capacitor connected to a low voltage impedance circuit (RC or RLC)
which in turn is connected to an oscilloscope or similar instrument. By careful choice
of component values, the high voltage is reduced to a safe level at the low voltage
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impedance (typically 1000 : 1 ratio) and individual pulses from discharges can be
displayed superimposed on theAC power cycle voltage. This system can be calibrated
by injecting a discharge-simulating pulse, of known magnitude, into the detector
circuit. All commercial instrumentation carry such a calibrator on board. It should be
noted that for transformers with bushings containing tapping points, the bushing can
act as the high voltage capacitor.

The second method utilising the high voltage phase terminals is the Rogowski
coil. Essentially a form of CT, but not to be confused with the earlier type used at
the neutral, its design concentrates the magnetic flux more effectively than in the
standard CT. Its principle of operation is based on Ampere’s Law. An air-cored coil is
connected around the conductor in a toroidal fashion. The current flowing through the
conductor produces an alternating magnetic field around the conductor resulting in
a voltage being induced in the coil. The rate of change of this voltage is proportional
to the rate of change of current. To complete the transducer, this voltage is integrated
electronically to provide an output which reproduces the current waveform.

It is light, flexible and easy to connect to terminals since the coil can come in a
form which can be opened and closed. In general, it is less sensitive than the capacitive
coupler approach, but, broadly, there is little to choose between them.

Individual discharge pulse measurement, either by capacitive coupler or
Rogowski coil, can be applied to most items of plant. Generally, it is applied as an
online technique (although it can be used offline) with the exception of cables and, in
this mode, care must be taken to ensure that any discharges detected are coming from
the item of plant under investigation and not from some other item further away with
the discharges coupling electrically through the conductors to the terminals where
the transducer system is located. In this context, Rogowski coils have the advantage
over capacitor couplers, providing an indication of pulse direction in reaching them.

The discharge pattern produced by individual discharge events is generally recog-
nised as comprising the amplitude of individual discharge events, the number of
discharge pulses per power cycle and the distribution of these pulses within the power
cycle, i.e., their phase relationship. In addition to the discharge pattern produced by
these parameters at a given time and under a given applied electrical stress, one would
normally also be interested in any changes that occur in the pattern as a function of
the magnitude of applied electrical stress and time of application. Armed with this
information, it may be possible to evaluate the nature of the degradation sites and
thereby provide an assessment of insulation integrity. However, although the pre-
ceding paragraphs might imply that this process can be relatively straightforward, in
practice a variety of factors conspire to make interpretations based on such patterns
a highly complex affair.

Of these factors, the major culprits are external interference and the complexity
of the discharging insulating system. External interference, in general, can take the
following forms [23]:

• PD and corona from the power system which can be coupled directly to the
apparatus under test (in an online test) or radiatively coupled (in online or offline
tests)
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• arcing between adjacent metallic components in an electric field where some of
the components are poorly bonded to ground or high voltage

• arcing from poor metallic contacts which are carrying high currents
• arcing from slip ring and shaft grounding brushes in rotating machinery
• arc welding
• power line carrier communication systems
• thyristor switching
• radio transmissions.

It can generally be minimised through the use of inline filters and some form of
discrimination circuit if the problem is in the high voltage line. (An example of this
is the PDA system developed for turbine generators [23], utilising two couplers in
each phase.) In addition, as indicated earlier, Rogowski coils should discriminate,
on the basis of polarity, the direction of a pulse reaching them. If the problem is
airborne interference, e.g. from rectifiers, it can be more difficult to eliminate but an
assessment of noise activity and its characterisation can be made prior to the high
voltage insulation test. In relation to the complexity of the discharging insulating
system, this is generally beyond one’s control. The problem, in this case, lies in
the potentially vast number of discharging sites and their variety. This combination
tends to swamp out the characteristic patterns associated with specific discharge
site conditions. Having indicated these caveats, however, there is no doubt that the
information contained in a discharge pattern can be extremely useful in assessing
insulation integrity.

Another aspect of pattern interpretation that should be noted at this stage is the
importance of regular measurements on a given insulating system. Ideally, patterns
should be obtained at regular intervals throughout the life of the insulating system
since there is no doubt that the trend in the discharge pattern of a given insulating
system with time provides far more useful information on insulation integrity than
any measurement at only one point in time.

Although it is always possible to cite examples where a single measurement
can be extremely beneficial, there are many situations where it provides relatively
little information. As a diagnostician (be it of plant or human beings), once one
has established that the absolute levels of the vital characteristic parameters do not
indicate the imminent death of the patient, one is primarily interested in the rate at
which these characteristic parameters are changing through life in comparison with
similar systems (or humans) of comparable design and stress history.

That said, in relation to the interpretation of the discharge pattern, the starting
point would be the magnitudes of the discharges being detected and their repetition
rate. Broadly, the larger the discharge magnitude, the larger the site of degradation
with which it is associated and the greater the likely rate of degradation. Similarly,
the greater the repetition rate or number of discharges per cycle or unit time, the
greater the number of discharging sites. Once these issues have been considered, the
next aspect for interpretation would be the location of the discharges on the power
cycle waveform. Cavity-type discharge sites generally yield a discharge pattern within
which most pulses are in advance of the voltage peaks, i.e., 0◦–90◦ and 180◦–270◦
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of the AC power cycle. In contrast, discharge sites containing a sharp metal surface
generally produce a pattern with pulses symmetrically spaced on both sides of the
voltage peak(s).

The next consideration would be the relative magnitudes of discharges on the
positive and negative half cycles of applied voltage. Broadly, similar magnitudes on
both half cycles imply that both ends of the discharge are in contact with similar
physical surfaces. This contrasts with the situation which is prevalent if the pattern
indicates (say) different magnitudes of pulses on the two half cycles, i.e. quadrants one
and three. In this instance, it would be likely to assume that the discharge was active
between two insulating surfaces but perhaps of different surface topology resulting in
varying stress enhancements, thus changing the supply of initiatory electrons when
the necessary cross-gap stress is reached to produce a spark and the time which an
insulator takes to dissipate surface charge (potential) build-up.

Having decided whether the discharge site(s) are insulating-bound, insulating-
metallic or metallic (corona), one would next consider the variation in discharge
magnitude with test voltage and then with the time of application of voltage should
an offline measurement be a possibility. If the discharge magnitudes remain constant
with increasing test voltage, this tends to imply that one is observing discharge activity
within fixed cavity dimensions. This suggests either a most unusual condition where
all the cavities are similarly dimensioned or, far more probably, one is observing a
single cavity situation – possibly of quite large surface dimensions. This contrasts
with the condition in which the discharge magnitudes of the pattern rise with test
voltage. In this instance, one is generally observing cavities, or gaps between insu-
lating surfaces, of differing size. As the test voltage is increased, in addition to those
cavities of low inception voltage discharging more often per cycle, cavities of higher
inception voltage are also starting to discharge. In this case, one would be thinking of
internal discharges in a number of insulation-bound cavities of different size, exter-
nal discharge across a varying length gas gap (between, for example, two touching
insulated radial conductors) or perhaps even surface discharges in an area of high
tangential stress.

Having decided that one is dealing with (say) a cavity-type degradation condition
and that the cavity surfaces are either insulation-bound or metallic-insulation bound,
and having determined something of the cavity size/number distribution, observing
the pattern at a fixed voltage over a period of time may yield still more information.
For example, if the activity tends to lessen with time, then, depending on the insu-
lation system under investigation, one might be observing a pressure increase in the
cavities (caused by gaseous byproduct formation and resulting in a higher breakdown
voltage for given cavity dimensions – see Paschen’s Law), a build-up of surface
charge within the cavity structure (thus inhibiting the realisation of sufficient poten-
tial drop across the cavity to produce further discharges following discharge activity
and potential equalisation) or perhaps a build-up of water or acids within the cavity
structure (increasing surface conductivity and allowing charge to leak away).

The preceding discussion has largely been related to cavity-type degradation
sites – identified by the location of discharges primarily in advance of the voltage
peaks – however, the same approach holds true for gaps with a sharp metallic
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boundary. For example, depending on the numbers of discharges, their spacing and
magnitude on one half cycle compared with the other, one should be able to say
something about the relative sharpness of any points. This relates to the much higher
electric stress realised around a sharp point for a given applied voltage, rather than
that at a plane surface, and the related spark activity when the point and then the plane
are alternately the cathode within a cycle of applied voltage.

There are many more conditions that could be discussed within this section relat-
ing discharge magnitude, phase distribution, test voltage and time of application to
specific conditions. However, it is not the purpose of this chapter to provide a com-
prehensive guide of this type. Other papers within the literature are available for this
purpose [24]. Rather, it is to indicate to those unfamiliar with the interpretation of
partial discharge patterns an effective and efficient way forward in their use. Although
it may be sufficient to either memorise or have available a look-up table of specific
discharge pattern characteristics from which one can make an interpretation, one will
have a much greater possibility of making an accurate interpretation if one under-
stands the physical and chemical processes that can produce a given discharge pattern
(or result in a change in discharge pattern) and can relate these to the specific form
and design of the insulation system under investigation.

Again, the importance of establishing a trend in the discharge pattern for a given
insulating system over its lifetime cannot be stressed too strongly. In general, the par-
ticular degradation characteristics are often developed relatively early in the life of an
insulating system. Thereafter, the parameters of primary importance are the absolute
discharge magnitude and, more importantly, its rate of rise over given times – both
relative to the values obtained from other insulating systems of similar design and
history.

Modern instruments acquire, store and process this information digitally and pro-
vide, in general, a three-dimensional plot of this data on screen for analysis purposes.
The three axes are phase (0◦–360◦), discharge magnitude (usually in pC) and number
of discharges (or frequency) resulting in the so-called φ–q–n plot.

The x axis and y axis, which represent the phase angle of the PD pulse occur-
rence and the magnitude of the PD pulse, respectively, form the floor of the histogram,
see Figure 4.2. The phase notation is conventionally that of a positive sine wave –
as opposed to positive or negative cosine – the 0◦ is the zero crossing point of
the rising edge (of a signal with no DC bias). The z axis, n, represents the num-
ber of pulses per unit time that have occurred within the specific phase-magnitude
window.

Figure 4.3 demonstrates how a φ–q–n pattern is constructed. The x axis of the
PD time domain signal is divided into a number of time windows, each corresponding
to a number of degrees, or a phase window, of the power cycle. Likewise, the ampli-
tude or y axis is divided into discrete windows. The phase and amplitude windows
correspond to the row and column indices of a two-dimensional matrix. The value at
each index in the matrix corresponds to the number of PD occurring in that phase and
amplitude window, per unit time. In Figure 4.3, it can be seen how the PD a, b, c, d

and e are fitted into their particular phase amplitude window and the Hn(φ, q) graph
modified accordingly.
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Figure 4.2 φ–q–n plot of discharge activity

The distribution is then the accumulation of every PD, in its respective
phase/charge window. If the PD pulses occur statistically, then the distribution is
a probability distribution. The value at each index can be correlated to the probability
of a PD occurring within that particular phase/apparent charge window. The more
cycles making up the distribution the more (statistically) accurate the distribution
will be, with the one caveat that the PD pattern must be relatively stable over the
sampling period.

Clearly, the ability of an instrument of this type to accurately portray the statistical
pattern of PD activity depends on its sampling rate and memory size.

It should be noted, however, that this type of pattern constitutes only the primary
data of PD activity, i.e. magnitude, phase, and number. Changes in the shape of
the pattern with time are now also being recognised as potential indicators of the
nature, form and extent of PD activity. Changes in the statistical moments of the
distribution – mean, variance, skewness and kurtosis, when considered across both
the x and the y axes – are beginning to show correlations with specific forms of
degradation associated with PD activity.

It should also be noted that this is not the only form of PD data under consider-
ation. The power of digital systems to acquire, store and process the primary data is
being utilised to generate new, and potentially more useful, information. Parameters
generated in this way include [25]:

• the discharge energy (p) where p = q · V for any discharge, V being the
instantaneous voltage at which the discharge (q) occurs

• the discharge phase inception voltage, Vi , where the discharge pulse sequence
starts

• the discharge phase extinction voltage, Ve, where the discharge pulse
sequence ends
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Figure 4.3 Build-up of φ–q–n distribution

• the discharge current, I = l/T × �|qi |, where T is the duration of the power
frequency half cycle and i is the number of discharges observed during T

• the discharge power, P = l/T × �|qiVi |
• the discharge intensity N , the total number of discharges as observed during

time T

• the quadratic rate D = l/T × �|q2
i |.

All these quantities can be analysed either as a function of time or phase angle.
However, there has, as yet, been insufficient empirical data gathered to enable cor-
relation to be made unambiguously between any of these parameters and the nature
and extent of PD activity.

Those readers interested in learning more about this form of partial discharge
measurement and its interpretation might read the following papers and their citations
[26–30].
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It should be noted at this stage that the standard (IEC60270) is not immune to
inherent errors. For example, Zaengl [31–33] has analysed the effects of detection
circuit integration error and sensitivity for various integration filter bandwidths and
rise times of pulses. Zaengl also introduced the concept of a parasitic inductance,
distinct from the integration circuit, capable of producing additional variations in
the detector response circuit. The standard makes no reference to such a parasitic
inductance. This phenomenon has been carried forward through simulation studies
[34], which show that the calibration of any measurement PD system depends on
the parasitic inductance, that it influences the measurement sensitivity according to
rise time and filter bandwidth and that, if not considered, it may therefore result in
erroneous measurements.

4.3.1.2 Pulse sequence analysis

In addition to providing statistical patterns of activity from acquired PD data, e.g.
φ–q–n patterns, there has been increasing interest in recent years in the nature of
the sequence of pulse events. This approach explores the deterministic nature of PD
events. Generally, a given PD event terminates when the local voltage drops below
some critical value. Although this can be purely a function of the external macroscopic
electric field, it is far more likely to be due to a combination of this macroscopic field
and the local field in the vicinity of the PD event due to space or surface charge effects.
Factors such as the distribution of (say) surface charge and its rate of decay will, in
such circumstances, have a strong influence over the occurrence of a further PD event.
On this basis, it is not difficult to see why a given PD sequence may be deterministic
and not random in nature. Equally, over relatively long time periods, changes in the
nature of PD activity may be evident if this approach is taken. Such changes would
not be apparent on the basis of statistical patterns of activity. For example, bursts of
PD activity followed by relatively quiet periods were noted in treeing experiments
on resin [35]. The underlying mechanisms responsible for degradation under PD
stressing may be elucidated more readily using the pulse sequence approach, it can
be argued, since, from the deterministic nature of the results produced, it provides a
much greater insight into the underlying mechanisms than does the statistical, random,
approach.

Rainer Patsch of the University of Seigen, often in collaboration with Martin
Hoof when he too worked there, has been a key advocate of this approach since the
early 1990s. Their work [36–39] has demonstrated that the sequence of discharges
and, in particular, the change of the external voltage between consecutive discharges,
provides important information from which the nature and form of the degradation
can be inferred. In addition to aiding in the classification of PD defects, they have also
demonstrated that the technique can be utilised to separate several sites discharging
contemporaneously.

The increasing speed and memory capacity of digital signal acquisition, storage
and processing systems is making the pulse-sequence-analysis approach more readily
available than previously.
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4.3.1.3 Calibration – a word of caution

It might strike anyone investigating, for the first time, the range of instruments avail-
able commercially for the electrical detection of individual partial discharge events,
as somewhat incongruous that there are almost as many different bandwidths, centre
frequencies etc. as there are detectors. Being essentially an impulse characteristic,
a partial discharge pulse will contain frequencies across the spectrum from almost
DC through to GHz. On this basis, any bandwidth of detector is likely to detect some
energies contained within the discharge pulse. However, as can be appreciated, a broad
bandwidth detector will detect far more frequencies than a narrowband detector, i.e. it
will be more sensitive. How are these differences resolved to ensure that, irrespective
of detector characteristics, an accurate measurement of PD activity is achieved? This
is the role of the calibration process.

Essentially, to calibrate an individual event partial discharge detector, a discharge-
simulating pulse of known magnitude (the calibration pulse), is injected into the
detector at the point where the real discharge pulse enters the detector. By utilising
this strategy, irrespective of the detector’s individual characteristics, however those
characteristics modify the PD pulse they will also modify the calibration pulse in
exactly the same way – and comparability will be maintained. For example, if a
given detector modifies a PD pulse to be of only half the magnitude it would have
been if detected by a very broadband detector, the detector circuitry will modify the
calibration pulse to also be of only half the magnitude, and the correct magnitude of
discharge will be inferred.

Unfortunately, as has been demonstrated, this calibration strategy does not
necessarily work for generators [40], motors [41] or transformers [42]. In the case
of these items of plant, by injecting a discharge-simulating pulse of known mag-
nitude at various points through their windings, and detecting the response at the
phase terminals with detectors of different bandwidth, it has been demonstrated that
the detected magnitude is a function of both the location of the injected pulse and
of the bandwidth of the detector utilised. To make matters worse, it has been shown
that no direct relationship exists between the magnitude that one detector will suggest
and that of others. Indeed, there is not even an indirect relationship with (say) one
detector consistently suggesting a larger discharge magnitude than another for the
same injected discharge-simulating pulse. It is all a function of location.

What is going wrong and, specifically, why is the calibration strategy failing to
ensure that detectors with different characteristics produce the same result? Quite
simply, there is a fallacy within the calibration strategy. The strategy is predicated
on the notion that the injected discharge-simulating pulse emulates the real PD pulse
as it enters the detector. This is indeed true when, in general terms, the discharge
site is close to the detector terminals. However, in the case of generators, motors and
transformers, this may not be true. In these circumstances, the partial discharge pulse
may have to propagate tens of metres to reach the detector. This propagation path may
be complex – both electrically and literally! It is composed of inductive, capacitive
and resistive components distributed, in all probability, in a non-linear fashion. Being
complex, the impedance paths will be dependent on frequency and will vary as a
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function of the individual frequencies which make up the discharge pulse. As the PD
pulse propagates, frequencies will be lost (especially high frequencies), there will
be resonance effects etc. In short, having propagated any significant distance either
electrically or physically to the detector, the PD pulse will, in all likelihood, no longer
resemble the pulse that set out from the discharge site. Therein lies the fallacy in the
calibration process. The calibration pulse does indeed emulate the PD pulse – as it
occurred at its site of origin – but after it has propagated any significant distance this
equality may be lost and the detected discharge magnitude will become a function of
location of discharge site (controlling the frequencies of the PD pulse which reach
the detector) and, of course, the detector bandwidth [41, 43].

Figure 4.4 illustrates the issue. The calibration pulse contains essentially similar
frequencies across the measured spectrum. Note that the discharge pulse, at its site of
origin, would also appear similarly. However, as can be seen, following propagation,
the frequency characteristics of the PD pulse may look quite different, as illustrated.
Although it is simplifying the argument greatly, by inspection of Figure 4.4, it can be
appreciated that in this case a narrowband detector detecting around (say) 800 kHz
would, relative to the detected calibration pulse, suggest an extremely small PD pulse
whereas a detector utilising a narrowband detection system around 260 kHz would
suggest that the PD pulse is large!

For those unfamiliar with PD measurements of this type, it might appear that
the obvious solution is to use only wideband detectors. Unfortunately, although this
would decrease errors introduced due to this phenomenon and result in an increased
detector sensitivity, it would prove impractical in field measurements. The greater the
bandwidth of detector, the greater the likelihood of detecting pulses which do not orig-
inate from discharges. Given the broad range of frequencies available from PD pulses,
a balance must be sought between detector sensitivity and erroneous information.
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Figure 4.4 Calibration pulse characteristic compared with PD pulse characteristic
following propagation
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The field of partial discharge measurements has had a number of salutary experi-
ences where noise has been interpreted as PD activity and plant has been removed
from service unnecessarily with serious economic consequences.

Now, if the situation as described in the preceding paragraphs were very prevalent,
no discharge measurements made on generators, motors or transformers could be
trusted – and, fortunately, that is not the case! The reasons for this lie, in part, in
the fact that much of the degradation suffered in such plant (and hence associated
PD activity) occurs near the high voltage terminals. The PD pulses thus have only a
relatively short distance to propagate to the detector, resulting in only minor errors.
Also, most diagnosticians would rely on trend analysis at least as much as any absolute
measure of PD magnitude and, with a range of caveats, this is probably unaffected
provided the same detector is used consistently.

This is merely a word of caution for those instances when, in comparing two items
of plant, possibly of different design and manufacture, one is tempted to suggest that
one item is in poorer condition than the other because it is displaying higher discharge
levels. The odds are in favour of this being true – but it may not be!

4.3.1.4 Noise and wavelet analysis

As indicated earlier, the electrical detection of PD can be affected – sometimes
seriously – by various forms of noise [23], with measurements in the field rendered
ineffectual or severely compromised.

Over the years, methods employing discrimination circuits [23], traditional filter-
ing techniques [44], neural networks [45] etc. have been designed to suppress noise
with limited success. However, a new, more powerful tool is now being applied to
this problem – wavelet analysis. It is likely that this technique will bring radical
improvement to noise reduction and suppression.

Since its introduction in practical applications in the mid-1980s, as a powerful
tool for signal analysis and processing, wavelet analysis has been increasingly applied
to solve engineering problems [46–48]. Essentially, the technique allows the user to
obtain two-dimensional information on PD pulses in both the time and frequency
domain, and to extract features of PD pulses in measurement data. By careful choice
of wavelet transform, ideally coupled to a clear understanding of the PD detector
characteristics, sophisticated feature extraction is possible for PD pulses [49, 50].
The required properties for a wavelet in this application include compactness, limited
duration, orthogonality and asymmetry for analysis of fast transient irregular pulses,
e.g. the Daubechies wavelet family. This, in turn, makes it possible to extract PD
pulses from extraneous noise in a way which would be quite impossible with tradi-
tional filtering techniques [51, 52]. Indeed, it is possible to extract PD pulses from
measurement data where the PD pulse is embedded within the noise, i.e. below the
noise plane. This is illustrated in Figure 4.5, which shows raw measurement data and
processed data following the application of the wavelet transform. As can be seen,
there are three PD pulses within the measurement timescale, with one of these below
the noise plane. Time taken for analysis is short, making the technique attractive for
field analysis.
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Figure 4.5 PD measurement in presence of noise
a Raw data, PD activity and noise superimposed
b Processed data to show PD activity

Another benefit of the technique is its ability to compress PD measurement data
[53]. Because only limited coefficient data related to PD events need to be used,
following wavelet analysis, to reconstruct precisely the actual PD signal extracted,
the amount of data storage space can be greatly reduced, i.e. ≈ five per cent of the
original data stream. The technique may, when fully developed to this application,
revolutionise PD measurements in the field.

Electrical PD detection as discussed in the preceding section has clear advan-
tages in terms of sophistication over most other approaches, but is generally viewed
as difficult in measurement and, in particular, in interpretation. It is also relatively
expensive and is normally only applied as a front line approach for motors and gen-
erators where most other techniques, with the exception of tan δ (see section 4.3.1.5),
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cannot be applied. For motors/generators, many users have chosen to install perma-
nent high voltage capacitors and low voltage impedance units at the phase terminals
of their plant, thus removing the need to deenergise the plant to make the high voltage
connections. All that is required is to connect the measuring instrument to the low
voltage connections. Capacitors for this application are relatively inexpensive.

4.3.1.5 Loss measurements associated with discharge activity

This technique operates on the principle that the current loss in an insulating system
will increase markedly in the presence of discharges. By monitoring the tan δ of the
system (δ being the angular quantity indicative of the relative values of resistive to
capacitive current), relative discharge activity can be inferred.

The insulation system should, ideally, behave as a perfect capacitor, i.e., there
should only be capacitive current through the system. However, inevitable losses
in the system mean that there is also a small component of resistive current. As
losses increase, the resistive current becomes larger and the angle created between
the capacitive current and the resultant vector-summated current (δ) increases, as does
the tan δ. In the presence of partial discharge activity, the losses increase enormously
and dominate as the loss mechanism.

Traditionally, tan δ measurements would be made offline, allowing the insulation
system to be energised progressively to full rated voltage (generally in 0.2 voltage
steps to full working voltage). This has enabled a plot to be made of tan δ versus
applied voltage similar to the ones shown in Figure 4.6.

motor 2 
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good bulk properties high start value –
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motor 1 

motor 4 

motor 3 
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high rate of change –
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Figure 4.6 Tan δ versus applied voltage
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Any sudden change in tan δ (at the so-called knee point or tip-up point on the
tan δ plot) would be considered indicative of PD inception and the rate of change with
increasing voltage would be indicative of the relative severity of the PD. In addition,
with experience, the starting value of tan δ informs on the level of contamination
present on the system – usually on stator end windings since it is in motors and
generators that the technique has found greatest favour although it has also been
applied to transformers and bushings [54]. On this basis, by considering the plots
shown in Figure 4.6, motor 1 plot would be indicative of a clean winding (low start
tan δ, and minimal rate of change of tan δ with voltage), motor 2 a clean winding
but with serious discharge problems (low start tan δ, low inception voltage (knee
point) and high rate of change of tan δ with voltage), motor 3 a contaminated winding
(high start tan δ) but one which has low PD activity (low rate of change of tan δ with
voltage) and motor 4 a contaminated winding which also suffers from serious PD
activity (even more serious than motor 1).

As can be seen, tan δ informs on PD activity and thereby on the appropriate action
to be taken. Traditionally, the measurement employed a Schering Bridge type circuit
being connected at the high voltage terminals of the plant but, latterly, instruments
have made direct measurements of the different current components.

The technique has the advantages of being simple in measurement and clear
in interpretation. Its major disadvantage lies in it being an integrated measure of
degradation in the insulating system. In motors and generators, quite large levels
of discharge activity can be sustained both in terms of magnitude and number/cycle
without fear for the insulation integrity. A few specific sites of degradation which are
much worse than anywhere else will provide much larger magnitudes of discharge
but these may be lost in the integration process with all other activity. That said, most
instruments incorporate a peak magnitude detector to alleviate this problem.

In recent years, there has been an increased pressure to only apply online tech-
niques for economic reasons. In relation to tan δ, this means that only a single value
can be obtained. As can be seen from Figure 4.7, this would make it impossible, by
this measurement alone, to distinguish between a contaminated but good winding
with low PD activity and a clean but poor winding with high PD activity (see point X
on Figure 4.7). However, trending the value with time and comparing results among
different machines, backed-up by visual inspection, should make the situation much
clearer.

4.3.1.6 Antenna techniques

The radio interference noise generated by partial discharges has been recognised
since the 1920s. Using a range of different antennae, attempts have been made to
quantify and characterise the noise produced by partial discharges – in particular
corona associated with overhead lines and insulators [55–60].

Although the results from these studies would suggest that antenna measure-
ments of partial discharges should enable characterisation of the nature, form and
extent of discharge activity, no such rigorous study has yet been undertaken. This
is disappointing given the attractiveness of a technique which is both non-intrusive
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Figure 4.7 Tan δ measured only at V line – problem of online measurement

and requires no connections to plant under test. Recent measurements by the present
author, as yet unpublished, on rotating machines and on air-cooled transformers
have proved extremely successful in this respect. Using several specifically designed
antennae coupled to a high bandwidth oscilloscope, not only could the presence of
discharges be detected but pulse shapes obtained could be correlated with specific
types of discharge. In addition, an estimate of discharge magnitudes in terms of pic-
ocoulombs could be obtained via an indirect laboratory calibration of the antennae.
This technique will be much more widely used in the future.

4.3.1.7 Capacitive probe techniques

When a discharge occurs, an electromagnetic wave is produced which propagates
away from the PD site. Where the plant is metal clad, the wave will propagate towards
the earthed metal enclosure. Provided there is a gap somewhere in the enclosure, e.g.
a gap in the gasket or gap at the busbar chamber cover in the case of metal clad
switchgear, the electromagnetic wave is free to travel to the atmosphere outside
the switchboard. The action of the wave connecting with the earthed metalwork
produces a transient earth voltage (TEV) which can be detected by a capacitive probe
if positioned at the gap. The amplitude of the detected signal is normally in the
millivolts to volts range, and this is generally translated into dB for measurement.
The principle is shown in Figure 4.8.

Although this method of detection will give some indication of severity, there is
no detail of exact location. When more than one capacitive probe is used, however,
it is possible to gain some knowledge of location using the time of flight principle, as
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Figure 4.8 Transient earth voltage (courtesy of EA Technology Limited)

the probe nearest the source should detect the discharge first. This may indicate the
panel from which the source is emanating.

An advantage of this type of testing is that the non-intrusive nature of the mea-
surements allows for no disruption or outage to the plant under test. All items of
plant within a substation can be monitored, such as circuit breakers, busbars, current
and voltage transformers and cable end joints. Installing the test equipment while
the substation is online has obvious benefits, and savings are also made due to the
removal of outage costs and the relevant manpower reduction. The advantages and
disadvantages of this technique are detailed in the work of Brown [61].

It is possible that external electromagnetic noise will interfere with the readings
taken, and it is therefore essential that a background survey be completed prior to
commencement. As with all types of PD measurement, if the interference is too
severe, it may not be possible to complete the test, as results may not be sufficiently
analysed. Problems are encountered when these noise sources produce voltages on
other metallic surfaces within the substation using the TEV principle. The background
reading should be taken from a metallic surface that is not attached to the switchboard
such as a battery charger or doorframe. If a reading above a certain level is detected in
this circumstance, the probe is unsuitable for monitoring the plant as it is not possible
to differentiate between discharges from the plant or from external sources.

This type of probe can be purchased as a light, portable handheld unit or as
a system with a number of probes connected to (typically) an event counter.

Clearly, the handheld unit is convenient, easy to use and relatively cheap.
However, it will only detect discharges at the moment when the test is conducted.
Although this is useful, it does not include any discharges that may present themselves
at some other time due to load changes, humidity or temperature changes etc. Partial
discharges are often intermittent and therefore a more thorough test regime may be
required. In this event, the multiprobe system can be utilised.
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Typically, such a system might have eight to ten capacitive probes and these would
be connected to the plant using magnetic clamps. The probes are normally threaded
and screw into the clamps until flush with the earthed enclosure. In turn, the probes
would be connected by separate channels to (typically) an event recorder. Additional
channels should be kept free for antennae. The purpose of the antennae is to detect
any external electromagnetic noise that may filter into the plant environment, be
detected by one or more of the probes and interpreted as partial discharge activity.
By subtracting the events detected by these antennae from those detected by the
probes, interference effects are reduced. These antennae should be positioned in the
corners of the substation and extended vertically at the same height as the plant
under test.

4.3.2 Acoustic detection

Partial discharges produce acoustic noise, as anyone who has listened to the crackling
noise in electrical substations will confirm. Although directional microphone systems
have been used to detect partial discharges from their airborne acoustic emissions,
their application has been largely linked to external busbars, connectors and insulator
assemblies. Acoustic detection has found much greater success and wider application
through the use of piezoelectric sensors.

Piezoelectric polymers, such as PVDF (polyvinylidene fluoride), when com-
pressed, result in the production of an external voltage proportional to the force
applied to the polymer. As such, when built into the head of a handheld probe or
when fixed, with a suitable paste or clamping mechanism, to an appropriate enclo-
sure, they offer a simple means of detecting acoustic signals. Typically, handheld
acoustic probes are coupled to an analogue voltmeter. Unfortunately, although it has
been shown that for simple geometries the resultant voltage is proportional to the
size of the discharge, due to the complex acoustic impedances associated with the
propagation of an acoustic pulse to the probe, no effective calibration is possible
for high voltage plant. The intensity of the emitted acoustic waves is proportional
to the energy released in the discharge. On this basis, the amplitude of the wave is
proportional to the square root of the energy of the discharge and, since energy may
be taken as proportional to the charge squared, there should be a linear relationship
between discharge magnitude and acoustic signal. However, acoustic measurements
are more about detecting the presence of discharges, irrespective of magnitude, and
locating these within the plant item. Typical applications for a handheld probe would
be distribution circuit breaker boxes and small transformers. As the probe is moved
around the enclosure, the larger the voltage detected, the closer the probe is to the
source of discharge activity. On a much larger scale, and using more sophisticated
acquisition instrumentation but the same sensor technology, with a minimum of three
probes fixed to the earthed tank of a large transformer, and a reference signal, it is
possible to determine both the presence and the accurate location of any discharges
present. By measuring the relative times of arrival of the pulse(s) from the discharging
site at the three probes, and by assuming a constant velocity of acoustic propagation
through the transformer structure, the relative distance from each of the probes to the
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discharging site can be computed and triangulated in three dimensions. Commercial
software is available to do this and can be readily utilised with a laptop computer for
portability.

Knowing the times of arrival of t1, t2 and t3 from the different sensors, and
assuming a given velocity of propagation, since distance = velocity/time, three
distances can be computed. Knowing these distances, and the location of the probes,
a three-dimensional plot can be made; where these spheres intersect is the discharge
source. The approach is illustrated in Figures 4.9a and 4.9b.

Lundgaard [62, 63] has produced a useful review of acoustic detection of partial
discharges and, as he points out, changes in both signal amplitude and shape occur
as the acoustic signal propagates to any sensors. He cites reduced signal amplitude
as a result of:

• geometric spreading of the wave
• division of the wave down multiple pathways
• transmission losses in propagating from one medium to another and at disconti-

nuities within a given medium
• absorption in materials.
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In relation to changes in signal shape, he cites:

• frequency-dependent velocity effects resulting in different frequency components
of a given signal arriving at the transducers at different times

• frequency-dependent propagation paths, again resulting in different wave
components arriving at the transducer at different times

• absorption in materials removing high frequency components preferentially.

In addition, there are significant differences in the acoustic velocities in typical types
of media encountered in (say) a transformer, i.e.:

• transformer oil at 25◦C, 1415 ms−1

• core steel, >5000 ms−1

• impregnated pressboard, 1950 ms−1

When one considers the complexity in both structure and materials in (say) a large oil-
filled paper insulated transformer, the factors which can affect the signal propagation,
and the variation in signal velocities with medium, it is impressive that this technique
can be applied to complex structure, large plant.

Typically, in a quiet factory-type environment, discharges in a large power trans-
former can be located to within a volume the size of a football within a couple of hours
and to within the size of a fist within a working day. That said, there is some variation
in the estimated success rate using this technique according to manufacturer. Some
claim total success whereas others are more circumspect admitting that they would
be unlikely to detect a source, using this technique, embedded deep in a winding.

In the field, utilities also report a useful success rate (typically 50 per cent) using
this technique with large power transformers. Indeed, a good example of this is
presented in the work by Jones [64]. He reports that faults, using this approach, can
be categorised as, for example, coming from:

• bushing connection stress shields
• windings
• winding jacking screws
• core bolts
• winding lead clamps
• tapchanger components.

The key issue here is that, although the absolute magnitude of discharge events cannot
be determined from this technique, knowing the location of the source may be just as,
if not more, important. For example, a source identified as coming from a winding
might give serious cause for concern whereas, if the source is corona from a core
bolt, it might not. A source within the winding will erode the paper and could lead to
a catastrophic failure in time. A core bolt suffering corona will result in change to the
dissolved gas levels but will not age the transformer in any significant way.

The single probe approach can also be used for capacitors and bushings but great
care must be taken to ensure that placement of the probe on the capacitor or bushing
surface does not distort the electric field resulting in a flashover to the probe.
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Finally, it is worth noting that, in the case of distribution circuit breaker boxes,
discharges are often intermittent and a single measurement over a short period of
time may not be sufficient to ensure an accurate assessment. In these situations, an
alternative to the hand held approach is to fix a sensor to the box and leave it on site for
a number of days coupled to an event counter (in the same fashion as per capacitive
probes). In a substation, a number of probes can be used simultaneously in this way,
one to each box, with some form of reference probe also in place, to ensure that any
detected events are coming from discharges within one or more of the distribution
boxes and not from some external source.

In summary, acoustic techniques are relatively cheap and simple to apply, are
utilised online and can detect the presence and location of discharges in the various
items of plant discussed. Their disadvantages include their inability to be applied
to intrinsically noisy plant, e.g. motors/generators, the need for the sensor to be
relatively close acoustically to the discharge source (so the technology cannot, for
example, be applied to cables) and their inability to be calibrated in terms of voltage
output versus size of discharge.

4.3.3 Thermography and other camera techniques

Given that partial discharges are generally hotter than their surrounding media (see
earlier), it might reasonably be thought that the thermal imaging camera could be
applied in their detection and measurement. Unfortunately, most partial discharges
are enclosed in some way, e.g. within solid insulation or within metal clad enclosures.
Given the relatively low temperatures of partial discharges and the high thermal
impedances likely to be present between such discharges and the imaging camera, its
use is very limited in this application.

Certainly where the discharges are external to associated plant, e.g. on overhead
lines/busbars or post/string-type insulators, such techniques can be used but not in any
quantitative way. However, the desire to detect PD from these structures is somewhat
limited compared with other items of plant.

Interestingly, in a similar vein, a daylight corona camera has recently been devel-
oped [65]. This incorporates independent UV video and visible cameras to capture
separate video images of discharges and of associated high voltage plant. The system
detects corona in the 240–280 nm region. Corona discharges emit in air mainly in the
230–405 nm range of the UV spectrum. Although the corona emission lines between
240 and 280 nm are not as strong as in the 290–400 nm range, this region is also called
the UV solar blind band, i.e. there is no background radiation in this region. Despite
the weaker intensity, the UV solar blind imager is able to provide high contrast images
due to the complete absence of background radiation.

4.3.4 Chemical detection

Chemical techniques rely on the measurement of byproducts associated with PD
activity and thereby from which PD activity can be inferred. This necessarily requires
that these byproducts can be detected in some way. Clearly, PD activity associated
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Table 4.3 Typical gases absorbed in the oil
under the action of PD

H2 hydrogen (H–H)
CH4 methane (CH3–H)
C2H6 ethane (CH3–CH3)

C2H4 ethylene (CH2=CH2)

C2H2 acetylene (CH≡CH)

with a closed, unvented void within a section of solid insulation would not lend itself
to detection by this method.

Although chemical detection has been applied to various items of plant involving
gas circulation over the years, e.g. hydrogen-cooled generators and, with relative
success, gas insulated substations, it is primarily in oil-filled equipment that chemical
detection has found favour.

Under the action of partial discharges (and, indeed, other fault conditions), oil
will degrade through bond scission to form characteristic gases absorbed in the oil.
Typical gases produced are given in Table 4.3.

The quantity and mix of gases produced depends on the nature of the fault,
its severity and the associated temperature. The weakest C–H bond can be broken
with relatively little energy, i.e. ionisation reactions, with hydrogen being the main
recombination gas. As the strength of the molecular bond increases, more energy
and/or higher temperature is required to create scission of the C–C bonds and the
resulting recombination into gases which have either a single C–C, double C=C or
triple C≡C bond.

Being essentially a low energy type fault, partial discharge activity tends to favour
the breaking of the weakest C–H bond with the production of hydrogen. Carbon
monoxide and carbon dioxide will also be present if the discharge occurs in the
presence of cellulose, i.e. paper insulation (as is generally the case in large power
transformers).

As little as 50 ml of oil suffices for analyses to be performed. This is important
since, although dissolved gas analysis (DGA) has primarily been used for screening
of large, oil-filled transformers (due to the capital involved in such assets) and where
the loss of sampled oil would be insignificant, the increasing use of the technique
with small oil volume plant such as bushings, CVTs etc., has made the volume of oil
to remove critical.

4.3.4.1 Dissolved gas extraction and measurement

Once the sample has been obtained, it can be sent to one of the commercial laboratories
which performs such analyses. It should be stressed at this stage that this is a cheap
method of screening for faults and this too makes it extremely attractive to end users
of oil-filled plant.
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The gas can be extracted by a range of methods including the use of Toepler
pump (vacuum extraction), partial degassing, stripping using argon, direct injection
and head space analysis.

Measurements are made via the use of a gas chromatograph, infra-red spectrom-
eter or, indeed, semiconductor sensors or miniature fuel cells.

For field measurements, a range of commercially available fault gas detectors is
available, designed for use with large oil-filled transformers. These include the use of
selectively gas permeable membranes with a miniature fuel cell or Fourier transform
infra-red spectrometer as the gas detector, with portable gas chromatographs. A fault
gas probe is also available, designed for instrument transformers where it is difficult
to obtain an oil sample due to their low oil volume and location. The probe is best
factory fitted and can be used with other forms of low oil volume plant.

4.3.4.2 Interpretation strategies

Several interpretation techniques have been developed and are used in the interpreta-
tion of dissolved gas in oil. These tend to be based on a combination of the quantity
of individual gases present (in parts per million by volume, p.p.m.v.) and the ratios
of these characteristic gases.

Although the presence of partial discharges in oil-filled plant can be inferred from
the absolute levels of different dissolved gases measured, it is primarily through the
ratios of these gases that PD is indicated.

Gas ratios have been in use since 1970 when Dornenburg utilised them to differ-
entiate between fault types. The use of ratios had the advantage that oil volume did
not affect the ratio and hence the diagnosis. Dornenburg first used pairs of gases to
form ratios, to differentiate between electrical and thermal faults. In his first ratios,
an electrical fault was indicated if the ratio of ethylene to acetylene exceeded unity,
and the ratio of methane to hydrogen indicated a thermal fault if greater than 0.1 or
a corona discharge if less than 0.1.

The ratios were developed further and significant levels, for each gas, known as
L1 limits, were introduced. The technique was only to be applied if one of the gas
levels exceeded its L1 limit (see Figure 4.10). As can be seen in Figure 4.10, the
various ratios are indicative of, and capable of differentiating between, low intensity
and high intensity partial discharges.

The development of a thermodynamic model [66] indicated that different
temperatures favoured certain fault gases. The order of gas evolution with increasing
temperature was found to be hydrogen, methane, ethane, ethylene and acetylene,
respectively.

Rogers [67], used the order of gas evolution to form the gas ratios
methane/hydrogen, ethane/methane, ethylene/ethane and acetylene/ethylene. A diag-
nosis table was created based on nearly ten thousand DGA results, together with
examination of units with suspected faults and failed units. The table went through
several evolutions and was produced in two formats. In the first, Figure 4.11, diagno-
sis was based on codes generated by ratios, and in the second, Figure 4.12, diagnosis
was based on the value of the ratio. As can be seen, different types of partial discharge
can be identified from the gas ratios.
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L1 limit (significant value)

Gas H2 CH4 CO C2H2 C2H4 C2H6
L1 limit 100 120 350 35 50 65

Ratio Diagnosis

CH4

H2

C2H2

C2H4

C2H2

CH4

C2H6

C2H2
>1.0 <0.75 <0.3 >0.4 thermal decomposition
<1.0 not significant <0.3 >0.4 corona (low intensity partial

discharge)
>0.1 and <1.0 >0.75 <0.3 >0.4 arcing (high intensity partial

discharge)

Figure 4.10 Dornenburg’s gas ratios (based on Joseph B. DiGiorgio’s ‘Dissolved
gas analysis of mineral oil insulating fluids’, published by NTT
1996–2002)

In 1975, CIGRE working group 15.01 assessed over 100 sets of DGA results
from faulty transformers using interpretation schemes that were in use in Europe.
As a result of this assessment, the IEC issued Code 599 [68] in 1978. This code was
based on the Rogers’ ratios, however, the ethane/methane ratio was omitted as it only
covered a limited temperature range of decomposition but did not assist in further
identification of the fault. The diagnosis table is code based with a rating from 0 to 2
being given depending on the value of the ratio (Figure 4.13).

In use, the code generated by the ratios of dissolved gas data being collected in
the field at times did not match any given in the Standard’s diagnosis table. This led
various bodies such as utilities, transformer manufacturers, testing laboratories and
consultants to develop their own interpretation techniques based on the IEC Standard;
they were widely used to complement the IEC Code rather than replace it. A short-
coming of these techniques was that although they were developed to give more
individual diagnosis for equipment, the diagnosis obtained was often not comparable
between techniques.

Following a review of IEC 599, IEC Code 60599 [69] was issued in 1999. The
code is based on a diagnosis table, Figure 4.14, which retains the original gas ratios
although the diagnosis is no longer code based. As can be seen, once again the presence
of partial discharges of various types can be inferred from the fault gas ratios.

4.3.4.3 Graphical techniques

As a consequence of IEC Code 599 being inconsistent in producing reliable diagnoses,
additional schemes were introduced to complement the Code.
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CH4/H2 C2H6/CH4 C2H4/C2H6 C2H2/C2H4
Range Code Range Code Range Code Range Code

≤0.1 5 <1 0 <1 0 <0.5 0
> 0.1 < 1 0 ≥1 1 ≥ 1 < 3 1 ≥ 0.5 < 3 1
≥ 1 < 3 1 ≥3 2 ≥3 2
≥3 2

Code Diagnosis

CH4

H2

C2H6

CH4

C2H4

C2H6

C2H2

C2H4

0 0 0 0 normal
5 0 0 0 partial discharge
1, 2 0 0 0 slight overheating <150◦C
1, 2 1 0 0 slight overheating 150–200◦C
0 1 0 0 slight overheating 200–300◦C
0 0 1 0 general conductor overheating
1 0 1 0 winding circulating currents
1 0 2 0 core and tank circulating currents, overheated

joints
0 0 0 1 flashover, no power follow through
0 0 1, 2 1, 2 arc, with power follow through
0 0 2 2 continuous sparking to floating potential
5 0 0 1, 2 partial discharge with tracking (note CO)
CO2/CO > 11 higher than normal temperature in insulation

Figure 4.11 Rogers fault gas ratios (code based on Joseph B. DiGiorgio’s ‘Dissolved
gas analysis of mineral oil insulating fluids’, published by NTT
1996–2002)

Duval [70] developed a triangle, Figure 4.15, based on the relative percentage
of methane, ethylene and acetylene gas. The triangle is divided into six regions
representing high energy arcing, low energy arcing, corona discharge and hot spots.
The triangle has the advantage that a diagnosis is always given – but, of course, this
will always imply a fault! Hence it must only be used in conjunction with individual
levels of gases which imply the possibility of a fault.

Other graphical techniques include the Church Nomograph Method, based on
data published by Dornenburg and Strittmatter. The data are plotted on sliding loga-
rithmic scales, with each scale representing a different gas. Data points are then joined
together and the slope of the line between adjacent scales is indicative of the type
of fault.
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Code Diagnosis

CH4

H2

C2H6

CH4

C2H4

C2H6

C2H2

C2H4

>0.1
<1.0

< 1.0 <1.0 <0.5 normal

≤0.1 <1.0 <1.0 <0.5 partial discharge – corona

≤0.1 <1.0 <1.0
≥0.5
<3.0

or >3.0 partial discharge – corona
with tracking

>0.1
<0.1

<1.0 ≥3.0 ≥3.0 continuous discharge

>1.0
<0.1

<1.0
≥1.0
<3.0

or >3.0
≥0.5

<3.0
or >3.0 arc – with power follow

through

>1.0
<0.1

<1.0 <1.0
≥0.5
<3.0

arc – no power follow
through

≥1.0
<3.0

or >3.0 < 1.0 <1.0 <0.5 slight overheating –
to 150◦C

≥1.0
<3.0

or >3.0 ≥1.0 <1.0 <0.5 overheating 150–200◦C

>0.1
<1.0

≥1.0 <1.0 <0.5 overheating 200–300◦C

>0.1
<1.0

<1.0
≥1.0
<3.0

<0.5 general conductor
overheating

>1.0
<3.0

<1.0
≥1.0
<3.0

<0.5 circulating currents in
windings

>1.0
<3.0

<1.0 ≥3.0 <0.5 circulating currents core
and tank; overload joints

Note: several simultaneously occurring faults can cause ambiguity in analysis

Figure 4.12 Rogers fault gas ratios (ratio value based) (based on Joseph B.
DiGiorgio’s ‘Dissolved gas analysis of mineral oil insulating fluids’,
published by NTT, 1996–2002)

As can be imagined, artificial intelligence in the form of expert systems, artificial
neural networks and fuzzy-logic-based systems are finding increasing application in
this area.

Before leaving chemical detection of partial discharges, it is appropriate to note
that for oil/paper insulated plant, the detection of degradation byproducts of the paper
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C2H2/C2H4 CH4/H2 C2H4/C2H6
Range Code
<0.1 0 1 0
0.1–1 1 0 0
1–3 1 2 1
>3 2 2 2

Code Diagnosis Typical examples

C2H2

C2H4

CH4

H2

C2H4

C2H6

0 0 0 no fault normal ageing
0 1 0 partial discharges of discharges in gas filled cavities

low energy density resulting from incomplete
impregnation, or supersaturation
or high humidity

1 1 0 partial discharges of as above, but leading to tracking
high energy density or perforation of solid insulation

1 → 2 0 1 → 2 discharges of continuous sparking in oil
low energy between bad connections of

different potential or to floating
potential; breakdown of oil
between solid materials

1 0 2 discharges of discharges with power follow
high energy through; arcing – breakdown

of oil between windings or coils
or between coils to earth;
selector breaking current

0 0 1 hot spots general insulated
T < 150◦C conductor overheating

0 2 0 hot spots
150◦C < T < 300◦C

local overheating of the core
due to concentrations of flux;
increasing hot spot temperatures;
varying from small hot spots in
core, shorting links in core,
overheating of copper due to
eddy currents, bad contacts/joints
(pyrolitic carbon formation) upto
core and tank circulating currents

0 2 1 hot spots
300◦C < T < 700◦C

0 2 2 hot spots
T > 700◦C

Figure 4.13 IEC 599 1978 fault gas ratios1
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Case Characteristic fault
C2H2

C2H4

CH4

H2

C2H4

C2H6

PD partial discharges NS 1 <0.1 <0.2
(see notes 3 and 4)

D1 discharges of low energy >1 0.1–0.5 >1
D2 discharges of high energy 0.6–2.5 0.1–1 >2
T1 thermal fault T < 300◦C NS1 >1 but NS 1 <1
T2 thermal fault <0.1 >1 1–4

300◦C < T < 700◦C
T3 thermal fault T > 700◦C <0.22 >1 > 4

note 1 – in some countries, the ratio C2H2/C2H6 is used, rather than the ratio CH4/ H2, also in some

countries, slightly different ratio limits are used

note 2 – the above ratios are significant and should be calculated only if at least one of the gases is at

a concentration and a rate of gas increase above typical values

note 3 – CH4/H2 < 0.2 for partial discharges in instrument transformers; CH4/H2 < 0.07 for partial

discharges in bushings

note 4 – gas decomposition patterns similar to partial discharges have been reported as a result of the

decomposition of thin oil film between overheated core laminates at temperatures of

140◦C and above

1 NS = non-significant whatever the value
2 an increasing value of the amount of C2H2/C2H6 may indicate that the hot spot temperature is

higher than 1000◦C

Figure 4.14 IEC 60599 1999 edition fault gas ratios interpretation1

in the oil may also imply the presence of partial discharges. Paper degrades to form
several furans and these can be detected using various techniques of oil analysis.
Although absolute levels of these byproducts are important, as with DGA, as the
ratios of the different byproducts may prove more important in the longer term. It has
been argued that, from these ratios, the temperature resulting in the paper degrading
can be inferred and, in turn from this, the integrity of the paper [71–74]. Given that the
temperature of the fault can be inferred, as with DGA, it should be possible to infer the
presence (and, indeed, type) of partial discharges. However, this form of monitoring
is not nearly so well established as DGA; the relationship to the detection of partial
discharges has yet to be made. However, it is a potential technique for the future and
most people would now analyse an oil sample for both gas and furan content.

4.3.5 Comparison among different PD measurement techniques relative to
type of plant under investigation

From the foregoing it can be seen that, in general terms, most types of measurement of
PD can be made on most types of plant – with some obvious exceptions as mentioned
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T1

T2

D2

T3

D1

D + T

% CH4 % C2H4

% C2H2

80

80 60 40 20

60

40

20 80

60

40

PD

20

Key: partial discharges

discharges of low energy

discharges of high energy

thermal fault, T < 300°C

thermal fault, 300 °C  < T < 700°C

thermal fault, T > 700°C

PD

D1

D2

T1

T2

T3

Limits of zones

PD 98% CH4
D1 23% C2H4 13% C2H2
D2 23% C2H4 13% C2H2 38% C2H4 29% C2H2
T1 4% C2H2 10% C2H4
T2 4% C2H2 10% C2H4 50% C2H4
T3 15% C2H2 50% C2H4

triangle coordinates:

%C2H4 = 100x

x + y + z
%C2H4 = 100y

x + y + z
%CH4 = 100z

x + y + z

where x = C2H2 y = C2H4 z = CH4 in p.p.m.

Figure 4.15 IEC 60599 1999 edition Duval’s triangle1
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PD measurement technique

Type of IEPD tan δ C.T. capacitive antenna acoustic chemical thermography,
plant probes etc.

Generators ��� �� � ��∗
Circuit � �� ��

breaker boxes
Transformers �� � ��∗ �� ���∗∗
Motors ��� �� � ��
Cable end boxes �� ��
Bushings ��� �� ��
Capacitors �� � �� ��∗∗
CVTs �� �� �� �� ��∗∗
Overhead ��

busbars,
insulators, etc.

∗ provided the plant item is air-cooled (i.e. has access vents)
∗∗ provided the plant item is oil filled

Figure 4.16 A comparison of different PD measurement techniques in relation to
various items of plant

in the text. The decision on which to choose in a given situation becomes a balanc-
ing act among the costs of plant failure (including health and safety considerations,
replacement/repair costs and outage losses), the cost in making a given measurement
(including the frequency of measurement dictated over given time periods and the
cost of potential outages dictated by the need to make solid connections with some
measurement systems) and the quality of information provided by the technique. This
type of decision is unique in each situation. However, for those embarking on the
measurement of PD for their plant, the table shown in Figure 4.16 may prove helpful.

4.3.6 Other items of plant

In addition to the various types of plant highlighted in the foregoing sections, there are
two other plant systems which, because of their specialist nature, have had evolved for
them special techniques to measure PD. This is not to say that they cannot utilise the
techniques described earlier, merely that better techniques are available specifically
related to them. The two items of plant are cables and gas-insulated substations (GIS).

4.3.6.1 Cables

Although other techniques can be applied to cables with limited success in PD mea-
surements, the technique described as cable mapping [75] has evolved specifically
for use with cables where not only is the magnitude and nature of PD required but also
their location. Without location, refurbishment of a plant item hidden underground
and extending potentially over many kilometres would be extremely daunting.



180 Advances in high voltage engineering

The approach is as follows. First, the cable must be disconnected at both ends.
One end is then used for measurement purposes and the other is open-circuited. The
choice is arbitrary. The measurement end also acts as the input for the high voltageAC
supply since, having been disconnected from its inherent supply, an external supply
must be connected. This supply must be sufficiently portable to be carried in a van
to the test site. Due to the impedance of a cable at 50 Hz, this would not be possible
and so measurement on cables is made at between 0.01 Hz and 0.1 Hz.

I = V

Z

where

Z = 1
2πf C

therefore

I = V 2πf C

The detector is similar to that described previously for electrical detection of discharge
activity at the high voltage terminals of plant, i.e. a discharge-free capacitor coupled
to a low voltage detector impedance but, in this case, the low voltage impedance is
connected to instrumentation which can record both the magnitude and time of arrival
of discharge pulses. When a degradation site discharges, part of the discharge pulse
propagates towards the detector end and part to the open circuit end. When the latter
encounters the open circuit, it is reflected and propagates back towards the detector
end. In consequence, at the detector, a pulse arrives representing that part of the
discharge which originally propagated from the discharge site followed by a second
pulse representing that part of the pulse which propagated in the opposite direction,
was reflected at the open circuit, and then propagated back along the cable to the
detector (see Figure 4.17).

Knowing the relative times of arrival for the cable as a whole (obtained by
injecting a calibration pulse at the detector end and detecting its time of arrival
back to that point from the open-circuited end), the percentage location of the
degradation site along the cable can be ascertained as can its length, knowing the
velocity of propagation (Figures 4.17a and b) i.e. percentage location of PD along
cable = (1 − (�t1 − �t2)/�t cable) ×100, where �t1 and �t2 are the times of
arrival of the two parts of the pulse and �t cable is the total transit time (obtained by
the calibration pulse injection) for the cable. Note, in this equation, �t1 and �t2 are
taken as negative values.

What is produced is a map of the cable with the cable length on the horizontal
axis and any discharge magnitudes on the vertical axis. By inspection, the size of the
degradation site, its presence in only one or in more phases and its location in the
cable or in a connector, can be obtained (Figure 4.18).

In addition, for each degradation site, a φ–q–n plot can be obtained from which
the nature of the degradation can be inferred as indicated previously.

This approach can be used to measure PD activity on cables from around 4 m to
3 km in length (the latter figure arising from the attenuation of discharge pulses in
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a Partial discharge cable mapping
b Signal’s time of arrival used for location

paper-insulated cables). For cables with attenuation constants substantially different
from paper cables, different figures may apply. It should be noted that a double-
ended measurement is also possible which effectively doubles the cable length which
can be tested. Errors associated with this approach have been addressed by Kreuger
et al. [76].

4.3.6.2 Gas-insulated substations (GIS)

The criticality of GIS to electrical power generation/transmission has made it imper-
ative that PD activity within their enclosures is identified (see Chapter 2). Chemical
byproducts of SF6 (as used in GIS) are particularly active chemically and will readily
result in degradation within the system.

Due to their nature, and in particular the very high electric fields within their
assemblies, GIS suffer specific and relatively unique problems. These issues are
neatly summarised in a two-part series of papers [77, 78]. As indicated there, the
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Figure 4.18 Cable map: PD as a function of location and magnitude for three phases
of cable

range of possible PD inducing defects include:

• moving particles
• electrode protrusions
• fixed particles on insulating surfaces
• floating electrodes
• loose, non-floating electrodes
• voids in solid insulation of spacers.

To detect PD associated with these various defects, three approaches are possible,
namely chemical, acoustic and electrical detection.

In relation to chemical detection, as indicated above, under PD stressing SF6 will
degrade to produce characteristic byproducts [79]. By gas sampling, it is possible to
detect these and thereby infer the presence and, indeed, the nature of PD activity.
Unfortunately, the technique is not quantitative and its effectiveness can be com-
promised by desiccants in the GIS chambers which absorb water – but also these
byproducts.

Acoustic detection can be effective [80–82] but, due to the high attenuation of
acoustic signals at flanges etc., each section must be tested in turn.

In relation to electrical detection, within the factory environment, a standard
IEC60270 type approach can be used as described earlier in this chapter. Alter-
natively, rather than using large coupling capacitors, electric field sensors can be
incorporated at a standard flange cover/inspection hatch within the GIS. Essentially,
the gas gap capacitance between the busbar in the GIS and the chamber wall acts
as the coupling/high voltage capacitor. The low voltage impedance coupled to the
sensor is essentially as described previously.

These methods have all been described previously, although it is interesting to
see how they are applied in GIS. However, a novel method of electrical detection has
been developed for field measurements on GIS and it is this which is of particular
interest in this section.

The principle of this UHF technique (further details can be found in Chapter 2) is
that the current pulse which forms the partial discharge has a very fast risetime and
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this excites the GIS chambers into multiple resonances at frequencies up to 1.5 GHz
or so (for more details see Chapter 3). These resonances can last for several microsec-
onds (compared with the nanosecond(ish) duration of the originating current pulse).
Once again, suitable UHF couplers can be fitted at flange covers etc. (thus permitting
retrofitting). The PD signals can then be amplified and processed to produce (typi-
cally) the φ–q–n type patterns described earlier. The patterns produced are indicative
of the nature of the PD-inducing defect. The work of Pearson et al. [83] and Judd
et al. [84] is particularly illuminating in this context [85].

4.4 Concluding remarks

The study of partial discharges is not an academic pursuit. It is driven by a very
practical desire, a desire to understand a phenomenon which can be utilised to infer
the level of integrity within the insulation systems of high voltage plant and which, in
itself, constitutes a serious stress degradation mechanism. The role of partial discharge
studies remains twofold: to enable the development of new insulating systems which
are resistant to partial discharge stressing and to predict remnant life for existing
plant systems. To this end, studies in partial discharges involve a balance – a balance
between understanding the phenomenon and being able to measure it. On one side
lies the understanding of how partial discharges cause degradation, and which are
the key parameters of activity to be measured. On the other side lies the ability to
make the measurement, often under very adverse conditions.

Partial discharge study is a minor, but important, field of research. The continuing
desire to find new, cheaper materials or subject existing materials to ever higher stress
levels in a quest to cut costs will keep it so. The 1950s and 1960s saw the emergence
and development of PD measurement techniques culminating in correlations being
identified among PD activity and specific forms of degradation. These decades also
witnessed a developing understanding, based on strong physical principles, of the
mechanisms of partial discharge degradation and breakdown. In many senses this
was the golden age of partial discharge study. The 1970s saw steady progress in
electrical and acoustic measuring techniques and progress in chemical techniques for
oil analysis. However, in degradation studies, the optimism of the 1950s and 1960s
was waning. With a few conspicuous exceptions, many researchers were moving
to empirical rate studies to breakdown. Accelerated frequency ageing of materials
to breakdown under partial discharge stressing was replacing the more fundamental
studies designed to elucidate the physical and chemical mechanisms of degradation.
There appeared to be a recognition that an understanding of partial discharge degra-
dation mechanisms was more complex – and more unattainable – than had been
thought in earlier years. A more pragmatic, if limited, approach had emerged. The
1980s and 1990s saw another major shift in activity. Fuelled by the advent of digital
microprocessor technologies, the ability to capture, store and process data on partial
discharges – to measure partial discharge activity – made an enormous leap forward.
The excitement of these new technologies and how they could be applied to partial
discharge measurement far outpaced the research on degradation studies – again with
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a few, conspicuous, exceptions relating principally to the understanding of chemical
stress reactions at a discharging surface.

Now, as we move into the new millennium, our ability to measure, store, process
etc. data related to partial discharge activity far outstrips our understanding of what
to do with these data – irrespective of whether the data was acquired by electrical,
acoustic or chemical means.

Despite our progress, the synergetic nature of interactions present under par-
tial discharge stressing continues to ensure that a clear understanding of discharge
degradation remains elusive. Without that understanding, the quest for new materials
capable of suppressing partial discharge activity will remain unfulfilled. Equally,
without that understanding, the ability of database techniques and associated
analytical/statistical tools to permit an accurate and objective assessment of insu-
lation integrity and remnant life for existing plant insulating systems will remain
flawed. It is perhaps time to recognise that a conscious shift to more fundamental
degradation studies, to improve our understanding of the mechanisms involved, is
the most efficient and effective way forward.

And finally – to those readers who are perhaps embarking on a study of partial
discharges for the first time – a thought. As with most fields of endeavour, partial
discharge research is complex. Understanding the mechanisms of partial discharge
degradation, parameters of partial discharge activity and thereby inferring the rate,
form and extent of degradation to predict remnant life is extraordinarily difficult. In a
career’s research of partial discharges, most of us can only hope to contribute one small
piece to the puzzle of this phenomenon. However, once in every few generations, a
researcher of true stature emerges. This person is capable of taking the many and
varied pieces of the puzzle and bringing them together to form an intelligible picture.
That has yet to happen for partial discharges. The most that each of us can hope to
do, until then, is to ensure that the small piece which we contribute to the study of
partial discharges has clarity, objectivity and accuracy.

The major breakthrough in partial discharge research – the solution to the puz-
zle – must not be hindered by errors in the pieces of research that have gone before.
Contribute your piece but be open to the thought that maybe, just maybe, you are the
one to solve the puzzle!

4.5 Note

1 The author thanks the International Electrotechnical Commission (IEC) for permis-
sion to reproduce: the table ‘Fault Gas Ratios Interpretation’ and the illustration of
‘Duval’s Triangle’ from its International Standard IEC 60599 2nd edition 1999–03
Mineral oil-impregnated electrical equipment in service – Guide to the interpretation
of dissolved and free gases analysis. All such extracts are copyright of IEC, Geneva,
Switzerland. All rights reserved. Further information on the IEC is available from
www.iec.ch. IEC has no responsibility for the placement and context in which the
extracts and contents are reproduced by the author; nor is IEC in any way responsible
for the other content or accuracy therein.
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Chapter 5

ZnO surge arresters

A. Haddad

5.1 Introduction

High voltage systems are often subject to transient overvoltages of internal or external
origin. The resultant surges travel along the transmission line and can cause damage to
unprotected terminal equipment. Corona losses and the earth return path can attenuate
and distort the surges, but the magnitude of the surge may still exceed the insulation
level of the equipment. Surge arresters provide a limitation of the overvoltage to a
chosen protective level. The superiority of the recently developed zinc oxide (ZnO)
material over earlier silicon carbide (SiC) renewed interest and boosted the use of
surge arrester protection.

The ideal surge arrester would be one that would start conduction at a voltage
level at some margin above its rated voltage, hold that voltage level with as little
variation as possible for the duration of the overvoltage surge and cease conduction
as soon as the voltage across the arrester returns to a value close to the rated voltage.
Such an arrester would therefore conduct only that current required to reduce the surge
voltage to the arrester protective level, and absorb the energy that is associated with
the overvoltage. The basic non-linear formula that relates voltage V and current I in
a surge arrester is given by:

I = kV α (5.1)

where k is a constant and α is the coefficient of non-linearity.
Surge arresters are used for protection of power system equipment against surge

overvoltages because they offer low protection levels and permit the reduction
of insulation levels, which has a substantial effect on the cost of high voltage
equipment. Early overvoltage protective devices were simple spark gaps capable
of supporting essentially no voltage during conduction. Major development steps in
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the evolution of the arrester technology, which are in the direction of the optimum
arrester characteristic, have been made since then.

5.2 Evolution of overvoltage protection practice

The evolution of surge arrester technology has been characterised by both the grad-
ual improvement of the various arrester components, and more importantly by four
successive major steps: the simple spark gap, the valve-type arrester, the introduction
of active gaps and the gapless metal oxide arrester. The latter is associated with ZnO
varistors, and the two former arresters were made with SiC resistors. The introduction
of each arrester had an important impact on protection levels and cost of the power
system equipment as a whole.

5.2.1 Simple spark gaps

During the first half of the twentieth century, protection of apparatus in electrical
power systems was provided by rod gaps (also referred to as coordinating gaps) and
a very high withstand voltage for the insulation [1].

The advantage of rod gaps lies in their simplicity and cost. However, they cannot
support any voltage during their operation and cannot clear the power frequency
follow current, which means that after sparking over, a permanent fault occurs which
leads to interruption of supply. Moreover, the time lag to sparkover and the depen-
dence of sparkover on many factors may result in failure of the protective system. The
combination of a high protective level with spark gaps still finds application today in
low voltage applications, but at high service voltages increasing the withstand voltage
of insulation has a marked influence on costs.

At 33 kV systems and lower, it is not recommended to use simple rod gaps because
they may be bridged by birds; instead duplex gaps and/or triggered gaps of expulsion
type may be employed.

5.2.2 Valve-type arresters

The discovery of the non-linear properties of silicon carbide (SiC) around 1930 made
feasible the introduction of valve-type surge arresters to protect power systems against
atmospheric discharges. The general design of a conventional arrester consists of
plate-type gaps spaced by insulating rings with series non-linear SiC resistors also
known as thyrite. The spark gap performs the switching function and the SiC resistor
limits the follow current and enables the arrester to reseal. By subdividing the spark
gap, it is possible to reseal at higher voltages eliminating steady state energy dissipa-
tion. Compared with spark gaps, valve-type arresters have a number of advantages
but the protective level remains relatively high. The SiC elements have severe speci-
fication standards because most of the voltage is supported by the non-linear resistors
and the arc voltage is comparatively negligible; also most of the energy associated
with the discharge of a transmission line/cable is absorbed by the SiC non-linear
resistors.
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5.2.3 Surge arresters with active gaps

A significant improvement of arresters to alleviate problems of utilisation was
achieved by the introduction of active gaps (also called current-limiting gaps) [2].
These are characterised by the presence of blast coils that produce a strong magnetic
field during the passage of arrester follow current. The arcs across the individual gaps
are then elongated and blown towards the edge of the chamber, thus producing an
increased voltage drop during the follow current period. The power frequency voltage
across the series non-linear resistors is therefore reduced with the consequent reduc-
tion of the follow current. The arc voltage opposes the follow current and interrupts
it before the working voltage reaches zero. A further component of the active design
is the grading system which ensures that the voltage is distributed uniformly between
the series spark gaps.

Compared with simple gap arresters, active gap arresters have the following
advantages:

(i) arc voltage is of the order of the voltage drop across the non-linear SiC resistor
(ii) protective level is substantially lowered

(iii) the energy absorbed by the resistors decreases; some of it is absorbed by the
elongated arc and the other part remains in the transmission line because the
follow current is interrupted before voltage zero

(iv) constant voltage during flow of arrester current
(v) the roots of the arc move along the electrode which reduces the change in arcing

found in simple plate gap arresters.

5.2.4 Metal oxide surge arresters

The relatively high protective levels provided by SiC arresters became more and
more an economical disadvantage with the increase of maximum system voltages. In
order to reduce the insulation levels of the apparatus it was, therefore, necessary to
try to reduce the protection levels of the surge arresters. Furthermore, the increase
of transmission line lengths resulted in an increase of the energy that the arrester
had to absorb in case of a line discharge through it. The search for new materials
to obtain superior non-linear V –I characteristics led to the discovery of zinc oxide
(ZnO) varistors in the late 1960s. The impedance of ZnO varistors at voltages below
the rated voltage is so high that the resulting current is in the milliampere range. The
direct consequence of this low current consumption was the possibility of constructing
surge arresters with no series gaps. The first power system gapless metal oxide surge
arresters were completed in the mid 1970s [3, 4]. The absence of the gaps and the
extreme non-linearity of the voltage–current characteristic of the material resulted in
the following additional changes in the main features of arrester protection:

(i) elimination of grading resistors/capacitors, which reduced further the number
of parts used for the arrester construction

(ii) energy absorbed by the non-linear resistor represents only a fraction of the
discharge energy of the transmission line because there is no follow current,
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and parallel connections of varistors to increase the energy absorption capability
of the arrester are now possible [5]

(iii) lower discharge voltage (residual voltage which appears across the arrester
terminals when a discharge current is flowing through it [6, 7])

(iv) lower protective level (highest discharge voltage that appears between arrester
terminals during specific conditions of a discharge operation [6, 7])

(v) faster switching capability compared with a spark gap time response.

5.2.5 Existing applications of ZnO surge arresters

5.2.5.1 Applications

In addition to the extensive use in low voltage suppressors used in electronic equip-
ment and domestic appliances [8], ZnO material has now largely replaced SiC material
in modern surge arresters. Because of their reliability and superiority, ZnO surge
arresters are used in various overvoltage protection schemes and in coordination with
overcurrent protection [9]. Among these schemes are standard protection of overhead
distribution systems [10–13], underground distribution systems [14–17], GIS systems
[18–20], HVDC systems and cables [18, 19], EHV series capacitors [21–23], EHV
shunt capacitors [24], EHV breakers [25] and rotating electrical machines [26]. Surge
arresters, which limit surges entering underground power cable and provide adequate
protection at open end of feeders [15, 27], known as riser-pole and open-end arresters,
are needed in order to maintain acceptable protective margins on cable systems.

Surge arresters are also used at bonding points of the cable system [16, 17].
They are referred to as sheath voltage limiter (SVL) arresters. The voltage rating
is, however, much smaller than that for phase-conductor arresters, for example: 3 and
6 kV arresters are acceptable on 138 kV systems, 9 kV arresters will be needed only
for higher fault current or very long sections of cable. The rating of SVL arresters
for single bonded systems is usually higher than that for cross bonded systems [16]
because of the induced voltage involved. The main duties for SVL arresters are to:

(i) withstand the sheath induced voltage; this is not onerous because the magnitude
is a few tens of volts

(ii) dissipate short circuit current in case of a line fault
(iii) be water and humidity proof.

5.2.5.2 Design improvements

Field experience from these various applications has led to some important improve-
ments in design features which were suggested to overcome problems encountered
on surge arresters:

(i) use of shunt gap module to increase tolerance of ZnO arresters to temporary
system overvoltage, particularly useful for riser-pole, elbow and oil-immersed
arresters [28]

(ii) use of special thermal shields and ventings for pressure relief to avoid
fragmentation which occurs due to thermal shocks following fault currents
[29, 30]
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(iii) soldering techniques for mechanical strength [18]
(iv) use of ceramic grading capacitors to control voltage distribution along the

arrester column [19]
(v) better E–J characteristic of the material to reduce size of the arrester and

improve voltage distribution [20]
(vi) special requirements for the working environment and conditions [31, 32].

5.3 Basic properties of ZnO material

5.3.1 Composition and effect of additives

The semiconducting properties of ZnO were very well known [33] well before Mat-
suoka et al. [34] investigated the non-linear voltage–current characteristic of ZnO
doped with alkali earth metal oxides. It was found that with appropriate amounts
(0.5 mol%) of additives having an ionic radius larger than that of Zn+2 (which would
not dissolve in the ZnO lattice and would thus form a segregation layer at the ZnO
grain boundary), the ceramic exhibits a high coefficient of non-linearity α on its V –I

characteristic. Furthermore, it was shown that the new material was exceptionally
superior compared with conventionally used SiC varistors [35]. The non-linearity
coefficient, α, of early ZnO varistors was in the range 25–50. In contrast, that of SiC
varistors was between 2 and 7 [36].

In 1971, Matsuoka [37] disclosed a large number of compositions which produce
useful ZnO varistors. Acoefficient α = 50 was obtained when 99.9 per cent pure ZnO
is doped with 1 mol% Sb2O3 and 0.5 mol% of Bi2O3, CoO, MnO and Cr2O3 [38–42].
Adding more dopants has allowed the fabrication of ZnO varistors with large grain
size and the reduction of the breakdown voltage of a single grain boundary [43–47].
Paraseodymium oxide rich composition, which does not contain any bismuth, was
used to manufacture ZnO varistors with a two-phase microstructure and improve its
electrical properties such as energy absorption capability, residual voltage and life
performance [48, 49].

It is postulated that the transition metal oxides are involved in the formation of
interfacial states and deep bulk traps, both of which contribute to the highly non-
linear resistivity property. The grain size, hence the breakdown voltage per each
grain boundary, could be controlled with additives such as TiO2, Sb2O3, BeO, Al2O3,
K2O and SiC. The electrical stability has been improved by adding ZrO2, Cr2O3 or
Nb2O5 to bismuth oxide rich compositions. Table 5.1 summarises the effect of various
additives on ZnO varistor properties reported in the presently reviewed literature.

5.3.2 Fabrication process

Figure 5.1 shows a diagram of the ZnO surge arrester fabrication process. The
basic material used to manufacture metal oxide varistors is pulverised, very finely
grained and highly pure (99.9 per cent) ZnO with a particle size of 1–10 μm. Several
doping elements and specially prepared powders [43, 50] are added in the form of
fine oxide powders. The concentration of the individual components range from
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Table 5.1 Effect of additives on ZnO material electrical properties

Additives Effect on ZnO properties Reference

• Bi2O3 + alkali metals: • non-linearity appears 34, 37, 40
CaO, CoO, BaO, SrO, MnO • highest α with BaO

• K2O • inhibits grain growth 52
• 3 mol% MeO • minimum for good non-linearity 41
• seed grains: • large grain size 43

ZnO + 0.5% BaCo3 • breakdown voltage reduced
• α reduced

• Ga2O3 • increases α 47, 102
• large leakage current

• ZrO2 • better energy absorption capability 47

• SiO2 • low leakage current 47

• Pr6O11 substituted to Bi2O3 • 2-phase microstructure (no spinel) 48, 49
• improved V –I characteristic
• higher energy absorption capability
• better life performance
• lower residual voltage

• Al2O3 • lower residual voltage 44, 48
• grain growth enhancer
• large leakage current
• high α

• Frit glass: 63% PbO, • lower leakage current 50
25% Bi2O3, 12% SiO2 • same α

• TiO2, Sb2O3 • grain growth enhancer
• lower potential barrier height
• high α 44, 45, 102

• Cr2O3 • enhances thermal stability 50

• Nb2O5 • α increased to 60 46
• leakage current decreased
• higher energy absorption capability
• doubles life performance

p.p.m. to per cent [51], and the composition and proportion of additives differ from
manufacturer to manufacturer. The resulting powder is ball mixed in deionised water
[46, 52] or alcohol [50] for 10–24 hours, after which a homogeneous aqueous slurry
with small particles is obtained. The homogeneity of the mixture is of immense
importance for the quality of the end product. The slurry is then calcinated at 700◦C
[37, 41] in a spray drier for a duration of 30 min [43] to 2 h [37]. Homogeneous
spheroidal granulates of 100 μm in diameter are obtained [51] and are compacted, in
the next production stage, under a pressure of 340–400 kg/cm. The pressed material
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Figure 5.1 Simplified diagram of the manufacturing process of ZnO material

is moulded into disc shaped blocks having a diameter of 3–100 mm and a thickness
of 1–30 mm.

The blocks are then sintered in an electric furnace in air or oxygen for one or two
hours under constant temperature between 1000–1400◦C. This heat treatment has
the effect of further densifying the compacted powder into a solid ceramic body. The
temperature and duration of the process are very critical for the characteristics of ZnO
varistors. It is reported [51] that in this process the adjacent powder particles are united
by means of diffusion, and subsequently grow into large grains. In the next stage, the
dense ceramic bodies are furnace cooled at a rate of 50–200◦C/h at the end of which
they are coated with a collar material (glass, epoxy) on the peripheral surface to
protect them from the environment and prevent flashover. Metallic electrodes (silver,
gold, copper, aluminium) are also deposited on each face of the blocks in the last
production stage. Finally, before assembling, routine checks are performed to verify
the resistor electrical properties

5.3.3 Microstructure

The grain size, hence the breakdown voltage per each grain boundary, could
be controlled with additives such as TiO2, Sb2O3, BeO, Al2O3, K2O and SiC.
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Figure 5.2
a Schematic representation of ZnO material microstructure
b Typical SEM micrograph of ZnO material. (Courtesy of

GREUTER, F., PERKINS, R., ROSSINELLI, M., and
SCHMUCKLE, F.: ‘The metal-oxide resistor at the heart of modern
surge arresters’, ABB Rev. Surge Arresters, 1989, 1)

The fabrication process results in a polycrystalline material composed of semicon-
ducting ZnO grains surrounded by a thin layer of intergranular materials (Figure 5.2a).
The microstructure has been examined by means of several optical techniques such
as x-ray diffraction, electron microprobe, scanning electron microscopy (SEM) and
transmission electron microscopy (TEM) [41, 42, 45, 47, 48, 50, 52]. The resulting
photomicrographs as reproduced on Figure 5.2b reveal that the microstructure of
ZnO varistors is made up of minute ZnO crystals or grains, approximately 5 to 20 μm
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in size. These grains are separated physically from each other by thin layers of
intergranular materials of approximately 0.2 mm in thickness. The nature and com-
position of these layers depends on the additives used for doping ZnO. Very sensitive
measurements [40, 42] showed that the intergranular layer can be as small as 2 Å.

Spinel particles of Zn7Sb2O12 which are thought to play a passive electrical role,
were also observed [39, 41, 48] in the intergranular phase and their origin was traced
back to the presence of Sb2O3 additive in the ZnO composition during the sintering
process. In addition to the spinel crystallites, a pyrochlore phase (Bi2{Zn4/3Sb2/3}O6)
was identified in the intergranular layer and a bismuth rich phase at the triple point
which is formed with three or more ZnO grains [47].

5.3.4 Conduction mechanism in ZnO varistors

There are two distinct regions of conduction: the prebreakdown region where
the varistor behaves almost in a linear fashion (the current is thermally activated
[39, 47, 53] which is described by the Schottky emission over the potential barrier
[54]) and the breakdown region where high non-linearity appears and more complex
conduction processes take place. An overview of these studies is given below.

5.3.4.1 Progressive evolution of the breakdown conduction theory

Since the early studies [55], the origin of the non-linearity of conductivity has been
attributed to the regions situated in the ZnO grain boundaries. This was soon con-
firmed by thin film experiments [52] and photoconductivity measurements [39].
Several models describing the conduction phenomenon have been developed to give
an account of the non-linear electrical properties of zinc oxide varistors (Table 5.2).
On the other hand, there are other known mechanisms which have been ruled out due
to incompatibility with ZnO properties. The diffusion theory has been excluded [55]
since the current in ZnO is strongly voltage dependent. The avalanche breakdown
mechanism has also been rejected [27, 39, 53, 55] because it results in a positive
temperature coefficient; ZnO is known to exhibit a strong negative temperature
coefficient.

The first model of the ZnO conduction mechanism was based on space charge
limited current (SCLC) [55]. Although yielding high coefficients of non-linearity
α [56], this model is inappropriate to ZnO varistors because of the passive role of
the intergranular layer in determining the breakdown voltage [39, 53]. Subsequently,
a simple tunnelling process [39, 47] and a two-step transport mechanism [52] that
consisted of steps of electron hopping [57] and electron tunnelling were suggested.
None of these models could account for the high α observed in ZnO varistors.

Most of the accepted models assume a common description of the band structure in
the vicinity of the intergranular layer region. The potential barrier is assimilated to an
assembly of two back-to-back Schottky junctions. The Schottky emission model [27]
was extended to include thin intergranular layers, electron traps in the intergranular
layer [41] and to consider the depletion regions formed in the ZnO grains [58, 59]. The
parallel currents in the bismuth rich intergranular layer are important when the varistor
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Table 5.2 The various models considered to explain the conduction mechanism in
ZnO varistors

Model Feature Reference

Diffusion theory ZnO current strongly dependent 55
on voltage (rejected)

Avalanche theory ZnO temperature coefficient 39, 55
is negative (rejected)

SCLC theory high α but intergranular layer 53, 55, 56
is electrically inactive (rejected)

Simple tunnelling ZnO capacitance is function of 41, 43, 47, 52
voltage and low α (rejected)

Electron hopping and tunnelling low α (rejected) 52, 57
Schottky emission linear conduction: suitable for 39, 53, 54

prebreakdown regime
Double Schottky barrier (DSB) linear conduction 27

without intergranular layer
Parallel currents important in low current regime 60
DSB with thin layer low α 41
DSB with thin layer and better α 41
electrons traps

Depletion layer and holes and high α but does not account 53, 59, 61
tunnelling for negative capacitance

Depletion layer and holes high α 56, 61, 62, 63
Depletion layer and high α and improved results 58

recombination of holes

is operated in the low conduction regime [60]. A further improvement of the depletion
layer model is achieved by introducing a process of creation, by hot electrons [56]
and impact ionisation [58, 59, 61], of holes [62, 63] in the depletion layers which are
inversely polarised compared with the double Schottky barrier. Under the effect of
the field, the created holes are collected at the interface and narrow the potential hill
at the intergranular interface and favour tunnelling [53]. However, tunnelling was
rejected and the presence of holes was associated at the interface with lowering of
the potential barrier height [60, 64]. As a result, a sharp increase of current for a very
small increase in applied voltage is obtained. A further step in the formulation of the
conduction mechanism takes into account recombination of the created holes [58].

5.3.4.2 Description of the high conduction model

Consider the situation where two ZnO grains meet to form a grain boundary. The
thickness of the intergranular layer is assumed very thin, so that it can be neglected.
Gap states are then formed at the interface and trap a negative charge. This charge
is screened by the ionised donors’ ZnO. As a result, depletion layers appear on both
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sides of the barrier. The resulting double Schottky potential barrier has a height of the
order 1–3.2 eV and the total spatial extent of the potential barrier is about 0.2 μm,
representing the depletion layer width (XL +XR), which is very large compared with
the thickness of the intergranular layer (2 Å). The form of the potential barrier depends
on the interface density of states, the donor density and the applied voltage V .

The main features of this model are:

(i) parabolically decaying potentials on both sides of the interface
(ii) asymmetric distortion of the barrier under an applied voltage V

(iii) decay of the barrier height with voltage
(iv) at large applied voltages, a very large potential drop (∼5 eV) within very short

distances (∼0.1 mm); therefore, very large electric fields (∼1 MV/cm) are
reached in such conditions.

The last feature is of particular importance since under such magnitudes of electric
field, generation of hot electrons process takes place [56, 58]. Under a very high field,
electrons are injected over the potential barrier into the positively biased depletion
region. The strong electric field easily accelerates the particles to attain high kinetic
energy. Minority carriers (holes) are then created by impact ionisation and are swept
towards the interface. As a result, the barrier height is lowered which increases the
current sharply. Further increase of current is obtained if recombination of the swept
holes with trapped electrons at the interface is considered.

5.4 Thermal performance of ZnO surge arresters

5.4.1 Background

The performance of surge arresters in power systems is determined on the one hand
by the electrical and thermal properties of the varistors, and on the other by the design
and installation of the arrester.

Compared with SiC gapped arresters, ZnO gapless metal oxide arresters offer
a protection closer to the ideal. However, because these arresters contain no gaps,
a leakage current flows through the material at working voltages which causes power
losses and heating of the ZnO elements. This can be dangerous to the stability of
the arrester, particularly in the low conduction regime where the V –I characteristic
of ZnO material is very sensitive to temperature. Badly dimensioned arresters are
exposed to the risk of thermal runaway. A further practical problem relating to power
system usage concerns pollution of arresters, which can cause abnormal voltage and
current distribution in the arrester in both steady state and transient conditions.

5.4.2 Heat dissipation capability and thermal stability of ZnO surge
arresters

In surge arresters, the ZnO valve elements are generally located in an environment
consisting of gas or solids which will limit cooling of the valve elements when
submitted to their continuous operating voltage. As can be seen on Figure 5.3, for the
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Figure 5.3 Temperature dependence of ZnO voltage current characteristic

same applied voltage level, any temperature rise would increase the current because
of the high sensitivity to temperature of the V –I characteristic in the low conduction
regime. A sort of positive feedback will occur and may cause damage to the arrester
if the material heat is not dissipated. For this reason, thermal stability is one of the
most important application criteria for metal oxide surge arresters. It is frequently
analysed with the help of a heat loss input heat balance diagram [65–74].

The thermal stability of ZnO surge arresters is affected by ambient tempera-
ture and heat dissipation capability [65, 66], impulse degradation [67, 68] and ageing
[69–71]. To obtain thermal stability, the electrical power dissipation in the ele-
ment must be balanced against heat output to the environment. Near the thermal
equilibrium, it is possible to express the thermal dissipation capacity Q of a surge
arrester as:

Q = CT (T − Ta) (5.2)

where T is the temperature of ZnO valve elements, Ta the ambient temperature and
CT the thermal dissipation factor. The heat generation, P , which is voltage and
material composition dependent, may be approximated by:

P = Ae−(Wc/kT ) (5.3)

where Wc is the activation energy, k = 0.86 × 10 eV/K (Boltzmann constant), T is
the temperature of the material and A depends on the applied voltage level and the
physical dimensions of the valve elements.

The above curves are shown schematically in Figure 5.4. For an ambient temper-
ature Ta and an applied voltage V , the two curves intersect at two points X and Y. The
lower point X is at a stable operating temperature Tx and is referred to as the lower
stability point. The upper point Y is also at a stable operating temperature Ty and is
called the upper limit stability point. At these temperatures, the power input equals
the power output.
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Figure 5.4 Thermal stability diagram for ZnO arresters
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The valve element temperature always settles at the stable operating point,
as long as the initial valve temperature does not exceed the instability threshold.
Following any temperature rise up to Ty , produced for example by the absorption of
an overvoltage energy, the valve element state will revert to the lower stability point X.
For temperatures higher than Ty , the valve element would have an ever increasing
power dissipation which would be much higher than the heat dissipation capacity of
the arrester. Therefore, when the arrester is operated above point Y, the arrester is no
longer able to dissipate the heat introduced into the ZnO valve elements. As a conse-
quence, the temperature will increase and thermal runaway will occur. The arrester is
designed for steady state operation at temperature Tx . The energy difference between
points X and Y is called the allowable surge energy. It can be seen, in Figure 5.4,
that there is a maximum temperature range (Ty–Tx) for the ambient temperature Ta ,
beyond which the valve element would be unstable. It is noted that this range is not
a unique value, but is highly dependent upon the ambient temperature and on the
applied voltage. This is a simplified representation which does not include various
limiting factors, such as transient changes in the rate at which the energy is delivered
and dissipated.

For the ambient temperature Ta , the maximum energy discharge capacity Ed(Ta)

is given by [69, 70]:

Ed(Ta) = mCT m(Ty − Tx) (5.4)
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where CT m is the heat capacity per unit mass 0.54 J/g/◦C and m is the mass of the
valve element.

It should be noted, however, that the energy capacity of an arrester may be lower
in practice due to thermal shock or puncture. The larger the difference between Ty

and Tx , the larger the capacity of the arrester. If the surge energy does not exceed the
allowable value, then the arrester temperature will return to Tx . However, the time
taken to return to stable conditions is important. Up to one hour may be needed for
a surge arrester to recover its initial conditions after absorption of two rectangular
surges of 600 A amplitude and 2 ms duration [75]. In addition, the upper stability
point is the steady state and not the transient limit, which is higher [71, 72]. For
one ZnO product, it was found [76] that the allowable temperature rise due to surge
current is 110◦C if the arrester is operated at an alternating voltage which produces
1 mA current through the valve elements. Consequently, Figure 5.4 can only be used
to evaluate thermal instability arising from steady state conditions, where there has
been a sufficient amount of time allowed to stabilise both valve element and arrester
housing temperature, and is of limited use when thermal instability due to sudden
energy input, switching or lightning surges or even TOV is considered [71].

5.4.3 Thermal runaway

The term thermal runaway as defined by both existing IEC [77] and JEC standards
[78] is used to describe a situation culminating in failure if the ZnO arrester is
operated above the upper stability point Y. However, there are a number of factors
which influence the position of point Y.

5.4.3.1 The ambient temperature

Increasing the ambient temperature lowers the dissipation curve Q and hence
decreases the maximum energy discharge capacity [66, 70]. For an ambient
temperature of Tf , the upper and lower stability points X and Y coincide with each
other and there is zero energy capacity.

5.4.3.2 Ageing and degradation of the arrester

An ageing characteristic that leads to increased power dissipation also decreases
the maximum energy capacity [65, 66, 70]. However, an ageing characteristic,
which shows decreased power dissipation, increases the maximum energy discharge
capacity [70]. In the first case, which is more realistic, the heat generation P is
expressed as [67, 69]:

P = P0(1 + h
√

t) (5.5)

where P0 is the heat generation at the initial stage, h is constant and t is time.
The degradation in metal oxide surge arrester elements increases the leakage

current and hence the heat generation P . The effect of ageing is to shift the stabil-
ity point X to higher temperatures, therefore, degrading it more. Consequently, the
thermal runaway threshold is shifted towards lower temperatures [69, 70], and the
margin Ty–Tx becomes smaller. The ageing subsequent to the application of voltage
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will make the heat generation curve P move to P ′ which has a new operating point.
This evolution of the operating point on the straight line continues until the stability
points X and Y are at the same position.

5.4.3.3 Applied voltage level

Thermal runaway of metal oxide elements at high AC stress is caused by a positive
feedback process due to the temperature dependence of the resistive component of
leakage current. Moreover, the power–voltage characteristic is highly non-linear so
that a small increase in voltage will result in a considerably higher power. The effect
of this is to shift curve P of Figure 5.4 upwards. This displacement will be of similar
effect as that described for the ageing effect.

5.4.3.4 Heat dissipation capability of the housing

From the heat dissipation point of view, a small unit is better than a complete arrester.
The main reason for this is related to the heat flow along an arrester column. Heat
dissipation is reduced at the centre of a long column [68]. As a consequence, the tem-
perature of the middle section of an arrester is higher than those at the ends [65, 79, 80].
Up to six times improvement can be achieved if cooling metal fins are used [66].

Improving the heat dissipation capability of the arrester means that the curve Q

on Figure 5.4 will be lifted to higher values, hence the thermal property of the arrester
is improved. For this reason, conducting tests on pro-rated units or model units must
ensure that the unit reproduces the heat dissipation and thermal characteristics of the
complete arrester to which the tests are to be related [68].

5.4.4 Thermal runaway critical condition

The critical condition of thermal runaway is evaluated analytically based on the
temperature dependence and the heat loss of the arrester [65]. As shown above,
thermal runaway occurs when the lower stability point X moves to the upper stability
point Y, i.e. the heat dissipation curve Q is tangential to the generation curve P .
At that instant, we can write the critical conditions,

P = Q (5.6)

and
∂P

∂T
= ∂Q

∂T
(5.7)

Using Equations (5.2) and (5.3), the critical values of temperature Tcr and power Pcr

[65] are:

Tcr = Ta

(
1 + kTa

W 2
c

(Wc + 2kTa)

)
(5.8)

and

P = 4
Cd

D
(Tcr − Ta) (5.9)
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where Cd is the heat dissipation coefficient W/cm/K and D is the diameter of
elements.

5.4.5 Dynamic stability of ZnO surge arresters

The energy capacity of a surge arrester may also be affected by thermal stability
limitations, because the surge amplitude, duration and energy have critical values
above which thermal runaway is triggered. Nishikawa et al. [76] quoted an allowable
surge energy density of 350 J/cm for an ambient temperature of 40◦C and a maximum
2 ms duration for a 1.25 p.u. temporary overvoltage.

5.4.6 Simulation of thermal characteristics of ZnO surge arresters

Thermal stability tests are very expensive and need careful measurements with highly
sensitive equipment [74]. It is therefore desirable to have a simple circuit model that
will reproduce the thermal properties of the arrester. Lat [71] proposed an electrical
analogue model of the thermodynamic behaviour of the arrester assembly. The elec-
trical equivalence is based on representing power flow as a current and temperature
as a voltage. The circuit as shown in Figure 5.5 takes account of the electrical power

TE TH

CHCEWE

CE, CH : thermal capacities of the valve element 
  and adjacent housing, respectively
REH : thermal resistance from element to external 
  surface of the housing
RHAO : thermal resistance from housing to ambient, 
  radiation and natural convection components
RHAF : thermal resistance from housing to ambient,
  forced convection temperature
TE : valve element temperature
TH : housing temperature
TA : ambient temperature
WE : electrical power input to valve element
WS : heat input due to solar radiation

WS
TA

RHAF

RHAO

REH

Figure 5.5 Thermal model of a ZnO arrester. (Courtesy of LAT, M.V.: ‘Thermal
properties of metal oxide surge arresters’, IEEE Trans. PAS, 1983,
PAS-102, (7), pp. 2194–2202, ©2003 IEEE)
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input, the solar radiation and the ambient temperature. It is claimed that this circuit
is valid for steady state and transient behaviour, giving results which agree closely
with experimental data [71, 81]. Another circuit [82], which considers the same input
components, is a ladder network whose element characteristics are determined exper-
imentally [83]. An important factor, the heat dissipation transfer resistance can be
studied using the three heat transfer mechanisms involving radiation, conduction and
convection [82].

5.5 Degradation and ageing of ZnO surge arresters

The terms varistor degradation and varistor stability are often used to describe the
electrical state of a varistor relative to its past or future state when under the influence
of external stress. The degree of degradation is a good indication of varistor reliability
and is usually used for predicting the life span of ZnO surge arresters.

Severe electrical degradation causes a large increase in leakage current at low
voltages. The degradation process affects mainly the varistor leakage and prebreak-
down conduction and not the behaviour of the varistor at voltages higher than the
breakdown voltage.

Most degradation studies have investigated the changes in the voltage level which
cause a current of 1 mA to flow through the ZnO elements at ambient temperature,
after removing the applied degrading stress. Others [84, 85] have used the thermally
simulated currents (TSC) method. The TSC currents are known to be associated
with stored charge within the varistor which is released at a constant heating rate
e.g. 4◦C/min, after a biasing direct voltage has been removed. Measurement of the
TSC spectrum gives useful information on the amount of trapped carriers, the polari-
sation of dipoles and space charge polarisation caused by ion migration which are all
dependent on the degree of degradation [64, 84, 86].

Another method [86] uses changes incurred to the potential barrier height. It is now
established [64, 86] that the barrier height, which determines the amplitude of current,
is decreased after each ageing cycle (continuous applied voltage at high temperature)
and after applying a fast high current surge (4/10 μs, 250 kA). The consequence of a
decreasing barrier height is the increase in leakage current. The degree of degradation
has also been evaluated through partial discharge detection [87].

5.5.1 Differences between degradation and thermal runaway

It is useful to note two differences between normal degradation and the thermal
runaway condition [66]:

(i) In degradation mode the gradual increase of current with time is different from
the thermal runaway increase. It has a slower rate of change and shows little
dependence upon temperature. The rate of change of current due to degradation
for most products was found [65, 69, 88] proportional to the square root of time:

�i ∝ √
�t (5.10)
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whereas this change is in exponential form during the thermal runaway
process [65]:

�i ∝ e
√

�t (5.11)

(ii) The change in the V –I characteristic, which is caused by degradation, is pre-
served even after removing the stress. In thermal runaway, however, recovery
may be possible after cooling down.

5.5.2 Factors affecting rate of degradation

A number of factors have been identified to affect the rate of ZnO degradation.

5.5.2.1 Composition and fabrication process

The physical explanation of degradation and ageing is related to electromigration of
oxygen ions perpendicular to the grain boundaries which lowers the potential barrier
height [86]. Reference 64 gives a comprehensive summary of the various physical
explanations of the degradation process. The amount of additives [84, 89] and the heat
treatment [85], with which ZnO is produced, affect the non-linearity coefficient of
the material. Products with high coefficients degrade more because of the relatively
high currents which flow in the material. Furthermore, it is observed that the long
term leakage current characteristic depends on the composition and manufacturing
process of the elements even if they have similar V –I characteristics at the initial
stage.

5.5.2.2 Homogeneity

Evidence of non-uniformity of ZnO material has been shown by means of dot
electrodes [90, 91] and an infra-red radiation thermocamera [91]. Heterogeneous
conductivity leads to inhomogeneous energy dissipation. The resulting local over-
heating may then lead to an irreversible change of varistor properties after surge
stress, because of localised paths of current.

5.5.2.3 Ambient temperature

Since the current is thermally activated in the low conduction region, there is a strong
dependence of the V –I characteristic on the temperature, so that high temperatures
cause high currents to flow, and this process is known to accelerate the ageing of the
sample. As an example [81], continuous operation under 135◦C for one day degrades
the ZnO arrester by a decrease of 12 per cent in the voltage level, V1mA, which
produces a current of 1 mA through the arrester.

5.5.2.4 Working voltage

The highly non-linear characteristic of ZnO has permitted the reduction of the pro-
tective level. However, continuous application of the working voltage progressively
degrades the ZnO elements and may end up in thermal runaway after some operating
time [66]. The rate of degradation is largely affected by the magnitude [68, 92] and
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type (direct or alternating) [89] of the applied voltage. Testing ZnO at higher voltages
and temperatures results in accelerated ageing.

5.5.2.5 Design and physical arrangements of ZnO surge arresters

The main features that could affect the degradation rate are the heat dissipation capa-
bility of the complete housing [66, 68, 93] and the voltage distribution along the
arrester column. As will be discussed later, the voltage distribution along an arrester
column is distorted by stray capacitances, and may enhance the non-uniform tem-
perature distribution, which in turn will accelerate the degradation of the arrester.
Besides, extensive laboratory measurements [69, 70] showed that degradation could
affect the collar material (rim) severely, which may overshadow the ageing of the
ZnO body. New organic materials are, however, more efficient as far as corona [94]
and long term stress [70] are concerned.

5.5.2.6 Pollution of surge arresters

The effect of pollution is related to that of the dry bands which cause partial discharges
and corona effects. These types of electrical stress cause surface erosion and localised
damage to the collar material protecting the ZnO blocks [94]. The partial discharges
cause a drop in oxygen content of the gas surrounding ZnO blocks together with
simultaneous formation of corrosive gases and this was found to accelerate ZnO
degradation [95]. Moreover, a white deposit of silicone, whose origin is not explained,
is observed [96] in contaminated arresters where corona activity is present.

5.5.2.7 Environment

The working environment of ZnO protective devices, which may be gaseous (air, SF6)

or liquid (transformer oils) and solid (sidewall), plays an important role in the life
span of the material. ZnO elements in SF6 are degraded more than those in air [69].
However, adding to SF6 a small amount (3 per cent) of oxygen, the presence of which
seems to play an important role in the chemical process, ensures less degradation [95].
Water vapour and moisture presence also cause an increased leakage current at low
temperatures [95, 97]. The relatively high working temperature of ZnO valve elements
in transformer oils (∼95◦C) degrades these arresters at a faster rate. For an applied
voltage V = 0.7 V1mA, the arrester life has been estimated to be as short as 0.36
years [98].

5.5.2.8 Surge absorption capability

In general, just after the application of a surge, there is a measurable degradation
of ZnO electrical properties. Three types of overvoltages are of interest; switching
surges, temporary overvoltages and lightning surges:

(i) Switching surges Following the absorption of a high energy surge, the cooling
conditions of the arrester have very little effect [90]. Experiments [4, 66, 68]
showed that degradation is more severe under high current surge than high
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energy surge. Degradation resulting from energy surge absorption is there-
fore negligible in practice and has almost no effect on the life of the elements.
However, high energy surge applied to ZnO elements exhibiting localised spots
of conduction could melt the material [66, 99]. Switching surge degradation is
pronounced under unidirectional surges but can be reduced to some extent by
applying surges of opposite polarity [67]. Only 1 per cent degradation was
observed [68] on the direct voltage which produces 1 mA (V1mA), after the
discharge of positive and negative switching surges. After absorbing two rect-
angular surges of 600 A and 2 ms duration followed by power frequency, less
than −4 per cent maximum variation in voltage, V1mA, was observed [4], and
the ZnO element could return to its initial working conditions of voltage and
temperature after just one hour. As can be seen on Figure 5.6a, V1 mA undergoes
as little as 5 per cent change when the arrester is subjected to 1000 switching
surges of 600 A magnitude and 2 ms duration [4].

(ii) Temporary overvoltage (TOV) No change is measured after TOV absorption
[68]. Durability of MOV against TOV depends mainly on global structural
uniformity [100]. Temperature effects, however, may lead to thermal run-
away if the surge parameters are higher than specific allowable values given in
manufacturers’ specifications (Figure 5.6b) [76].

(iii) Lightning discharge Degradation due to discharge of the surge energy largely
depends on the peak value of the discharge current rather than the discharge
energy. The presence of AC stress does not enhance nor restore the surge
degradation. A few high current surges degrade ZnO arresters more than many
high energy surges of lower current; two (8/20 μs) surges of 65 kA amplitude
caused the leakage current to increase by 50 per cent [68]. Figure 5.7a shows the
changes in V1mA as a function of the number of applied surges for two current
amplitudes (40 kA and 100 kA) of a fast surge (4/10 μs) [4]. The allowable
number of surges decreases when the amplitude of the surge increases; e.g. a
life of 50 years allows 130 surges of 50 kA or only 30 surges of 100 kA [89].
Figure 5.7b shows the overall effect of fast surge absorption on the V –I curve.
As may be observed in the figure, the relative degradation is more severe for
the lower voltages of the V –I characteristic.

5.5.3 Destruction mechanism

Ultrasonic methods that are sensitive for detection of physical defects such as small
voids or cracks, have been used to check the physical condition of overstressed
ZnO elements [91]. There was no microstructure difference which could be revealed
between new and degraded (aged) blocks when scanning electron micrography (SEM)
was used [69]. However, when a high energy such as those of excessive direct or
alternating voltage levels or a very long surge overvoltage (>100 μs) is absorbed, a
puncture will occur in the ZnO element [99]. Such failure may be caused by cur-
rent concentration in non-uniform elements. At 820◦C, the main additive Bi2O3
melts. ZnO grains along the localised current path may then melt as a result of high
temperature.
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Figure 5.6
a Degradation of ZnO surge arresters after absorption of switching

surges. (Courtesy of NISHIKAWA, H., SUKEHARA, M., and
YOSHIDA, T., et al.: ‘Thyristor valve gapless arrester element
lifetime performance and thermal stability’, IEEE Trans. PAS,
1985, PAS-104, (7), pp. 1883–1888, ©2003 IEEE)

b Degradation of ZnO surge arresters following temporary over-
voltages. (Courtesy of NISHIKAWA, H., SUKEHARA, M., and
YOSHIDA, T., et al.: ‘Thyristor valve gapless arrester element
lifetime performance and thermal stability’, IEEE Trans. PAS,
1985, PAS-104, (7), pp. 1883–1888, ©2003 IEEE)

In the case of high current fast surges (time to crest less than 50 μs), a cracking
has been observed. The heat, which is generated within a very short time, may not
transfer sufficiently quickly to other parts of the element. This thermal expansion
stress is transformed into a mechanical one and produces the crack. This localised
destruction may be healed by cutting the material around the defect [100].
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Figure 5.7
a Degradation of ZnO surge arresters caused by lightning impulses.

(Courtesy of HAHN, E.E.: ‘Some electrical properties of zinc oxide
semiconductor’, J. Appl. Phys., 1951, 22, (7), pp. 855–863)

b Changes in V –I characteristic following surge absorption.
(Courtesy of NISHIKAWA, H., SUKEHARA, M., and
YOSHIDA, T., et al.: ‘Thyristor valve gapless arrester element
lifetime performance and thermal stability’, IEEE Trans. PAS,
1985, PAS-104, (7), pp. 1883–1888, ©2003 IEEE)

5.6 Life estimation of ZnO surge arresters

5.6.1 Long term accelerated ageing tests

As described in the previous sections, the continuous applied voltage on ZnO
surge arresters during their service duty causes a permanent flow of current which
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affects the arrester qualities in the long term. As a consequence of this degra-
dation, the life span during which the arrester will provide efficient protection
will be limited. In order to assess this life span, long term accelerated ageing
tests have been performed [4, 65, 66, 69, 70, 75, 76, 84, 88, 89, 92, 96]. These tests
are normally run for long periods (approx. 1500 hours) under a constant elevated
voltage level (∼ knee of conduction) and at a constant temperature which is con-
siderably higher than that anticipated in actual use (70–150◦C). The current I or
power loss P is monitored versus time t until a given value is reached. This
value is often referred to as the end of life criterion. Various criteria have been
adopted:

(i) when power loss reaches a critical value such as 1 W/cm of length [96]
(ii) when the leakage current reaches a fixed value, e.g. 100 mA [76]

(iii) when power loss reaches a value that is double the initial value measured at the
beginning of the test [70, 84, 88].

During these long term tests, it has been observed that the P –t and I–t curves go
through three stages: (i) a stable period of working life where the arrester does not
show any change in its characteristics; then comes (ii) a degradation period where
P and I increase with time; and after this degradation stage thermal runaway is
preeminent; (iii) a sudden sharp increase of I and P takes place.

It was suggested [66] that the end of life criterion should be chosen at the begin-
ning of the degradation period. Figure 5.8 shows schematically the various shapes
measured during long term tests.

The difference in the long term accelerated ageing curves is essentially due to
the difference in composition and manufacturing process of the tested ZnO products
[70, 89]. Dissimilar shapes have been recorded for ZnO products showing identical
initial V –I characteristic but having different compositions [89]. Another important
factor, which could play a key role in the curve shape, is the nature of the collar
material. It is known that the collar material can overshadow the characteristics of
the ZnO material when it is of unsuitable nature [69, 70].
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Figure 5.8 Measured typical shapes of current/power versus time curves during
long term accelerated ageing tests
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5.6.2 Dakin–Arrhenius plots of life span

The theory developed by Dakin [101] has been widely used for ZnO surge arrester
life prediction [4, 65, 66, 69, 70, 76]. On the basis that the ageing process of ZnO is
a chemical reaction, its duration may be described by the Arrhenius’ equation:

log ξ = A

T
+ B (5.12)

where ξ is the life span, A, B are constants depending on the material and stress and
T is the absolute temperature.

The time taken for power or current to reach the end of life criterion is a measure
of the tested ZnO element lifetime, ξ , at the test applied voltage and temperature.
If lifetimes obtained in this way at various temperatures are plotted on a log scale
versus the reciprocal of the test absolute temperature, Dakin–Arrhenius life plots
can be obtained [65, 69]. Extrapolation to lower temperatures allows us to obtain the
life span of the ZnO surge arresters under normal working conditions. Figure 5.9
shows a typical example of life plots. Most studies [75, 96, 97] have indicated that
the measured current and power dissipation data agree with the Dakin–Arrhenius
equation. However, there is a third component to consider in P and I equations; that
is the number of surges that the arrester absorbs during its working service life [67].
Subsequently, however, it has been clearly shown [70] that the above equation could
be validated for ZnO only within a limited range of temperature (115–175◦C) since
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Figure 5.9 Typical Dakin–Arrhenius life plots. (Courtesy of BRONIKOWSKI,
R.J., and DuPONT, J.P.: ‘Development and testing of MOVE arrester
elements’, IEEE Trans. PAS, 1982, PAS-101, (6), pp. 1638–1643, ©2003
IEEE)
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the data for 70◦C were significantly lower than those expected by extrapolation of
the data from higher temperatures.

5.6.3 Alternative methods of life estimation

The extrapolation to lower temperatures has always been treated with caution [84],
and other methods [65, 67, 69, 70, 102] of estimating life have been adopted:

(i) Kirkby et al. [70] proposed that the energy capacity determined from the
thermal stability diagram would be of more value to the user than a predicted
uncertain life.

(ii) Tominaga et al. [65] and Vicaud [69] suggested an analytical model in which it
is assumed that the power P and current I are proportional to the square root
of time:

P = P0(a
√

t + b) (5.13)

I = I0(c
√

t + d) (5.14)

where P , I are power and current at time t , P0, I0 are power and current at start
of test, b, d are constants and a, c are determined from the Dakin–Arrhenius law:

a = a0e
−(Wc/kT ) (5.15)

c = c0e
−(Wc/kT ) (5.16)

with k Boltzmann constant = 0.86×10−4 eV/K, Wc activation energy ∼0.5 eV
for ZnO and a0 and c0 constants.

If the end of life criterion is defined, the combination of the above equations easily
yields the life span. However, experience showed that the development of P –t or I–t

could deviate from a square root law and exhibit a more complex behaviour.

5.7 Test procedures for the characterisation of ZnO arrester

Modelling of ZnO surge arresters uses experimental data acquired over a wide range
of current and voltage amplitudes and types. Such tests include accurate recording of
the voltage and current traces as well as the measurement of the V –I characteristic.
There are two distinct regions of conduction in ZnO arresters

5.7.1 Prebreakdown regime of conduction: AC and DC tests

The low current region of the V –I curve is determined from direct or alternating
voltage tests. Current magnitudes up to 10 mAcan be used without damage to the ZnO
material. However, currents above 20 mA can cause too much heat dissipation which
can lead to irreversible degradation of the arrester. A laboratory circuit for testing ZnO
surge arresters with alternating and direct voltages incorporates suitable power sources
and adequate transducers, with simple dividers and shunt resistors giving sufficient
accuracy for the determination of the V –I curve. For 50 Hz alternating voltages, the
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Figure 5.10 TypicalAC records of voltage and current obtained in the prebreakdown
region

current waveshape changes significantly around the knee of conduction as illustrated
in Figures 5.10 and 5.11 and in order to compare DC and AC characteristics, only the
peak resistive component of the AC current is used in the AC V –I curve.

5.7.2 Breakdown regime of conduction and up-turn region: impulse tests

In constructing the V –I curve, switching impulses of up to 2.5 kA can be used since
they are within the energy requirements of the arresters. In the up-turn region with high
magnitude currents up to 100 kA, fast or lightning impulses are commonly applied
depending on arrester class and type. These fast impulses have lower energy content
compared with switching impulses, hence their suitability for high current amplitude
testing. Figure 5.12 shows a typical laboratory arrangement for testing ZnO arresters
with impulse currents. With suitable setting of the current impulse generator, the test
loop should be as short as possible to minimise stray inductance effects. The voltage
measurement requires transducers with a fast response time (usually less than 20 ns)
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impulse
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ZnO

current
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voltage
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vi

Figure 5.12 Simple layout for impulse testing of ZnO surge arresters

and no overshoot on their transfer characteristic. The transducer should be located very
close to the arrester to avoid induced spikes [103]. Current measurement also requires
specialised tubular current shunts or fast response current transformers. Figure 5.13
shows some typical fast impulse voltage and current records obtained on a 15 kV
rated surge arrester.

Figure 5.14 shows a typical measured V –I curve for polymeric surge arresters
using the methods described above. As can be seen, the V –I characteristic is highly
non-linear in the breakdown region above 10 mA.

5.7.3 Voltage distribution along arrester columns

5.7.3.1 Effect of stray capacitances

At working power frequency voltages, the resistive component of current is very
small compared with the capacitive component. The stray capacitances then play an
important role in determining the voltage distribution [104]. The voltage distribution
along an arrester is not uniform because of the effect of the stray capacitances to both
the high and low voltage electrodes. This non-uniformity should be kept to a minimum
in order to avoid damage to the upper parts of the arresters which are inevitably more
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Figure 5.13 Typical voltage and current traces obtained with a fast impulse
generator

stressed (Figure 5.15). In contrast, in the high conduction regime, the effect of stray
capacitances is secondary and the distribution becomes more uniform because of the
low ZnO resistance.

5.7.3.2 Effect of pollution

In addition to the stray capacitances, pollution of the arrester housing is a key factor
in the performance of the arrester. The electric field uniformity along the arrester may
be improved by means of grading rings at the top of the arrester and at the flanges
for tall column arresters which are used in EHV. The effect of stray capacitances is
further reduced if the base of the arrester (low voltage side) is raised above ground
[105–109]. Additional grading resistors and/or capacitors are also used in particular
applications but the cost and size of the arrester are increased. Besides, the effective-
ness of the protection offered by the arrester will depend on the grading elements’
reliability [20].

5.7.3.3 Voltage distribution measurements methods

Measurement of the voltage distribution along an arrester can be achieved in the same
way as for insulator strings. A number of techniques have been used such as:

(i) sparking gaps (rods, spheres) in which the voltage is determined from a known
breakdown voltage of the gaps
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surge arrester

(ii) voltage divider methods which use potentiometers or microcapacitances
(iii) electrostatic probes; for which the voltage is calculated from the calibration

curve of the probe
(iv) the neon tube method where the voltage is determined from the known discharge

voltage of the neon tube [110].

All the above cited methods use metallic links to the point where the voltage is to
be measured. This results in the disturbance of the equipotential distribution in the
vicinity of the measuring point. Therefore, regardless of the method accuracy, the
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Figure 5.15 Computed equipotential distribution on a polymeric surge arrester

true voltage that would exist without the presence of the measuring device, is slightly
different from the measured value.

Recently, two new optical methods have been developed [111, 112], which are
characterised by the advantage of having an electrically insulated input and out-
put, and hence no extra distortion of the field distribution is introduced. Moreover,
these methods cause a minimum electromagnetic interference and consume very little
energy.

(i) One method [105, 112], which allows measurement of current at any point along
the arrester column, is an optoelectronic technique in which a sensor comprising
a light emitting diode (LED) is inserted between two adjacent ZnO elements so
that when current flows through the elements, the LED is also subjected to this
current.

(ii) The other method [112, 113] measures the field at any point between the high
and low voltage electrodes. It uses the Pockels’ effect principle. A light beam,
which can be generated either by a laser or an LED and sent through a light
waveguide (LWG), is linearly polarised before it is goes through the Pockels’
device. The refraction index of Pockels’ devices is electric field sensitive. As
a result of this property, the two orthogonal components of the light electro-
magnetic wave travel with different velocities inside the Pockels’ device. The
output light beam is then elliptically polarised proportional to the field strength.
An analyser detects the phase shift before the beam is transmitted to the photo
detector which converts the light into electricity. From the calibration curve, a
very accurate field measurement can be achieved without field distortion. This
method can be used for field strengths up to 40 kV/cm [113].
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5.8 Characteristics of ZnO surge arresters

5.8.1 Background

Since 1968 when Matsushita Electric Co. Ltd announced the new technology of ZnO
varistors [34], many investigators have been involved in studying the properties of
ZnO in order to understand and formulate the complex process of ZnO conduction.
The importance of ZnO arresters is a consequence of their voltage–current (V –I )
characteristic, which is far closer to the ideal than that of SiC, the gapped arresters
which they have largely replaced. Figure 5.16 shows the measured field current
density (E–J ) characteristics of both ZnO and SiC materials.

It is not surprising, in view of the extreme non-linearity of its conduction process,
that the ZnO characteristic is a function of temperature and depends on the type of
the applied voltage, especially in the low conduction region. Furthermore, a large
dependence on frequency is observed. These features represent a departure from the
ideal, and may have important implications for ageing of arrester elements and change
of arrester performance.

5.8.2 Frequency response of ZnO material

Early measurements [39, 52, 114] on the frequency response of ZnO material ceram-
ics were achieved using a General Radio capacitance bridge, and because of the very
small size of the tested samples, the applied voltage was merely 1 V r.m.s. In the
frequency range 10–105 Hz, the calculated relative permittivity from capacitance
measurements is unexpectedly high (1000–1600) considering that the relative per-
mittivity for ZnO is in the range εr = 8 to 10, and for the additives is in the range
εr = 16 to 25. This can be partially accounted for by the microstructure of ZnO mate-
rial. As used in surge arresters, the material consists of ZnO grains (approximately
25 μm) of high conductivity separated by a very thin layer (<100 Å) of additives
which controls the non-linear characteristics. Therefore, the true dielectric thickness
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of a ZnO block is very small compared with the physical thickness. Microscopic
photography measurements showed that the ratio of sample thickness to dielectric
thickness was about 1000. The direct effect of this reduced thickness would be the
increase of the observed capacitance. Consequently, the permittivity of the material
would not necessarily be as high as the calculated values from the experimental data.
The nature of the additives is clearly shown to influence the measured values of both
capacitance and dissipation factor [50, 115]. A more plausible explanation is based
on the existence of depletion layers in the ZnO grains adjacent to the intergranular
layer and the trapping of electrons at the interface. The net effect of the former is the
rise of the material capacitance [38].

Extensive characterisation work [38, 42, 50, 115, 116] used bridges, Q-meters and
transmission line techniques over a wide range of frequency (30–108 Hz). In order
to validate the application of dielectric theory, the measurements were performed at
very low stresses, well below the knee of conduction, where the conduction in ZnO
material is linear. A decreasing dielectric constant with increasing frequency was
measured (Figure 5.17). Measurements at higher frequencies (1 MHz–1 GHz) on a
sample 0.162 cm thick and 0.305 cm in diameter confirmed a relative permittivity
for the material of about 900, and microwave transmission line techniques revealed
an inductance value of about 0.35 nH associated with the body of the ZnO sample.
The dielectric constant measured with polarisation current techniques [116] shows a
decrease with increasing frequency and a strong temperature dependence at very low
frequencies below 100 Hz.

The dissipation factor, however, was found first to decrease with increasing fre-
quency, to a minimum between 1–10 kHz, and then increased to reach a peak at around
300 kHz. Finally, it decreased for higher frequencies. The observed peak is reminis-
cent of a typical broadened Debye resonance [117]. In this range of frequency, tan δ
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varied only by a factor of ten. The immediate consequence of this behaviour would
be a strong frequency dependence of the resistance in a parallel R–C circuit repre-
sentation. Accordingly, the equivalent parallel resistivity decreases with increasing
frequency (Figure 5.18). At low frequencies, the resistivity was mainly attributed to
the resistance of the intergranular layer, which is very high compared with the grains
resistance. At higher frequencies, however, it was supposed that the intergranular
resistance fell to the low limiting value representing the grains resistance.

A peak in loss angle accompanied by a fall in permittivity is a common dielectric
behaviour but the Maxwell–Wagner model [118], which is used to explain the dielec-
tric behaviour of inhomogeneous solids and polycrystalline semiconductors, fails to
account for the decreasing parallel resistivity with increasing frequency. The highly
disordered intergranular layer and the existence of interface states and electron traps
are thought to be the cause of the model failure. The loss angle peak can be interpreted
as being caused by electron trapping [119].

Although of great importance, the above-published data were obtained from
experiments performed in order to examine the basic physics of these materi-
als in which the samples studied were of very small size (thickness = 2 mm,
diameter = 0.3–2 cm) and the voltages were very low (up to 10 V). Consequently,
fewer problems were encountered in generating the voltages and measuring the phys-
ical characteristics. The dangers of extrapolating and scaling the properties of such
non-linear materials are clear, since different phenomena may appear in large samples
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and with very high voltages which would be more characteristic of elements used in
surge arresters in power systems.

The first high voltage variable frequency test results on ZnO elements [120, 121],
which used frequencies between 30 and 106 Hz, showed a rapidly falling dissipation
factor up to 1 kHz and a decreasing capacitance with increasing frequency in the high
frequency range above 10 kHz. Subsequent research [132] showed the dependence
of the V –I curve (Figure 5.19) and power consumption in ZnO surge arrester blocks.
Such data yielded decreasing material resistance, capacitance and dissipation factor
with increasing frequency.

5.8.3 Impulse response

There is now an extensive published literature on the response of the ZnO material
and complete surge arresters to impulse currents of different magnitudes and shapes.
Unlike in the prebreakdown region, the resistive current dominates for impulse
currents in the kiloampere range.

5.8.3.1 Initial voltage overshoot

One peculiar observation in the ZnO fast transient response, which was observed by
many investigators, is the initial spike/overshoot measured on the residual voltage
(Figure 5.20). Careful studies linked this phenomenon to circuit inductance [120], the
impulse rate of rise [122, 123], the impulse amplitude [124], the nature and amount
of additives [125], the preinjection of carriers (using a double impulse technique)
[125, 126], the value of the non-linearity coefficient and the difference in the rate of
charge accumulation at the electron and hole traps located at the interface of the grain
and intergranular layer [127]. This type of overshoot is, however, not observable on
SiC material [127, 128]. This leads to the attribution of the overshoot to ZnO material,
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Figure 5.20 Measured spike on ZnO surge arrester residual voltage

its limited capability to switch fast suggesting that it takes a finite time to turn on the
material from a low to a high conduction regime.

It should be emphasised, however, that this time to turn on is not conclusively
established. Subnanosecond tests [129] on small ZnO varistors showed no detectable
time delay in the conduction process, and high voltage tests [128] claimed a time
delay of 3 ns. One major difference between these two sets of conflicting results is
the size of test and measurement loops. Minimisation of these loops and adoption of
coaxial field-free techniques established that the overshoot; hence the delay to turn
on is caused by circuit arrangements [130]. Figure 5.21 illustrates how the voltage
spike recorded with a parallel divider is avoided with the coaxial measurement.

5.8.3.2 Effect of discharge current impulse shape and magnitude

Laboratory tests have shown that faster discharge current impulses produce higher
peaks of residual voltage but the V –I curve constructed from the voltage at the
instant of peak current versus peak current is not affected. This may indicate that
the resistance of the material is not greatly influenced by the current rate of rise.
The higher magnitudes of current, however, have a faster rate of rise for a given test
circuit. It is suggested that discrete current paths form through the material using the
lowest potential barriers. With increasing current magnitude, the number of paths
increases with some of them getting shorter. Parallel branches having resistances and
inductances in series can represent such a process [131].

5.8.4 Combined stress response

The improved understanding of the material behaviour and complete arrester perfor-
mance has allowed better characterisation of ZnO surge arresters and more widespread
application. Various types of voltage including direct, alternating, variable frequency,
impulse voltages and their combinations have been used to test ZnO arresters. Each
set of tests has revealed an important property of the material: frequency dependence
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Figure 5.21 Initial voltage overshoot (Vp) on ZnO arresters caused by measurement
errors. No overshoot on coaxial measurement (Vs)

of the V –I curve [132]; crossover of the different V –I characteristics [133]; over-
shoot on the residual voltage [134, 120, 122–127]; finite time to turn-on [128]. Mixed
(AC plus DC) voltage tests provide an insight into three important aspects of ZnO
characteristics.

5.8.4.1 Mixed (AC + DC) characteristics

ZnO surge arresters are used in HVDC systems [121, 135] where, because of the con-
verters used in such systems, high frequency voltages are generated. As a result,
a mixed voltage in which an alternating voltage is superimposed upon a direct
voltage appears on the network. A comparison of both the current–voltage and
power-dissipation–voltage characteristic curves for direct and alternating voltages,
respectively, show a crossover point near the knee of high conduction (Figure 5.22).
This crossover is also frequency dependent, and its physical cause has not been
explained, although it appears to be associated with the dynamic response of the
material:

(i) Low voltage capacitance measurements Although the above introduction estab-
lishes engineering interest in mixed voltage tests, hitherto such a procedure has
been used mainly in physical studies, where it is a widely used laboratory
method for measuring capacitance [42, 44, 115, 49, 136]. Here, a very small
alternating voltage is superimposed on a larger direct voltage. The AC level is
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then kept constant while the direct voltage is varied [44, 136, 137]. The impor-
tance of these C–Vdc curves lies in the close link between the capacitance and
the physical behaviour of the material. C–Vdc curves are far more sensitive to
microstructural fluctuations than I–V curves [44], and have been used to inves-
tigate many of the physical properties of ZnO material, such as the density of
interface states [42, 52], donor concentration [49, 115] and change in depletion
layer.

(ii) Crossover of DC and AC characteristics The crossover was first attributed to a
significant contribution of dielectric loss under alternating applied voltage in the
prebreakdown (low current) region [48, 58, 70, 121, 132, 133, 139], and a time
lag which was observable in the current in the breakdown region. However,
according to the measured data, less than 200 ms are needed for the current
to reach its steady state value, so that this explanation involving such a short
response time would not account for any crossover at 50 Hz.Another explanation
relates to polarisation currents which are much higher than conduction currents,
in contrast to the breakdown region where conduction prevails [116, 140, 141].
It was predicted that lower conduction currents would be obtained at higher
frequencies for the same applied voltage, because the time lag would prevent
the current from reaching its static value. However, the polarisation currents
are more important at very low temperature and the order of magnitude of the
ratio of polarisation currents to DC equilibrium current is less than that of the
ratio of AC to DC values. Polarisation phenomena can thus give only a partial
explanation of the crossover.
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characteristic of a 15 kV-rated ZnO surge arrester

5.8.4.2 Mixed (DC + impulse) characteristics and effect of trapped charge

In AC power systems, under normal service conditions, surge arresters on isolated
lines and cables can experience a direct voltage stress arising from trapped charge.
If followed by a switching surge of reverse polarity, severe requirements will be
imposed on the surge arresters. Combinations of direct and surge voltages can also
occur in HVDC systems and due to circuit breaker restrikes during switching of
capacitor banks or unloaded transmission lines where trapped charges are present.
Circuit breaker restrikes can cause high rate-of-rise overvoltages of peak values of 2
to 3 p.u. following rapid polarity reversal, and may cause up to 8 p.u. especially for
some types of oil circuit breakers [142]. This condition may be particularly onerous
where the surge is opposite in polarity to the preexisting working voltage [143–146].
For a given level of peak discharge current through the arrester, a higher level of
residual voltage of upto ten per cent is found to appear across an arrester when the
polarity of the applied impulse opposes that of the direct voltage (Figure 5.23). This
effect is especially marked in the peak residual voltage which is affected by the
increased di/dt . Experimental tests have shown [147] that the effect increases with
decreasing arrester protection level.

5.8.4.3 Mixed (AC + impulse) characteristics and effect of working
voltage level

Transient high amplitude surges commonly occur in high voltage power systems,
due to either external or internal influences, such as lightning strikes or switching
operations. For most systems, these conditions are likely to occur when the system is
already operating at its normal alternating working voltage. Laboratory experiments
[148] revealed that for an impulse voltage superimposed on the power frequency
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Figure 5.24 Typical effect of AC prestress (working voltage) on the protective
characteristic of a 15 kV-rated ZnO surge arrester

voltage, it was found that firing at peaks with opposite polarity impulses produces
the highest residual voltage levels (Figure 5.24).

In the conditioning test recommended by IEC 99-4:1991 [77] for the operat-
ing duty test, it is specified that four groups of five lightning nominal current
impulses (8/20 μs) shall be applied at intervals of 50–60 s between impulses and
25 to 30 minutes between groups. These impulses should be applied superimposed
on an elevated system voltage determined by ageing tests. The firing angle is speci-
fied to be 15 to 45 electrical degrees from the zero crossing. The American Standard
ANSI/IEEE C62-11: 1987 [149] specifies a firing angle of 60◦ before the crest volt-
age. It is recommended that the impulse should be of same polarity as the alternating
voltage at the instant of firing. This IEC recommendation regarding the firing angle
in the duty tests was originally specified for gapped surge arresters and was to ensure
satisfactory firing of the series gap. However, since modern ZnO surge arresters do
not have any series spark gaps, it may be more appropriate to include a firing angle
that produces higher residual voltages.

5.8.4.4 Multiple impulse response

Between 60 and 70 per cent of all lightning ground flashes contain more than
one stroke. A typical flash will consist of three or four strikes with time inter-
vals between strokes of 20 to 200 ms. In addition, induced lightning surges on
transmission lines are known to produce a transient overvoltage with two peaks of
reverse polarity. A rapid series of transients may also occur during certain switching
transients.

Extensive laboratory tests have shown that the cumulative nature of multiple
impulses forms a significant part of the ZnO material degradation process, especially
the insulating walls of the ZnO elements [150, 151]. Such deterioration was related
to energy dissipation constraints. However, the V –I characteristic of the arrester is
not significantly affected by multiple impulses of low energy [152, 153].
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5.8.5 Equivalent circuit of ZnO material

5.8.5.1 Review

The main objective in an equivalent circuit is to be able to represent and to model the
ZnO surge arrester under different conditions of voltage, temperature and frequency.
Furthermore, equivalent circuit representations should be simplified as far as possible,
consistent with the arrester element characteristics, to facilitate their application. The
proliferation of different equivalent circuits has arisen in response to data progres-
sively acquired from new measurements. Unexpected behaviour and properties of the
ZnO element such as temperature dependence, time lag of current growth, polarisation
currents, frequency dependence and fast transient response characteristics have helped
to refine the characterisation of the material.

The simplest model is an R–C parallel circuit where R is defined to be highly
non-linear with increasing voltage; a similar non-linear behaviour, although of less
degree, is assigned to the capacitance. Such a circuit can be useful for engineering
modelling of arrester behaviour [82, 83]. However, as will be demonstrated in this
section, this simple equivalent circuit, even with non-linear elements, is ultimately
non-representative of the complete behaviour of the ZnO arrester. Experimental data
have shown that a more complex equivalent circuit is needed in order to take into
account the various parameters which affect the arrester characteristics.

Starting with the idealised microstructure of the block consisting of cubic conduct-
ing ZnO grains surrounded (coated) by a segregation layer (the intergranular layer)
which is responsible for the non-linear behaviour of the material [37, 39, 115], early
equivalent circuits consisted of a small resistance representing the ZnO grains in series
with an inductance and a parallel R–C circuit representing the voltage and frequency-
dependent resistance and capacitance of the intergranular layer (Figure 5.25a) [37].
The capacitance of ZnO grains is sufficiently small to be neglected at normal working
voltages [39, 114, 120]. The series inductance represents the inductance of the arrester
body and accounts for the response to steep currents [154]. A slightly different equiv-
alent circuit, which consists of a resistance Rg representing the ZnO grains in series
with two parallel R–C circuits, was suggested in Reference 37. One R–C circuit was
used to represent the intergranular material component and the other to account for the
interface between ZnO grains and the intergranular layer. Other circuits represented
the ZnO blocks by three parallel branches [155], a resistance R which is essentially
frequency independent and is given by the V –I characteristic, a capacitance C which
is weakly dependent on the applied voltage, temperature and frequency, and a resis-
tance Z which is nearly voltage independent but strongly dependent on frequency.
It is specified that at low voltages losses are determined by Z but at higher voltages
losses are governed by R. Other earlier proposed circuits [140, 141], accounting for
the measured polarisation currents proposed [55], consisted of:

(i) an inductance associated with the varistor body itself
(ii) a voltage and temperature-dependent resistance to represent losses due to

conduction
(iii) a voltage, temperature and frequency-dependent resistance to represent polar-

isation with losses
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(iv) a frequency and temperature-dependent capacitance also associated with
polarisation with losses

(v) a capacitance to account for polarisation without losses.

An equivalent circuit based on laboratory test data included the series grain resistance
and inductance and contains a three-branch parallel circuit [128]:

(i) a non-linear resistance which is a function of temperature
(ii) a voltage and temperature dependent capacitance which is also affected by the

rate of change of the voltage
(iii) a turn on element, which will account for the dynamic charge distribution at the

grain boundary; this is a function of voltage rate of rise of voltage and the time
constant t to reach the equilibrium of electrons and holes at the grain boundary.

Recent research on zinc oxide surge arresters has concentrated on the very fast
transient characterisation [156, 157], and two main equivalent circuits were pro-
posed. In addition to the above elements, these circuits include parallel branches
(Figures 5.25b and 5.25c) with inductances to account for the fast transient
measurement data.

5.8.5.2 Determination of the equivalent circuit main components

Low voltage tests and/or computation [158] can be used to estimate the parallel
capacitance Cig , and high current impulse data can be used to calculate the ZnO grain
Rg and intergranular layer Rig resistances. The voltage Vig across the intergranular
layer resistance is related to current by:

Vig

VB

=
(

I

IB

)β

(5.17)

where β = 1/α, VB and IB are the base values.
The intergranular layer resistance is:

Rig = Vig

I
= VB

IB

(
I

IB

)β−1

= RB

(
I

IB

)β−1

(5.18)

This yields the resistive voltage current behaviour for the arrester:

V = I (Rg + Rig) = I

(
Rg + RB

(
I

IB

)β−1
)

(5.19)

which gives

V = I (Rg + kIβ−1) (5.20)

with

k = RB

I
β−1
B

Such an expression is readily applicable [159] in computer packages such as Spice.
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5.9 Monitoring of ZnO surge arresters

Zinc oxide surge arresters are designed to last a useful lifetime of at least 20 to 30 years.
Over this period, the arrester is expected to absorb a large number of surges and limit
the voltage to a safe level, cope with the harsh environment and withstand temporary
overvoltages and system voltage fluctuations. Long term accelerated ageing tests,
which are conducted with elevated applied voltage and temperature, have indicated
that when the resistive component of current and the power consumption in a ZnO
surge arrester increases to more than twice the initial value, the arrester has degraded
to a stage equivalent to the end of its useful life. This criterion is used in many
condition monitoring techniques for surge arresters. Most of these techniques require
the measurement of applied voltage and leakage current through the surge arrester.

One technique to assess arrester health is to perform offline laboratory tests such
as DC or AC current injection to monitor [159] the changes in the arrester’s V –I

characteristic over a wide range of current (0.5 μA to 1 mA). This method, however,
is not cost effective as it requires outages and careful transport arrangements.

Other more cost-effective methods are based upon online monitoring which
involves leakage current analysis [160–162]. These techniques use harmonic analy-
sis of the total leakage current to obtain the third harmonic of the resistive current.
Subsequent scaling allows reconstruction of the resistive current level. Voltage mea-
surement in some of these techniques is based on a capacitive probe pick up. The
analysis compensates for voltage harmonic content as well as influence of adjacent
phases. Errors of more than 30 per cent were observed with these techniques, which
occur because at system voltages, the arrester leakage current is predominantly capac-
itive. The resistive component is generally less than five per cent of the total leakage
current. Considering this small ratio and the highly non-linear conduction in ZnO
material, accurate discrimination of the resistive component is not easy. Also, the
third harmonic is a small fraction of the resistive component which may impose
a demanding resolution limit for the transducers used in arrester leakage current
measurements. Furthermore, any harmonic contents in the voltage will give rise to
complex current waveshapes. In addition, most existing techniques for current dis-
crimination assume a constant linear capacitance behaviour of the ZnO surge arrester,
which is inconsistent with the measured non-linear ZnO capacitance.

The ZnO element may be represented by a parallel RC circuit, both R and C

being non-linear, and the current can be resolved into conduction and displacement
components. A conventional laboratory method of obtaining the two components of
current uses a constant loss-free high voltage capacitor to compensate for the capac-
itive current [17, 32, 55, 87, 120]. This compensation technique and/or the standard
Schering bridge method may be used to estimate the ZnO parameters. The additional
need in these methods for a high voltage capacitor may be avoided with the atten-
uator compensation technique [163, 164] or by means of special electronic circuits
[91, 165]. However, these methods do not allow for the ZnO capacitance being voltage
dependent. Another method with similar assumptions [24] uses Fourier analysis to
resolve the measured current into in-phase and quadrature components. For a detailed
description of leakage current measurement and diagnostic indicators of ZnO surge
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arresters, refer to BS EN 60099-5:1997 or its equivalent EN60099-5:1996 including
amendment A1:1999 [166].

Recently, a point-on-wave method [167], which requires voltage and current
traces, has identified variations during the voltage cycle not only in the equivalent
resistance of the sample, but also in its capacitance. The method is based on the
expression of the average power and assumes a single valued voltage conduction
current characteristic.

The total current for an RC parallel equivalent circuit is:

It (t) = Ic(t) + Ir (t) = C
dV (t)

dt
+ Ir (t) (5.21)

where Ic and Ir are the capacitive and resistive components of the total leakage
current It .

It was shown [167] that the instantaneous resistive current magnitude at two
instants t1 and t2 corresponding to the same level of voltage on the cycle can be
expressed as:

Ir (t1) = Ir (t2) =
(

1

2
(It (t1) + It (t2))

)
−
(

1

2
(It (t1) − It (t2))

)

×
(

dV (t1)/dt + dV (t2)/dt

dV (t1)/dt − dV (t2)/dt

)
(5.22)

This equation allows the calculation of the resistive current around the cycle for any
waveshape. If the voltage is sinusoidal with no harmonic content or with only odd
harmonics without phase shift, it can be shown that:

Ir (t1) = Ir (t2) = 1
2 (It (t1) + It (t2)) (5.23)

Figure 5.26 shows typical examples obtained with this discrimination technique on
a 15 kV surge arrester in the low and high conduction regimes. As can be seen, both
the resistive and capacitive components show non-linearities.

5.10 Standards and application guidelines

This section is a general summary of important aspects of the existing international
standards (IEC60099 and IEEE/ANSI C62.110).

5.10.1 Standard definitions of important parameters

The following standard definitions are used for both the testing and selection of zinc
oxide surge arresters.

5.10.1.1 Continuous operating voltage (Uc)

Uc is the maximum permissible value of a sinusoidal power frequency voltage which
may be continuously applied across the arrester terminals. The normal system voltage
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Figure 5.26 Discriminated leakage current components using the point-on-wave
technique

should not exceed this value. Some manufacturers use the terms maximum continuous
operating voltage (MCOV) and continuous operating voltage (COV), the former being
an upper limit for the arrester permissible continuous voltage.

5.10.1.2 Continuous current (Ic)

Ic is the continuous r.m.s. or peak magnitude current which flows through the arrester
when the continuous operating voltage, Uc is applied across its terminals.

5.10.1.3 Rated voltage (Ur)

Ur is the maximum permissible short duration r.m.s. value of power frequency volt-
age between the arrester terminals. In IEC60099-4:1991 [77], the rated voltage is
defined as the 10 s power frequency voltage used in the operating duty test involv-
ing high current and long duration impulses. However, it should be noted that some
national standards use a number of impulses at nominal current with superimposed
power frequency voltage in order to determine the rated voltage which may pro-
duce different values from those recommended by IEC. The standards bodies are
now considering these discrepancies. Table 5.3 reproduces the recommended rated
voltages [77].

5.10.1.4 Discharge current

The discharge current is used to describe the impulse current which flows through
the arrester under test.
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Table 5.3 Recommended values for ZnO
surge arrester rated voltages [77]

Range of rated voltage Steps of rated voltage
(kV r.m.s.) (kV r.m.s.)

<3 under consideration
3–30 1
30–54 3
54–96 6
96–288 12

288–396 18
396–756 24

5.10.1.5 Switching current impulse

The switching current impulse is the peak magnitude of discharge current having a
recommended standard impulse shape, a virtual front time greater than 30 μs but less
than 100 μs and a virtual time to half value on the tail of roughly twice the virtual
front time.

5.10.1.6 Nominal discharge current (In)

In is the peak magnitude of a standard lightning current impulse (8/20) that an arrester
is rated for and used for its classification. It is considered as the main parameter for
determining the protective characteristic and the energy absorption capability of an
arrester.

5.10.1.7 High current impulse

The high current impulse is the peak magnitude of discharge current having a 4/10
impulse shape which is used to test the stability of an arrester if subjected to direct
lightning strokes.

5.10.1.8 Residual voltage (Ures)

Ures is the peak value of the impulse voltage that appears between the terminals of
an arrester during the flow of discharge current. Some countries still use the term
discharge voltage to describe the residual voltage.

5.10.2 Classification of ZnO surge arresters

5.10.2.1 Line discharge class

ZnO surge arresters with 10 kA and 20 kA nominal discharge currents are given
a standard class number (1 to 5) according to their energy absorption capability.
Table 5.4 gives the specified classes of IEC99-4:1991 [77].
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Table 5.4 ZnO surge arrester classes as defined by
IEC60099-4:1991 [77] using the line discharge test

Arrester Line Surge impedance Virtual Charging
classification discharge of the line (�) duration voltage

class of peak (μs) (kV DC)

10 000 A 1 4.9 Ur 2000 3.2 Ur

10 000 A 2 2.4 Ur 2000 3.2 Ur

10 000 A 3 1.3 Ur 2400 2.8 Ur

20 000 A 4 0.8 Ur 2800 2.6 Ur

20 000 A 5 0.5 Ur 3200 2.4 Ur

Table 5.5 Peak currents for switching impulse
residual voltage tests [77]

Arrester classification Peak currents (A)

20 000 A, line discharge 500 and 2000
classes 4 and 5

10 000 A, line discharge 250 and 1000
class 3

10 000 A, line discharge 125 and 500
classes 1 and 2

5.10.2.2 Pressure relief class

The pressure relief class is determined by the capability of an arrester to withstand
internal fault currents without violent shattering of the housing; this is particularly
applicable to porcelain housed surge arresters.

5.10.3 Other important arrester characteristics

5.10.3.1 Protective characteristic and protective levels of an arrester

The protective characteristic of an arrester includes three main protective levels:

(i) Slow front overvoltages (switching impulse protective level): the maximum
residual voltage at the specified switching impulse current. Table 5.5 repro-
duces the standard recommended peak magnitudes for the switching currents
to determine the switching impulse protective level.

(ii) Fast front overvoltages (lightning impulse current, 8/20, protective level): the
maximum residual voltage at nominal discharge current.

(iii) Very fast transients (steep current protective level): the residual voltage for steep
currents whose front times are between 0.9 and 1 μs and tail times no longer



238 Advances in high voltage engineering

than 20 μs. A reliable measurement procedure for the precise determination of
the residual voltage under steep current is under consideration. The technique
should take into account inductive effect errors as described in section 5.7.2.

5.10.3.2 Power frequency withstand voltage versus time characteristic of an
arrester

Corresponds to the maximum duration for which the arrester can withstand a given
level of continuous power frequency voltage without sustaining any damage or
thermal instability. This characteristic is usually above the temporary overvoltage
characteristic.

5.10.3.3 Pollution withstand characteristics

The pollution performance of an arrester housing is determined according to relevant
IEC507:1991 [168] and IEC815:1986 [169] standards. In addition, the arrester has
to withstand temperature gradients and internal partial discharges which may appear
on the arrester column due to surface pollution. An extensive review of pollution
characteristics of zinc oxide surge arresters is given in Reference 170.

5.10.4 Standard tests

The current standards specify the following tests (for a detailed description of these
tests, refer to IEC 99-4:1991 [77]):

(i) type or design tests, which are made on a new arrester design to establish its
performance and compliance with the relevant standard; these tests will be
required on subsequent arresters with a similar design

(ii) routine tests are made on each arrester to ensure that the product meets the
design specifications

(iii) acceptance tests, which are agreed between the manufacturer and the
purchaser.

In the operating duty cycle, correct selection of the test sample depends on the correct
selection of the reference voltage and current. The reference current, Iref , of an
arrester is defined as the peak value of the resistive component of the total current
flowing through the arrester. The reference current ranges between 0.05 mA and
1.0 mA per square centimeter of disc area for single column arresters. The voltage
obtained at the reference current is defined as the reference voltage, Uref .

5.10.5 Recommended arrester identification

IEC60099-5:1999 recommends that ‘…metal oxide surge arresters shall be iden-
tified by the following minimum information which shall appear on a nameplate
permanently attached to the arrester:

• continuous operating voltage
• rated voltage
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• rated frequency, if other than one of the standard frequencies
• nominal discharge current
• pressure relief rated current in kA r.m.s. (for arresters fitted with pressure relief

devices)
• the manufacturer’s name or trade mark, type and identification of the complete

arrester
• identification of the assembling position of the unit (for multiunit arresters only)
• the year of the manufacture
• serial number (at least for arresters with rated voltage above 60 kV).

5.11 Selection of gapless metal oxide surge arresters

Figure 5.27 reproduces the procedure of arrester selection specified by the standards
[166]. During the selection process of a metal oxide surge arrester for a particular
application, the following arrester parameters need to be determined: the continuous
operating voltage, the rated voltage, the nominal discharge current and the protective
characteristic, the line discharge class, the pressure relief class, the pollution withstand
and live washing capabilities and the mechanical properties [166]. The following are
particularly important.

(i) Continuous operating voltage Uc: must be higher than the maximum attainable
power frequency system voltage including any harmonic content. It is proposed
to use a safety factor of 1.05 to account for harmonic content. The continuous
operating voltage level to be used depends on the system earthing and the earth
fault clearing arrangements.

(ii) Rated voltage: is determined from the temporary overvoltage levels where
the arrester is to be installed. The power frequency voltage characteristic of
the arrester should be higher than the temporary overvoltage characteristic
of the system. The standards recommend considering temporary overvoltages
due to earth fault overvoltages, load rejections, resonance effects and Ferranti
effect. Table 5.6 reports current rating for the whole range of standard rated
voltages.

(iii) Nominal discharge current: is normally selected according to the lightning
discharge current through the arrester. Table 5.7 summarises the recommended
values of arrester nominal discharge current for the range of voltages in use in
power systems.

(iv) Energy absorption capability: zinc oxide surge arresters must be able to
absorb the energy due to a variety of transient overvoltages arising from clos-
ing or reclosing long lines; disconnection of capacitor banks or cables with
restriking circuit breakers; and lightning. Formulae for the calculation of the
energy absorbed by the arrester for the different overvoltages are given in
Reference 166.

(v) Coordination of ZnO arresters: ZnO surge arresters are now used as the pri-
mary overvoltage protection of power systems equipment such as transformers.
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Table 5.6 Arrester classification and rated voltages [166]

Standard nominal discharge current

20 000 A 10 000 A 5000 A 2500 A 1500 A

rated 360 < Ur ≤ 756 3 ≤ Ur ≤ 360 Ur ≤ 132 Ur ≤ 36 this low
voltage Ur voltage range
(kV r.m.s.) is now under

consideration

Table 5.7 Practical examples of arrester ratings (extracted
from [166])

System voltage level Recommended nominal
discharge current (kA)

up to 72 kV: short lines (less than 5 km) 5
up to 72 kV: low flash density and effectively 5

shielded lines
up to 72 kV: high flash density and earth 10

resistance
above 72 kV and up to 245 kV 10
above 245 kV and up to 420 kV 10
above 420 kV 20

The transformer bushings are normally protected by air gaps which need to
be coordinated with the surge arrester. At distribution voltages, some of the
arresters may be in vulnerable positions which requires careful examination
of the gap/arrester assembly. It has been shown that the gap distance may be
adjusted to act as a relief device for the arrester when an unexpectedly high
magnitude surge hits the system [171].

(vi) Multicolumn surge arresters: the energy dissipation capability of ZnO surge
arresters depends on their surface area; larger ZnO blocks are required for
larger amounts of energy. However, there is a block size limit that can be
manufactured economically with a guaranteed good homogeneity and uniform
current distribution. For this reason, multicolumn surge arresters are preferred.
Usually, the matching of the parallel columns is a difficult aspect of the arrester
construction since a good balance of the current sharing must be achieved. The
normal practice is to match the voltage–current characteristics of individual
columns at two points; usually at 1 mA and at the nominal discharge current.
Matching at other points is not certain and the characteristics can be up to
six per cent different for matched columns [172]. Such imbalance could lead
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to premature failure following service degradation, which can be caused by
leakage current, pollution and other weather effects, solar radiation and ambient
temperature differences.

5.12 Location and protective distance of surge arresters

The selection process described in the previous section allows specifying the best
choice of a ZnO surge arrester to protect against prospective overvoltages at a given
site/location. However, the surge arrester will offer the optimised protection level
only if it is installed directly across the terminals of the equipment to be protected.
Unfortunately, in practice, it is not always possible to locate the arrester close to the
equipment, and an inevitable separation distance will be required. Protection against
switching overvoltages is normally guaranteed for most applications since travelling
wave effects can be neglected on short distances, and the switching protective level of
the arrester will appear across the equipment terminals. For fast transient overvoltages,
however, conductor inductance and travelling wave effects can cause significant
voltage differences between the arrester and the equipment. The following three main
approaches were adopted to predict the effectiveness of a surge arrester protection at
a given location.

5.12.1 Effect of distance on protective level

When a surge arrester of total length a (including its leads) is located a distance d away
from the protected equipment, estimation of the voltage level, Vequ, at the equipment
for a given overvoltage steepness S and a propagation speed u can be achieved using
the following simplified expression:

Vequ = Va + 2 × (d + a) × S

u
(5.24)

where Va is the residual voltage of the surge arrester, and d is the distance between
the arrester and the equipment including the lengths of connection leads.

Equation (5.24) indicates that the voltage level at the equipment will increase
with separation distance and steepness of the incoming surge. This method, however,
should be used with some caution since it does not take into account the character-
istics of the equipment to be protected, e.g. equivalent capacitance in the case of
transformers or shunt reactors. Computer simulations of such systems indicate that
this simplified approach exaggerates the increase in protective level (Figure 5.28).

5.12.2 Calculation of separation distance

IEEE Standard C62.22-19:1991 [173] recommends a calculation procedure of the
maximum allowable separation distance d between the equipment to be protected
and the surge arrester connection point for which an adequate overvoltage protection
would still be provided. The following empirical equation was derived from extensive
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EMTP simulations of single transformer substations with system voltages ranging
from 69 kV to 765 kV:

d ≤
(

0.1155 uVres

S

)(
0.957 VBIL − Vres

2.92 Vres − 0.957 VBIL

)
(5.25)

where VBIL is the basic lightning impulse insulation level (BIL) of the trans-
former (kV), u is the surge velocity (m/μs), Vres = Va + La dI/dt is the residual
voltage across the arresters and its leads (kV) and S is the steepness of the incom-
ing surge at the surge arrester connection point (kV/μs). La is the inductance of the
arrester branch of length a.

5.12.3 Calculation of arrester protective zones

IEC 99-5:1996 [166] recommends the technique proposed in IEC 71-2:1996 [174]
for estimating the coordination lightning impulse withstand voltage, and proposes the
calculation of the protective zone, Lp = d + a, of the arrester using:

d = N

A

[(
VBIL

1.15
− Va

)]
(Lsp − Lf ) − a (5.26)

where N is the number of lines connected to the substation (usually N = 1 or 2), A is
a factor describing the lightning performance of the overhead line connected to the
substation (see Table 5.8 reproduced from Reference 174), VBIL is the rated lightning
impulse withstand voltage, Va is the lightning impulse level protection level of the
surge arrester, Lsp is the span length on the incoming overhead line and Lf is the
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Table 5.8 Factor A for various overhead lines [166, 174]

Type of line Factor A (kV)

distribution lines (phase-to-phase flashovers)
• with earthed cross-arms (flashover to earth at low voltage) 900
• wood–pole lines (flashover to earth at high voltage) 2 700

transmission lines (single-phase flashover to earth)
• single conductor 4 500
• double conductor bundle 7 000
• four conductor bundle 11 000
• six and eight conductor bundle 17 000

length of the overhead line section with outage rate equal to acceptable failure rate.
For more details on these factors see Reference 166.

5.13 Note

1 The author thanks the International Electrotechnical Commission (IEC) for
permission to reproduce: Figure 5.166 from its International Standard IEC 60099-5
Edition 1.1 2000-03 Surge arresters – Part 5: Selection and application recommenda-
tions. All such extracts are copyright of IEC, Geneva, Switzerland. All rights reserved.
Further information on the IEC is available from www.iec.ch. IEC has no responsi-
bility for the placement and context in which the extracts and contents are reproduced
by the author; nor is IEC in any way responsible for the other content or accuracy
therein.
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Chapter 6

Insulators for outdoor applications

D.A. Swift

6.1 Introduction

The product developments that have taken place since John Looms published, in
1988, his excellent book [1] that covered much of this subject have mainly concerned
polymeric materials – especially silicone rubber. Although the principal modifications
made to porcelain and glass insulators over this period are those required for high
voltage DC applications, much more has – nonetheless – been learned about the
performance of such insulators under AC energisation. The discussed proposals of
some years ago for ultra high voltage transmission systems resulted in the production
of very high mechanical strength insulators of the cap and pin design. However, as
such proposals generally failed to come to fruition, at least one insulator manufacturer
now has a product that is ready, should a market become available in the future.

The design, the specification for a certain usage and the dimensioning of the
insulator for that usage in an outdoor environment are usually dominated by the need
to take account of wetted pollution on its surface. Often, the consequential problem
is that of flashover across this polluted surface when the leakage current exceeds a
certain value. However, some potentially dangerous defects in the structure of such
insulators have been known to occur at values of leakage current well below that
of the critical flashover limit. The associated mechanisms are quite involved and,
although studied in some detail already, are still not fully understood.

Essentially, the troublesome pollution comes in two forms. The soluble compo-
nents – e.g. salts from the sea and industrial gases that result in weak acids being
formed – produce an electrolyte when dissolved in water. This water is provided by
condensation from humid air, fog, mist and drizzle. Rain is usually helpful, but not
always so – especially when heavy. Generally, it washes the pollution off the surface
before it reaches the troublesome magnitude. The exceptions to this general situation
have needed certain insulator profiles to be used – or palliatives to be adopted – to
minimise the probability of flashover under such heavy wetting conditions.
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Paradoxically, insulators in some desert regions are severely affected. This occurs
because the sand can contain a very high concentration of salt. For example, in parts of
Tunisia chemical analyses have widely confirmed the aggressiveness of desert sand
because it may contain up to 18 per cent of salt (Znaidi, private communication).
Presumably such situations arise because, at some time in the past, such land was
below sea level.

A further point worthy of general mention is pollution flashover caused by snow
and ice. Here, the main problem lies with the difficulty in standardising an artificial
pollution test. As the salt fog test [1] took many years to be accepted internationally,
it can be reasoned that only young people have sufficient time available in their
working lifetime to attempt such an enterprise if they wish to reap benefit – in personal
recognition – of their research efforts!

Before proceeding to explain the specific details of leakage current, it is useful
to mention the state of the polluted surface from the point of view of its propensity
to become wetted. The usually used terms are hydrophilic – i.e. surface readily wets
so that a film of water is produced – and hydrophobic – i.e. water resides as discrete
beads. This difference is due to the magnitude of the free surface energy; the lower
value being for the hydrophobic case.

Many thousands of scientific papers, covering both practical and theoretical
issues, have been published on this subject. The rate of publication continues to
increase as the years go by. At the International Symposium on High Voltage Engi-
neering, which is a biennial event, at least ten percent of the papers – often being at
least five hundred in total – cover this subject. One wonders why is this so? The reason
is related to the strategic importance of power transmission to the wellbeing of all
industrial nations and the complex issues involved in trying to explain the flashover
and some longer lasting failure processes of the insulating components of this system.
A major review of polluted insulators, fairly recently published as a brochure [2] by
the International Conference on Large High Voltage Electric Systems (CIGRE, which
is the acronym of the French version of this title) has been prepared by a taskforce
of 15 experts from 12 countries. This CIGRE publication comprises 185 pages that
summarise research published in 382 references. The same international committee is
currently working on a companion brochure dealing with guidelines for the selection
and dimensioning of insulators for use in polluted environments [3] – hopefully, to be
published in early 2005. Their research findings are currently being used by the Inter-
national Electrotechnical Commission (IEC) to revise an old document concerning
polluted insulators [4] – probably not to be completed until at least 2006. Although
these new CIGRE and IEC documents deal essentially with the same subject, the aim
of the IEC publication is to achieve a more rule of thumb approach than that being
adopted by CIGRE.

6.2 Role of insulators

Insulators for an overhead power line (OHL), in many substation applications and
on the overhead electrification systems of railways, must, primarily, support the
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conductors. Also important, as already mentioned, is the need to avoid frequent
flashover events from occurring.

Although the total mechanical failure of such an insulator is, fortunately, a rare
event, its occurrence may be very serious. For example, should a vertical insulator
of an OHL (often referred to as a suspension unit) break, then its conductor could
be supported by the insulators of the neighbouring support structures (often called
towers) at either side. Then, it is possible that this conductor could be reenergised but
with little ground clearance!

The consequences of a flashover vary from being annoying to being very costly.
For example, the damage resulting from the external flashover of the insulating
housing of a high power circuit breaker during a synchronising operation, when
the voltage across the polluted surface can increase to twice the normal value, could
be extremely large.

6.3 Material properties

Table 6.1 provides a summary of the directly relevant properties – in a generic way – of
the mechanical properties of materials that are currently in use for outdoor insulators.
These values will be referred to later as various aspects of designs and problems are
discussed.

Because silicone rubber now seems to be preferred for insulators that are employed
in highly polluted environments, their properties with respect to hydrophobicity war-
rant a special mention. High temperature vulcanised (HTV) silicone rubber, which is
now the usual variant of this polymer for constructing insulators, is commonly com-
posed of polydimethysiloxane and alumina trihydrate (ATH) filler. This filler adsorbs
the heat from electrical discharges and thereby prevents surface tracking from taking
place. Many researchers think that the hydrophobicity of silicone rubber insulators is
due to the low molecular weight (LMW) silicone chains, comprising methyl groups
attached to silicone atoms, that have diffused to the surface. Upon breaking this
attachment (e.g. by electrical discharges), the hydrophobicity of this surface is lost
until it becomes recovered by a new lot of LMW. As ATH affects the mobility of this
oil-like substance, it plays an important part in the recovery rate of hydrophobicity.

Table 6.1 Mechanical properties of the dielectric components of high
voltage insulators [2]

Units Porcelain Glass Polymer* RBGF**

Tensile strength MPa 30–100 100–120 20–35 1300–1600
Compressive strength MPa 240–820 210–300 80–170 700–750

* silicone and carbon based
** resin-bonded glass fibre used for the core of a polymeric insulator
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That is, the different formulations used by the various manufacturers may result in
different recovery rates. When the silicone rubber surface becomes polluted, it is
variously thought that, in time, these LMWs cover the pollutants by a process due to
evaporation or diffusion, or are related to the capillary effect (i.e. surface tension).
Therefore, the size and shape of the solid particles (e.g. spherical, flakes) may well
affect the rate of this transfer. Another complicating factor is that LMWs come in two
forms: one linear, the other cyclic. The former seems to be more effective in covering
the pollutants. Obviously, the available quantity of LMW is important. In newly pro-
duced HTV silicone rubber, it is about three per cent by mass. Therefore, a pessimistic
assessment is that the rate and the amount of LMW diffusion from the bulk to the
surface of the silicone rubber, and hence onto the pollutants, decreases as the material
ages under service stress and weathering. However, there is a well supported postulate
that the quantity of LMWs is maintained because the bulk material tries to achieve
thermodynamic equilibrium. That is, silicone rubber is a dynamic material and so the
effects of ageing have to be assessed from this viewpoint. A silicone rubber coating is
gaining increasing use as a way of enhancing the pollution flashover performance of
porcelain insulators. Typically, such coating materials are made from room tempera-
ture vulcanised (RTV) silicone rubber. In its newly produced state, the LMW content
is about five per cent by mass, but it is of the cyclic form.

Some comments concerning the resin-bonded glass fibres (RBGF) used in the
core of a polymeric insulator are also necessary. Although this structure has enor-
mous tensile strength when compared with that of glass and porcelain (Table 6.1)
a somewhat disturbing type of failure – usually called brittle fracture – has occurred
in a few cases. This defect appears as a very sharp break in the cross-section of the
rod as though it had been sliced with a knife. An elegant explanation [5], which still
remains to be proved, involves the replacement of the aluminium and calcium ions in
the glass with hydrogen ions from an acid. Various acids have been suggested includ-
ing oxalic acid – resulting from electrical discharges within the structure that produce
reactive oxygen and oxides of nitrogen that combine with polymer carbon. In this ion
exchange reaction, the proton is smaller than the replaced metal ion thereby inducing
a tensile stress in the surface of the glass that causes spontaneous cracking. Such
fractures have been shown to happen readily on non-coated fibres of standard E-type
glass. Although numerous attempts have been made in the laboratory to produce this
type of failure using commercially produced RBGF rod and realistic acid concentra-
tions, none is known to have succeeded. Therefore, it is tempting to conclude that
there is no problem until the glass in the fibre is stripped of its coating of epoxy resin.
Perhaps a weakness has been built into a few insulators during the manufacturing
stage. A French/Swiss research team has fairly recently proposed [6] that incorrect
curing of the resin may cause such a weakness.

6.4 Examples of design

In general terms, the various shapes of insulators can be divided into two groups:
discs and cylinders. Of the former, the cap and pin designs for OHL constructions are
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the most numerous. The latter group embraces such designs as longrods, of both the
porcelain and the polymeric types, posts and barrels.

6.4.1 Cap and pin insulators

For areas in which there is little pollution the standard profile, Figure 6.1a, is adequate.
When, however, pollution is a major problem then two measures are adopted. Either
the leakage path length is increased – by having substantially deeper ribs – as shown
in the anti-fog profile of Figure 6.1b, or the surface is made very smooth to minimise
the catch and retention of pollutants – as illustrated in Figure 6.1c by the aerodynamic

pin

a

b

c

cap

shellmortar

Figure 6.1 Typical examples of the profile of a cap and pin insulator
a standard design
b anti-fog design
c aerodynamic design



262 Advances in high voltage engineering

profile. Often, the anti-fog design is used in coastal and heavy industrial regions and
the aerodynamic design is employed in deserts.

The advantage, from the mechanical viewpoint, of the cap and pin design is that
it employs the insulating material – glass or porcelain – in its compressive mode,
because these materials are very strong (see Table 6.1) under this type of mechanical
stress. This desirable arrangement to support the axial load is obtained by the con-
ical shape of the part of the steel pin embedded within the mortar that fixes it to a
wraparound cast iron cap.

The seemingly obvious shortcoming of the cap and pin insulator is the large
amount of metal – mainly the caps – that occupies the axial length of a string of such
units. However, there are two compensating aspects. One is the substantial amount of
leakage path length of ceramic that can be obtained per unit axial length, and the other
is associated with the small radial dimension of this insulating section around the pin
cavity – which can account for an appreciable amount of the surface resistance. Also,
having some metal in the path of a propagating arc root can be beneficial due to its
ability to arrest such movement [7].

6.4.1.1 Some problems

From time to time, defective insulators have been found on operational lines that have
necessitated changes in design. In other cases, such defects suggest that quality control
in manufacturing may need to be improved. Sometimes insulators are in service for
many years before faults reveal themselves – thereby making the reasoned cause very
difficult to prove. These problems have puzzling features, which have stimulated
much research, but aspects still warrant further study.

6.4.1.2 Glass shattering under DC energisation

When insulator designs that have low failure rates on AC lines were installed on DC
lines, the shattering of the glass shell occurred much more frequently than was antic-
ipated. An obvious difference between AC and DC energisation is the unidirectional
flow of ion current in the latter. For soda-lime glass, ionic conductivity depends mainly
on temperature, but it is also a function of the amount and the type of the alkali that
is present in the silica network. Further, impurity inclusions can cause electric stress
enhancement in the glass – as they often do in other dielectrics – thereby leading to a
concentration of the ions. Although various mechanisms, based on these phenomena,
have been proposed for causing this high shatter rate under DC enegisation, none has
been universally accepted. However, the technological remedial approach that has
been shown to be highly successful is to improve the quality of both the raw material
and the manufacturing process. Such improvements have achieved a high resistivity
toughened glass [8]; such comparative resistivity values are shown as a function of
temperature in Figure 6.2.

An aspect that is worthy of a brief mention is that of thermal runaway. It is readily
apparent from Figure 6.2 that glass is more conducting as its temperature increases.
Therefore, if this temperature increase is caused by ionic conduction, a positive
feedback situation arises – resulting in a continuously increasing ionic current for a
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Figure 6.2 Resistivity–temperature relationship for glass insulators developed for
AC and DC lines [8]

constant electric field. Laboratory experiments have shown that this can occur with
a somewhat simple unit – constructed from impure glass. When, however, such an
insulator is in a string the situation may be different. If the other insulators are of
very high resistivity glass, these units control the current. That is, the electric field
within the more conducting glass is not constant but decreases as the glass becomes
hotter – thereby resulting in a negative feedback condition. Obviously, if all the
units in the string were identical and of impure glass, then positive feedback would
result. Although it is not very likely that all such units would be identical they could,
nevertheless, be near enough for this latter situation to arise in some cases. This may
be the explanation of the glass shattering on the AC-type cap and pin insulators when
they were energised on the DC lines.

6.4.1.3 Corrosion under DC energisation

Electrolytic corrosion of insulators on DC lines is a well researched problem [9].
The positive electrode dissolves gradually into the electrolyte, produced by wetted
pollution, due to the flow of leakage current. For ferrous material, such corrosion
occurs through the following ionising reaction:

Fe → Fe2+ + 2e− (6.1)

The loss of weight W(z) of the positive electrode due to a flow of current I (z) for
duration T was found to follow approximately Faraday’s Law:

W(z) = I (z)TZ (6.2)

where Z is the electrochemical equivalent (i.e. the mass of ion taken into the solution
by a current of one ampere flowing for one second).
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zinc collar
zinc collar

a b

Figure 6.3 Use of sacrificial zinc to protect the metal parts of cap and pin insulators
for DC applications

a on the pin
b on the cap

From data reported for DC lines in Japan, the annual quantity of charge (i.e. I (z)T )
involved in such a process has been estimated as 200–300 C for inland regions and
500 C for coastal ones. For a very severe region in New Zealand, the corresponding
value was 1500–3000 C.

From the practical viewpoint, the pin is the component that suffers the most.
When its metal is substantially reduced, the insulator string can no longer support the
conductor.

The method successfully developed to provide protection of the steel pin – in
addition to normal galvanising – was to use a zinc sleeve as a sacrificial electrode [9].
This sleeve is fused around the pin in the position shown in Figure 6.3a. A corres-
ponding method of protecting the cap [8] – by bonding a pure zinc collar around its
rim – is shown in Figure 6.3b.

6.4.1.4 Radial cracks in porcelain under AC energisation

During the refurbishment of some UK lines, a considerable number of 400 kV
suspension insulators were found to be defective [10]. In one of the two major
problems, radial cracks had developed in the part of the shell external to the head
region. Most of these faulty units were at the high voltage end of the string. Subsequent
investigations showed that the corrosion of the part of the pin embedded within the
mortar – for about 10 mm in from the air surface, see Figure 6.4 – was the cause
[11]. The corrosion products resulted in an increase in the radial dimension of the
pin, thereby causing a tensile hoop stress to develop in the porcelain. Interestingly,
the corrosion of the pin external to the mortar was much less than that found for
DC insulators.

An assessment of an infra-red method for detecting such radial cracks in situ [12]
showed that – under humid conditions – the caps of sound units at the high voltage
end of the string were a few degrees warmer than the caps of the defective insulators.
Follow-up research revealed that adjacent dry band discharges produced this heating
and that similar discharges occurred around the pin cavity. By simulating this latter
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Corroded surface

Figure 6.4 Corroded pin (with some mortar removed)

condition in the laboratory, using a construction in which the pin surface was covered
with a collection of electrodes, the current distribution was found to be that shown in
Figure 6.5 [unpublished findings of the author].

The comparison of Figures 6.4 and 6.5 strongly suggests that the leakage current
flow through the mortar causes, first, corrosion of the galvanised layer and then of the
underlying steel. Findings from complementary metallurgical experiments support
this conclusion. However, many aspects of this problem remain to be explained
properly – including the part played by the stray capacitance current [13] in causing
the concentration of the cracked units at the high voltage end of the string.

As zinc corrodes less quickly than does steel, the design of the replacement
insulator includes a collar – which is similar to that shown in Figure 6.3a for the
DC case.

6.4.1.5 Head cracks in porcelain under AC energisation

In contrast to the radial cracks, the second major problem noted on some of the UK
lines involved cracks that were hidden beneath the cap. For complete insulators, such
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Figure 6.5 Diagrammatic representation of a pin fitted with electrodes, and the
corresponding current distribution for a dry-band discharge terminating
on the mortar surface adjacent to the porcelain

cracks can only be detected electrically. In the worst case, one third of the units at the
high voltage end of the suspension string were defective.

Upon removing the caps, typical examples of the cracks and the puncture path
through the porcelain were found to be those shown in Figure 6.6. From breaking open
a substantial number of supposedly sound units, a few partially completed puncture
paths were found. These varied from being very short to being ones that had nearly
developed through the complete thickness of the porcelain.

The findings of subsequent research [14] indicate that incipient defects, that were
built into the porcelain at the manufacturing stage, can extend in length under an
appreciable voltage while in service. The occurrence of such an excess voltage at the
high voltage end of the string is most likely to happen as polluted insulator surfaces
start to become moistened – when, for example, RH > 70 per cent. Prior to this stage,
the electrostatic voltage distribution along the string applies and so – because of stray
capacitance – the voltage drop, �V , across the high voltage end units is appreciably
greater – e.g. by factor 2 – than that across the units in the middle of the string.
For a resistance R(u) of the surface of a unit, the power dissipated in that surface



Insulators for outdoor applications 267

a

b

puncture path 

Figure 6.6 Cracks and puncture path in the head of the porcelain shell

a view of top of the head
b view of the face of the cracked porcelain

is �V 2/R(u). Therefore, if all the units in the string have the same value of R(u) at
the start of this transition from the electrostatic to the resistive voltage distribution,
the power available to effect counteracting drying is greatest for the high voltage end
units. As a consequence, the value of R(u) for the high voltage end insulators becomes
larger than that of the others in the string and so the resistive voltage distribution
readjusts to enhance the value of �V across these units. Sometimes the increase in
�V 2 is substantial and so positive feedback applies for a while. By this process, the
value of �V across a high voltage end unit continues to increase until it becomes
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a large portion of the total voltage across the string. However, this situation may only
be short lived because moistening often becomes sufficiently large to swamp this
differential drying process.

Generally, head cracks are more disruptive than radial ones. Should an insulator
string become so severely polluted that a flashover occurs, the flow of such a large
current through a crack in the head of the porcelain shell will cause a very large rise
in pressure. Then the cap usually splits. Occasionally it does not; instead, the whole
contents of the insulator are ejected like shot from a canon. In this situation, it seems
very likely that the current path was essentially along the axis of the insulator. In both
cases, the insulator string breaks. In contrast, an arc within a radial crack in the shell
outside the cap can very rapidly escape into free air.

It would thus seem wise that, from time to time, sample units – especially those
from the high voltage end of the string – should be removed and subjected to a high
voltage test, particularly for those lines in highly polluted areas.

6.4.2 Longrods

The obvious way to minimise the quantity of metal along the axial length of the
insulator is seen in Figure 6.7 for the longrod design. For the porcelain version, there
is the additional advantage that any corrosion products will subject this material to a
compressive stress – which it is well able to withstand (see Table 6.1). Of course, the
rod section of this design has to carry a tensile load and these diagrams clearly show
the advantage of the glass fibre version (again, see Table 6.1) in that the polymeric
insulator is much slimmer – and hence much lighter – than the porcelain one.

Both versions of this design can have alternate long and short sheds. Although
the leakage path length is obviously less than that of corresponding designs having
all sheds as large as possible, it is an optimum arrangement to achieve the benefit of
increasing the spacing between the longer sheds. This larger axial spacing is useful
when a substantial amount of wetting occurs – e.g. heavy rain, live washing – because
the run-off stream of water has a chance to break up before contact is made with the
surface below.

6.4.3 Posts

The multiple cone version of this insulator, Figure 6.8a, is worthy of a brief mention
because again it shows an important difference between a glass and a porcelain
construction. In some cases, such porcelain posts have developed radial cracks
(Figure 6.8b), which drastically reduce the path length of the leakage current and
thereby the pollution flashover strength (Figure 6.8c). The reduced amount is approx-
imately equal to the proportion of the post so affected (Figure 6.8d) – as seen by the
close correlation between the experimental and theoretical curves (unpublished work
of the author). These cracks are probably caused by the volume growth of the mortar
that bonds these cones together. Such mortar growth is known to cause radial cracks
to develop in the porcelain shells of some cap and pin insulators [15]. The correspond-
ing shattering of glass cones does not seem to occur. This may be due to the much
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RBGF rod

polymeric
weathershedporcelain

Figure 6.7 Examples of longrods

a ceramic version (based on [2])
b polymeric version (courtesy of Sediver’s ‘Mechanical application

guide for composite line post insulators’, 1991)

greater tensile strength of toughened glass to that of porcelain. Another difference
is that Portland cement is used for the porcelain version whereas Fondu cement is
employed for glass ones.

It is worthy of note, that much of this failure phenomenon with the porcelain-type
of multiple post is similar to the radial cracking in porcelain cap and pin insulators.

As a consequence of the cracking of these porcelain cones, the solid core porce-
lain post was developed. As per the longrod line insulator, this design avoids putting
porcelain into a tensile mode should there be any metal corrosion, or cement,
growth.

A design of a polymeric post is shown in Figure 6.9 [16]. The general arrangement
is depicted in Figure 6.9a, and the ability to include a fibre optic link [1] within such
a construction is illustrated in Figure 6.9b.

A particular advantage of having a RBGC core lies both with its high mechanical
strength and its flexibility. Both of these features enable such posts to withstand
more readily than their porcelain equivalent the short circuit forces that occur under
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Figure 6.8 Multiple cone post
a general construction
b typical example of a radial crack in a porcelain cone
c probable conducting path across the face of the crack
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high current fault conditions and the violent vibrations that happen under seismic
activity.

6.4.4 Barrels

Such hollow insulators have a number of important applications; e.g. weather housing
of bushings, surge arrester enclosures, circuit breaker interrupter heads, cable sealing
ends. Sometimes they are pressurised to greater than 50 kPa gauge. The various
standards relating to porcelain, annealed glass and toughened glass – for use with
voltages greater than 1000 V – have, in recent years, been incorporated into a single
document: that is, IEC 62155.

The design that is now attracting much interest is the polymeric unit, especially
ones having silicone rubber sheds bonded onto a glass fibre tube – for example,
see Figure 6.10. Special features are that such hollow insulators can be made into
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silicone rubber
or EPDM sheds
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LC

Figure 6.9 Example of a polymeric post
a general arrangement
b inclusion of a light link

long lengths with large diameters. Also, such insulators have an excellent pollution
flashover performance.

The resin bonded glass fibre tube is constructed on a mandrel, as per standard
practice. In one design of bushing manufacture [16] the silicone rubber sheds are
applied to this tube. The end fittings are attached while the silicone rubber is still
pliable and this complete assembly is then vulcanised in an autoclave. Final machining
is carried out when this assembly has cooled down. Such hollow core insulators can
currently be constructed with a maximum internal diameter of 600 mm and an overall
maximum length of 6 m. The significance of this additional size over that of the
corresponding porcelain insulator will be discussed briefly later with regard to circuit
breaker interrupter heads (section 6.6.3).

6.5 Flashover mechanisms

Relative to the breakdown of the corresponding length of an unbounded air gap, the
flashover of a polluted insulator is usually a slow process that takes place at a fairly
low value of average electric field.

6.5.1 Surface wettability

A good measure of the wetting of an insulating material is the contact angle, θ , of a
sessile water drop residing on its surface (Figure 6.11). This angle is controlled by
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silicone rubber sheds on
RBGF tube

Figure 6.10 Example of a polymeric hollow core insulator

air

water
�

insulator

Figure 6.11 Sessile water drop on an insulator surface

three coefficients of interfacial tension, λ, as related by the Young–Dupre equation:

λwa cos θ = λia − λiw (6.3)

where subscripts a, i and w refer to air, insulator and water, respectively.
For a clean and new surface, θ is about 30◦ for ceramic and about 100◦ for silicone

rubber. However, should this surface become coated with a layer of pollution – albeit
only dust – then this angle becomes essentially zero. The difference between these
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current flow heating of unit area
=(current density)2 × (resistivity)

electric field = (current density) × (resistivity)
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point

1
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Figure 6.12 Developed surface of an arbitrary hydrophilic insulator that is polluted
and wetted

two types of material is that, for such a polluted surface, θ always stays zero for
ceramic (i.e. the hydrophilic case) but it will, in time, return to a substantial value for
silicone rubber (i.e. the hydrophobic one).

6.5.2 Hydrophilic case

When a film of polluted water covers the complete surface (see Figure 6.12) of an
energised insulator, this electrolyte conducts a leakage current. Joule heating causes
some of the water to evaporate. The corresponding power density is j2ρ, where j

is the surface current density and ρ is the surface resistivity. In a region where this
power density is a maximum or the thickness of the water is less than a critical value,
ρ increases with time and the electric field E in the electrolyte at this point also
increases; that is, because E = jρ. The electric field in the air immediately above
this point has approximately the same value. Once the ionisation level in this air is
reached, a discharge occurs. Such a region is usually referred to as a dry band, but
strictly speaking it need not be completely dry. This discharge can be a spark, a glow
or an arc – depending upon its duration and the magnitude of the current it conducts.
However, if a pollution flashover is to take place it has to be an arc whose roots
propagate over the surface of the electrolyte and along the length of the insulator.
On a vertically mounted string of cap and pin insulators, such discharges originate
around the pin cavity – where j is a maximum – and around the cap – where ρ is
often high due to the washing effect of rain.

From Kirchoff’s law, the voltage V and current I relationship of an arc plus
electrolyte on such an insulator surface (Figure 6.13) can be expressed as:

V = IR + V (e) + If (ρ)f (X) (6.4)

R is the resistance of the arc; V (e) is the sum of the voltage drops at the junctions
between the arc and electrolyte (i.e. anode phenomenon – about 200 volts and cathode
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dry
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Figure 6.13 Equivalent circuit for an arc spanning a dry band plus a portion of the
neighbouring electrolyte

one – about 700 volts); f (ρ) is a function of ρ, the value of which varies along the
length of the electrolyte – principally because of enhanced heating around the arc’s
root. Note: ρ decreases as the electrolyte’s temperature increases until saturation of
the solution occurs; thereafter, it increases again as evaporation of the water continues
further. f (X) is a function of the arc length, X, the sum of the electrolyte’s length
plus that of the dry band – together, designated L – and the effective size of the arc’s
root on the electrolyte’s surface; obviously, this size can have two values – one for
the anode, and the other for the cathode.

From Suit’s arc equation [17]:

R = I−(1+a)

∫ X

0
A(x) dx (6.5)

where a is a constant and A(x) has a value at position x from the beginning of the
arc that depends upon the proximity of that part of the arc to the electrolyte’s surface,
the amount of water on that surface and the extent that thermalisation has taken place
within the arc. To a first approximation, A can be considered to have an effective
value – i.e. a weighted average – that applies for the whole length of the arc.

Because the resistance of the arc decreases as its current increases, its length
extends when in so doing its current increases. That is, the criterion for the propagation
of the arc’s root to effect this increase in length can be stated as:

dI

dX
> 0 (6.6)

For the AC case, the flashover process usually occurs over a few half cycles and so the
reignition of the arc after current zero needs to be taken into account. This constraint
can be specified [18] as a reignition voltage V (r) of the form:

V (r) = NXI−n (6.7)

Again to a first approximation, effective values for the constants n and N relating to
the surface and shape of a practical insulator – rather than a gap in free air – should
be used.

The various mathematical models that have been adopted to solve these equations
for simple insulator shapes – i.e. the function f (X) is then simple – have been well
reviewed by Rizk [19].
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Figure 6.14 Illustration of how the breakdown of various air gaps on a practical
insulator can lead to the shortening of an arc that is starting to flash
over that surface

For the more complex insulator shapes, e.g. like the anti-fog design shown in
Figure 6.1, the first additional aspect that needs to be taken into account is the form
factor, F , of its surface. F can be readily obtained by considering the developed view,
Figure 6.12, of that surface to become:

F = π−1
∫ L

0

dl

D(l)
(6.8)

In this equation, D(l) is the diameter of the insulator at leakage position l from the
reference point and L is now the total leakage path of the insulator.

The second additional aspect that needs to be taken into account for practical
situations is that the arc does not necessarily hug the surface of the insulator over
its entire length – an example is illustrated in Figure 6.14. The sparkover of the air
gaps between sheds and the ribs of a shed can effectively shorten the arc’s length,
and buoyancy forces can result in either its shortening or its lengthening, depending
upon the part of the insulator’s surface under consideration. Mathematically, this can
be represented by stating that the arc’s length X(a) is related to the corresponding
spanned length X(i) of the insulator by:

X(a) = kX(i) (6.9)

where k < 1 for the shortening case and k > 1 for the lengthening one.
Experience indicates that once the critical conditions have been reached, flashover

is likely to occur even though an appreciable length of the insulator remains to be
spanned by the arc. Therefore, up to this stage the resistance of the electrolyte around
the arc root is much smaller than that of the rest of the electrolyte’s length that still
remains to be spanned and so – for all practical purposes – ρ can be taken to have
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a constant value and f (X) can be considered to be of the form:

f (X) = F

(
1 − X

L

)
(6.10)

The solution to obtain the flashover criterion is straightforward for the DC case. The
value of the flashover voltage V (FO, DC) is determined as being:

V (FO, DC) ≈ (ρF )a/1+a(kAL)1/1+a (6.11)

In contrast, the rigorous solution for the AC case is quite involved [19]. However,
a method of obtaining a simple relationship for an approximate criterion is to make
the following assumptions [20]. The first one is that n = a; the physical argument
being that both constants are strongly related to the temperature of the arc. The second
assumption is to make V equal to V (r) in Equation (6.4), thereby obtaining I in terms
of X; that is, the least value of the supply voltage is that required to cause reignition.
The third assumption, and the one not so readily justified, is that the critical value
of X is about 2L/3. This value is that of the DC case when the electrolyte is a
long rectangular shape. Furthermore, for the AC case, it is consistent with the value
obtained by making a more rigorous analysis. With these assumptions, the flashover
voltage for the AC case becomes:

V (FO, AC) ≈ 0.7N(ρF/2(N − A))n/1+n(kL)1/1+n (6.12)

In this equation, V (FO) represents a value somewhat less – maybe only slightly
so – than that of the peak of the waveform.

By comparing the calculated values with the measured ones, the effective quan-
tities for the various constants can be determined. Those for a and n can be obtained
from simple bench-top experiments. Data obtained in artificial pollution tests made
on the simpler designs of post and longrod insulators can be used to find the quantities
of A and N . The corresponding values for k are best derived from the testing of insu-
lators that have the anti-fog profile. Ballpark values are a = n = 0.5, A = 10 volts
per mm square root amps and N = 100 volts per mm square root amps. For anti-fog
cap and pin insulators, the value for k is found [21] to vary between 0.4 and 1; it
depends upon the pollution severity – smaller values relate to higher resistivities –
and whether AC or DC energised – smaller values apply to the DC case.

An examination of Equations (6.11) and (6.12), using the parameter values quoted
above, readily shows that V (FO, DC) is much lower than V (FO,AC) for the same level
of pollution severity. That is, the lack of the reignition process makes DC insulators
substantially longer than those for the corresponding AC case if their flashover is to
be avoided.

For the AC case involving flashover in less than one half cycle – i.e. on a short
insulator – then, obviously, reignition does not apply and so the process is more akin
to that of the DC situation. For this reason, linearity between AC flashover voltage
and insulator length does not apply over the complete range of length. This means that
reliable information about the pollution flashover performance underAC energisation
is best obtained by testing fullscale insulators at, or close to, the relevant operating
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voltage. From the theoretical viewpoint, this restriction does not apply to the DC
case – which is an aspect that needs to be considered further by experimentation.

Because such pollution flashover tests on high voltage insulators are both costly
and time consuming, the ability to calculate – with a reasonable degree of accu-
racy – the flashover voltage pollution severity relationship would be very beneficial.
Therefore, further theoretical studies directed towards this end are highly warranted.

6.5.3 Hydrophobic case

When the water drops remain discrete, which is the distinctive feature of this case, the
flashover path involves the intervening air gaps [22]. Here the water drop plays two
major roles. In one, it acts as a stress enhancer, due to its much larger permittivity than
that of both the surrounding air and the insulating material on which it resides. In the
other, it reduces the length of the air path across the dry part of the insulator. In this
second role, the flashover path is through the drop when the water is highly conducting
or across its surface when it is not so. A contributing feature is the deformability of the
drop under the influence of the electric field, such that stress enhancement becomes
greater and the air path between the drops in the direction of the electric field becomes
smaller. Sometimes the drops can coalesce to form rivulets. Also, the migration of
soluble pollutants from the seemingly dry part of the surface to the drops is another
important factor [23].

Consequently, the flashover mechanism of a hydrophobic surface is appreciably
different from that of a hydrophilic one. For one thing, it develops faster. More
important from the practical viewpoint, the average electric stress is substantially
greater than that of the corresponding hydrophilic surface – but, unfortunately, no
authoritative method is yet available to enable this difference to be calculated.

6.5.4 Ice and snow conditions

The processes responsible for the flashover of ice-covered insulators and those on
which snow has settled are not yet fully understood. Nonetheless, the following
observations apply.

A flashover caused by ice accretions usually occurs when a water film forms on
that ice during its thawing stage. This water film has a substantially lower resistance
than that part of the insulator on which ice was either not present or has fallen away.
Most of the voltage is then impressed across the latter – i.e. it is somewhat similar
to the dry band situation described earlier. Depending upon the relative lengths of
these two parts, the arcs that are produced across the more highly stressed sections
can extend to produce a total electrical failure. The probability for such a flashover
to happen may be significantly increased when fog, drizzle or rain is also present at
the critical moment. Pollution on the insulator’s surface prior to the formation of this
ice also reduces the insulator’s strength.

The quantity of snow that covers an insulator is usually the greatest when it is
horizontally mounted. The density of this snow and the resistance of the melted water
are the main parameters that affect the value of the leakage current. The parts of
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the snow that have a high current density are likely to melt more quickly due to
Joule heating. This snow may then drop away from the insulator thereby leading to a
non-uniform voltage distribution along its length. Depending on the resistance of the
remaining snow and the length of the insulator it does not cover, arcs may bridge the
latter and thereby provide the precursors of a possible flashover event.

6.6 Electrical characteristics

Although the largest population of insulators that are subjected to severe pollution is –
by far – on operational lines, the published information concerning their flashover
performance is very limited. A reason is, possibly, that the Electricity Supply Industry
does not wish to be embarrassed when their failure statistics are higher than they had
designed for in the quest to provide a very reliable supply at minimum cost. However,
some information does become known via networking sources – especially within
technical meetings, such as CIGRE Working Group 33.04.13 – thereby aiding research
thinking.

The research findings on high voltage insulators have been obtained using natural
pollution testing stations and artificial pollution test chambers. Testing the same
insulator using both of these facilities provides the most thorough investigation. The
severity of the pollution can be expressed in a number of ways. The main ones are:

(i) the density of the pollutants on the insulator surface
(ii) the surface conductivity of those pollutants when adequately wetted

(iii) the quantity of the polluting medium used in the relevant artificial test.

An example of the latter is the amount of sodium chloride per unit volume of water
used to produce a salt fog.

For many years, only the quantity of the soluble component of the pollution that
settled on an insulator’s surface in service was considered important [4], it often being
expressed as the equivalent salt deposit density (ESDD) – where the salt is sodium
chloride. However, it has recently been recommended [3] that the corresponding
non-soluble deposit density (NSDD) should also be measured, because this non-
soluble component helps to retain surface water. With silicone rubber insulator, the
non-soluble material plays another important part in that it temporarily masks the
water-repellent properties of the rubber. Both the type and the density of this deposit
need to be known to assess the consequences of having such an insulator so covered.

The advantage of the natural pollution investigations is that they fully replicate
the service conditions. They show both the extent to which an insulator collects and
retains the pollution from a certain environment plus the ability of this energised insu-
lator to withstand this pollution deposit when wetted under fog, mist and, drizzle. The
disadvantages are that they take some years to conduct, they are costly when compre-
hensively done and the results apply directly only to that type and severity of pollution.

The attractions of the artificial pollution test are:

(i) the severity of the pollution can be varied over a wide range
(ii) it is performed fairly quickly
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(iii) it is cheaper than the making of the corresponding test conducted under natural
conditions.

However, with regard to this last point, the test source is costly because of the need
to provide a current of some amperes – often more than ten – with negligible voltage
regulation. The corresponding principal disadvantage from the practical viewpoint is
that the test shows only the ability of the insulator to cope electrically with a controlled
amount of wetted pollution. Consequently, care must be taken in interpreting the
findings. For example, if the flashover voltage pollution severity curves for an anti-
fog type of insulator and a corresponding aerodynamic one are shown in the same
diagram, then a cursory inspection suggests that the pollution flashover of the latter
is much inferior to that of the former. The more discerning observer realises, of
course, that – from the practical viewpoint – these two curves should be substantially
separated along the pollution severity axis to take account of the much smaller amount
of pollutants that the aerodynamic insulator catches in service.

Major research programmes – most employing artificial pollution but a substantial
number using natural pollution – have involved the testing of more than 120 types of
ceramic insulator and nearly 30 types of polymeric ones. A comprehensive record of
the findings is provided in the CIGRE review [2] and a summary of the main features
is provided in the rest of this section.

6.6.1 Performance under natural pollution

Under natural pollution, the flashover statistics of a test insulator are obtained over a
number of years relative to those of a control one. Also, the flashover frequency can
be determined by slightly changing the length of the insulator for the same test volt-
age. Some good examples for marine pollution have been obtained from the results
obtained at the Brighton Insulator Testing Station (BITS) on the south coast of Eng-
land. Upon the closure of this long operating station, much of the test equipment was
relocated about 55 miles to the east at Dungeness (to become DITS). The practice
adopted by the operators of BITS – that is, Central Electricity Research Laboratories
(CERL) of the Central Electricity Generating Board – was to publish many of its find-
ings [1]. In contrast, the tests conducted by the current owners of DITS – National
Grid Company – were made under contract conditions, thereby making their gen-
eral dissemination much more difficult. Regrettably this site is currently mothballed
awaiting the emergence of a new owner.

The results from these test stations can be expressed in the form of a figure of
merit (FOM). This FOM is defined as the length, Lc of the control insulator divided
by the length Lt of the test insulator for flashovers to occur across both of them under
the same voltage and environmental conditions. That is:

FOM = Lc

Lt

(6.13)

Note: the length in this method is the axial value between fixing points. The insulator
with the largest FOM value has the best pollution flashover performance. That is, the
axial length of this insulator is equivalent to that of the control one divided by FOM.
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Table 6.2 Figure of merit (FOM) values of some
porcelain cap and pin insulators when
AC energised at BITS [2]

Insulator type Orientation* FOM

Reference vertical 1.00
Standard horizontal 0.79
Anti-fog horizontal 1.35
Anti-fog angled 1.11

* horizontal is about 75◦ to the vertical; angled is about 45◦ to
the vertical

Table 6.3 Figure of merit (FOM) of some poly-
meric insulators; AC energisation at
BITS [2]

Insulator type Orientation* FOM

Silicone rubber horizontal >1.53
Silicone rubber vertical >1.53
EPDM horizontal 1.28
EPDM vertical 1.12
EPR horizontal 1.19
EPR vertical 1.17

* horizontal is about 75◦ to the vertical

Some values of FOM for strings of cap and pin insulators under various orienta-
tions that had been tested at 275 kV and 400 kV are shown in Table 6.2. These are
compared relative to that for a vertical string of reference insulators – known as CERL
Reference A [2] – which is the large anti-fog design. Table 6.3 gives corresponding
FOM values for polymeric insulators tested at 550 kV.

The larger FOM value for a horizontally mounted string of cap and pin insulators,
relative to that of a corresponding vertically mounted one, is reasoned to be due to the
beneficial effect of rain. That is, with the former both the pin side as well as the cap side
are well washed. This finding at BITS is supported from the general performance of
the insulators on UK overhead lines. For example, the total leakage path of the tension
string on a 400 kV line is about 30 per cent less than that of the suspension string in the
same location. Further proof became obvious many years ago when the coastal region
of Kent was subjected to about a week of strong dry wind off the North Sea. After
this sustained build-up of salt on the insulators, the wind then changed direction to
become a prevailing south westerly involving a little mist. Some flashovers involving
these tension strings, but not the suspension ones, then occurred. Fortunately, this
south westerly wind also soon brought in rain so this problem was fairly short lived.
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Of special note: the FOM for the silicone rubber insulators can be expressed only
as being greater than 1.53 because no flashover of this type of insulator occurred
during the four years of testing in this severe marine environment. In this last respect,
the pollution severity of BITS has been assessed as being equivalent to a salinity
of 60 kg/m3 in an artificial salt fog test. This excellent performance of the silicone
rubber type is now being confirmed in service. For example, South Africa now has
no pollution flashovers [24, 25] on previously troublesome lines (they were then
insulated with either ceramic or epoxy resin insulators). Further, China now has about
600 000 silicone rubber insulators in service and, likewise, their pollution flashover
performance is reported as being excellent [26].

A further use of the FOM concept is that it enables the flashover statistics at a site
to be determined even though the data come from different insulator types. That is, the
axial flashover stress of a test insulator is normalised to that of the control insulator
by dividing its stress by FOM. By this technique, the statistics of the flashover events
at BITS are shown in Figure 6.15 as a cumulative frequency versus normalised axial
flashover stress En.

The relationship shown in Figure 6.15 can be expressed in terms of the number
of flashovers per year N(FO) of this equivalent control insulator. That is:

N(FO) = K

[
En − Eo

Eo

]m

(6.14)

For an insulator type of similar profile to that shown in Figure 6.1b and of overall
diameter of 394 mm, the constants K , m and Eo have values of 16.1, 2.1 and 99 kV/m
(based on system voltage), respectively.

This equation indicates that the distribution of flashover events is truncated with
respect to axial stress. That is, when En is equal to or less than Eo there should be
no flashover at this site. This is not strictly true, however, because Eo is the mean
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value to which must be related a standard deviation. Unfortunately, the data obtained
at BITS were not sufficient to determine this standard deviation with an acceptable
degree of accuracy. Consequently, this is an area that warrants further research.

6.6.2 Performance under artificial pollution

The two types of test standardised by IEC [4] are the salt fog method and the solid
layer method; the latter now often referred to as the clean fog test because of the
technique used to wet the pollution layer. The former simulates coastal pollution
where a thin conductive layer formed by the sea salt covers the insulator’s surface.
In practice, this layer usually contains little – if any – insoluble matter. The same test
also applies to industrial pollution – principally gases that result in the formation of
acids – when there is essentially no inert material present on the surface. In contrast,
the solid layer (clean fog) method applies when there is an appreciable amount of
non-soluble pollution in addition to that forming ions when wetted.

The current versions of these two methods – IEC 507 and IEC 1245 for AC and
DC energisations, respectively – were developed for the testing of ceramic insulators.
The modification of these tests so as to apply also to polymeric insulators has been
considered by CIGRE WG 33. 04 .13. Unfortunately, there is as yet no internationally
accepted method to simulate snow and ice although some tests have been developed
for research purposes. The development of a test that IEC will ultimately recommend
is no mean task. For example, the first one to be produced – the salt fog method –
involved collaborative research by the European utilities of CEGB/EdeF/ENEL –
lasting many years (perhaps as many as ten!). There are some other noteworthy
methods that are currently of non-standardised status; e.g. the dry salt layer (DSL) [2].

The major difficulty with the testing of polymeric insulators – especially those of
the silicone rubber variety – is the hydrophobic aspect. The actual insulators tested at
BITS were also subjected to the salt fog test. It was then realised that the ranking in
performance of the four types of insulator referred to in Table 6.3, was different in this
artificial pollution [27] from that found under natural pollution conditions. A number
of reasons for this difference have been suggested but, as yet, no explanation seems
certain. The temporary loss and then the subsequent recovery of hydrophobicity for
the silicone rubber material are of particular concern. Because the dynamic nature of
this material has a very large influence on the pollution flashover performance, there
is currently some uncertainty that the full potential of silicone rubber for the solving
of a number of important problems can be realised. However, some useful results
obtained using a solid layer method have been reported [3].

The extent of the change in the flashover strength in a salt fog test of a hori-
zontally mounted porcelain insulator that had been coated with silicone rubber is
exemplified in Table 6.4. These results show that over a period involving 11 attempts
to obtain a sensible average value of the flashover voltage, FOV, the individual val-
ues progressively decreased by factor two. After resting this insulator unenergised
for twenty-four hours the initial strength was fully recovered. Obviously, by this pro-
cedure the lowest value of the withstand voltage, WSV, could be obtained. However,
this is a very pessimistic value to adopt for dimensioning purposes as it came about by
having had repeated flashovers – which, hopefully, would never happen in practice.
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Table 6.4 Salt fog test on a horizontal porcelain insulator
coated with silicone rubber

Voltage* Test number
kV 1 2 3 4 5 6 7 8 9 10 11

68 WS WS
71 WS FO FO FO
74 WS
77 FO FO
80 WS WS WS
83 WS FO FO
86 WS WS FO
89 WS WS
92 WS FO FO
95 WS

104 FO

* each voltage level was maintained for five minutes
FO is flashover
WS is withstand

On the other hand, it is probably not prudent to assume that the upper safe limit is
the first flashover value because constant energisation with severe pollution and long
lasting surface discharges may result in the temporary loss of some hydrophobicity.
Consequently, much research is required to establish what the meaningful upper value
should be.

The situation with the clean fog test may be less serious – but, as yet, this is not
fully proven as, however, some aspects of the procedure still remain to be investigated.
The main difficulty from the test viewpoint – and one that may also be of concern
in some practical situations – is that immediately after a hydrophobic silicone rubber
surface is covered with pollution its outer surface is then hydrophilic. Although it is
known that water repellent properties are transferred from the silicone rubber to the
adhering pollutants, the rate and extent at which this transfer occurs – and the effect
on the pollution flashover strength during this transitional period – have not been fully
investigated. An example of how the leakage current across a new silicone rubber
insulator decreases as a function of elapsed time after an application of slurry –
comprising kaolin, sodium chloride, a wetting agent and tap water – is shown in
Figure 6.16. In these tests [28], the dry insulator was placed in a clean fog chamber
after this elapsed time. Then it was energised and a few minutes later the mist was
applied; the contact angle of a water drop placed on the surface of the polluted insulator
was measured prior to the start of these tests. These results clearly indicate that the
transfer of hydrophobicity from the silicone rubber to the outer layer of the pollution,
as manifested by the increase in this contact angle and the decrease in the leakage
current, can take an appreciable time to occur. Also, it is very dependent upon the
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concentration of the kaolin in the slurry; the corresponding densities of the soluble
and non-soluble components of the pollution – as indicated by ESDD and NSDD,
respectively – on the insulator’s surface are shown in Table 6.5. As a consequence
of this phenomenon, a standardised test will have to specify clearly the time that
must pass before such a polluted insulator should be subjected to a withstand test.
A complicating feature is that the transfer rate of this water repellent property is also
a function of the type of the non-soluble pollutant [29].

6.6.2.1 Effect of soluble component

Generally, the critical stress E(s) at flashover of a ceramic insulator, and pollution
severity S, can be expressed in the form:

E(s) ∝ S−p (6.15)
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Table 6.5 ESDD and NSDD measurements
for silicone rubber insulator used
for investigations into hydrophobic-
ity transfer [29]; results presented in
Figure 6.16 apply

Kaolin concentration ESDD NSDD
g/l mg/sq.cm mg/sq.cm

20 0.2 0.1
40 0.3 0.3
80 0.3 0.5

160 0.4 1.3
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Figure 6.17 Electric strength of different AC hydrophilic insulators in the salt fog
test as a function of pollution severity [2]

The value of p lies within the range 0.1 to 0.6. Insulators with plain open shedding
tend to have the higher values of p, and for many other cases p is often about 0.2.
From the mathematical viewpoint, the value of p can be considered as a weighted
average of the one for the electrolyte surface (e.g. p = 0.3 for brine) and that for the
air breakdown (p = 0) between parts of the insulator surface.

Some typical relationships of specific creepage length – i.e. the inverse of surface
stress – versus pollution severity for various insulator types are shown in Figure 6.17.

6.6.2.2 Effect of non-soluble component

The withstand voltages, WVS, of a cap and pin insulator, a porcelain longrod insulator
and of a porcelain post type insulator are shown in Figure 6.18 as a function of NSDD
when the non-soluble component is Tonoko material.
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[2]

This relationship can be expressed in the form:

WSV ∝ (NSDD)−0.15 (6.16)

which applies for the NSDD range of 0.1–10 mg/cm2.

6.6.2.3 Influence of average diameter for hydrophilic insulators

Some of the data indicate that at flashover, or withstand, the relationship between
specific length SL, i.e. the inverse of stress, and average diameter D(a) is of the form:

SL ∝ D(a)q (6.17)

The best support for Equation (6.17) occurs when the insulators are of the same profile
and only the diameter is varied. An excellent example is shown in Figure 6.19 for
a DC porcelain housing that had been subjected to a clean fog test with an ESDD of
0.12 mg/cm2; the value of q is 0.16.

Although this reduction of pollution flashover performance with average diameter
is appreciable, field experience indicates that – for cylindrical-type insulators – the
pollution collected on the surface of the insulator also decreases as the average
diameter increases. A conservative relationship for the relative value of its severity,
ESDD(r), – where ESDD(r) = 1 for an average diameter of 115 mm – can be
expressed [2] as:

ESDD(r) = 2.6D(a)−2.1 (6.18)

Therefore, for dimensioning an insulator for practical use, both of the aspects covered
by Equations (6.17) and (6.18) need to be taken into account.
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under DC energisation in a clean fog test [2]

6.6.3 Interrupter head porcelains

Improvements in the design of the AC circuit breaker, particularly the use of SF6 in
lieu of air, have resulted in the interrupter head being more highly stressed in some
cases than has hitherto been the situation. Of particular concern is the head of the
horizontally mounted version.

The axial electric stress necessary to cause external flashover of the interrupter
porcelain of various designs is shown in Figure 6.20 as a function of the severity
of an artificial salt fog. The much inferior performance of the horizontal head (i.e.
H values) when compared with that of a corresponding vertically mounted porcelain
(i.e. V values) is reasoned to be associated with the way that wetted pollution drains
from the insulator’s surface [30].

The design of SF6 circuit breakers has now advanced to the stage that a two-
break version is adequate for 400 kV (cf. ten breaks or more for the corresponding
air blast breaker). That is, the axial stress on the H1 porcelain for the SF6 breaker
would be about 180 kV r.m.s. per metre during arduous synchronising conditions.
The results shown in Figure 6.20 – plus supporting tests conducted at BITS – show
that even small amounts of pollution result in flashover for this condition – which is
also so even for normal service stressing. The scope for substantially increasing the
length of these large diameter porcelains that are suitable for pressurised use is very
limited. Two possibilities that warrant study for future development are: (i) porcelain
when coated with a hydrophobic material and (ii) other types of barrel construction –
e.g. silicone rubber sheds on a resin bonded glass fibre reinforced tube. This latter
option is covered in section 6.4.4 and Figure 6.10.
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6.6.4 AC versus DC

Although not many publications contain information on the same – or very similar –
insulators that have been subjected toAC and DC energisations for an extensive range
of pollution severity, those provided by Electric Power Research Institute (EPRI) for
AC [31] and DC [32] are very useful. Data for identical insulators are shown in
Figure 6.21, where it is seen that the AC strength (based on peak value) is about
70 per cent greater than that for DC at the same pollution severity condition.

6.6.5 Transient overvoltages

A useful comparison is the ratio of the impulse flashover voltage to that for normal
stressing. Such information for cap and pin insulators is illustrated in Figure 6.22 as
a function of the duration of the impulse waveform (stated as the time for which the
voltage is greater than 50 per cent of the peak value). Also included in this diagram
are some results for the corresponding temporary AC overvoltage condition (in this
case, the duration is the time for which the 50 Hz voltage is applied before flashover
occurs).

These and related findings [2] indicate that the pollution flashover problem is asso-
ciated with the normal stressing condition. Although the magnitude of the transient
overvoltage can be considerably greater – especially for the lightning case – than
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that of the normal stressing, the slowness of the pollution flashover process is the
important feature. That is, the magnitude of this overvoltage has reduced appre-
ciably before the arc can extend by the critical amount over the length of the
insulator.
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6.6.6 Iced insulator

The flashover voltage of insulators that are covered with ice depends greatly upon the
type, the density and the thickness of the ice plus the conductivity of the freezing water,
the overall covering of the surface and the number of icicles. Wet grown ice (glaze)
with a density of about 0.9 g/cm3 has been found to be more dangerous than other
types of atmospheric ice accretions [2]. The maximum withstand stress, expressed
per unit leakage length, is shown in Table 6.6 for various insulator types. There are
porcelain cap and pin (IEEE and antifog types), EPDM longrod and porcelain post.
The influence of freezing water conductivity – as measured at 20◦C – on the withstand
stress is shown in Figure 6.23. These results are for a six-unit string of standard cap
and pin insulators when tested with an air temperature of −12◦C. In such tests, the
ice thickness, ε, – as recorded on a rotating monitor cylinder – was two centimetres.

Table 6.6 AC withstand stress for some insulator types covered with ice
grown in wet and in dry regions [2]

Type of ice Ice density
(g/cm3)

Withstand stress (kV/m)*

IEEE** anti-fog EPDM post

Glaze with icicles 0.87 70 84 96 90
Rime <0.3 >148 >146 >168 >197

* maximum withstand voltage for an insulator of 1 m length
** small standard-type insulator
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insulators as a function of snow density [2]

Some researchers have reported that the withstand voltage of insulators that had
their shed spacing completely bridged by artificial icicles was only 60 per cent of that
for the case without ice. When the ice thickness is much lower than one millimetre
and the insulators are precontaminated, ions from the pollution tend to dominate the
total electrical resistivity of the ice. For this latter situation, a flashover stress along
the insulator’s surface has been found to be as low as 20 kV/m.

When the insulator is energised during the formation stage of the ice, the ice’s
distribution along the insulator is affected. Often, some sections of the insulator may
be free of ice. This condition is particularly the case, in practice, for long insulator
strings, and has also been observed in laboratory tests. The cause is reasoned to be due
to the heating effect of the surface arcs and/or an increase in the temperature of the air.

6.6.7 Snow on insulators

The AC withstand or flashover voltage decreases with increasing water conductivity
from the melted snow, and with increasing snow density up to 0.5 g/cm3. Thereafter,
it remains constant. An example is shown in Figure 6.24 for a string of cap and pin
insulators; a few of the results are for a natural snow covering of the insulator but
most are for the case where the snow has been artificially produced.

6.7 Selection and dimensioning

Selection and dimensioning is partly dealt with in IEC Publication 815 [4], which
has been in existence for more than fifteen years and is based on limited practical
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experience and some test results. It applies only to conventional porcelain and glass
insulators when used for AC applications. Although the approach specified in this
document is attractive because of its simplicity, it can lead to poor design.

This IEC 815 concept is based on a specific creepage distance. That is, for a
qualitatively defined level of pollution, a corresponding minimum creepage distance
is specified for the surface of the glass (or porcelain) along the length of the insulator.
The unit of this parameter is millimetres per kilovolt (phase-to-phase) of the maximum
value of the system voltage. Just four pollution levels are specified to cover the
whole range of typical environments. These pollution levels – and the corresponding
specific creepage distances – are called: light, 16 mm/kV; medium, 20 mm/kV; heavy,
25 mm/kV; very heavy, 31 mm/kV. In addition, some limiting geometrical features
of the insulator’s profile are stated – essentially to avoid too much creepage distance
being crammed into a given axial length. Otherwise, this would lead to excessive
sparking between sheds and hence short circuiting of the leakage path.

A comprehensive analysis conducted by CIGRE Taskforce 33-13-01 has found
the specific creepage distance concept to be wanting in quite a number of aspects.
For example, salt fog tests conducted on twenty-seven insulator types of porcelain
and glass insulators – comprising different designs and sizes for the cap and pin,
longrod insulator, posts and barrels – have found a range, at flashover, from 20.6
to 36.1 mm/kV for the same salinity representing very heavy pollution. This large
variation found under very controlled laboratory conditions for vertically mounted
insulators, which comply with IEC 815 profile restrictions, is supported by many other
results that have been obtained by conducting natural pollution tests. Consequently,
it can now be concluded that factors other than creepage path length greatly influence
the pollution flashover performance of porcelain and glass insulators under the same
environmental and electrical conditions.

In general, the CIGRE review [2] perceives IEC 815 to be weak – and so in need
of revision – in the following areas:

(a) performance of polymeric insulators
(b) insulator orientation
(c) extension of applicability to voltages above 525 kV AC system voltage
(d) design for DC applications
(e) insulators with semiconducting glaze
(f ) surge arrester housing performance, particularly with reference to polymeric

materials
(g) longitudinal breaks in interrupter equipment
(h) radio interference, television interference and audible noise of polluted

insulators
(i) effect of altitude
(j) effect of heavy wetting.

From this above list, it can be appreciated that a comprehensive revision of IEC 815
(now called 60815) is a mammoth task. Although it is well under way, the changes
proposed to date have yet to be approved by the international vetting authority. Further,
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many substantial aspects have not yet been dealt with. Therefore, no details are likely
be released for quite sometime.

However, the CIGRE document on this subject is nearing completion. It is based
on a flow chart similar to that shown in Figure 6.25; the aspects relevant to its various
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boxes are comprehensively dealt with in the forthcoming Applications Guidelines
document [3].

Essentially, this CIGRE approach entails first selecting candidate insulators for the
intended installation by using the information contained within their two companion
documents [2, 3]. Firstly, the pollution severity to which these insulators will be
subjected at this installation has to be determined. Thereafter, the lengths of these
candidate insulators are estimated to have an acceptable pollution performance using
either relevant service experience or from conducting tests. Obviously, the most
thorough testing is carried out in a natural pollution environment that is very similar
to that of the intended installation. Unfortunately, this is not always possible due
to the required time and the cost of such tests, and so the use of relevant artificial
pollution is usually much more likely.

For an AC installation, the aerodynamic catch from air is the principal process by
which the insulators are contaminated [1]. In contrast, the electric field around the
insulator helps to greatly enhance this catch for a corresponding DC installation.

The determination of the severity of the pollution collected on the surface of
a candidate insulator at the site of the installation is the most difficult part of this
new procedure. Frequently, a standard insulator will to be used in lieu of candidate
insulators for this pollution assessment because, for various reasons – for example,
size – it is more convenient to do so. Then, the site pollution severity can be defined
as follows.

The site pollution severity (SPS) is the maximum value of either ESDD and
NSDD, or leakage current, recorded over an appreciable period of time – i.e. one
or more years – on a vertically mounted standard insulator comprising a string of
cap and pin units or a porcelain longrod. If rain occurs during this measuring period,
the measurements should be repeated at appropriate intervals; SPS is then the largest
value recorded during this series of measurements. Note:

(i) even if the largest values of ESDD and NSDD do not occur at the same time,
then SPS is – nonetheless – taken as the combination of these largest values

(ii) when there is no natural washing during the measuring period, the maximum
value of ESDD and NSDD can be estimated from the plot of deposit density as
a function of the logarithm of time.

The pollution deposit density on a certain type of insulator relative to that on a refer-
ence insulator (profile similar to that shown in Figure 6.1a, having an overall diameter
of 254 mm) is provided in Table 6.7 for vertically installed disc insulators. The corre-
sponding relative value for DC and AC voltages is given in Table 6.8. As horizontally
installed insulators – generally – collect less pollution than do vertically mounted
ones in the same location, a conservative approach is to use the same information as
for the vertical case.

Other aspects of this correlation process are dealt with in the CIGRE document [3].
Prudent managers of high voltage systems will conduct routine inspections,

possibly supported with sample tests, of its outdoor insulators over their anticipated
long lifetime – e.g. fifty years. It is particularly pertinent that such inspections should
be carried out on polymeric insulators to see if any detrimental ageing effects are
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Table 6.7 Ratio of pollution deposit density on an insulator type
to that on the standard IEEE type [3]; for the vertical
mounting condition

Insulator type Desert Coastal* Industrial/agricultural Inland

Aerodynamic 0.4 ± 0.3 0.6 ± 0.3 0.7 ± 0.3 0.6 ± 0.2
Anti-fog 0.8 ± 0.3 0.8 ± 0.3 0.85 ± 0.3 1.08 ± 0.2
Longrod 0.4 ± 0.3 1.6 ± 0.4 0.4 ± 0.3 0.4 ± 0.3

* during rapid pollution build-up (e.g. typhoon or strong wind off the sea)

Table 6.8 Ratio of pollution deposit density for DC energisation to that for the
corresponding AC voltage

Ratio Site conditions

1–1.2 natural pollution only, such as sea and desert
1.3–1.9 natural pollution plus industrial pollution whose source is a few kilometres away
2.0–3.0 industrial pollution only, a few kilometres away and considered clean w.r.t.

AC voltage

taking place. If so, then this adverse behaviour obviously has to be taken into account
when a follow-up selection and dimensioning exercise is carried out.

6.8 Supplements, palliatives and other mitigating measures

Occasionally the pollution flashover performance is not good enough, which may be
due to a number of reasons. For example: an unforeseen shortcoming in the original
design, an increase in the pollution level – e.g. introduction of new industry into
the location – or the strategic importance of the supply facility is raised after its
construction. Often, the insulators cannot be changed for longer ones – be it due to
cost or installation constraints, such as the size of the support structures – especially
when it would reduce the ground clearance of the conductors below a safe level.
Fortunately, a whole raft of measures can now be adopted to improve the reliability;
some are essentially permanent while others need to be renewed from time to time.

6.8.1 Booster sheds

The booster shed [33] was developed to reduce the incidence of flashover under heavy
wetting conditions.

It is constructed from a copolymer of silicone rubber and polyethylene that is
radiation cross-linked. Such a polymer has now been shown to have a long and
excellent service history in very severe pollution, often saline.
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Figure 6.26 An arrangement to initiate a sandwiched arc between a booster shed
and a porcelain surface

The advantage of this supplement is twofold. When it is fitted to every other – or
every third – porcelain shed of a vertically mounted insulator, cascading water will
break up before such booster sheds are bridged. As a stream of water drops has a
much greater resistance than that of a continuous column, the flashover withstand
strength is much improved. Second, when an arc extends across the part of the
insulator’s surface that is covered with this shed, it is more highly cooled – i.e.
greater value of A(x) applies in Suit’s equation, see section 6.5 – than it would be
if the polymer were not present. Therefore, as seen from Equation (6.5), the arc’s
resistance is correspondingly larger. The value of A(x) increases as the gap between
the polymer and the porcelain decreases [33]. However, this gap cannot be made
too small; otherwise any propagating discharge would severely damage the adjacent
materials. The optimum spacing is about 6 mm. As a consequence of fitting booster
sheds, a higher value of pollution severity can be withstood before flashover occurs.

Should, nonetheless, a flashover take place there is some concern about the resul-
tant damage – especially having seen the consequence of such an arc confined within
a cracked head of a cap and pin insulator (see section 6.4.1.1). To investigate this
possibility, such a sandwiched arc was initiated using fuse wire, as illustrated in
Figure 6.26 (unpublished research of the author). High speed photographs revealed
that an arc carrying a current of some kilo amperes rapidly transferred from being so
sandwiched to become free to move in the air above the booster shed. The damage
was minimal and mainly to the polymeric material. Although extensive blackening of
its surface had occurred, it was easily rubbed off to leave essentially sound material.
The reason for this fortunate situation lies with the low inertia of the arc, the high
buoyancy forces of hot gases and the extensive wriggles of such a sandwiched arc –
as witnessed in a complementary experiment involving an arc conducting a current
of just one ampere [33].

6.8.2 Shed extender

In contrast to the previous case where the polymeric shed was supported just above
the surface of the insulator, the polymeric shed of the extender is bonded to the surface
of the shed – see Figure 6.27 – in order to lengthen the leakage path. The adhesive
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Figure 6.27 A silicone rubber shed extender fitted to a porcelain insulator

used to achieve this bond is a crucial component of this supplement, because surface
discharges in any air gaps will damage both the porcelain and the polymer.

Although the maximum increase in the leakage path is obtained by having all
these extenders of equal size, there is scope for a long and short shed arrangement
to be provided. That is, it helps to cope with polluted cascading water – even though
the water run off is far from being in the category of heavy wetting.

Of course, with this construction, there will be a mixture of hydrophobic and
hydrophilic surfaces. That is, from the leakage current viewpoint, films and drops
of water are now in series. This is another aspect that has so far received little study
with regard to the flashover process – and so it becomes a research topic that warrants
some investigation.

A fairly recent development [34] that is now coming into service avoids this
problem by covering the porcelain with a silicone rubber coating (see sections 6.3
and 6.8.4) after the extender has been added. By this process, a somewhat hybrid
hydrophilic–hydrophobic surface has been converted into a fully hydrophobic one.

6.8.3 Shed protector

Should an appreciable part of a porcelain shed be broken, the pollution withstand
strength of that insulator is proportionally reduced. Two measures that have been
adopted to protect the most vulnerable part of the shed against vandal attack using
hard projectiles, such as stones, are shown in Figure 6.28.

In one, Figure 6.28a, the complete shed is covered with a polymeric shield – which
is essentially a mini booster shed. In the other, Figure 6.28b, the circumference of the
shed is protected with an impact absorbing polymeric tyre.

6.8.4 Coatings

A long established method to enhance the pollution flashover performance of the
porcelain insulator is to coat its surface with a layer of grease, which has two benefits.
First, it provides a hydrophobic surface and, second, it encapsulates and/or imparts
water repellent properties to the pollutants. The two types of grease are hydrocarbon
and silicone. The former is restricted to the temperate zone because of its fairly low
sliding temperature, but the latter is used throughout the world. The hydrocarbon
version is relatively inexpensive, applied as a substantial layer and can last up to
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Figure 6.28 Two examples of shed protectors
a polymeric shield
b polymeric tyre

about ten years. Silicone grease is fairly expensive, applied as a thin layer and may
have to be replaced after a year. Such greases are normally applied by hand or by
using a brush or spray. The disadvantage lies with the removal of dirty grease before
a new coating is applied. If this change is not done in good time, trapped electrical
discharges that can occur beneath the grease’s surface may damage the porcelain. The
indication of the need for such a change is the presence of dry band discharges on the
surface of the grease.

The good service record of silicone rubber insulators for outdoor applications
has stimulated the development of RTV rubber coatings. All known commercially
produced variants consist of polydimethylsiloxane polymer, alumina trihydrate –
or alternative filler – to increase the tracking and erosion resistance, a catalyst and a
cross-linking agent. Such materials are dispersed in either naphtha or trichlorethylene
solvent, which acts as the carrier to transfer the RTV rubber to the insulator’s surface.
End of life is not easy to determine accurately [35]. Service experience with both AC
and DC systems has found that the useful life of a RTV coating can vary from less
than a year to many years. Basically, when such a coating loses some of its water
repellence, it may be washed and/or cleaned using a dry abrasive – such as crushed
corncobs or walnut shells – and then recoated provided the existing coating is well
bonded to the ceramic surface.
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6.8.5 Washing

Because dry pollutants rarely cause leakage current, the obvious way to overcome
the flashover problem is to remove them before they reach the critical level – albeit
if that means getting them wet to do so!

If the insulator can be deenergised, then washing with tap water is a simple
process. However, insulators generally must be kept in service and so live washing –
sometimes referred to as hot line washing – has to be undertaken. For this procedure
to be conducted without promoting flashover, two conditions are usually essential.
The water should be demineralised (resistivity > 50 000 ohm cm). Also, the washing
sequence should be such as to avoid the concentration of the dissolved pollutants.
That is, for a vertically mounted insulator, the bottom section should be washed clean
before the middle section is wetted and finally, the top section is wetted only when
the rest of the insulator is clean.

The four methods of live insulator washing that are most often used – which differ
mainly in the type of nozzle arrangement that is employed to project the water – are:

(i) portable handheld jet nozzles
(ii) fixed spray nozzles

(iii) remote controlled jet nozzles, often automated using robots
(iv) helicopter mounted nozzles.

The many safety procedures that must be followed have been extensively dealt with
in the CIGRE review document [2].

6.8.6 Provisions for ice and snow

For increasing insulator reliability under these special – albeit relatively infrequent –
conditions, it is generally necessary to increase the length of the insulators. When
ground clearance poses a problem, the usual practice is to use an inverted V insulator
mounting arrangement – i.e. two insulators are hung at 45◦ to the vertical in lieu of
one normally suspended. Other measures are dealt with briefly in the CIGRE review
document [2].

6.9 Miscellaneous

A number of relevant aspects that do not fit readily into the previous sections
are discussed briefly below. These range from physical processes to proposals,
speculations, future needs and financial matters.

6.9.1 Cold switch-on and thermal lag

As can be readily reasoned from section 6.5, the pollution flashover strength is at a
minimum when the insulator is well wetted – but not sufficiently so for the washing
of the surface to have occurred. Such a vulnerable condition can happen when an
insulator is reenergised after it has been out of service for some time – e.g. following
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maintenance/repair or after switch-out overnight for voltage control purposes. It was
just such a situation that resulted in the flashover of strings containing some cracked
porcelain insulators that were referred to in section 6.4.1.4.

Even with energised insulators, enhanced moistening happens when the insula-
tor’s temperature is only a few degrees lower than that of the surrounding air [36].
Generally, this is an early morning situation when the ambient temperature rises
quickly – and is especially pertinent in deserts.

Although there is insufficient evidence to quantify this problem accurately,
guidance – nonetheless – is provided by considering some results obtained for
semiconducting glazed insulators [2]. For example, the flashover voltage of a cold
switch-on for a soaking wet condition (0.15 M� per suspension unit) was 40 per cent
lower than that for the same insulators when only damp (1000 M� per unit) and
fourfold less than the value for the dry case (15 000 M� per unit).

The above quoted conditions apply to hydrophilic surfaces. As yet, there are no
corresponding data for the hydrophobic case. Hence, there is a particular need for
conducting such a study with the silicone rubber insulator, because its thermal mass
and thermal conductivity are appreciably different from those of porcelain.

6.9.2 Semiconducting glaze

A metallic oxide, such as that produced from tin, is doped to provide semiconduct-
ing properties. When this material is applied to the surface of a porcelain insulator
as a glaze to achieve a continuous current of about 1 mA under normal operating
conditions, there is sufficient heat on the insulator’s surface to keep it essentially dry
in dew or fog.

Such an insulator has a withstand voltage of three to four times that of the
corresponding ordinary glazed unit when moistened. Although this insulator type
may, therefore, seem a solution to the severe pollution problem – especially that
arising from thermal lag – cold switch-on remains a difficulty. However, the latter
may be overcome by energising such circuits when thermal equilibrium has become
established between the air and the insulator.

Post insulators coated with such a glaze operated very successfully for over ten
years at the Brighton Insulator Testing Station but, unfortunately, a type of cap and
pin version did not. However, a manufacturer now claims that an improved design
has been produced for AC applications by substantially increasing the thickness of
this glaze around the pin cavity. These insulators may not be suitable for use on
DC systems because of electrolytic corrosion of the glaze.

6.9.3 Live line working

To reduce costs, working on energised OHLs is becoming an increasing practice.
If the insulators have to support the weight of the linesmen, their structural integrity
is – obviously – of paramount importance. Questions have, therefore, been raised
about the possibility, albeit probably rare, of there being the beginning of a brittle
fracture in the RBGF rod of the polymeric longrod – see section 6.3. Consequently,
there is a need to develop a test for detecting such an eventuality.
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Apossibility of coping with this uncertainty is to measure the vibrational signature
of a polymeric insulator in situ; perhaps by using the method developed for detecting
radial cracks in porcelain cap and pin insulators [12]. Basically, a small electro-
magnetic vibrator is fixed to the base of the tower and the minute movement of the
insulator’s surface is measured at ground level by using a laser Doppler vibrometer.
By slowly changing the frequency of the vibrator, the resonances of the insulator are
determined. From comparing this signature with that of a sound unit, abnormalities
can – hopefully – be identified.

6.9.4 Visual annoyance, audible noise and electromagnetic compatibility

Even without causing flashovers, the flow of leakage current across polluted and
wetted insulators can be a source of nuisance to people and can interfere with
communication systems.

A pollution severity of only one tenth of that necessary for flashovers to happen is
sufficient for appreciable gas discharges and audible noise (AN) to occur [2]. Visible
discharges can cause annoyance, especially where an OHLpasses through a populated
area. Although AN does not pose a serious problem under normal surface discharge
conditions for either AC or DC systems, single unit sparkovers under DC energisation
produce periodic loud bangs that can continue for hours.

The signal to noise ratio for acceptable reception is 20 dB and 35 dB for radio and
television, respectively; this difference arises because the eye is more sensitive than
the ear to interference. The acceptable upper limits on radio interference (RI) produced
by overhead lines and substations are covered generally in CISPR publication 18-2
[37] and for polluted insulators in CISIR publication 18.2, Amendment 1 [38]. For
normal surface discharges on AC and DC insulators, RI and television interference
(TVI) are not usually severe and do not increase much as the pollution severity
gets greater. However, single unit sparkovers on DC insulators can be troublesome.
Some small-scale investigations [40] have found that the electromagnetic interfer-
ence – under AC energisation – for polluted and wetted silicone rubber insulators
was substantially lower than that for two corresponding ceramic insulators – one a
short string of glass cap and pin units, the other a porcelain longrod – and that for
polymeric insulators made of EPDM and epoxy resin.

Any of these problems can be overcome completely, or be very substantially
reduced, by adopting some of the measures covered in the previous section – namely:
using greases, silicone rubber coating, semiconducting glaze and by washing.

6.9.5 Electric field distributions

Capacitor-type internal insulation in bushing and current transformers is designed to
provide uniform radial and axial electrical stress distributions on the inside of their
weather housings. Also, the varistor arrangement of a surge arrester is such as to
achieve a similar situation. As can be readily reasoned from section 6.5, an uneven
distribution of the pollutants and/or the water will result in a non-uniform voltage dis-
tribution along the outside surface of this insulator. Of special note, the heating from
the components within this housing can increase the degree of this uneven wetting.
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Such differential axial voltage distributions produce a radial electric field. This
resultant radial field may cause electrical discharges to occur within this insula-
tor. In extreme situations, the insulator may puncture if the internal stress-relieving
measures are not properly designed [40].

6.9.6 Interphase spacers

These insulators are mainly used to prevent mid-span flashovers of overhead lines
during conditions of galloping and conductor jumping following ice release. In addi-
tion, phase-to-phase spacers may be required to achieve compact line constructions,
to reduce phase spacing so as to decrease the magnetic field levels or to improve the
aesthetics of the line.

Such spacers are made from either porcelain or polymers. The procedure adopted
for obtaining their dimensioning is the same as that outlined in section 6.7 for the
line to ground insulation, except that the withstand voltage is

√
3 greater. Further,

considering the dire consequences of a phase-to-phase flashover on the operation of
a transmission line, an additional safety margin may need to be included.

6.9.7 Compact and low profile lines

Wayleave – sometimes called right of way – requirements are becoming more difficult
to obtain in some countries and so there is a growing pressure to make OHLs as
narrow as possible. Also, in order to gain permission to erect lines across areas of
outstanding natural beauty there is often a need to keep these lines as low as possible.
Hence, there is a desire to achieve compact line arrangements, thereby providing
scope for the designing of more imaginative insulators/support structures – possibly
making some components act as both functions.

One wonders, therefore, if the good pollution flashover performance of silicone
rubber could be exploited more than has happened so far. Currently, there is a reluc-
tance to design an insulator around the incorporation of the RTV coating because the
latter will probably need to be renewed from time to time. However, if the benefit
of its application to the surface of a rigid insulator – e.g. porcelain, epoxy resin, a
substantial section of glass fibre rod – outweighs this disadvantage then its use may
be justified.

6.9.8 Financial and related matters

Although insulators form a relatively small part of the total cost of a new electricity
supply project, the potential consequences of their bad performance can be costly.
It is, therefore, important to consider this aspect when selecting insulators for a
particular function. One method of approach is to define an operational risk, which
is the likelihood of failure – either flashover or mechanical breakage – multiplied by
the severity of the consequences of that failure.

In addition to the aspect covered in section 6.7, the general specifications of
the minimum technical requirements of insulators – and the tests to verify them –
are normally obtained from international and/or national standards, e.g. IEC, IEEE,



304 Advances in high voltage engineering

British Standards Institute. Further, the user’s practice may play its part in this defining
process. Insulator costs, even when expressed in relative terms, can vary markedly
over a short period of time. Such variations can depend on matters other than technical
ones – e.g. if a new manufacturer wishes to break into the market or cheap labour
becomes available in an emerging economy.

Even though the electricity supply industry usually expects its insulators to last
for thirty plus years, there are special situations in which a much shorter lifetime
is still very useful. A good example – drawn from the author’s experience – is in
the KwaZulu-Natal Province of South Africa. The long and strategic 400 kV OHLs
have been reinsulated a number of times in an attempt to reduce the number of
serious flashovers caused by pollution. It was estimated that if such events could
be eliminated, or substantially reduced, for just seven years by the use of silicone
rubber insulators, their cost would be recouped by avoiding the need to live wash
(using helicopters) the existing porcelain insulators. It is encouraging to note that the
pollution flashover performance of these silicone rubber insulators has been excellent
for their nearly ten years now (2004) in service.

Asset management, in its formalised form, has of late become very fashionable in
many industries – especially those that have been deregulated. Therefore, it is timely
that a paper [41] was presented at the 2002 CIGRE conference that deals with a survey
conducted by CIGRE Taskforce 23.18 and to note that this group of experts propose
to publish a CIGRE brochure to present their guidelines in 2005. Also, at the thir-
teenth International Symposium on High Voltage Engineering (held in 2003 at Delft,
Holland), the organisers included for the first time a subject entitled ‘Asset manage-
ment of HV equipment: strategies and tools’. Further, such a topic may be discussed
at such symposiums in the future. Hopefully, these two respected bodies will pro-
vide clear guidelines on how outdoor insulators should be monitored, maintained and
replaced when deemed necessary. In the meantime, it is suggested that prudent man-
agers should note the remarks concerning inspections that are included in section 6.7.
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Chapter 7

Overvoltages and insulation coordination
on transmission networks

D.M. German and A. Haddad

7.1 Introduction

In this chapter we review some aspects of insulation coordination and overvoltages
on transmission networks. The purpose of insulation coordination is to ensure that
the probability of insulation breakdown is limited to an acceptable value and that
any breakdown is restricted to self-restoring insulation. It is based on computing
the most severe overvoltages occurring on the network and relating these to the
breakdown characteristics of the insulation through appropriate margins to obtain
withstand voltages for the network components together with the statistical risk of
insulation failure. The procedure is summarised in Figure 7.1.

From the network configuration and component data, an appropriate simulation of
the network is formulated and used to compute the overvoltages, taking into account
the effect of control and protective devices. The breakdown voltage characteristics
are based on the type and configuration of the insulation. The coordination procedures
relate these two components to give withstand voltages and to quantify the risk of
insulation failure.

Coordination is an integral part of the design process, giving criteria that are
satisfied through insulation design and through overvoltage control and protection.
Although simple in concept, involving comparisons between maximum network over-
voltages and minimum insulation breakdown voltages, in practice the process is
complex.

Network overvoltages are usually the result of some sudden change in conditions,
typically switching operations, lightning strokes or faults. They have a very wide
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Figure 7.1 Insulation coordination

range of waveshapes and durations, the most important being:

• temporary overvoltages – lightly damped oscillations at supply frequency
• switching overvoltages – damped oscillations at frequencies of <10 kHz
• lightning overvoltages – damped oscillations at frequencies <100 kHz.

The three types of insulation – gaseous, liquid and solid – have different breakdown
characteristics, which are dependent on the configuration and environment of the
insulation and on the waveshape and duration of the applied voltage. The coordination
process relates these various characteristics to the temporary, switching and lightning
overvoltages on the network.

Air still provides the major insulation for transmission networks. An important
property is that, across the long air gaps necessary for transmission voltages, the
breakdown voltage is dependent on the voltage rise time, and is a minimum for the
relatively long rise times associated with switching overvoltages. Coordination is
therefore based primarily on switching overvoltages, although it is still important
to confirm that the performance under both lightning and temporary overvoltages is
acceptable.

A second important property of air insulation is that for a given rise time of the
applied voltage the actual breakdown value will vary randomly about a mean value.
This characteristic is represented by the cumulative probability function P(U) where
P(U = Ub) is the probability of breakdown occurring with a crest voltage U = Ub

and shown in Figure 7.2.
In computing switching overvoltages, it is often not possible to specify the combi-

nation of parameter values that will result in the maximum overvoltage. In particular
the circuit breaker may close at any point on the AC cycle and, due to circuit breaker
tolerances, the instants at which each pole closes will vary randomly about this point.
By computing the switching overvoltages for a large number of switching operations
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with different instants of pole closing a switching overvoltage distribution F(U)

is obtained (Figure 7.2), with F(U = Ue) giving the probability of the switching
overvoltage exceeding Ue.

From the probability distributions of F(U) and P(U) shown in Figure 7.2,
statistical methods are used to specify insulation withstand voltage and risk of failure.

The International Standard IEC 60071: ‘Insulation coordination’ [1, 2] provides
a comprehensive guide to coordinating procedures and specifies coordination factors
and standard insulation levels.

Although coordination is based primarily on determining withstand voltages and
risks of failure from overvoltage and insulation characteristics, other factors are
involved. The economic factor is always important and includes cost comparisons
between overvoltage protection, insulation levels, risks of failure and network out-
ages. Another factor of increasing importance is the environmental one and this
has resulted in the design of compact lines having both reduced visual impact and
transmission corridor width.

Thus, insulation coordination takes into account a range of factors and has param-
eters that are interdependent. An optimum design therefore involves an iterative and
integrated analysis of the network.

7.2 System overvoltages

Increase in demand for electrical energy has led to increase in both the size and
capacity of electrical power systems. High voltage AC systems of up to 750 kV are
now in operation in several countries; future extension of the working voltage to the
megavolt (MV) range is being investigated by many researchers and electrical utilities.
Moreover, the advances in solid-state electronics have resulted in the development of
high voltage high power thyristors and the expansion of HVDC transmission systems.
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However, such advances are inevitably accompanied by technical problems.
The cost of equipment and the system as a whole is closely related to the insula-
tion level which has been adopted for the network. The choice of insulation level
should take into account both the probability of occurrence and the severity of stress
that the system may be subjected to. Therefore, the performance of any protective
device inserted into the system should be defined as quantitatively as possible.

Overvoltages represent a major threat to security and continuity of supply. A short
summary of the sources of these overvoltages is given in this section. Fortunately,
a controlled limitation of overvoltage surges is possible by protective devices. Surge
arresters are widely used in electrical power systems, and the superior modern metal
oxide surge arresters have renewed interest and widespread use of surge arresters in
protection practice (see Chapter 5).

For economic design of equipment and safe operation of power systems, a detailed
knowledge of types and sources of overvoltages on power systems is required.
Figure 7.3 shows a classification of the different types of overvoltage that are likely to
occur on today’s modern power systems. As can be seen in the figure, and according
to their origin, two main categories of overvoltages can be distinguished: (i) external
and (ii) internal overvoltages.

7.2.1 External overvoltages

External overvoltages are generated by sources that are external to the power system
network. Their magnitude is essentially independent of the system. Two types of
external overvoltage have been identified.

7.2.1.1 Lightning overvoltages

Lightning overvoltages are characterised by very high peak currents and relatively
low energy content. They are responsible for nearly half of all short circuits on lines
in systems of 300 kV and above [3, 4]. Up to approximately 300 kV, the system
insulation has to be designed primarily to withstand lightning surges.

The lightning mechanism is now well understood [5–7] to be due to charged
bipolar cumulo-nimbus clouds which induce an opposite charge on the ground. When
the local electric field reaches a critical value of about 30 kV/cm, an electric discharge
is initiated. A negative polarity discharge advances in steps in a channel known as the
stepped leader. When the strongly ionised channel bridges the path between cloud
and earth, a very high current discharge takes place; this is known as the return
stroke. Subsequent discharges of dart leaders and return strokes may follow along
the ionised path at irregular intervals of time for periods of time less than a second.
Up to 40 strikes of decreasing magnitude have been observed. It is postulated that
these subsequent strikes correspond to discharging deeply located charges inside the
cloud (for a more detailed reading on lightning phenomena, refer to Chapter 3).

Lightning discharges may be of positive or negative polarity (according to the
polarity of stepped leader tip) and ascending or descending type, i.e. upwards or down-
wards going discharges. Positive strikes, in general, consist of one long discharge and
are observed to discharge currents of very high amplitudes (up to 250 kA), in contrast,
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–contact with circuits of higher voltages 
–neutral inversion 
–arcing ground phenomenon 
–resonance phenomena

–closing/reclosing of line
–interruption of capacitive/inductive currents
–switching on transformers
–fault initiation or clearing

–direct
–induced
–backflashover

–nuclear accident

–magnetic solar storms

–load rejection 
–Ferranti effect 
–self-excitation
–saturation effects 
–ground faults 
–asymmetric faults

transient temporary steady statelightning NEMP NNEMP

overvoltages

external internal

Figure 7.3 Classification of overvoltages

negative strikes are of lower intensity (less than 80 kA). Field observations and mea-
surements have shown that up to 90 per cent of lightning discharges are of negative
polarity and descending type. From the point of view of power system overvoltages,
the important parameters of the lightning stroke are the current amplitude and shape.
Both are statistically distributed. Field measurements [8] have shown that the modal
value of current is about 32 kA. Typical rise times are about 2 μs.

Lightning affects overhead lines in three ways, that is (i) a direct strike on a phase
conductor or (ii) induced overvoltage if the impact point of lightning is in the vicinity
of the line, which is particularly dangerous for low and medium voltage systems.
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In addition, (iii) a backflashover may occur due to a rise in potential of the tower top
when lightning hits the tower or the earth wire of shielded lines.

The overvoltage, which is determined by the line surge impedance and the
discharge current of lightning, is often over one million volts. These surges travel
along the line and may cause internal breakdown of insulation of terminal equipment
systems. They also generate corona which can be considered as a protective effect.
It is the practice that protection of power systems against lightning overvoltages is
usually decided on the most probable lightning current shape which might hit the
system and the keraunic level or density of lightning flashes in the location area of
the system (flashes per kilometer square per year). Up to 0.46 strikes/km/year were
recorded and lightning discharges of crest current of approximately 40 kA were found
to be the most frequent in the United Kingdom [9]. These figures, although substan-
tially smaller than those of other parts the world [10] (mainly Europe, South America
and Africa), show that lightning overvoltages are a serious threat for power systems
in the UK.

7.2.1.2 Nuclear and non-nuclear electromagnetic pulses (NEMP, NNEMP)

NEMP are also an external source of power system overvoltages [11]. They are char-
acterised by very short front times (<10 ns) and tens of kiloamperes in amplitude.
Their occurrence is fortunately rare and protecting against them is usually not consid-
ered in power systems design. An attractive feature of ZnO material is its fast response
to limit overvoltages. It has been shown that ZnO material could be used for effi-
cient protection against NEMP [12]. NNEMP have been reported [13] to affect power
systems during magnetic storms associated with exceptional solar disturbances.

7.2.2 Internal overvoltages

Unlike external overvoltages, internal overvoltages are principally determined by the
system configuration and its parameters. They are mainly due to switching opera-
tions and following fault conditions. According to their duration, which ranges from
few hundreds of microseconds to several seconds, three main categories of internal
overvoltage can be defined.

7.2.2.1 Transient switching surges

Compared with lightning surges, switching surges contain a much higher amount of
energy but are of lower amplitude. Several causes have been identified for switch-
ing transient overvoltages, a brief account of which will be given here; detailed
descriptions can be found elsewhere [14–16]. The following major causes have been
reported:

(i) Closing and reclosing of a line: the resistance, capacitance and induc-
tance of transmission lines form a distributed parameter (oscillatory) network
[17, 18]. Therefore, any switching operation involves transient phenomena.
For example, switching an unloaded line which is open at the other end pro-
duces up to 2 p.u. overvoltage, but this value could be even higher if a circuit
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breaker restrikes on a line with residual voltage. Such voltages are known to
exist because of the presence of charges trapped in transmission lines after
interruption of supply voltage.

(ii) Switching of capacitive currents: this includes capacitor banks, unloaded over-
head lines and cables. It involves interruption of small capacitive currents at
peak voltage. The recovery voltage may reach 1.5 p.u. across the contacts of
the circuit breaker [15]. Half a cycle later, when the voltage of the feeding side
attains its maximum, a voltage of 2.5 p.u. is then established across the circuit
breaker contacts which may lead to restrike of the circuit breaker.

(iii) Switching of inductive current: when interrupting the small inductive currents
of unloaded transformers and shunt reactors, current chopping may occur with
the current forced to zero before the natural current zero. The high di/dt asso-
ciated with current chopping results in high induced voltage in the inductive
circuit. This type of operation produces overvoltages of 2 to 3 p.u. in mod-
ern transformers [15]; however, with transformers loaded with shunt reactors,
values up to 5 p.u. may be reached which necessitates the use of surge arresters
for protection.

(iv) Initiation and clearing of system faults: the most frequent fault on power sys-
tems is the short circuit phase-to-earth which is often accompanied by an
increase of neutral potential. If the fault occurs at peak voltage, then up to
2.7 p.u. overvoltage can be generated. Reducing the ratio (X0/X1), however,
will limit significantly the overvoltage; e.g. for a configuration having a ratio
equal to 1, no overvoltage has been observed [15]. The single phase fault which
causes an asymmetry is therefore the most dangerous fault. The clearing of a
fault by circuit breakers, in particular a three-phase fault, will also generate
crest overvoltages of up to 3 p.u.

The magnitude of switching surges is affected by the following factors:

(i) line parameters including dimensions, earth resistivity, trapped charges,
terminating network and coupled energised circuits

(ii) the circuit breaker performance
(iii) the source network.

Many techniques have been developed [15, 19] and are widely used to reduce the
peak value of switching transients to values lower than 2 p.u., which helps economical
design of higher voltage systems (400 kV and above). Among these techniques are:

(i) switching resistors
(ii) controlled synchronised closing of circuit breakers

(iii) shunt reactors
(iv) drainage of trapped charges before reclosing by provision of leak resistors.

In addition, protective measures, such as surge protection capacitors and surge
arresters, are adopted. Modern metal oxide surge arresters are particularly efficient
for such duties because of their fast switching response, energy absorption capability
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and excellent voltage–current non-linearity. Corona losses and earth return attenua-
tion have, however, little effect on reducing switching surge overvoltages except on
long transmission lines.

7.2.2.2 Temporary overvoltages

A definition adopted by many authors [20] describes a temporary overvoltage (TOV)
‘as an oscillatory phase-to-ground or phase-to-phase overvoltage of relatively long
duration at a given location which is undamped or weakly damped in contrast to
switching and lightning overvoltages which are usually highly or very highly damped
and of short times’. Temporary overvoltages have also been classified into three
groups according to whether the frequency of oscillation is lower, equal to or higher
than the working voltage frequency. In relation to operating power system networks,
CIGRE WG 33.10 and IEEE Task Force on TOV [21] propose to define temporary
overvoltages as ‘an overvoltage higher than the highest system voltage and lasting
for more than 2 cycles’.

The most frequent causes of temporary overvoltages are Ferranti effect, load rejec-
tion, ground faults, saturation effects and ferroresonance. Most of these overvoltages
range between 1.2 and 1.5 p.u., but in severe conditions they may reach 2 p.u. [19].
The highest TOV levels are known to occur when long lines are connected to a weak
feeding system. Table 7.1 [21] summarises the most important causes of TOV and
their properties.

Table 7.1 Summary of important TOV causes and characteristics [21]

Temporary Important Overvoltage Typical Methods of control
overvoltage parameters magnitudes durations
phenomena

Common causes
fault fault location 1.0–1.4 p.u. 2–10 cycles usually not

application system X0/X1 ratio necessary
fault current

magnitude

load rejection power flow 1.0–1.6 p.u. seconds switched reactors
system short SVS

circuit MVA
system capacitance generator controls
machine automatic

voltage regulators

line energising line capacitance 1.0–1.2 p.u. seconds switched reactors
system short SVS

circuit MVA generator controls
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Table 7.1 Continued

Temporary Important Overvoltage Typical Methods of control
overvoltage parameters magnitudes durations
phenomena

line dropping/ fault conditions 1.0–1.5 p.u. <1 second shunt reactors
fault clearing line capacitance relaying

shunt reactors SVS
breaker opening

sequence

reclosing line capacitance 1.0–1.5 p.u. seconds shunt reactors
shunt reactors relaying
trapped charge SVS

levels
fault conditions

transformer system short 1.0–1.5 p.u. 0–2 seconds switched reactors
energising circuit MVA SVS

transformer saturation harmonic filters
characteristics breaker

frequency response closing res.
characteristics

system voltage level

Special cases
parallel line coupling capacitance 1.0–2.0 p.u. steady state neutral reactors

resonance between circuits switched reactors
shunt reactor values

and saturation
line corona losses

uneven breaker circuit capacitance 1.0–2.0 p.u. steady state neutral reactors
poles shunt reactor switched reactors

values and saturation
line corona

losses

ferroresonance circuit capacitance 1.0–1.5 p.u. steady state operating
transformer procedures

saturation
transformer

characteristics

backfeeding cable or line 1.0–2.0 p.u. seconds operating
capacitance procedures

system short shunt motors
circuit MVA

frequency response
characteristics
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Temporary overvoltages due to the Ferranti effect and load rejection are limited
by shunt reactors, but because these shunt reactors remain connected to the system
under normal working conditions, a problem of reactive power consumption is raised.
Thyristor-controlled reactive compensation and shunt reactors with flat magnetising
characteristics have also been utilised [20].

7.2.2.3 Steady state overvoltages

Steady state overvoltages are of supply frequency and are sustained for long time
periods. They are often related to earthing and neutral arrangements within the
system: examples are the neutral displacement in badly designed star-connected
voltage transformers, arcing ground phenomena in systems with insulated neutrals
and the resonance phenomena appearing as a result of the open-circuiting of one or
two phases in a three-phase system which can be initiated by faulty circuit breakers
or broken conductors. Most systems are designed so that such overvoltages do not
occur.

7.3 Network simulation and analysis

Since switching overvoltages are a major factor in determining insulation levels for
transmission networks and as the most severe magnitudes result from line reener-
gisation, the simulation of the network under these conditions is a prerequisite to
overvoltage computations.

The selection of models for the network components is based on:

• the frequency range to be simulated; this depends on the type of overvoltage
being computed, with lightning overvoltages requiring a frequency <100 kHz,
switching overvoltages <10 kHz and temporary overvoltages <1 kHz

• the extent of the network about the source of the overvoltage requiring a detailed
simulation; this again depends on the type of overvoltage and varies from
a minimum for lightning to a maximum for temporary overvoltages

• a compromise between model accuracy, complexity and the availability of
numerical data for the model parameters.

Transmission networks are usually simulated by circuit models for overvoltage
studies and the computations carried out in the time domain.

7.3.1 Transmission lines

Models are based on the transient analysis of the line, a subject extensively covered
in the literature [16, 22–24], and three models – the phase model, the 0, α, β model
and the modal model – will be summarised.
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7.3.1.1 Line parameters

A multiphase line with one conductor/phase and parallel to an earth plane of zero
resistivity is described by the following per unit length parameters [16, 17]:

[L] – full matrix of conductor–earth self and mutual inductances
[P ] – full matrix of conductor–earth self and mutual potential coefficients
[C] = [P ]−1 – full matrix of conductor–earth self and mutual capacitances
[R] – diagonal matrix of conductor resistances
	 – length of line.

The order of the matrices is equal to the number of phases and [L] and [C] are
related by:

[L] = (2π)−1μ[G] (7.1)

[C] = 2πε [G]−1 (7.2)

where [G] is obtained from the phase geometry.

7.3.1.2 Phase model

Under transient conditions the line is usually considered as a lossless line with losses
represented by resistance networks at each end as shown in Figure 7.4. For a more
accurate representation, or to obtain voltages at points along the line, the line may be
subdivided and each section represented as in Figure 7.4.

The phase voltages [V (x, t)] and phase currents [I (x, t)] at a point distance x

along the line s′r ′ are related by the lossless line equations [23]:

d2

dx2 [V (x, t)] = [L][C] d2

dt2 [V (x, t)] (7.3)

d2

dx2 [I (x, t)] = [C][L] d2

dt2 [I (x, t)] (7.4)

and from Equations (7.1) and (7.2):

[L][C] = [C][L] = με[U ] (7.5)

where [U ] is the unit matrix. The phase variables [V (x, t)] in Equation (7.3) and
[I (x, t)] in Equation (7.4) are therefore decoupled and a solution in terms of travelling

s

0.5 l [R] [L], [C], l 0.5l [R]

[I(t)]s [I(t)]s� [I(t)]r� [I(t)]r

[V(t)]r[V(t)]r�[V(t)]s [V(t)]s�

resistance network lossless line resistance network

Figure 7.4 Diagram of circuit model for multiphase line
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waves of voltage and current readily obtained as [23]:

[I (x, t)] = [I (x − vt)]f + [I (x + vt)]b (7.6)

[V (x, t)] = [V (x − vt)]f + [V (x + vt)]b = [Z]{[I (x − vt)]f − [I (x + vt)]b}
(7.7)

where suffixes f and b refer to waves travelling in directions s′ to r ′ and r ′ to s′,
respectively.

The voltage and current waves are related through the phase surge impedance
matrix:

[Z] = [L]1/2[C]−1/2 = μ1/2ε−1/2[G] (7.8)

and all waves have the same velocity:

[v] = [L]−1/2[C]−1/2 = μ−1/2ε−1/2[U ] (7.9)

From the travelling wave solutions for the lossless line the voltages and currents
at the terminals s′ and r ′ are obtained in a form suitable for computation as [25]:

[V (t)]s′ = [V (t − T )]r ′ + [Z]{[I (t)]s′ + [I (t − T )]r ′ } (7.10)

[V (t)]
r′ = [V (t − T )]s′ + [Z]{[I (t)]r ′ + [I (t − T )]

s′ } (7.11)

where, T = (μ · ε)1/2 · l is the travel time for the line.
These equations define a model for the lossless line and when combined with the

conductor resistance can be represented from the line terminals by the circuit shown
in Figure 7.5. The line is characterised by the surge impedance [Z], which includes
coupling terms between phases, the travel time T and the conductor resistance 	[R].

7.3.1.3 Earth resistivity

When the earth resistivity ρ �= 0, earth currents penetrate into the earth and their
distribution is not readily determined. Numerous studies into earth current have been
reported [26–30], and most involve field analysis in the frequency domain assuming
a homogeneous earth. Some studies have considered a multilayer earth with different

[I(t)]s [I(t)]s� [I(t)]r�

[V (t)]r�
[V(t)]r

[I(t)]r

[Z ] [Z ]

rs
0.5l R 0.5l R

[V(t)]s [V(t)]s�
[V(t – T )]r [V(t–T )]s�

[I(t – T )]r�

[I(t – T )]s�

Figure 7.5 Diagram of circuit model for line at s and r (sending and receiving end)
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layer resistivities. The overall effect of the current distribution in the earth is to modify
both [L] and [R] to equivalent values [L]e and [R]e where:

[L]e = [L] + [�L(ω)] (7.12)

[R]e = [R] + [�R(ω)] (7.13)

Power series are widely used to compute [�R(ω)] and [�(ω)] [33], with the
correction terms evaluated at some representative frequency. This frequency can
be approximated by f = l/4T where T is the travel time for the lossless line.

Equations (7.3) and (7.4) now become:

d2

dx2 [V (x, t)] = [L]e[C] d2

dt2 [V (x, t)] (7.14)

d2

dx2 [I (x, t)] = [C][L]e d2

dt2 [I (x, t)] (7.15)

[L]e[C] and [C][L]e are non-diagonal matrices and the phase variables in both
Equations (7.12) and (7.13) are not decoupled. A simple travelling wave solution
is not available and a transformation of variables is necessary to obtain decoupled
equations.

7.3.1.4 0, α, β transformation

The 0, 1, 2 or 0, α, β transformations used in fault studies can be used to decouple the
line equations [31–33]. The latter is preferred because all the elements in the transfor-
mation have real rather than complex values. In addition to analytical advantages, the
transformed variables provide a simple insight into the network response. However,
to be effective, the arrangement of phase conductors and earth must be assumed to
be symmetrical. This requires an approximation, replacing all mutual terms and all
diagonal terms by their average values to give, for a three-phase line:

[L]e =
⎡
⎣LS LM LM

LM LS LM

LM LM LS

⎤
⎦ (7.16)

[C]e =
⎡
⎣ CS −CM −CM

−CM CS −CM

−CM −CM CS

⎤
⎦ (7.17)

The values of the elements of the transformation matrix relating the 0, α, β

components to the phase variables depend on the convention adopted to define
the components and any normalisation procedure used. With the transformation
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defined by:

⎡
⎣V0

Vα

Vβ

⎤
⎦ =

⎡
⎢⎢⎢⎢⎢⎢⎣

1√
3

1√
3

1√
3

1√
2

−1√
2

0

1√
6

1√
6

−2√
6

⎤
⎥⎥⎥⎥⎥⎥⎦
⎡
⎣Va

Vb

Vc

⎤
⎦ (7.18)

Equation (7.14) then transforms to:

d2

dx2

⎡
⎣V0 (x, t)

Vα (x, t)
Vβ (x, t)

⎤
⎦ =

⎡
⎣L0 0 0

0 Lα 0
0 0 Lβ

⎤
⎦
⎡
⎣C0 0 0

0 Cα 0
0 0 Cβ

⎤
⎦ d2

dt2

⎡
⎣V0 (x, t)

Vα (x, t)
Vβ (x, t)

⎤
⎦

(7.19)

where the 0, α, β parameters are given by:

L0 = Ls + 2Lm

Lα = Lβ = Ls − Lm

C0 = Cs − 2Cm

Cα = Cβ = Cs + Cm

Using the same transformation for currents transforms Equation (7.15) to an identical
form to Equation (7.19).

The 0, α, β variables are decoupled and the travelling wave solution gives surge
impedances:

Z0 =
(

L0

C0

)1/2

Zα = Zβ =
(

Lα

Cα

)1/2

And travel times:

T0 = (L0C0)
1/2	

Tα = Tβ = (LαCα)1/2	

The ideal line can now be represented by uncoupled 0, α, β networks, each network
has terminal equations of the same form as Equations (7.8) and (7.9).

In a similar way the resistance matrix [R]e now includes off diagonal elements
due to the equivalent resistance of the earth return paths, and will also transform to
a diagonal matrix with:

R0 = Rs + 2Rm
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and

Rα = Rβ = Rs − Rm

Although there is no coupling between the 0, α, β networks, the terminal condi-
tions can result in an interconnection of the networks. As in symmetrical component
analysis of unbalanced faults where the interconnected sequence networks represent
the constraints between voltages and currents at the fault points, in a similar way,
under sequential switching conditions, the 0, α, β networks are interconnected to
satisfy the constraints at the line ends [34]. Thus, if the line is energised from one
end by closing phase a with phases b and c open, the constraints between the phase
variables at this end are:

Va = Ea , the source voltage

Ib = Ic = 0

And between the 0, α, β variables

Ea = V0√
3

+ Vα√
2

+ Vβ√
6√

3I0 = √
2Iα= √

6Iβ

These constraints are satisfied by an interconnection of the 0, α, β networks at the
energised end through coupling transformers as shown in Figure 7.6. In a similar
way, the interconnected network for other sequential switching combinations can be
obtained.

Is0(t)

Vs0(t) Vr0
(t)

Ea

Z0           T0

1:   3
0.5l R0 0.5l R0

Is�(t)

Vs�(t) Vr�
(t)Z�           T�

Z�        T�

1:   2
0.5l R� 0.5l R�

Is�(t)

Vs�(t) Vr�
(t)

1:   6
0.5l R� 0.5l R�

Figure 7.6 Interconnection of 0, α, β network to simulate single pole closing
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7.3.1.5 Modal transformation

When the assumption of the symmetry used in Equations (7.14) and (7.15) is not
acceptable and a more accurate model is required then modal transformations can
be used to transform the variables in Equations (7.3) and (7.4) from the phase to
the modal domain and diagonalise the equations [33]. Different transformations are
required for voltage and current and are given by:

[V ′(x, t)]p = [T ]v[V ′(x, t)]m (7.20)

[I ′(x, t)]p = [T ]i[I ′(x, t)]m (7.21)

where [T ]v is the eigenvector matrix of [L]e[C] and [T ]i the eigenvector matrix of
[C][L]e with suffixes p and m denoting phase and modal variables, respectively.

The lossless line equations then become:

d2

dx2 [V ′(x, t)]m = [�] d2

dt2 [V ′(x, t)]m (7.22)

d2

dx2 [I ′(x, t)]m = [�] d2

dt2 [I ′(x, t)]m (7.23)

where [�] is the diagonal eigenvalue matrix of [L]e[C] and of [C][L]e.
These equations are of the same form as Equation (7.19) and have similar solutions

giving:

modal travel time [T ]m = [�]1/2

modal surge impedance [Z]m = [�]1/2

Again, there is no coupling between modes and Figure 7.7 shows a representation
of the model. The eigenvalues and hence the modal velocities are uniquely defined.
However, the eigenvectors can be multiplied by any selected non-zero constant with-
out altering their properties and the modal surge impedances are dependent on the
particular eigenvector matrix selected.

The lossy networks cascaded at each end of the lossless line may be transformed to
modal variables as in Figure 7.7, or left outside the transformation as phase variables.

7.3.1.6 Corona losses

Under transient conditions, corona discharges will occur from the conductor surface
when the voltage exceeds the critical corona inception voltage Ec and will establish a
space charge around the conductor. As the voltage increases the corona will propagate

modal
transformation

resistance
network

lossless
line

resistance
network

modal
transformation

[T ]v [R] [Z]m[T]m [R]m[T ]i

[T ]v

[T ]i

s r

[Vs (t)]p [Vr (t)]p[Vs(t)]m [Vs(t)]m� [Vr (t)]m� [Vr (t)]m

Figure 7.7 Modal simulation of line
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conductor

Cc

Ec

Figure 7.8 Circuit model for corona on line
Ec = corona inception voltage
Cc = corona capacitance

further into the space around the conductor until the conductor voltage reaches a max-
imum and at this point the corona will be suppressed by the space charge. The corona
loss represents an energy loss from the line resulting in distortion of the surge front
and, for fast-front, low energy surges, significant surge attenuation. This phenomenon
may be simulated by the circuit model shown in Figure 7.8 [36]. The corona capaci-
tance Cc can be obtained from impulse voltage tests on the conductors or estimated
from the corona inception field and conductor geometry. In using this model, the line
must be divided into short cascaded sections and the corona model included at the
terminals s′ and r ′ of each section.

7.3.1.7 Bundled conductors

When each phase consists of several conductors in parallel, [L], [C] and [R] may
be formulated by considering each conductor rather than each phase and then matrix
reduction methods used to obtain equivalent phase matrices [33]. In a similar way,
the earth conductor and earth return can be combined. These reductions are frequency
dependent and usually evaluated at a representative frequency.

7.3.1.8 Lightning and temporary overvoltages

Although the circuit models are described for the computation of switching overvolt-
ages, they can also be applied to lightning overvoltages except that earth correction
parameters are evaluated at a higher frequency. For strikes to earth wires, line spans
close to the strike are each represented by a circuit model, and the towers simulated
by a surge impedance [35].
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For temporary overvoltages with a much lower maximum frequency, pi circuit
representations are adequate [23], but a more extensive section of network should be
simulated.

7.3.1.9 Trapped charge

When an energised line is isolated there will be a trapped charge left on the line
and this will discharge rapidly through any transformer windings still connected
to the line, or more slowly through leakage over insulation, and it is necessary to
simulate this charge especially for high speed reclosure. Any trapped charge present
on reclosure can have a significant effect on switching voltages and is simulated as
an initial voltage on the line. This voltage can be computed from the previous line
opening sequence or, assuming each pole of the circuit breaker clears at a current
zero and interphase capacitance is neglected, then the most severe conditions will be
Va(0) = Vb(0) = Vph and Vc(0) = −Vph, where Vph is the crest value of the phase
voltage.

7.3.1.10 Summary of line models

The three models for transient analysis of lines are, in order of increasing complexity:

• Phase model: ρ = 0, characterised by full surge impedance matrix [Z] and
a single travel time T .

• 0, α, β model: ρ �= 0, symmetrical line characterised by surge impedances Z0,
Zα = Zβ and travel times T0 and Tα = Tβ . Transformation 0, α, β ↔ a, b, c

variables defined.
• Modal model: ρ �= 0, asymmetrical line characterised by diagonal surge

impedance matrix [Z]m and diagonal modal travel time matrix [T ]m. Transfor-
mation modal ↔ abc computed.

Accuracy of transmission line modelling is limited by uncertainties in parameter
values and for general overvoltage studies the 0, α, β model is adequate.

7.3.2 Cables

Cables may be simulated by similar circuit models to lines with all conductors, core,
sheath and earth represented and with cross bonding and earthing taken into account.

7.3.3 Circuit breakers

Circuit breakers are usually simulated by ideal switches with each pole closing at some
specified nominal time. In circuit breakers without point-on-voltage wave control the
closure can occur with equal probability at any point on the voltage wave, although
with pre-arcing it would be biased towards points of maximum voltage. In addition,
circuit breaker tolerances will result in a statistical spread of individual pole closing
times about the nominal time. To simulate these effects a large number of switching
operations are computed with the individual pole closing times varied in a random or
systematic manner [33]. Although more accurate models including pre-arcing can be
formulated they are not normally necessary for network overvoltage computations.
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Figure 7.9 Circuit model for transformer capacitance

7.3.4 Transformers

For overvoltage computations, the simplest simulation is an equivalent capacitance
network representing the interwinding and self-winding capacitance as shown in
Figure 7.9.

When it is relevant to simulate the magnetic couplings between windings the
model must account for both the electrical constraints due to the interconnection of
the windings and the magnetic constraints imposed by the core construction. A model
based on the duality between electric and magnetic circuits meets these requirements.
The method is illustrated in Figure 7.10, which shows a three-limb core with one
winding on each limb, the windings being connected in star [37]. The isolating trans-
formers are necessary to ensure that both the electrical and the magnetic constraints
are satisfied simultaneously. The limb and the yoke inductance are defined by flux-
current curves based on the magnetic characteristics of the core material and the core
dimensions. The characteristic can include recoil paths within hysteresis loop and are
readily simulated in piecewise linear form. The model simulates the varying levels
of saturation occurring in different sections of the core, especially during transient
conditions. It is readily extended to represent several windings on each limb and to
include core losses.

7.3.5 Network reduction

Sections of the network can be replaced by a Thevenin equivalent circuit. Ideally, the
frequency response of this circuit should correspond with that of the actual circuit up
to an appropriate frequency. Generally, there are insufficient network data available
for this and a simple alternative is to use a circuit such as shown in Figure 7.11, where
L is the inductance obtained from the fault level at the section terminals and Z the
surge impedance looking into the section from these terminals.

7.4 Computed switching overvoltages

The switching overvoltages of greatest relevance are those associated with energising
a line terminated in an open circuit, and variables having a significant effect on these
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Figure 7.10 Circuit model of three-limb, transformer core with star connected
winding

a physical arrangement of core and winding
b circuit model
La , Lb, Lc = limb inductances
Lab, Lbc = yoke inductances
la , lb, lc = leakage inductance

overvoltages are:

• trapped charge on each phase at the instant of energisation
• point on voltage wave at which each phase is energised
• earth resistivity
• line length.

These effects will now be reviewed.
For the simple case of a lossless line with a travel time of T = 1 ms, energised

from a source voltage Vs = cos(ωt + θ) p.u. with the circuit breaker closed at t = 0,
Figure 7.12 shows the variation of the maximum overvoltage Vr at the open circuit
termination with the switching angle θ . Curve a is for zero trapped charge with Vr
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Figure 7.12 Variation of switching overvoltage with instant of switch closing t = 0,
when source voltage on phase a is maximum

Curve a zero trapped charge
Curve b trapped charge = −1 p.u. voltage

having a maximum value of 2.0 per unit for θ = 0◦ and a minimum value of 1.2 p.u.
at θ = 90◦. Curve b shows the effect of a trapped charge represented by an initial
voltage of −1.0 p.u. giving an increase in the maximum voltage to 3 p.u. for θ = 0◦
with the minimum value being 1.0 p.u. at θ = 180◦.

The relative effects of trapped charge, pole closing times and earth resistivity are
shown in Figure 7.13. They are based on a 150 km single circuit line and computed
using the 0, α, β model and EMTP [33]. The line has four conductors/phase and
a single earth wire, and the 0, α, β parameters are given in Table 7.2 with earth
resistivity ρ having greatest effect on the 0 parameters. The operating conditions are
shown in Table 7.3.

Figure 7.13(i) shows the voltage waveshapes at the line termination for the
ideal case of ρ = 0, simultaneous pole closing at the instant when Ea0 = 1 p.u.,
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Figure 7.13 Phase voltages at line termination
i simultaneous pole closing, zero trapped charge, ρ = 0

Eb0 = Ec0 = −0.5 p.u. and with zero trapped charge. The phase voltages Va(t),
Vb(t) and Vc(t) are linear combinations of the 0, α, β travelling waves appearing at
the termination and with simultaneous pole closing on to a symmetrical source, no
zero components are present. The voltages have well defined waveshapes and show
clearly the travelling wave components arriving simultaneously. The maximum value
of the overvoltage Vra = 2 p.u. on phase a.

Figure 7.13(ii) shows the effect of sequential switching. The closing times ta , tb
and tc are selected within a pole spread of 5 ms and switch at voltages of Ea0 = 1 p.u.,
Eb0 = 0.87 p.u. and Ec0 = −1 p.u. The first pole to close, a results in Vra(t) of
the same waveshapes and magnitudes as case (i), and produces coupled voltages on
phases, b and c. When c and then b close, these coupled voltages present differ-
ent initial conditions from those seen by phase a resulting in modified waveshapes
following closure and with Vrc(t) now reaching a maximum value of 2.3 p.u.
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Figure 7.13 Continued
ii sequential pole closing, zero trapped charge, ρ = 0

Figure 7.13(iii) shows the effects of ρ �= 0 resulting in longer travel times for the
zero waves. This results in further distortion of the waveshapes and greater attenuation
because of the increased value of R0. The maximum overvoltage is now 2.35 p.u. on
phase b.

Figure 7.13(iv) shows the effect of trapped charge represented by Va0 = Vb0 =
−1 p.u. and Vc0 = 1 p.u. The wave magnitudes are increased with a maximum of
3.78 p.u. appearing on phase b.

Finally, Figure 7.13(v) is as for case (iv) but includes the effect of a surge arrester
connected between each phase and earth at the line termination. The arresters have
a protective level of 2.38 p.u., cause further distortion of the wave shapes and limit
the maximum voltage to 2.07 p.u.
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Figure 7.13 Continued
iii sequential pole closing, zero trapped charge, ρ = 100 �m

Sequential pole closing, earth resistivity and trapped charge can all result in
high values of the switching overvoltage, however it is not possible to specify the
combination that will result in the most severe overvoltages, hence it is necessary to
consider a statistical analysis of the overvoltage distribution.

As an example the effect of random pole closing on the overvoltages was com-
puted using a statistical switching model with random times computed for each pole
and based on a normal distribution about a nominal closing time of 20 ms and a stan-
dard deviation of 0.83 ms. Three operating conditions to show the effect of trapped
charge and of surge arresters were considered using the data in Table 7.4.

Figure 7.14 shows the cumulative distribution of the overvoltages F(U) together
with the density distribution f (U). These distributions are based on 1000 switching
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Figure 7.13 Continued
iv sequential pole closing, trapped charge −1.0,−1.0, 1.0 p.u.,

ρ = 100 �m

operations taking the highest overvoltage from each switching operation. The mean
values of the overvoltages together with the standard deviations are given in Table 7.5.

The distribution with zero trapped charge is shown in Figure 7.14 case (vi) with
overvoltages ranging from 1.75 p.u. to 2.95 p.u. The effect of trapped charge is to
move the distribution to a higher value ranging from 2.75 p.u. to 4.90 p.u. but with
a similar distribution as shown in Figure 7.14 case (vii). When surge arresters are
included at the line termination the overvoltages are limited to the narrow distribution
of 2.05 p.u. to 2.25 p.u. seen in Figure 7.14 case (viii).

7.5 Insulation coordination

Although coordination between switching overvoltages and the strength of self-
restoring insulation can be based on the maximum value of overvoltage and the
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minimum value of breakdown voltage, this takes no account that the probability of
both occurring simultaneously is very low and it is more realistic to use statistical
data for coordination.

IEC 60071: ‘Insulation coordination’ [1, 2] specifies procedures for the selection
of withstand voltages for phase-to-earth, phase-to-phase and longitudinal insula-
tion. A full statistical analysis would consider all variables that may influence the
overvoltage distribution, including various configurations of the network. Such an
analysis is both time consuming and difficult to optimise and most studies consider one
or two configurations. The procedures include correction factors based on operational
experience on transmission networks.

Statistical data are obtained from computations of overvoltages and labora-
tory/field tests on insulation characteristics. It is generally obtained as: F(U) –
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Table 7.2 0, α, β line parameters

ρ (�m) Z0 (�) T0 (ms) R0 (�/km) Zα (�) Tα (ms) Rα (�/km)

0 442 0.50 0.065 256 0.50 0.043
100 553 0.63 1.6000 259 0.51 0.048

Table 7.3 Operating conditions

Case ρ (�m) ta (ms) tb (ms) tc (ms) Va0 (p.u.) Vb0 (p.u.) Vc0 (p.u.)

(i) 0 20.0 20.0 20.0 0 0 0
(ii) 0 20.0 25.0 23.3 0 0 0
(iii) 100 20.0 25.0 23.3 0 0 0
(iv) 100 20.0 25.0 23.3 −1 −1 1
(v)∗ 100 20.0 25.0 23.3 −1 −1 1

∗ includes surge arrester at line termination

Table 7.4 Operating conditions

Case ρ (�m) Va0 (p.u.) Vb0 (p.u.) Vc0 (p.u.)

(vi) 100 0 0 0
(vii) 100 −1 −1 1
(viii)∗ 100 −1 −1 1

∗ includes surge arresters at line termination

the cumulative distribution of switching overvoltages, where F(U = Ue) is the
probability that the maximum switching overvoltage Ue ≥ U , f (U) is the density
distribution where f (U) = −dF(U)/dU and f (U = Ue)dU is the probability that
Ue ≤ U ≤ Ue + dU ; P(U) – the cumulative distribution of breakdown voltage
where P(U = Ub) is the probability of breakdown with a crest voltage U = Ub.

The probability of breakdown occurring at voltage U is f (U)P (U)dU and the
risk of failure R for all values of U is given by [38, 39]:

R =
∞∫

0

f (U)P (U)dU (7.24)

Because there is an upper limit to the switching voltage Uet and a lower limit to the
breakdown voltage Ub0 the integration limits 0 → ∞ can be replaced by Ub0 and
Uet , where F(U = Uet ) = 0 and P(U = Ub0) = 0.
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Figure 7.14 Density and cumulative density distributions of overvoltages
case (vi): zero trapped charge, no arresters
case (vii): 1.0 p.u. trapped charge, no arresters
case (viii): 1.0 p.u. trapped charge, arresters at line end

Insulation coordination is then achieved by optimising the overvoltage data
through protection and control, and the breakdown voltage data using different
insulation levels in order to obtain an acceptable risk of failure. An acceptable risk
value is based on satisfactory operational experience on similar networks and is
generally within a range of 10−1 to 10−4 per switching operation [2].

7.5.1 Analytical expressions for F(U) and P(U)

Although the risk of failure is best estimated from F(U) and P(U), often insufficient
data is available and analytical expressions based on limited data are widely used. The
expressions should give a good fit over the region Ub0 to Uet and IEC71 recommends
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Table 7.5 Overvoltage data

Case Ue50 (p.u.) σe (p.u.)

(vi) 2.21 0.231
(vii) 3.64 0.449
(viii) 2.16 0.035

the use of Weibull probability functions of the form:

F(U) = 1 − e−((Uet−U)/β)γ (7.25)

and

P(U) = 1 − e−((U−Ub0)/β)γ (7.26)

where β are scale parameters and γ shape parameters. These expressions are readily
evaluated and differentiated.

F(U) can be readily characterised using the Ue50 switching overvoltage, where
F(U = Ue50) = 0.5 and σe the standard deviation of F(U). Then, with the
assumptions [2] that:

Uet = Ue50 + 3σe (7.27)

and

Ue2 = Ue50 + 2.05σe (7.28)

where F(U = Ue2) = 0.02 – a 2 per cent probability that Ue2 ≥ U . Equation (7.25)
becomes:

F(U) = 1 − e−((3σe+Ue50−U)/β)γ (7.29)

giving:

F(U = Ue50) = 0.5 = 1 − e−(3σe/β)γ (7.30)

F(U = Ue2) = 0.02 = 1 − e−(0.95σe/β)γ (7.31)

and from Equations (7.30) and (7.31) we obtain: γ = 3.07 and β = 3.4σe.
Equation (7.29) now becomes:

F(U) = 1 − e−((3σe+Ue50−U)/3.41σe)
3.07

F(U) = 1 − 0.509(1+(Ue50−U)/3σe)
3.07

(7.32)

and with acceptable accuracy can be represented by:

F(U) = 1 − 0.5(1+(Ue50−U)/3σe)
3

(7.33)
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and

f (U) = − ln(0.5)

σe

(
1 + Ue50 − U

3σe

)2

0.5(1+(Ue50−U)/3σe)
3

(7.34)

Similarly P(U) is characterised using Ub50 and σb, and with the assumptions that:

Ub0 = Ub50 − 4σb

Ub16 = Ub50 − σb

where P(U = Ub16) = 0.16; Equation (7.26) becomes:

P(U) = 1 − 0.5(1+(U−Ub50/4σb))
5

(7.35)

These expressions can then be used to estimate the risk of failure of the
insulation.

7.5.2 Risk of failure

Using the data in Table 7.5 and Equations (7.33) and (7.34) the distributions F(U)

and f (U) for cases (vi), (vii) and (viii) are obtained and are shown in Figure 7.15, as
a, b and c. For each case a distribution P(U) is obtained from Equation (7.35), using
Ub50 = 2.8 p.u. and σb = 0.168 and is also shown in Figure 7.15. The risk of failure
is then evaluated as:

case (vi), no trapped charge, R = 0.02
case (vii), trapped charge, R = 0.94
case (viii), trapped charge, surge arrester, R = 5 × 10−06

The risk of failure for case (vi) is rather high, whereas for case (vii) the risk is
unacceptably high and for case (viii) the insulation level too high. For each case the
distribution P(U) can be optimised to give an acceptable risk value.

7.5.3 Simplified method

A simplified method is available [2] which assumes that F(U) and P(U) are each
defined by one value:

Ue2 – the statistical overvoltage where F(U = Ue2) = 0.02, i.e. a 2 per cent
probability of being exceeded
U10 – the statistical withstand voltage where P(U = Ub10) = 0.10, i.e. a 10 per cent
probability of breakdown and 90 per cent probability of withstand.

Coordination is achieved through the statistical coordination factor Kes , where:

Ub10 = KesUe2

Kes is selected to meet a required risk of failure from data for typical transmission
networks. Figure 7.16 shows typical variations of the risk of failure with the statistical
coordination factor Kes [2]. Although the curve will be modified by the shape of the
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Figure 7.15 Weibull representation of f(U), F(U) and P(U)
a case (vi), no trapped charge, no arrester, R = 0.02
b case (vii), trapped charge, no arrester, R = 0.94
c case (viii), trapped charge, arrester, R = 5.4E-06

overvoltage Kcs has a low sensitivity to changing R. Table 7.6 shows the statistical
withstand voltage obtained for R = 0.005.

7.5.4 Withstand voltage

Having optimised F(U) and P(U) to obtain an acceptable risk of failure, then Ub10,
the statistical breakdown voltage, is available. P(U) is based on laboratory/field tests
where the conditions may differ from those on the actual network. Factors such as
manufacturing tolerances, environmental conditions and ageing can modify P(U).
These factors are accounted for through a safety factor Ks to give the withstand
voltage Urw = KsUb10, where typically Ks = 1.05 [2].

A further correction for altitude may be necessary (see Chapter 2).
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Table 7.6 Statistical withstand
voltages

Case Ue2 (p.u.) Kes Ub10 (p.u.)

(vi) 2.67 1.04 2.78
(vii) 4.54 1.04 4.72
(viii) 2.23 1.04 2.32

7.6 Compact transmission lines

One area where both insulation coordination and environmental factors have had a
combined impact is that of compact lines. In the normal development of transmission
networks load growth and relocation of load centres will at some time necessi-
tate a reinforcement of the network involving additional lines/substations at present
voltage levels or at a higher voltage level. Such developments are often opposed
because of the high level of public concern about their effect on the environment,
including visual impact, land requirement and feared health risks in electric and mag-
netic fields. This has led to the design of compact lines of reduced dimensions thus
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lessening both the visual impact and land requirement, but still providing the reli-
ability of conventional networks, and also allowing their upgrading [40, 41]. The
reductions have been achieved through:

• improvements in overvoltage protection and control through using modern surge
arresters

• developments in insulation including polymeric insulation
• changes in design such as insulating crossarms on towers.

The principal gains obtained using compact lines are:

• maximisation of power transfer through available transmission corridor
• minimisation of environmental impact.

7.6.1 Insulation

Composite insulators made of polymeric materials such as EPDM and silicone rubber
are used extensively on compact networks. They have a high mechanical strength
under tensile, compressive and bending loads and are lighter than porcelain insulators.
Their performance under polluted conditions is superior due to their hydrophobic-
ity and this is highly important on compact systems where reduced clearances can
increase their sensitivity to pollution (for further reading, refer to Chapter 6).

Insulating crossarms are widely used to reduce tower dimensions and typically
consist of a glass fibre core with silicon rubbers sheaths and sheds. They are usually
mounted in a horizontal V or line post arrangements as shown in Figure 7.17 [45] and
prevent lateral movement of the conductor at the tower with some designs allowing
limited longitudinal movement to relieve torsional stress. A 400 kV line with insu-
lating crossarms and requiring a transmission corridor width of 19 m compared with
30 m for a conventional line is described in Reference 42.

Insulating interphase spacers are sometimes necessary along compact line spans
to limit conductor movement, and consist of silicone rubber sheaths moulded to an
epoxy reinforced glass fibre rod [43]. The spacers allow further compaction of the
line but increase the risk of phase-to-phase breakdown under polluted conditions.

7.6.2 Surge arresters

Surge arresters provide the protection necessary to limit switching overvoltages at
line terminations to less than 2.0 p.u. Arresters are usually connected phase-to-earth
and are less effective against phase-to-phase overvoltages. Phase-to-phase arresters
may be required on compact lines and can be integral with interphase spacers.
Phase-to-phase arresters have been considered as a feasible alternative to resistance
switching [44].

7.6.3 Comparison between compact and conventional network

Table 7.7 is based on the data taken from Reference 1 and shows standard values of
impulse withstand voltages and minimum air clearances.
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(braced line post)
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(articulated braced line post)

Figure 7.17 Typical insulating crossarm [45] (courtesy of paper 400-04 from the
Leningrad CIGRE symposium, 3–5 June, 1991)

Table 7.7 Standard insulation levels

Nominal voltage Switching impulse Lightning impulse Minimum clearance
(kV r.m.s.) withstand voltage withstand voltage conductor-structure

(kV pk) (kVpk) (m)

275 750 950 1.6
275 850 1050 1.8
400 850 1175 1.8
400 950 1300 2.2
400 1050 1425 2.6

Switching impulse withstand voltage on 400 kV networks are typically at the
upper limits of 1050 kV. With appropriate overvoltage protection this can be reduced
to 850 kV, reducing the minimum clearances from 2.6 to 1.8 m. Compact networks
take advantage of these reductions to provide a network with a similar risk of failure
factor to that of a conventional design.

A comparison between 275 kV line with a switching impulse level of 850 kV
and a compact 400 kV line with a switching impulse level of 850 kV indicates that
a conventional 275 kV transmission corridor could accommodate a compact 400 kV
line with a doubling in transmission capacity.
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a

c c

b

Figure 7.18 Busbar arrangement

Table 7.8 Busbar dimensions

Conventional Compact
substation substation

SIWL (kVpk) 1050 850
Mini ph earth clearance (m) 2.6 1.8
Mini ph ph clearance (m) 3.6 2.6
Insulator height ‘a’ (m) 4.0 3.2
Support height ‘b’ (m) 3.0 3.0
Bubsar centres ‘c’ (m) 4.6 3.6

Comparable gains are feasible with compact air insulated substations as is demon-
strated by the simple busbar arrangements shown in Figure 7.18. Table 7.8 shows the
principal dimensions for both networks allowing the same margins above the mini-
mum clearances. The data indicate a reduction of 11 per cent in height and 21 per cent
in width.

The effect of compaction on the profile of the electric and magnetic fields for the
above geometry is shown in Figure 7.19 and is based on a symmetrical busbar voltage
of 400 kV and symmetrical currents of 2 kA/phase and assumes zero earth resistivity.
Compaction has resulted in maximum values for both the electric and magnetic fields
being some ten per cent higher than those for the conventional layout. The magnetic
field is dependent upon the earth resistivity ρe and profiles are shown for ρe = 0 and
ρe = ∞.
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Figure 7.19 Electric and magnetic field profiles under conventional and compact
busbars

a electric field profiles
b magnetic field profiles

These simple comparisons show advantages for compact networks, however these
will be modified because compact lines are usually designed for a particular situation
and there is limited standardisation, this often introduces cost penalties.

7.7 Acknowledgement

The authors wish to thank Niamat Ullah for his help in obtaining and preparing the
computation results.

7.8 Note
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Chapter 8

Earthing

H. Griffiths and N. Pilling

8.1 Introduction

Three-phase power systems are earthed by connecting one or more selected neutral
points to buried earth electrode systems. Such earths are referred to as system earths.
At electrical installations, all non-live conductive metallic parts are interconnected
and also earthed to protect people against electric shock, and in this role, the earth
is referred to as a protective earth. Under normal conditions, there is only a residual
current or no current at all in the earth path. However, very high magnitudes of
current return to source via the earth path under fault conditions. The earth also
conducts lightning currents and the current path may involve part of a power system
either directly or by induction. The earthing system, or part of it, may therefore also
be specifically designed to act as a lightning protective earth [1].

The earth is a poor conductor and, therefore, when it carries high magnitude
current, a large potential gradient will result and the earthing system will exhibit an
earth potential rise (EPR). Earth potential rise is defined in the recently published
CENELEC document HD 637 S1:1999 [1] as the voltage between an earthing system
and reference earth. In the UK, this quantity has previously been referred to as the
rise of earth potential (ROEP) or the earth electrode potential. In the US, it is referred
to as the ground potential rise (GPR). Here, this quantity will be referred to as the
earth potential rise (EPR).

Soil and rock resistivity may vary considerably from region to region, and it
is rarely constant either vertically or horizontally in the area of interest around an
electrical installation. This variability makes the construction of earth models for
the prediction of earth potential rise a very difficult task. The magnitude of power
frequency earth fault currents can range from a few kA up to 20–30 kA, and earth
impedances of high voltage substations may lie in the range from 0.05 � to over
1 �. Although higher fault current magnitudes are generally associated with lower
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magnitude earth impedances, earth potential rises can be as high as several tens
of kV. Consequently, there is a potential risk of electrocution to people in the vicinity
of power systems during earth faults, and damage to equipment may also occur
unless measures are taken to limit the earth potential rise and/or to control potential
differences in critical places. Lightning transients can also generate currents of several
tens of kA in the earthing system, and this requires the power system to be protected
against overvoltages. The discharge of transient current into earth may also present
an electrocution hazard but the tolerable limits are less well defined compared with
power frequency currents.

In the past, earthing systems were designed to achieve earth resistances below
a specified value or on a particular density of buried conductor. Current practice,
however, dictates that such systems are designed to control potential differences
within and around the electrical installation. These potential differences are specifi-
cally referred to as step and touch voltages. For example, in 1992, the UK Electricity
Association introduced a new earthing standard (EA-T.S.41-24) [2], with specific
step and touch safe voltage levels, replacing Engineering Recommendation S.5/1 [3].
In North America, the change to quantify safe voltages occurred earlier [4]. In some
standards, consideration is also given to the maximum earth potential rise of the
earthing system. The extent of the rise of potential on the ground surface around a
substation can be described in terms of a hot zone, and this is used to identify whether
third parties in the vicinity of the installation are affected.

Nowadays, there is great awareness of the safety issues concerning the earthing of
electrical installations. Some recent developments have also highlighted the impor-
tance of this subject and the new challenges that face earthing system designers:

a Restricted land area: replacing or upgrading substations in urban areas restricts
the options available to control earth potential differences.

b Urban encroachment: urban encroachment of transmission lines has raised
concerns about earth potential rise at transmission line tower bases.

c Mobile communication base stations: the rapid growth in mobile telecommunica-
tions has resulted in power transmission line towers hosting GSM (global system
for mobile communication) base stations. Such installations bring the transmis-
sion system into close proximity to the distribution systems supplying the base
stations, and introduce challenges for insulating and protecting against faults on
the high voltage side.

d Modernisation of railway electrification systems: new electrification schemes
involve siting transmission substations in close proximity to the railway net-
work (typically 400 kV/25 kV) where, traditionally, the earthing systems of the
respective systems were segregated.

e Windfarms: the design of earthing systems for windfarms requires special consid-
eration because of the distributed nature of the electrical network and the absence
of a low impedance earth at the power system interface.

This chapter aims to outline the current state of the subject of earthing covering both
power frequency and transient aspects. To begin with, the main earthing system com-
ponents at transmission and distribution levels are described and different methods
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of earthing the neutral are considered. The next section is devoted to earth resistivity,
and conduction mechanisms are described together with site investigation techniques
for determining earth structure and resistivity. In reviewing power frequency per-
formance, the procedure for designing safe earthing installations is explained based
on information contained in the latest standards and published literature. This pro-
cedure has a number of stages which include calculations to determine (i) the earth
impedance of different earthing system components, (ii) earth fault current magni-
tude and the proportion of this current that will flow through the earthing system
and (iii) step and touch voltages and their maximum acceptable values. Each of these
stages can be carried out with different degrees of complexity and detail depending on
the level of accuracy required. Accordingly, earthing system design may be carried
out entirely using analytical formulae using a homogeneous earth model or may
require the use of specialised earthing software and complex earth models. A section
is devoted to the description of the measurement of earthing system impedance and
potentials which are important for the validation of the performance of installed earth-
ing systems. To conclude the treatment of power frequency aspects, a new approach
to earthing system design is introduced which uses risk management techniques to
identify priorities for investment to improve safety.

The final section of this chapter deals with the transient behaviour of earthing
systems. A summary of current earthing design recommendations from standards is
provided and the subject of soil ionisation under high current magnitudes is consid-
ered in some detail. Circuit models and simulation software for evaluating the high
frequency and transient performance of earthing systems are also described.

8.2 Earthing system components and system earthing methods

8.2.1 Transmission system

The 400 kV/275 kV transmission system operated by the National Grid in the
UK comprises over 250 substations interconnected by 15 000 km of double circuit
overhead lines, supported by about 26 000 transmission towers [5]. Approximately
200 faults per annum occur on the transmission system, of which almost 90 per cent
can be classified as earth faults [6]. Although few in number, such faults produce
current magnitudes of between 4 kA and 35 kA flowing through substation earthing
systems, depending on the level of generation, the system configuration and the type
and location of the fault [7]. Normally, faults are cleared by main protection systems
in less than 160 ms, the precise speed depending on the technology of the circuit
breaker. Backup protection would normally provide clearance within 500 ms [8].

At transmission level, earthing systems consist of two main components: main
earth grids [2] and extended earth electrode systems formed by transmission tower
lines. The main earth grid of an outdoor transmission substation will cover a substan-
tial area, typically 30 000 m2, although indoor substations can be much more compact
with less scope for a substantial earth grid. The earth wire of transmission tower lines
also forms an important part of the transmission earthing system in addition to its
lightning shielding role. The earth wire interconnects the latticed steel towers and
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is terminated at the substation earth grids at the ends of each line. In this way, an
extended earthing system is formed by virtue of the connections made to earth by the
tower footings. The presence of the earth wire, therefore, reduces the earth impedance
of the system at the main substation or indeed at any point along the transmission
line. As a result, any rise in earth potential is transferred over a much larger area. The
impedance of the extended earthing system formed by the transmission line earth wire
and towers is commonly referred to as the chain impedance. The earthing systems of
transmission substations directly supplying distribution systems (typically at 132 kV
in the UK) are also connected to the lower voltage shielded tower line circuits. In
addition to lowering the earth impedance of the system, a shielded circuit system also
results in a significant reduction of the proportion of earth fault current flowing back
to the source through earth. This is due to the direct conductive path formed by the
shield and also the inductive mutual coupling between the faulted phase conductor
and the shield.

In urban areas, the transmission substation may be situated close to subtransmis-
sion and distribution substations. Usually, the earthing systems of these substations
will be bonded together. At such sites, the overall earth impedance can be very low
due to the effect of the extended earthing systems of the lower voltage systems.
However, although this interconnection reduces the earth impedance of the transmis-
sion system, potentials developed due to high magnitude fault currents on the higher
voltage system will be transferred over wide areas to the lower voltage earthing
systems.

8.2.2 Distribution system

In the UK, the distribution system uses voltages from 132 kV down to 6 kV. It com-
prises approximately 180 000 km of overhead lines and 133 000 km of underground
cables. It is estimated that there are approximately 5000 substations operating from
132 kV to 20 kV and about 170 000 substations distributing power from 11 kV to the
low voltage system [9].

On the distribution system, the fault rate is significantly higher compared with the
transmission system. With the considerably greater route length of the distribution
system, it is not surprising that there are significantly more faults occurring at this
level of the system. It is estimated that there may be 25 000 faults per annum on the
HV distribution system, 70 per cent of which involve a connection to earth [10, 11].
Typically, earth fault current magnitudes are 25 kA at 132 kV, 1–2 kA at 33 kV and
11 kV substations. Below 66 kV, the system is designed to restrict earth fault current
magnitudes. Although fault current magnitudes on the distribution system are gen-
erally much lower compared with the transmission system, fault clearance times are
considerably longer. As a general rule, the fault clearance time will increase the lower
the distribution voltage level. On 11 kV systems employing IDMT protection, fault
clearance times may exceed 1 s. It is important to establish accurate fault clearance
times because the tolerable level of current passing through the human body depends
on the shock exposure time, which is normally assumed equal to the fault duration.
The longer the fault, the lower the tolerable body limit.
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The 132 kV shielded double circuit system in the UK originally functioned as
a transmission grid. Over a period of time, it evolved into a distribution system as
generation displaced to the Super Grid at 275 kV and 400 kV [12]. These days, new
circuits at 132 kV are often constructed using unearthed wood pole single circuits and
the vast majority of overhead line construction at 66 kV and below has always been
unearthed. Hence, distribution substations connected to overhead line circuits may
not always have the benefit of an extended earthing system.

On the other hand, most distribution circuits in urban areas will consist of under-
ground cables. The metallic sheaths of these cables form an extended earthing system
by virtue of their connection to earthing points along the circuit. This system can be
highly interconnected and cover a large area providing low earth impedance values.
Also, similar to the action of the shielding wire on overhead lines, the sheath of a
cable provides an alternative path for the earth fault current to return to source. The
mutual coupling between the core and sheath of a cable is considerably greater than
that between a phase conductor and earthwire of an overhead line, and therefore this
mutual effect is much greater for cables.

Older underground cables were constructed with lead sheaths and covered by an
insulating layer of bitumen-impregnated hessian (PILCSWA – paper-insulated lead
sheathed steel wire armoured). It has been found that, over a period of time, this type
of insulation degrades leaving the lead sheath of the cable effectively in direct contact
with soil. Such cables, therefore, provide an additional fortuitous earth connection
[13]. These PILCSWA cables are steadily being replaced by plastic insulated cables,
which will result in a general increase in earth impedances for such urban systems.

8.2.3 Methods of system earthing–treatment of neutral

8.2.3.1 Background

In the early period of development of three-phase power systems, it was common prac-
tice to isolate neutral points and operate the system in an unearthed state. In the UK,
the majority of the high voltage systems were operated this way until 1912 [14, 15],
and in Germany this was the case until 1917 [16]. However, as power systems grew in
size, problems with this method of operation emerged because the magnitude of earth
fault current in an unearthed system increases with the phase-to-earth capacitance
of the network. Above a certain current threshold, persistent intermittent arcing will
occur during the fault resulting in damage to equipment close to the arcing fault. Also,
damage can occur to other parts of the network as a result of high magnitude over-
voltages that are developed [16–18]. Therefore, the permanent single-phase-to-earth
fault on such systems becomes unmanageable and fast fault detection and isolation,
or alternatively a method of suppressing the arc, are required [16].

Nowadays, some parts of high voltage networks still operate unearthed because it
can be advantageous, under certain circumstances, to continue operating in the pres-
ence of an earth fault [19–21]. However, the most commonly recommended practice
is to earth at least one neutral point of the network, and there are important advantages
in operating the system in this way. The main advantage is that the power system is
safer because earth faults are also much easier to detect, to clear and to locate [21].
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Also, there is a reduction in overvoltage magnitude during earth faults. The Electri-
city Safety, Quality and Continuity Regulations 2002 state ‘A generator or distributor
shall, in respect of any high voltage network which he owns or operates, ensure that
the network is connected with earth at, or as near as is reasonably practicable to the
source of voltage. . ..’ [22]. The most convenient way of making this connection is to
use the neutral formed by the star point of the supply transformer. For delta-connected
equipment, an earthing transformer may be employed for this purpose [21].

According to how the neutral is connected to earth, earthed systems are categorised
as either solidly earthed or impedance earthed. Impedance earthed systems can be
classified as resistance, reactance or resonant type.

8.2.3.2 Solid earthing

Solid earthing describes the connection of the system neutral point directly to
the installation earth. This results in high earth fault levels but minimises system
overvoltages.

8.2.3.3 Resistance earthing

With resistance earthing, a transformer neutral point and earth are connected together
through a resistor. On systems at and above 11 kV a liquid earthing resistor (LER) is
normally employed. The resistance value is chosen such that earth fault current levels
are reduced considerably, typically to 1000Aat 11 kV. However, although fault current
flow is restricted, sustained phase voltages during the earth fault are not increased
substantially above those for solidly earthed systems. Transient overvoltages are also
contained to within acceptable levels. Occasionally, high resistance earthing is used
to limit overvoltages on previously ungrounded systems [21].

8.2.3.4 Reactance earthing

With this method of system earthing, a reactor is placed between the neutral and earth.
When reactance earthing is used, it is recommended that the earth fault level should
not be reduced to below 60 per cent of the three-phase fault level, in order to avoid
high transient overvoltages [21]. Therefore, reactance earthing is not considered as
an alternative to resistance earthing. Reactance earthing can be employed in systems
that have an earth fault level exceeding the three-phase fault level per phase [21].

8.2.3.5 Resonant earthing

An alternative method of neutral earthing is achieved by inserting a reactor between
the neutral point and earth such that it compensates the phase to earth capacitance of
the system operating under the earth fault condition. This method is known as resonant
earthing [23] or Petersen coil earthing, named after its founder. It is also sometimes
referred to as arc suppression coil earthing or ground fault neutraliser earthing. The
device, the arc suppression coil, is therefore also known as a Petersen coil or a ground
fault neutraliser. Resonant earthing offers two main advantages. First, during a single-
phase-to-earth fault, arcing is suppressed automatically without the need for current
interruption. Second, if required, the network can be operated with the fault present
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because the capacitive earth fault current is compensated. A disadvantage of this
method is that the transient and steady state voltages on healthy phases during the
earth fault are greater than those on low impedance or solidly earthed systems. Also,
the detection and location of an earth fault is more difficult because conventional
overcurrent protection cannot be applied.

8.2.4 Application of different system earthing methods

In the UK power system, solid earthing has been adopted on networks operating
at 66 kV up to 400 kV. At the transmission level (275 kV and 400 kV), the power
system is also multiple earthed because it operates as a meshed system [24]. This
practice reduces transformer capital costs, where graded insulation can be used and
surge arresters of lower temporary overvoltage rating can be employed [11, 25–27].
At voltage levels from 6.6 kV to 66 kV, the system is normally radial configured, and
therefore it is earthed at a single point corresponding to the neutral or derived neutral
of the supply transformers. On networks at 33 kV and below, low resistance earthing
is used.

A system is classified as effectively earthed when the single-phase-to-earth fault
current is at least 60 per cent of the three-phase short circuit. This is achieved when the
zero sequence resistance is not greater than the positive sequence reactance (R0 ≤ X1)

and the zero sequence reactance is not more than three times the positive sequence
reactance (X0 ≤ 3X1) [21]. The main advantages of effectively earthed systems are
that arcing faults are very rare, overcurrent earth fault relays can be used to detect and
isolate the faulty circuit and the transient and steady state neutral and phase voltages
with respect to earth are suppressed [16].

8.3 Earth resistivity and measurement techniques

8.3.1 Conduction mechanisms and resistivity

Electrical conduction in earth is predominantly electrolytic conduction in the solutions
of water-bearing rocks and soils. Metallic conduction, electronic semiconduction
and solid electrolytic conduction can occur but only when specific native metals
and minerals are present [28]. Accordingly, the resistivity of soil or rock normally
depends on:

a the degree of porosity or fracturing of the material
b the type of electrolyte
c temperature.

Figure 8.1 indicates the effect of variations in salt, moisture and temperature on
resistivity [31].

8.3.2 Resistivity data of soils and rocks

At power frequency, the series impedance of the conductors forming a concentrated
earth electrode is small, and when the soil has fully consolidated around the installed
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Figure 8.1 Variation of resistivity with salt (a), moisture (b) and temperature (c)
(reproduced from IEEE Std.81 1983, IEEE Copyright 1983 and IEEE
Std.80 2000. All rights reserved [31])

system the contact resistance between electrode and the soil can also be neglected.
Therefore, it is the resistivity of the surrounding earth that determines the earth resis-
tance of the electrode. The resistivity and earth structure will also determine the
potential distribution on the surface of the ground around the electrode, and it may be
necessary to construct very accurate earth models in order to predict step and touch
voltages around an installation.

Figure 8.2 [28] shows the wide range of resistivity for different soil and rock
types. As can be seen in the figure, resistivity can vary from about 10 �m (clays) to
106 �m (granites), and, in general, resistivity increases with the age of the geological
formation [29]. Also noticeable is that the wide resistivity ranges for nearly all types
of soil and rock overlap. This illustrates the difficulty in estimating earth resistivity
from a geological classification. Accordingly, it is recommended that practical inves-
tigations be carried out on site in order to measure directly the earth resistivity for
each specific electrical installation [30]. However, the variable qualities of natural
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Figure 8.2 Mean value ranges of resistivity and permittivity for different rock types
(reproduced from [28])

soil and rock make this task difficult. As expected, variations in resistivity with depth
are common. Lateral variations can also be significant even across one site, although
this effect is sometimes neglected [31]. In addition, seasonal variations in water con-
tent will also result in changes in earth resistivity and temperature variations at the
soil surface may also have an effect.

8.3.3 Site investigation and measurement techniques of earth resistivity
and structure

It is important to determine an accurate earth resistivity model as a basis for designing
an earthing system, and there are a number of different but complimentary methods
and sources of information available for this purpose. Many of these, such as geolog-
ical maps, borehole data, seismic testing and ground penetrating radar, are useful for
identifying physical boundaries in the earth. However, they do not quantify accurately
earth resistivity. On the other hand, only earth resistivity measurements carried out
on the ground surface may not be sufficiently adequate to define the boundaries of
a earth model uniquely. Earth resistivity surveying used in conjunction with one or
more of the methods for identifying earth region boundaries may offer a much greater
degree of confidence in the derived earth models.
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8.3.3.1 Geological maps

Geological maps are available in solid and drift formats. Solid maps describe the
underlying bedrock, and drift maps detail superficial deposits. The British Geological
Survey produced a series of maps for the UK, including 1:625000 scale maps, showing
the geology of the UK landmass. A comprehensive series of 1:50000 scale solid and
drift maps is also available with supporting literature [32]. Although these maps are
two-dimensional, data for certain vertical cross-sections are provided which gives the
depths of different layers.

8.3.3.2 Borehole data

At electrical installations requiring detailed civil engineering works, borehole sam-
ples can provide information about changes in the earth structure and type with depth.
Although this type of information is useful for defining layer boundaries in earth analy-
sis, measurement of the resistivity of the removed earth sections is not recommended
because the compaction and moisture content of the samples will be significantly
affected by the extraction process and may no longer be representative [31].

8.3.3.3 Seismic surveying

To perform a seismic survey, an acoustic wave is generated on the ground surface
(e.g. using a sledgehammer) and the reflected waves from earth layer boundaries
are measured using geophones placed in a line away from the source. By analysing
the travel times and amplitudes of the returning waveforms, estimates of the thickness
and density of the subsurface layers can be obtained. An estimation of the depth to
bedrock or the level of the water table is particularly useful for earthing investigations
[33, 34].

8.3.3.4 Ground penetrating radar

A radar set is used to generate short bursts of VHF electromagnetic waves in the
frequency range 35 MHz to 900 MHz. Reflections of these waves are produced from
boundaries between materials with contrasting resistivity and/or dielectric properties.
By estimating the velocity of propagation, it is possible to determine the depth to these
boundaries. Using this technology, depths of investigation may be limited to tens of
metres in dry sands, and as little as 1 m in wet clay [34].

8.3.3.5 Earth resistivity measurements

The most widely recommended and commonly used earth resistivity technique in
earthing investigations is the Wenner method [30, 35–38]. This method uses four
equally spaced electrodes, as shown in Figure 8.3 and its characteristic feature is a
constant spacing a between adjacent electrodes. Current is circulated between the
outer two electrodes and the potential difference is measured between the inner two
electrodes. A DC instrument is used to energise the circuit but in order to overcome
the effects of telluric currents, electrochemically-produced currents and interference
from DC power sources, a periodic reversal in the direction of the current is necessary.
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Figure 8.3 Various soil resistivity test electrode configurations (reproduced
from [38])

Connection of the voltage terminals can also be delayed until any switching transients
have decayed. Telluric currents flow in the earth over large areas with changing
magnitude and direction and varying periods. They correspond to regular and irregular
changes in the geomagnetic field and are particularly high during magnetic storms.
Electrochemically-produced currents can be much higher in magnitude than telluric
currents and are produced, for example, by differential oxidation processes. Lee
records the use of instruments such as the Megger in earth resistivity measurement as
far back as 1928 [38], and a modern version is used extensively in the UK nowadays
[39]. A number of alternative earth resistivity instruments are available from different
manufacturers including those specifically designed for geophysical exploration. The
specifications of these instruments vary considerably.

Earth resistivity measurements taken in the vicinity of existing electrical instal-
lations may be significantly affected if test transects are close to the buried earth
grid or the routes of the substation’s underground cable circuits. The presence of
buried metallic objects would, as expected, result in a general underestimation of the
resistivity of the native ground. However, such distortion in the apparent resistivity
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readings may not be easily recognisable and could be interpreted as a variation due
to the natural heterogeneity of the earth. Therefore, it is advisable to identify the
location and avoid measurements around cable circuit routes. If the orientation of an
earth resistivity transect is varied around a centre point, the presence of underground
metallic structures may be indicated by changing trends in the resulting apparent
resistivity curves [31, 40].

(i) The Wenner method

For any given spacing a, the ratio of voltage to current will yield a specific value of
resistance. If the current electrodes are assumed as point sources and the resistivity,
ρ, to be homogeneous, it can be shown by applying the principle of superposition that
the resistivity is related to the measured resistance, R, by the following formula [38]:

ρA = 2πa
V

I
= 2πaR (8.1)

Even if the earth is heterogeneous, the quotient of V /I can be obtained and will
be related to a quantity that is dimensionally equivalent to resistivity. This quantity
can be considered as an index indicative, in a complex way, of the different resis-
tivities present beneath the surface. This index is known as apparent resistivity. If a
number of readings are taken for different constant interelectrode spacings, a, an
apparent resistivity curve can be plotted as a function of a. The curve can be com-
pared against theoretically obtained curves to derive approximate earth models, and
the apparent resistivity will usually lie within the range of actual material resistivities.
As electrode spacing is increased, the current path will involve a larger volume of
earth and encompass deeper earth strata. Therefore, the apparent resistivity as a func-
tion of probe spacing provides an indication of the change in resistivity of the earth
as a function of depth. However, the depth rule, which states that ‘the electrode spac-
ing is equal to the depth of penetration’, should be applied with caution because the
correspondence between spacing and depth is only approximate. There are a number
of variants of the Wenner configuration and these are also shown in Figure 8.3 [38].
Adistinguishing feature of these alternative methods is that the potential measurement
is made across a much smaller distance and this has two implications:

a The voltage measurement at small distances can be approximated to a measure
of the electric field at that location and it is, therefore, easier to detect geological
changes. In contrast, if the potential is measured across a large distance, effects
of geological anomalies tend to be attenuated.

b The measurement of such small voltage magnitudes with sufficient accuracy
may be difficult in practice either because of limitations in the resolution of the
instrumentation or due to high levels of background noise in the measured signal.

Taking into account these considerations, the Wenner method is well suited to appli-
cations requiring reasonable accuracy but where the detection of local heterogeneity
is not of primary concern.
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(ii) Other methods

The Schlumberger–Palmer method is another configuration that uses unequally
spaced probes. For this arrangement, the spacing between the potential electrodes
is increased such that they are much closer to the current electrodes [31]. In this way,
a higher potential difference is obtained compared with other arrangements and this
can be beneficial when the resolution of the resistivity meter is a limitation. With
both the Schlumberger and Wenner configurations, the requirement to investigate the
resistivity of deeper earth for large area substations introduces practical difficulties.
For such tests, a very large interelectrode separation is required which necessitates
long test leads and a relatively unobstructed path along the test route. In order to
overcome these difficulties, dipole techniques were used to survey to greater depths,
up to several kilometres, by separating the current and voltage circuits, which are
referred to as dipoles. Measurements carried out at a very large spacing (330 km)
indicated an upper limit to the resistivity of deep strata in the order of 104 �m [41].

(iii) Resistivity surveying techniques

In order to obtain information on earth resistivity changes with depth, the centre point
of the test electrode setup is kept fixed and the interelectrode spacing is varied. This
is known as vertical profiling. If the whole configuration is moved along a traverse
at a fixed spacing, it is referred to as horizontal profiling [38].

8.3.3.6 Transient electromagnetic technique

In earthing applications, the depth of interest for determining resistivity may vary
from a few metres to several hundred metres depending on the size of the electrode
system. The transient electromagnetic technique (TEM) offers a practical method for
obtaining earth resistivity data at significant depths. In this technique, a large closed
transmitter loop is laid out on the earth’s surface. A DC current is established in the
loop which is abruptly interrupted. This sudden change induces currents in the earth
which decay according to the resistivity and structure of the earth. The decaying
currents produce a magnetic field which is measured by a receiver on the earth’s
surface. By analysing the nature of the transient decay, it is possible to determine
equivalent resistivity models [42].

8.3.3.7 Earth resistivity maps

Numerous earth resistivity measurements were carried out in ‘carefully selected parts
of the UK with a view to ascertaining the range of values which are representative
of each of the principle geological formations’ [43]. These measurements were taken
around the time when the first 132 kV national grid network was established, for
the purpose of calculating telephone interference. The apparent resistivity values at
a spacing of 500 feet were used to categorise the resistivity of the solid geology. As a
result, two electrical resistivity maps were produced based on solid geological maps;
one covering England and Wales [44] (c.f. Geological map of the UK (South) [45])
and the other of Southern Scotland [46] and these are reproduced in Figures 8.4a
and 8.4b. It is stated that the maps are not suitable for quantifying the resistivity of
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a

Figure 8.4a Electrical resistivity map of England and Wales (reproduced from both
a 1934 Ordnance Survey Map and [44])

subsurface layers. These maps need updating as good progress has been made since
their establishment in terms of measurement techniques and analysis of data.

8.3.3.8 Formation of earth models

(i) Apparent resistivity curves

The recommended practice for earth resistivity investigations in earthing system
design is to carry out vertical profiling at a number of positions around the
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b

Figure 8.4b Electrical resistivity map of Southern Scotland (reproduced from
© John Bartholomew, ERA, IPR [46])

installation [30]. Test results of vertical profiles taken at different sites are shown
in Figure 8.5 [47]. Curve A of Figure 8.5 illustrates a case of when the apparent
resistivity varies little with spacing which indicates reasonably homogeneous earth
conditions. However, all other curves indicate that changes occur in apparent resis-
tivity as a result of the non-uniformities in the earth. Curve E represents a two-layer
earth with the top layer consisting of a higher resistivity than the lower layer. By
contrast, curve D shows a low resistivity near the surface and suggests very high
resistivity at depth. The reflection coefficient k is used to describe the contrast in
resistivity between the upper layer (ρ1) and the lower layer (ρ2):

k = ρ2 − ρ1

ρ1 + ρ2
(8.2)

Curves B and C are characteristic of three-layer earth structures: low resistivity near
the surface, an intermediate layer of higher resistivity and lower resistivity at depth.
Habberjam [48] refers to such three-layer curves as K-type curves, which is one of
four different classifications of three-layer earth models. Apparent resistivity curves
may be obtained which indicate earth structures consisting of more than three layers.
However, as the complexity of the earth structure increases, it becomes more difficult
to construct reliable models.
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Figure 8.5 Apparent resistivity versus interelectrode spacing (reproduced
from [47])

(ii) Simple models

Some earth structures may be very complex and practical testing can yield apparent
resistivity curves with many maxima and minima. It may therefore be difficult to
establish a suitable earth model for power system earthing applications and the pub-
lished literature contains many different approaches to this problem. The simplest
method that can be applied is to obtain an effective or equivalent value of earth resis-
tivity from the apparent resistivity data [36, 49–51]. The selection of a single value
resistivity is convenient because many analytical formulae for computing earth resis-
tance and ground surface potentials are based on homogeneous earth assumptions and
some earthing standards still employ such formulae [36, 52]. Recent studies [53] have
shown that although it may be possible to obtain acceptable homogeneous equivalent
earth models for the calculation of earth resistance of concentrated earth structures,
their use for the prediction of earth surface potentials is questionable. Therefore, a
homogeneous model would only be acceptable if site measurements indicate a small
variation in resistivity over a wide range of interelectrode spacing. Recent measure-
ments [54] of apparent resistivity (Wenner method – vertical profiling) at over 80 sites
around the UK showed that significant variations occur over interelectrode spacing
in the range from a few metres up to several tens of metres.

(iii) Standard models

To deal with more complex earth structures, the IEEE Std.80 standard recommends
the formation of a two-layer earth model or if necessary a multilayer earth model
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according to the number of maxima and minima on the apparent resistivity curve.
A number of techniques for obtaining such models are described [30]. Dawalibi and
Barbeito [55] analysed practical earth grids and concluded that non-uniform earth
requires the use of multilayer earth models to predict earth grid performance. They
also noted the significant effect of vertical discontinuities and stressed the importance
of obtaining resistivity readings of sufficiently wide spacing in order to establish the
asymptotic value of earth resistivity at depths of the order of the earthing system
dimensions.

(iv) Two-dimensional/three-dimensional models

In two or multilayer models, it is assumed that the resistivity changes only with
depth and that there are no lateral variations. These are sometimes referred to as one-
dimensional models as shown in Figure 8.6. If vertical profiling is combined with
horizontal profiling along one line, it is possible to obtain a two-dimensional model. If
the measurements are extended such that the horizontal profiling is carried out in two
orthogonal directions, a three-dimensional model may be obtained. Typically, one-
dimensional measurements may require 20 readings and three-dimensional surveys
would require thousands. In order to make such measurements feasible, large num-
bers of electrodes, multicore cables and automatic switching systems interfaced with
computerised data acquisition systems are required. The data from a two-dimensional
survey can be plotted using the pseudosection contouring method such that the
horizontal location of the plot point corresponds to the mid-point of the particular
electrode configuration. This gives an approximate picture of the subsurface earth
in a similar way to the apparent resistivity curves from one-dimensional surveys. To
analyse data from such detailed surveys, an inversion procedure is required which
constructs a model to fit the measured data. Commercial measurement systems
with inversion software are available to analyse both two- and three-dimensional
measurements [56].

8.4 Power frequency performance of earthing systems

8.4.1 Standards recommendations

The determination of the performance of an earthing system under power frequency
earth fault conditions, for the purpose of developing a safe earthing design, requires
a number of aspects to be investigated. The main procedure outlined in various stan-
dards is the same and is shown below, although the detailed methodology, estimation
of parameters and safety criteria differ to some extent:

(i) measurement of earth resistivity and formulation of earth model
(ii) calculation of overall earth impedance including main earth grid resistance and

impedance of extended earth electrodes using the model developed in (i)
(iii) earth fault current calculation for various fault locations
(iv) fault current distribution calculation to determine the proportion of fault current

passing through the earth
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a three different models used in the interpretation of resistivity

measurements
b a typical 1D model used in the interpretation of resistivity sounding

data (reproduced from [56])
c an example of a 2D model

(v) estimation of earth potential rise and the safety hazard voltages
(vi) specification of safety limits and determination of the safety level of the

earthing design
(vii) measurements at installation to verify calculated impedances and potentials

and, subsequently, to ensure continued integrity.

Apart from satisfying electrical safety, the earthing system should also have sufficient
mechanical strength and be corrosion resistant, and the system should have adequate
thermal capability for carrying the maximum fault current. These aspects are dealt
with in detail in most earthing standards.
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8.4.2 Earth impedance

8.4.2.1 Calculation of earth resistance of concentrated earth electrodes

Analytical expressions of earth resistance for simple forms of earth electrodes are
well established [57, 58]. Formulae for various geometries including the sphere, rod,
plate, strip, disk, ring, grid, grid and rods are specified in many standards [30, 36, 52].
All these expressions for earth resistance assume homogeneous earth.

The resistance of a hemispherical electrode of radius r in earth of resistivity ρ is
given by:

R = ρ

2πr
(8.3)

This expression encapsulates the two main features of the power frequency behaviour
common to all concentrated earths; i.e. that earth resistance is proportional to earth
resistivity and inversely proportional to the extent of the electrode. Based on a realistic
range of earth resistivity (section 8.3), the earth resistance of an earth grid may
therefore vary from several tens of ohms for small grids to as little as 0.01 � for
large systems in low resistivity earth. Unless the earthing system is very extensive or
situated in very low resistivity earth, the series impedance of the conductors forming
the earthing system is very small in comparison with the earth resistance at power
frequency. Accordingly, in most cases, it can be assumed that all metallic points on
the electrode are approximately at the same potential.

Recently, there have been considerable developments in techniques for evaluating
the earth resistance of practical systems. Work has focused on improvements and
extensions of the analytical formulae for simple electrode systems, in particular, to
account for two-layer horizontal earth models [59–61]. Also, computer programs have
been developed which model earth electrodes as systems of interconnected cylindrical
conductor segments [4, 62]. Features of more advanced programs include the ability
to model more accurately the asymmetry of practical earthing system designs. Such
computer programs are now commonly employed to design grids and are used in
conjunction with earthing standards.

New approaches to the modelling of earthing systems include the application of
the boundary element method [63–65]. Using this method, it is possible to analyse
earthing systems that are located in earth which exhibits both horizontal and vertical
variations in resistivity and which may also include local inhomogeneities.

8.4.2.2 Chain impedance of extended earthing systems of tower lines

The impedance of the extended earthing system formed by a transmission line earth
wire, commonly referred to as the chain impedance, depends on a number of factors.
These are the size and type of the earth wire, the size and design of the tower footings
and the nature of the earth along the route of the line [66]. Figure 8.7 shows the
50 Hz earth impedance of a tower line for four different earth resistivity conditions
as a function of line length. As can be observed, the earth impedance seen from the
sending end decreases as the line length increases. For a given earth resistivity, there is
a particular length of line, known as the effective length, which results in a minimum
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value equal to the characteristic impedance [67]. The chain impedance is commonly
expressed for an infinite half line as a function of tower footing resistance, which is
assumed constant along the route of the line. Figure 8.8 shows typical values of chain
impedance (Zch) for different line construction types [36]. The chain impedance of
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an infinite half line can also be estimated using the following formula [52]:

Zch = √
ZsRt (8.4)

where Zs , the longitudinal self-impedance per span, can be calculated using the
Carson–Clem formula or by using the complex image method [68, 69].

The tower footing resistance Rt can be estimated from standard earth resistance
formulae (see section 8.4.2.1).

Figure 8.9 shows both the DC chain resistance and AC chain impedance of
a line as functions of earth resistivity corresponding to the asymptotic values of
the impedance/resistance length curves. The curves indicate a significant difference
between the DC and the AC case that increases with earth resistivity. It is important to
appreciate this relationship because sometimes the AC chain impedance is estimated
from DC tests.

More detailed circuit models of the earthing system formed by a transmission
line can be established to account for the resistances of individual tower footings.
However, in practice, such data are often not available.

8.4.2.3 Earth impedance of extended systems with sheathed cables

Urban distribution systems, in particular those at the lower end of the high voltage
range (typically 11 kV), comprise extensive interconnected networks of underground
cables. The sheaths of these cables interconnect the main substation earth grid to
other substation earths and provide an extended earthing system. In addition, for
older construction types of cable employing lead sheaths and hessian servings, direct
contact is established between the soil and the lead sheath over a period of time.
As a result, such cables can be considered as horizontal extensions to the grid [36].
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function of length for different earth resistivities [47]

Figure 8.10 shows the earth impedance magnitude of an uninsulated sheath as a
function of cable length. The graphs show that sheath earth impedance is proportional
to earth resistivity and, for a given resistivity, the impedance decreases in magnitude
up to a certain length. Beyond this length, referred to as the effective length, the
impedance is practically constant. The effective length can extend to about 1 km in
100 �m earth [47]. Plastic insulated cables do not provide this fortuitous earth effect
and, consequently, the gradual replacement of older cables would, over a period of
time, increase the earth impedance of urban systems. Detailed analyses of the earthing
contribution of underground cable circuits can be found elsewhere [70–73].

8.4.3 Interactions between fault currents and earthing systems

8.4.3.1 Fault current magnitude

Fault current calculations are primarily required to specify the interrupting capacity
of circuit breakers at various points on the system, to determine the short time thermal
rating of equipment and to enable the setting of protective relays. These calculations
are also required to determine the current magnitude that will flow through earthing
systems under fault, which in turn determines the earth potential rise.

Techniques for calculating both symmetrical and total asymmetrical fault currents
are described in IEEE/ANSI [74–77] standards and in IEC909 [78]. These standards
employ quasi steady state equations and a number of simplifying empirical factors
[79–81]. Recent studies have shown that such approaches produce highly conservative
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results when compared with detailed dynamic fault current calculation techniques
[82–84]. The need to employ more detailed fault calculation algorithms has been
identified [85, 86].

For an accurate assessment of earth potential rise, it is necessary to account for the
dynamic components in the fault current waveform. These dynamics include the DC
offset and the decaying AC component that is present if the fault is near to a generator.
In contrast to standard fault current calculations, which require the determination of
current magnitude at a particular point in time, in earthing system assessments the
cumulative effect of the current is required to determine the electrical shock severity.
Accordingly, the r.m.s. equivalent value of the total asymmetrical earth fault current
over the fault period should be calculated. In one standard [30], in order to represent
the most severe condition, it is recommended that the maximum DC offset is used
and that the AC component is assumed to remain constant at its initial subtransient
value. For any given earthing system under study, different earth fault locations
should be examined because these can have a considerable effect on the earth return
current magnitude. For example, at substations, studies should examine faults on both
the high and low voltage sides and faults external to the substation should also be
considered [2, 30].

8.4.3.2 Fault current distribution

When an earth fault occurs at a substation, the current returns through the earth along
the path of least impedance and enters the earth grid connected to the neutral at the
source end to complete the circuit. If the earthing system of the source and faulted
substation are interconnected, either by the earth wire of a shielded transmission
line or the sheath of an underground cable, an additional return path is established
for the fault current. Also, as a result of the mutual coupling between the faulted
phase conductor and the parallel earth conductor, this additional metallic return path
can carry a considerable proportion of the total fault current. In this way, the earth
return current is reduced and, hence, the rise of earth potential at the substation.
Generally, to determine the earth return current at the fault point as a proportion
of the total earth fault current, it is not essential to model the entire system. For
practical purposes, the relevant part of the network is that electrically near to the fault
and the use of a two-substation model is sufficiently accurate. This arrangement is
shown in Figure 8.11 where the faulted substation and equivalent source substation
are interconnected by a single shielded circuit. For this circuit, the earth return current,
Igr , can be solved in terms of the total fault current, the impedance parameters of the
interconnecting circuit and the substation earth impedances:

Igr = If

zc − zmp,c

zc + ((ZeA + ZeB)/lAB)
(8.5)

where If is the phase conductor fault current, zc is the self-impedance/unit length of
the shield conductor, zmp,c is the mutual impedance/unit length between the phase and
shield conductors, ZeA and ZeB are the earthing system impedances of the sending
end and receiving end substations, respectively, and lAB is the circuit length.
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Figure 8.11 Fault current distribution between sheath and ground return for a
two-substation arrangement employing a three-core cable (reproduced
from [87])

This expression shows that when the circuit is relatively short, as is generally the
case for cable circuits, the earth return current magnitude is strongly influenced by the
values of the substation grid impedance.Accordingly, when considering cable circuits,
it is necessary to evaluate fault current distribution case-by-case [87]. Earthing stan-
dards provide both nomograms and analytical relations for a number of two-substation
arrangements employing three-core and single-core paper-insulated cables [36, 52].
On the other hand, shielded overhead lines are generally quite long and the magni-
tudes of the substation earth impedances are sufficiently low in comparison to the
system longitudinal impedances not to affect current distribution. This is why, in the
case of overhead lines, a shielding factor can be applied which is determined only by
the line parameters for a particular tower line type [36]. For a more detailed analysis of
fault current distribution, a number of different analytical methods have been devel-
oped considering both overhead lines [88, 89]and cable circuits [90, 91]. Specialised
circuit analysis software for analysing complex systems is also available [4].

8.4.4 Measurement of earth impedance and potentials

For new installations, the measurement of the earth resistance or impedance of an
earthing installation confirms whether the system performs according to its designed
value. For existing installations the measurement is, to some extent, a method of
establishing the continued integrity of the earthing system.

Measurements are made difficult due to a number of factors including stray
currents, the settling of the earth grid after installation and distortion of ground sur-
face potentials by the presence of buried metallic objects. In the case of large area
grounding systems or earth grid connected to extended earthing systems, the reactive
component may be significant, and, therefore, it is imperative to carry out AC rather
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than DC testing. For earthing systems with low impedance, the mutual coupling
effect between test leads becomes a serious issue. Low magnitude current testing,
the preferred option for safe and non-invasive measurements, is made difficult by the
presence of relatively high levels of power frequency background noise.

8.4.4.1 The fall-of-potential (FOP) earth resistance/impedance measurement
technique

The most representative measurement of the earth impedance of an installation is
the staged fault test. This test produces realistic fault current magnitudes and, by
using a remote voltage reference, the rise of earth potential and hence the earth
impedance can be calculated. As an alternative to the staged fault, one circuit feeding
a substation can be taken out of service and used as a test circuit. The staged fault test
or the out-of-service circuit test is seldom performed due to economic penalties and
system operational constraints. For this reason, it is necessary to measure the earth
impedance of an energised substation without any interruption to the supply.

(i) Fall-of-potential set up

The measurement is achieved by injecting current into the earthing system using a
temporary test circuit. This type of test is generically referred to as the fall-of-potential
(FOP) method [92], although many variants of this technique have been developed.
The FOP method is established as the most suitable method for measuring the earth
resistance of high voltage substation earthing systems and is preferred to techniques
such as the two-point or three-point methods [93]. The principle of the FOP method is
shown in Figure 8.12. A test current is injected into the earth electrode under test and
returns via an auxiliary current electrode at some distance C away. The difference in
potential between the test electrode and an auxiliary potential electrode is measured
at successive points, identified a distance P along a straight line close to the current
carrying lead. Such an arrangement is referred to as an in-line FOP test. The ratio of
voltage to current, known as the apparent resistance, is plotted against the distance
P to form an earth resistance curve shown in Figure 8.13 [94]. If the distance C is

r

P

C

1 2 3

I

P = 0.618C

V

Figure 8.12 Fall-of-potential test electrode arrangement
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Figure 8.13 Earth resistance curves with and without plateau regions

sufficiently large in comparison with the dimensions of the test electrode (approxi-
mately ten times the maximum dimension of the test earthing system), the apparent
resistance curve (curve 1) has a definite plateau. A plateau is formed only when the
resistance zones of the electrode under test and the auxiliary electrode do not overlap.
The value in this region of the plateau yields the earth resistance of the electrode
under test. If C is comparatively small, there is no plateau region in the apparent
resistance curve (curve 2) and estimating the earth resistance from such a curve is
more difficult. To address this problem, Curdts [95] developed an analytical model
of the FOP method. The model was based on a hemispherical shaped test electrode
of radius r in uniform earth, and it was shown that the apparent resistance at any one
distance P is equal to:

R = ρ

2π

[
1

r
− 1

P
− 1

C − r
+ 1

C − P

]
(8.6)

With the approximation that r is small compared with C, the solution of Equation (8.6)
which yields the earth resistance of a hemispherical electrode R = ρ/2πr is given
by the condition P = 0.618C. This method of analysing the fall-of-potential curve is
therefore known as the 61.8 per cent rule (it is interesting to note that the 61.8 per cent
rule has a numerical counterpart in pure geometry, known as the golden rule). The
61.8 per cent rule offers a technique for estimating the earth resistance of large area
electrodes when it is impractical to set the auxiliary electrode far enough away such
as to obtain a plateau region in the apparent resistance curve. Nevertheless, it is
recommended that C should still be about ten times r . If the test electrode and the
auxiliary electrode were of the same size, as expected, the correct position to place
the probe would be at 50 per cent.

One of the practical difficulties in applying the 61.8 per cent rule is the requirement
to measure the distances C and P from the electrical centre of the earthing system.
Tagg developed a number of techniques which addressed this issue culminating in
the slope method to enable the earth resistance to be determined without requiring the
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position of the electrical centre of the grid to be known [96–98]. The slope method
assumes a distance x between the chosen point of reference, e.g. the substation fence,
and the true electrical centre of the earthing system under test. The test requires three
apparent resistance readings to be taken corresponding to 20, 40 and 60 per cent of C.
Using these values of resistance, x can be evaluated by solving three simultaneous
equations and the required auxiliary potential electrode location and corresponding
resistance is determined using the 61.8 per cent rule. Tagg also considered that the
slope method would provide an indication whether there was sufficient distance to
the auxiliary current electrode.

(ii) Effect of non-uniform earth on FOP measurements

The effect of earth non-uniformity on the fall-of-potential technique has been inves-
tigated for two-layer earths [35, 96, 99]. It was demonstrated that a two-layer earth
causes a shift in the auxiliary potential electrode location yielding the earth resistance
of the electrode under test i.e. the 61.8 per cent method does not apply. For positive
reflection coefficients (high resistivity lower layer), the auxiliary potential electrode
would need to be situated beyond the 61.8 per cent position, towards the auxiliary
current electrode. Recent work by Ma et al. [100] has identified the need to carry
out accurate earth resistivity measurements in conjunction with FOP tests in order to
construct accurate earth models to assist in the interpretation of the FOP curve.

(iii) Effect of test lead mutual coupling on FOP measurements

The potential difference measured in AC fall-of-potential tests consists of two com-
ponents: the actual voltage difference between the earthing system under test and the
auxiliary potential electrode, and the induced potential due to alternating current flow
in the current test loop.

The effect of mutual coupling between current and voltage test leads can be con-
siderable and, for an in-line FOP arrangement in particular, there can be a significant
overestimation of the impedance value of the system under test.

Measurements on large area earthing systems are more susceptible to the effects
of mutual coupling for two reasons: (i) the value of earth impedance to be measured
is quite low, typically less than 1 �, (ii) large area earthing systems, by virtue of their
large resistance zones, require long test lead distances.

Typically, mutual impedance can be about 0.5 �/km but the precise value is
dependent on the test lead spacing [36], and it is recommended that this effect should
always be accounted for when measuring earthing systems with a resistance of less
than 1 � [31]. Recent work by Ma and Dawalibi [101] examined the mutual coupling
effect under different conditions and confirmed that when the operating frequency is
high or the earthing system is very large, i.e. having low earth resistance, measurement
results are severely affected. The influence of mutual coupling on earth impedance
measurements of shielded transmission lines, for different test lead configurations, is
quantified by Harid et al. [102].

If the earthing system under test has extended earths such as tower lines, there
may also be mutual coupling between the extended earth and the potential measuring
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circuit. The mutual coupling effect can be calculated using Carson’s formulae for
infinitely long conductors [103] or simplified versions such as the Carson–Clem
formulae [68]. Velazquez et al. [104] and White and Rogers [69, 105], using the
complex image method [106], developed equations for calculating the coupling effect
between finite length parallel and angled conductors.

As would be expected, the mutual coupling reaches a maximum when the auxiliary
potential test lead is laid in parallel with the auxiliary current test lead, and the coupling
reduces as the spacing between the circuits is increased, and falls to a minimum
when the auxiliary potential test lead is at 90◦ to the auxiliary current test lead. If
the angle between test leads is greater than 90◦, the measured impedance will be
lower due to the mutual coupling. This means that the so-called 180◦ test, where
the potential lead is laid out in the opposite direction to the current lead, results in
underestimation of the earthing impedance of the test system. For large area earthing
systems, it is recommended that the earth impedance be measured using angled test
lead arrangements, preferably at 90◦.

(iv) Practical testing considerations

Measurements are much more difficult on low impedance earthing systems due to the
presence of background noise and mutual coupling effects. Background noise arises
from unbalanced loading on the three-phase system, the presence of harmonics or any
other mechanism that causes a current to circulate through the grid. This noise can
be quantified by the standing voltage present on the earthing system with respect to a
remote earth and magnitudes are typically in the range from 100 mV to several tens of
volts. The background noise can be measured using a frequency-selective voltmeter
or a spectrum analyser. Figure 8.14 shows an example of voltage noise measured
on the earthing system of a 400 kV substation over a range of frequencies. The
background noise may also fluctuate according to changing system conditions, for
example at substations supplying electrified railway systems. Figure 8.15 shows the
background voltage measured on the earthing system of a 400/25 kV railway supply
substation as a train was passing. An assessment of the background noise conditions
on an earthing system will enable selection of the minimum required magnitude of the
test current in order to achieve an adequate signal to noise ratio. As an alternative, the
earth impedance of high voltage energised substations can be measured at a frequency
away from the power frequency in order to reduce or eliminate the effects of noise
[107, 108]. Figure 8.16 shows earth impedances at frequencies either side of 50 Hz
measured at a 275 kV substation using an impedance measurement system (IMS).
The required 50 Hz impedance is obtained by interpolation [94].

(v) Test instrumentation

So-called composite instruments designed to measure earth resistance of concen-
trated earths are not recommended for measuring systems of impedance of less than
1 �. Larger earthing systems with extended earths will exhibit reactance as well as
resistance and may require the separate measurement of current and voltage using
specialised instrumentation [2, 94].
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Figure 8.14 Background noise as a function of frequency measured at a 400 kV
transmission substation

8.4.5 Maintenance and integrity testing of earthing systems

The importance of regular testing (e.g. every five or six years) to prove the contin-
ued integrity and performance of an earthing system is recognised in many earthing
standards [2, 30]. As a part of this exercise, a detailed up-to-date site plan of the
earthing system is required [1]. Earthing systems should be inspected and tested to
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a

b

Figure 8.15 Background noise present on railway earthing system
a remote-track voltage: 2 V/div, 5 ms/div, train passing
b remote-track voltage: 4 V/div, 5 ms/div, train passing

ensure that all joints and connections are sound and secure. Joint resistances should
be measured and proven to be of negligible value. In particular, earthing and bonding
connections to plant and earth mats should be checked and neutral to earth connections
verified. If great reliance is placed on extended earthing systems or interconnection
with other substations, such connections should also be verified. The integrity test is
typically carried out using a variable voltage source capable of delivering currents
up to 300 A [1]. Various methods [1, 109] for evaluating the integrity of the earthing
system include:

• radio frequency injection to establish conductor routes or breaks in conductors
• comparing voltage drops across different parts of a grid
• comparing current sharing through grid
• comparing earth impedances measured from different points on the grid
• point-to-point continuity measurements
• joint resistance measurements.

It should be appreciated that where an earth grid is defective, measurements may be
hazardous.
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Figure 8.16 Earth impedance magnitude against frequency measured at a 275 kV
substation [94]

8.4.6 Special installations

A number of additional considerations for earthing design apply to the following
special installations.

8.4.6.1 GIS substation

Due to the much smaller area occupied by GIS installations and the fast transients
that are generated under switching operations, special measures are necessary for the
design of earthing systems for such installations [30].
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8.4.6.2 Earthing systems for electric railways

In the UK, Engineering Recommendation P24 [110] specifies the earthing arrange-
ments for AC traction supplies from 25 kV to 132 kV. However, recent developments
in upgrading the electrified rail system in the UK have resulted in the siting of
400/25 kV substations in close proximity to the rail system. This means that detailed
evaluations are required in order to investigate the effect of faults; and in particular,
the effect of a fault on the 400 kV side on the rail earthing system. A recent system-
wide analysis of safety hazards arising from earth faults on a railway supply system is
reported by Natarajan et al. [111]. The safety threshold limits applicable to coupling
into telecommunication systems from AC electric power and AC traction installations
is provided in ITU standard K.33 [112].

8.4.6.3 Cellular phone systems on transmission line towers

The increased use in recent years of high voltage towers for hosting GSM transmitter
stations has required special earthing arrangements at the tower bases. Such instal-
lations bring into close proximity the high voltage system supported by the tower
(e.g. 400 kV) and the lower voltage supply system of the mobile station (e.g. 11 kV).
Anew engineering recommendation (G78) [113] addresses the design of such systems.

8.4.6.4 Wind farms

Land-based wind farms are often located in remote elevated areas with high earth
resistivity. The substation that interconnects the wind farm to the main power system
is usually quite compact, and, therefore, the substation earth grid may not provide a
sufficiently low earth resistance. In such cases, the earthing system can be enhanced
by providing a series of buried earth interconnections between the wind turbines
extending over the whole area of the farm. This not only lowers the earth impedance
at the main substation but also at each individual turbine. Earthing systems may be
required at the base of each turbine to control step and touch voltages and for lightning
protection [114].

8.5 Electrocution hazards and safety issues

8.5.1 Step and touch potentials

8.5.1.1 Background

Once the earth impedance seen from the point of fault and the proportion of fault
current flowing through the earth path have been calculated, the rise of earth poten-
tial of the earthing system with respect to remote earth can be estimated. Potential
differences across points at locations in and around the installation can also be deter-
mined to establish whether a human body would suffer electrocution if it bridged these
points. Such potential differences are classified as touch, step and transfer potentials,
and examples of them are illustrated in Figure 8.17 [1]. With reference to this figure,
the earthing system and any metal structure connected to it will experience the full
rise of earth potential UE . The figure also illustrates the fall of potential on the ground
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Figure 8.17 Illustration of earth surface potential profile at a substation under earth
fault conditions and resulting hazard voltages (reproduced from [1])

surface with distance from the earthing system, which tends to zero at some distant
point. As a result, a touch potential, UST , is experienced if a person standing on
the ground also touches metalwork connected to the earthing system. Similarly, if a
person stands on the ground in a direction such as to bridge a potential difference,
they are said to experience a step voltage, USS . Transferred potentials describe the
potential difference which could be bridged by human contact as a result of either:

a an insulated conductor connected to the earthing system under fault extending out
into a region of zero or low potential (UT ST or UT ST E)

b an insulated conductor connected at a remote point of low potential reaching into
the substation area of high potential but not bonded to the earthing system.

The magnitudes of these potentials at a given installation and for a fault current
magnitude will depend on the location of the person and what they are touching.
When making an assessment of safety at an installation, it is not practical to consider
every prospective step and touch situation, and, therefore, normally an assessment is
made of the maximum touch and step voltages that occur.

Step voltages are normally less hazardous than touch voltages for two reasons:

(i) the human body can tolerate higher voltages across the foot-to-foot current path
(step) compared to the hand-to-feet path (touch). In particular, less current flows
through the path of the heart for the foot-to-foot electrocution scenario, and this
is expressed in terms of a heart current factor; also, if additional resistances are
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taken into account (e.g. footwear, surface chippings), the current is limited to a
greater extent by the series connection of these additional resistances [115]

(ii) for any given position, the step voltage is lower than the prospective touch
voltage.

This generality can lead to the step voltage being neglected as a hazard in its own
right. For example, EA Technical Specification 41-24 [2] states, ‘if the earthing
system is safe against touch potential it will be inherently safe against step potential’.
However, IEEE Std.80 [30] recognises that even if safety is achieved within the
substation through the control of potential gradients, it may still be possible for step
voltage hazards to be present outside the substation. Therefore, it is recommended
that step voltages are also computed and compared. IEEE Std.80 (section 19.2) states
that ‘the best assurance that a substation is safe would come from actual field tests of
step and touch voltages’. However, it is noted ‘because of the expense, few utilities
are likely to make these tests as a routine practice’.

8.5.1.2 Establishing the locations of maximum values of touch and step
voltage

The maximum surface potential gradients around an earthing grid normally occur
along a diagonal line from the centre extending through a corner point of the earth
grid. Inside the grid, potential minima will occur at the surface of the ground near
the central point of each mesh as shown in Figure 8.18 for a four-mesh grid. The
maximum prospective touch voltages within the area of the grid will correspond to a
person standing centrally inside a mesh while touching earthed metalwork, and the
location of the highest touch voltage for a symmetrical grid corresponds to the centre
of the corner mesh. The touch voltage at this position is referred to as the mesh voltage.
IEEE Std.80 notes that the actual worst-case mesh voltage occurs slightly off-centre
towards the corner of the grid. Using the IEEE Std.80 standard, the required mesh
spacing for the grid can be determined to ensure that the mesh voltage is below the
tolerable touch voltage limit. Earthing design standards in the UK follow a different
approach where particular attention is given to the touch voltage established when a
person stands one metre diagonally out from the corner of the grid [2, 52] while no
specific calculation of the mesh voltage is made. The mesh voltage may be greater
or less than the corner touch voltage depending on the mesh density and whether
earth rods are used at the periphery of the grid [30]. However, provided no earthed
metalwork can be touched while standing outside the grid, i.e. if the grid fully covers
the area occupied by plant, then the corner touch voltage hazard should not arise.
Accordingly, it should only be necessary to calculate the mesh voltage. The location
of the worst-case step voltage is accepted by both UK and US standards to be the
potential difference across the ground surface one metre diagonally out from the
corner of the grid.

8.5.1.3 Magnitude of touch, mesh and step voltages

Until quite recently, touch, mesh and step voltages were calculated using approxi-
mate analytical expressions, which incorporated geometrical and empirical correction
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Figure 8.18 Diagonal voltage profile for a 16-mesh square grid with nine rods in
a two layer soil (from IEEE Std.81 1983, IEEE Copyright 1983 and
IEEE Std.80 2000. All rights reserved [30])

factors. Examples of such expressions are available in a number of earthing design
standards [2, 30, 52]. More recently, computer programs have become available for
computing earth grid resistance and surface potentials around the grid [62, 116, 117].
The most recent edition of IEEE Std.80 [30] outlines the reasons to justifying the use
of such programs in carrying out earth design including:

a a complex earth structure requiring multilayer representation
b non-uniform grid geometry and the presence of other buried conductors or

metalwork
c a more specific examination of step and touch danger points.

UK standards currently do not take account of computer-based earthing design
programs. As an alternative to carrying out detailed estimations of prospective step
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and touch voltage, the CENELEC document also allows for the estimation of touch
voltages by direct measurement [1].

8.5.2 Computation of tolerable voltages

Once the prospective hazardous voltages arising under earth fault conditions have
been computed for a given design of earthing system, it is necessary to determine
whether or not these exceed recognised safety thresholds known as tolerable voltages.
Ultimately, it is the level of current through the human body that determines whether
there is a risk of electrocution, and well defined limits apply. However, the tolerable
voltage for a particular shock scenario depends not only on the level of tolerable
current but also on the values of resistance that are present in addition to the human
body resistance. Accordingly, a suitable accidental circuit is also required in order to
obtain values of tolerable voltages.

8.5.2.1 Tolerable body currents

Electricity flowing through the human body can be perceived and can cause muscle
contraction for currents of a few tens of milliamperes. However, when the current
reaches a magnitude of the order of 50 mA, there is a risk of ventricular fibrillation. It is
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the fibrillation limit that forms the basis of most recommended earthing safety calcu-
lations [88]. The fibrillation threshold is not only dependent on current magnitude but
also on the current time duration, current path and frequency. Figure 8.19, reproduced
from IEC479 and based on work carried out by Biegelmeier and Lee [118], shows
the tolerable r.m.s. human body current at power frequency for a range of times for
the hand-to-feet body path. The variation in fibrillation threshold for different body
current paths is described by the heart current factor [115] and it is interesting to note
that the hand-to-hand shock scenario is less onerous than hand-to-foot. The different
curves shown in Figure 8.19 correspond to the probability of ventricular fibrillation
occurring. For current–time values to the left of curve c1, the risk of ventricular fib-
rillation is negligible, and curves c2 and c3 delineate the 5 per cent and 50 per cent
probability boundaries. Some earthing standards [1, 52, 119] adopt curve c2, although
UK industry earthing standard EA TS 41-24 [2] uses curve c1 as the basis of safety
calculations. The American earthing standard IEEE Std.80 [30], on the other hand,
adopts a different specification for tolerable body current based on the findings of
Dalziel [120, 121]. In this case, an empirical formula is used to describe the tolerable
current Ib, which applies to 99.5 per cent of a population; this is plotted in Figure 8.19
for comparison:

Ib = k√
ts

(8.7)

where ts is the shock duration and k is a constant related to body weight.
For a body weight of 50 kg and 70 kg, k = 0.116 and 0.157, respectively.

In IEEE Std.80, it is suggested that the 70 kg figure may be applied if this is the
average population weight within the area of the electrical installation. However, it
is considered that the 50 kg figure is more suitable when applied to areas outside
controlled environments (e.g. outside a substation fence).

Whichever current curve is used, the time duration is related to the speed of the
circuit protection. The estimation of shock duration may require careful judgement on
systems that employ fast acting main but slower backup protection and also circuits
using fast autoreclosure.

8.5.2.2 Accidental earth circuit

Once a suitable permissible body current has been selected, the permissible touch
voltage can be determined from the accidental shock circuit (Figure 8.20) applicable
to either the step or touch voltage scenarios. This circuit comprises: (i) the body
impedanceZb (a resistance is sufficient at power frequency), (ii) additional resistances
such as footwear resistance, and (iii) the resistance to earth of the standing point or
the feet earth resistance. With reference to the circuit of Figure 8.20, it is important
to distinguish between the touch voltage (UT ) and the source voltage for touching
or the prospective touch voltage (UST ). UT is the part of the earth potential rise
due to the earth fault which can be picked up by a person, assuming the current is
flowing via the human body from hand to feet, and UST is the voltage which appears
during an earth fault between the contact point and earth when these parts are not
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Figure 8.20 Simple equivalent circuit for the touching shock scenario [1]
USTp voltage difference acting as a source in the touching circuit

with a limited value that guarantees the safety of
a person when using additional known resistances
(e.g. footwear, standing surface insulating material)

Zb total body impedance
Ib current flowing through the human body
UTp permissible touch voltage, the voltage across the human body
Ra additional resistance (Ra = Ra1 + Ra2)

Ra1 for example resistance of the footwear
Ra2 resistance to earth of the standing point

ρs resistivity of the ground near the surface in an installation
(in �m)

tF fault duration

being touched [1]. It is noticeable that there are considerable differences between
standards in the values adopted for each of the resistance components, which are
described in more detail in the following sections.

(i) Human body resistance

The resistance of the human body is assumed to be equal to a constant 1 k� in both
UK and American standards [2, 52, 115]. However, the new CENELEC standard [1]
adopts a more precise voltage-dependent resistance model based on IEC data. The
characteristics of this model are shown in Figure 8.21, and it can be seen that the IEC
model yields higher values of resistance than the constant resistance model at lower
voltages [1, 115].

(ii) Footwear resistance

In IEEE Std.80 [30], footwear resistance is neglected. UK standards [2, 52], on the
other hand, assume 4 k� per shoe and the ITU-T K33 standard allows for a footwear
resistance of between 250 � and 3 M� per shoe depending on the shoe type and
condition [122].
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Figure 8.21 Statistical values of human body impedance [1] (copyright ©1994,
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(iii) Resistance to earth of standing point

In a more accurate model, the resistance to earth of the standing point should be
considered as a component of a Thévenin equivalent resistance across the two points
that the human body bridges [30, 123, 124]. However, in most standards, a simplified
approach is adopted that assumes an additional resistance due only to the earth resis-
tance of the feet. The resistance of the human foot Rf is calculated by representing
it as a metallic disc of equivalent area and is given by:

Rf = 3ρ (8.8)

If the earth surface resistivity ρ is artificially increased, the tolerable touch or step
voltage will be higher. Accordingly, it is standard practice in most outdoor substations
to add a thin surface layer of high resistivity material, such as gravel. A number of
different analytical techniques and computer models are available to account for this
effect, and it should be noted that the addition of a surface layer of different resistivity
will also alter the surface potential distribution [30].

8.5.2.3 Typical tolerable touch voltages

From the preceding sections, it can be seen that there are considerable differences
between standards in both the definition of tolerable body current and also the con-
figuration and parameter values of the accidental circuit. Tolerable touch voltages are
therefore very dependent on the model chosen and examples of ranges of tolerable
voltages are shown in Figure 8.22.

8.5.2.4 Transferred potential limits

A metallic circuit, connected to the main grid, and extending outside the area of the
substation, can transmit transferred potentials. The danger normally arises from a
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Figure 8.22 Examples of tolerable touch voltage curves for different assumed
additional resistances in the accidental circuit [1]

(1) without additional resistances
(2) Ra = 750 � (Ra1 = 0 �, ρs = 500 �m)
(3) Ra = 1750 � (Ra1 = 1000 �, ρs = 500 �m)
(4) Ra = 2500 � (Ra1 = 1000 �, ρs = 1000 �m)
(5) Ra = 4000 � (Ra1 = 1000 �, ρs = 2000 �m)
Ra1 = 1000 � represents an average value for old and wet shoes

remote touch voltage scenario. The transferred potential will usually be much higher
in magnitude than local step and touch voltages, and can even exceed the rise of
potential of the main substation [30].

In the UK, limits are applied to such transferred potentials. For these situations,
which assume direct contact between the full rise of earth potential and remote earth,
safe limits of 430 V and 650 V are designated depending on the reliability and pro-
tection speed of the circuits connected to the substation [2]. These limits derive from
a set of CCITT directives (Comitte Consultatif International Telephonique et Tele-
graphique) [68]. In these directives, the 430 V and 650 V limits apply to voltages
induced on aerial telephone lines and not directly to transfer voltages at substations.
In a different publication [125], it is mentioned that these limits were adopted as a
result of a compromise involving economic considerations, and it can be assumed
that they were not derived from human tolerable body current assumptions. If the
limit was required to avoid danger to a person, it is considered that it should be set
to as low as 60 V for the longer fault clearance times. The continued application of
the 430 V and 650 V limits over many years may be explained by the extremely low
probability of the transfer potential hazard. This may be an example of how, during a
period when deterministic approaches were used, a probabilistic consideration entered
the specification by artificially raising the safety threshold. The recently published
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standard IEC 61936-1 states that ‘It must be recognised that fault occurrence, fault
current magnitude and presence of human beings are probabilistic in nature’ [126].
Section 8.5.4 of this chapter considers in more detail how probabilistic considerations
affect the risk management of earthing systems.

By contrast, the approach adopted in the American standard IEEE Std.80 is to
acknowledge that it is impractical or impossible to restrict the rise of earth potential
to prevent dangerous voltages of this kind, and therefore, either bonding or isolating
best avoids such hazards [30].

8.5.3 Methods for limiting hazardous potential differences and
dimensioning of earthing systems

The area occupied by the substation or installation initially sets the overall dimensions
of an earth grid, and normally all the available area is occupied in order to achieve the
lowest resistance. The grid mesh density should be sufficient to facilitate connection
to the substation plant by short earthing conductors or downleads.

If the basic design of an earth grid is insufficient to satisfy the adopted safety
criteria, a number of different measures can be taken to either reduce step and touch
potentials or restrict current flow through the accidental human body circuit. These
measures can be grouped into four categories.

8.5.3.1 Reducing earth grid current

Impedance-earthed systems, which are described in detail in section 8.2.3 of this
chapter, enable the single line to earth fault current to be restricted. On existing
solidly-earthed systems, however, it may not be possible to introduce impedance
earthing because of limitations in the insulation withstand capabilities of the system.
As an alternative, instead of reducing the total earth fault current, the earth return
component of the fault current can be reduced by providing an additional above
ground metallic return path. For example, on unearthed overhead lines, a continuous
earth wire could be installed. On circuits already equipped with an earth wire, a
second earth wire could be provided.

8.5.3.2 Reducing earth impedance

If all the available land area has been utilised, making direct connections to nearby
existing grids can reduce the overall earth impedance. If extended earthing systems
formed by tower lines or cables are available, normally these should also be con-
nected to the main earth grid. Often, such extended earthing systems have much
lower earth impedances than the grid to which they are connected. As already noted
in section 8.4.2.1, grid earth resistance is directly proportional to the earth resistivity.
Therefore, if an earth resistivity survey indicates that the grid is in relatively high
resistivity earth and there is a nearby low resistivity earth region, it can be advanta-
geous to connect to a satellite grid installed in the low resistivity earth area. It should
be noted that although grid extensions or connections to extended earthing systems
are beneficial by lowering grid resistance, the earth potential rise is exported over a
much wider and often uncontrolled area.
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Instead of extending the earthing system outwards, sometimes it is beneficial to
install deep-driven earth rods or piles or drilled earth wells. Such deep-driven earths
are particularly useful for penetrating deeper earth layers of low and stable resistivity.
Finally, additives or treatments are sometimes employed to lower the earth resistivity
in the immediate vicinity of the earth electrodes. However, these may be of limited
benefit for large area earth grids because they have little effect on the resistivity of
the deeper earth which influences the grid resistance.

8.5.3.3 Limiting potential differences

A solid plate covering the entire surface area would provide the ultimate protection
against step and touch voltage hazards within a substation, but such an installa-
tion would be impractical and uneconomic [127]. However, the following practical
methods for the limitation of potential gradients may be adopted. In the first place,
the overall grid mesh density can be increased to provide a better general equipotential
area within the installation. It was noted in section 8.5.1.2 that the mesh voltage in an
equally spaced grid increases towards the perimeter. Accordingly, the grid mesh den-
sity may be made denser at the grid periphery in order to equalise the mesh voltages.
A more complete equipotential zone could be established by separating the operat-
ing or fault current carrying earth grid from the protective earth grid, which can be
achieved by installing a fine mesh counterpoise mat near the ground surface.

At often-frequented places inside the substation, such as switch and isolator posi-
tions, small fine mesh wire mats can be buried just beneath the surface chippings.
A further area requiring special attention in terms of earthing is the substation fence.
In many cases, the fence is metallic and can be touched from the outside by the public.
Therefore, suitable measures to control potential gradients must be employed.

At installations which have a limited earthing area and which may carry high fault
current including lightning currents, such as communication masts and transmission
line towers, there may be significant step voltage hazards as well as touch voltage risk
at the base of such installations. The step voltage risk, specifically, may be controlled
by the use of potential ramps [127], which are illustrated in Figure 8.23. Ramp rings
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are also recommended in BS6651 for the protection of masts, towers and columns
using single and multiple earth electrode systems [128].

8.5.3.4 Increasing resistance/insulation in the accidental path

One of the simplest and most widely used methods for increasing the resistance in the
accidental path is to cover the entire surface of the substation with gravel [30]. This
type of covering provides a high resistance barrier even under wet conditions but in
practice the integrity of the layer is often lost due to lack of maintenance and erosion
due to excessive vehicle travel. As an alternative or in addition to the gravel layer,
a plastic sheet can be placed under the ground surface [129]. If there are particular
routes in frequent use within an installation, wooden passageways can also provide
very good insulation.

The previous methods are concerned with providing additional resistance between
the ground surface and the body in the accidental path. A further option for
touch voltage conditions would be to provide insulation to earthing downleads
and to insulate or provide isolation from all aboveground metal work that can be
touched from ground level. In this way, the touch voltage hazard is effectively
eliminated.

There are various methods for protecting against the danger of transferred poten-
tials, depending on the nature of the circuit involved in transmitting the potential.
Such circuits are commonly formed by communications circuits, traction rails, low
voltage neutral circuits, potable equipment, piping and metallic fences [30].

8.5.4 Risk management approach to earthing safety

To recall, EATS 41-24 [2] states that ‘if the potential rise of the earth electrode exceeds
the appropriate CCITT level (430 V or 650 V),. . .measures shall be taken to counter
the risk of danger’. This standard also specifies limits for touch and step voltages
corresponding to probabilities of heart fibrillation based on IEC 60479-1 and certain
assumed values of resistance in the accidental circuit. However, experience has shown
that, in many situations, it is not reasonably practicable to satisfy these requirements,
particularly in respect of third parties. As already mentioned in section 8.5.3, the
minimum impedance of a substation earthing system is often limited by the available
land area and ground resistivity, and the minimum earth fault current is limited by
the electrical system configuration. In many cases, the minimum achievable rise of
earth potential may exceed several thousands of volts, and high potential contours
may extend considerably beyond the substation. Consequently, transferred potentials
affecting third parties in the vicinity of a substation may exceed the levels specified
in the standards, and the costs involved in mitigating these potentials could be very
substantial.

8.5.4.1 Allowable risk levels

In the UK, legislation that covers the duties of employers to their employees and third
parties is set out in ‘The Health and Safety at Work etc.’ Act 1974 [130]. This act
requires that ‘it shall be the duty of every employer to conduct his (her) undertaking
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in such a way as to ensure, so far as is reasonably practicable, that persons. . .are not
thereby exposed to risks to their health and safety’. More recently, the Management
of Health and Safety at Work Regulations 1999 [131], which were enacted as a result
of European Union Framework Directive 89/391/EEC, states that ‘Every employer
shall make a suitable and sufficient assessment of. . .the risks to the health and safety
of persons not in his employment arising out of or in connection with the conduct by
him (her) of his (her) undertaking’.

What is reasonably practicable has been established by a number of legal test cases
and more comprehensively by the Health & Safety Executive (HSE) [132], and this
concept is referred to as the ‘as low as reasonably practicable (ALARP)’ principle.
An individual fatality risk of 1 in 10 million per person per year is considered broadly
acceptable for members of the public. Between 1 in 1 million and 1 in 10 000 per
person per year, the ALARP principle must be applied; which means that the required
expenditure to reduce risk is dependent on the individual risk level, i.e. the higher the
risk, the higher the justifiable spend. The HSE has attempted to reflect the price people
are prepared to pay to secure a certain averaged risk reduction and advise a benchmark
value for preventing a fatality of £1 m (2001 prices). This value corresponds to a
reduction in risk of 1 in 105 being worth about £10 to the average individual [133].

The Electricity Industry in the UK, through the offices of the Energy Networks
Association, is currently investigating applying risk management techniques to haz-
ards resulting from earth potential rise. It is expected that this work will result in the
establishment of an industry-wide policy recommending the necessary action to be
taken in respect of third parties in the vicinity of electrical installations. This will
include a revision to Engineering Recommendation S.36 [134], which covers the
provision of telecommunications services near to substations. The risk management
approach starts by recognising the probabilistic nature of exposure to earth potential
rise. In simple terms, this means that account is taken of the likelihood of the occur-
rence of an earth fault at the same time as an individual being in a position which
bridges a dangerous potential.

8.5.4.2 Case study

The following example will serve to illustrate the main steps involved in such an
approach. A member of the public in his or her garden and using the garden tap
is exposed to a transferred touch potential of 1500 V for 200 ms, as a result of
an earth fault on the transmission system. Assuming standard values of resistance
in the accidental circuit (see section 8.5.2.2), a fatality would be likely from this
exposure as this voltage is clearly higher than the safe levels specified in the standards.
Accordingly, from a deterministic perspective, this hazard would require mitigation.
However, let us now consider the probability that the individual will experience this
fatal electric shock. This overall probability P can be determined as the product of
three separate probabilities:

P = PF PFBPC



Earthing 393

where PF is the probability of an earth fault on the power system, PFB is the probability
of heart fibrillation and PC is the probability of contact i.e., the probability that the
individual is in an accidental circuit.

PF can be estimated from historical fault records. Assuming the typical probability
of an earth fault occurring which results in a significant earth potential at a transmis-
sion substation is 0.2 per annum; i.e. one significant earth fault every five years on
average.

PFB is the likelihood that, if a person were exposed to the earth potential rise, heart
fibrillation would occur. Probabilities of heart fibrillation corresponding to current
magnitude and duration (in this case 200 ms) are given in IEC 60479-1 [115]. The
current magnitude can be estimated from the accidental touch circuit and, in this
example, a body resistance Rb of 487 � (hand-to-feet current path) will be assumed
to cover at least 95 per cent of the population. The additional circuit resistances will
depend upon the specific exposure scenario, which depends on what the individual is
wearing and doing at the time of exposure. Assumptions may be made to determine
the exposure scenario: for example, it may be reasonable to assume that a person
would be wearing footwear while outdoors. The ITU standard T K33 [135] specifies
a resistance of 3000 � for damp elastomer soled shoes on loose soil and so this
is adopted in our example. All other circuit resistances and the source impedance
are considered to be negligible in this case. In many exposure scenarios there will
be an additional insulation in the accidental circuit such as where an individual is
using an insulated power tool. In this example, such insulation is neglected. The total
resistance of the accidental circuit is calculated to be 3650 �, which would result
in a current of 0.41 A flowing through the body for a touch voltage of 1500 V. At
this current magnitude, IEC 60479-1 predicts a probability of fibrillation of less than
five per cent or 0.05.

Finally, it is necessary to estimate PC , which is the likely time the person is
present in the accidental circuit. This will again depend upon the activity undertaken
by the exposed individual; in particular the proportion of time in contact with the
circuit elements. Let us assume that in this example the person is in contact with
the garden tap, on average, for one minute per day. Each day, therefore, the proba-
bility of contact is 7 × 10−4. The estimated annual probability that this person will
experience a fatal electric shock as a result of using a garden tap can be estimated as
the product of the probabilities PF , PFB and PC , viz., 0.2 × 0.05 × 7 × 10−4 =
7 × 10−6 or 1 in 142 000. This level of individual risk falls within the lower
ALARP region, where the cost of mitigation must be balanced against the risk.
If mitigation in this case were not prohibitively expensive, it may be considered
worthwhile.

It should be noted that the above example covers one exposure scenario only.
To cover the total individual risk all reasonably foreseeable scenarios should be
considered and all risks added together.

In many cases, it is expected that although the exposure voltages may exceed
the limits prescribed in the standards, the level of individual risk does not warrant
significant expenditure on mitigation. However, it is worth noting that, in general,
it is not prohibitively expensive to design an earthing system to control touch and
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step voltages inside a substation to within the levels specified in the standards and,
consequently, this approach is normally adopted.

Were industry to apply expensive mitigation, the costs would ultimately be borne
by society as a whole through increased electricity prices. This is because this issue
affects the industry as a whole and, therefore, the effect of competition or regulation
would be minimal. But according to the HSE, this price may not be considered
by society as worth paying. So, by using risk assessment to determine necessary
expenditure, the industry spends responsibly and can also prioritise investment with
the end result being improved safety. It should, however, also be remembered that
the risks resulting from earth potential rise are borne predominately by people living
and working at or close to substations, i.e. they are unevenly distributed within the
general population and, consequently, the perceived levels of tolerability of such risks
tend to be lower.

8.6 Impulse performance of earthing systems

In the preceding sections, earthing system design and performance under power
frequency conditions has been examined in detail and a number of standards which
provide very detailed design guidelines were referred to. In this section, to begin
with, the standards have been examined in respect of their consideration of earth-
ing requirements under fast transients and a summary of their recommendations is
presented.

8.6.1 Standard guidelines for transient earthing

8.6.1.1 IEEE Std.80 and IEEEStd.142

IEEE Std.80 (Guide for safety in substation grounding) does not provide detailed guid-
ance for designing earthing systems subjected to lightning surges but considers that
grounding systems designed according to power frequency principles will ‘provide
a high degree of protection against steep wave front surges. . .’. This is based on the
assumption that the human body can withstand higher currents for very short duration.
This standard also recommends that surge arresters should ‘always be provided with
a reliable low resistance ground connection’ and have as ‘short and direct a path to
the grounding system as practical’.

Some utilities provide separate downlead connections for surge arresters and
others use the metallic mounting structure because it offers a lower impedance path
to the earthing system [30].

8.6.1.2 EA-TS 41-24

The UK earthing design standard EA TS 41-24 [2] (Guidelines for the design, testing
and maintenance of main earthing systems in substations), recognises that ‘equipment
such as surge arresters and CVTs are more likely to pass high frequency current
due to the low impedance they present to steep fronted surges’ and ‘unless a low
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impedance earth connection is provided. . .the effectiveness of the surge arrester could
be impaired’.

This standard also recommends that the connection from the equipment to
earth should be ‘as short, and as free from changes in direction, as is practicable’
and that ‘the effectiveness of the arrester can be improved. . .by connecting. . .(it)
to a high frequency earth electrode in the immediate vicinity, for example an
earth rod’.

8.6.1.3 CENELEC – HD 637 S1

The CENELEC harmonisation document, HD 637 S1 [1], which is likely to form
the basis of a new IEC standard, suggests measures to reduce the amount of inter-
ference created when surges are dissipated to earth. These include minimising the
inductance of the current paths by the significant meshing of earth electrodes and
earthing conductors. Where high transient currents are more likely to occur, the
density of the earthing mat should be increased.

8.6.1.4 BS 6651

A quantitative value applicable to transient earthing appears in BS 6651 (Protection
of structures against lightning) [136]. This standard recommends that earth-
ing systems designed for lightning protection should have an earth resistance
of less than 10 �. Many electricity companies for power system earthing sys-
tems have adopted this value. In Japan, the 10 � resistance figure is the
target value for transmission line tower footing resistance [137]. Further work
is required to establish values based on more detailed models which include
inductance.

8.6.2 Soil ionisation

Many factors influence the behaviour of soil under high current magnitudes. First,
the characteristics of the medium: the soil type and resistivity, the moisture content,
temperature and pressure. Second, the nature of the energisation: the waveform or
impulse shape, its magnitude and polarity.

The reduction in the earth impedance of earth electrode systems under high magni-
tude impulse currents has been long recognised and this phenomenon is now generally
accepted to be as a result of soil ionisation. Since the performance of earthing systems
under fast transients is vital to overvoltage protection, this area has attracted much
interest. Early work concentrated on experimental studies of earth electrode systems
experiencing soil ionisation effects. Recent work not only involved earth electrode
studies, but also the development of soil ionisation models and experimentation to
understand the soil ionisation process.

A review of work investigating soil ionisation effects in earthing systems is pre-
sented. Four main areas of investigation are considered: soil ionisation effects on
earth electrode systems, estimation of critical electric field intensity, soil ionisation
models, and analysis of soil ionisation mechanisms.
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Figure 8.24 Typical voltage and current records in the ionisation region, and the
ratio R(t) derived from v(t)/i(t) (water content, wc = 3%, Vch =
27 kV [154])

8.6.2.1 Response of earth electrode systems to high impulse currents

(i) Early work

The early experimental work on the characterisation of earth electrodes under transient
conditions [138–145] demonstrated that:

a transient impedance, defined as the ratio between instantaneous voltage and cur-
rent, was shown to decrease from an initial impedance, during the fast front of
the surge, to a minimum corresponding to maximum ionisation which is as little
as one third of the power frequency value and, subsequently, recovering to the
leakage resistance value at the end of the impulse tail (Figure 8.24)

b soil ionisation occurs above a certain current threshold, which can be related to
the electric field intensity in the soil

c the instantaneous voltage–current curves were shown to form the shape of a
hysteresis loop

d spiked electrodes could enhance the soil ionisation effect
e time delays in ionisation and deionisation required a dynamic modelling

approach.

(ii) Recent work

Work continued with investigations by Kosztaluk et al. [146] on tower footings and
further evidence of the complicated dynamics of the soil ionisation process was pro-
vided by Oettlé and Geldenhuys [147]. They described the corona ionisation time
constant, and found it to be inversely proportional to the current magnitude. They
considered that this was due to the formation of individual streamers in the soil.
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Tests were carried out [148] on a meshed earthing system of a 77 kV power
substation and also a steel-reinforced concrete pole. Lightning impulses with current
magnitudes of up to 40 kAwere applied, and it was found that the transient impedance
during soil ionisation, of both the mesh and the concrete pole, decreased with increas-
ing peak current magnitude. This effect was more pronounced for the smaller concrete
pole. Subsequently, tests on single rod electrodes, grids, horizontal electrodes and
tower footings [149] showed that no further reduction in resistance occurred at mag-
nitudes of current above 20 kA. It was also established that the reduction in resistance
was more marked in high resistivity soils and that the dependency is less, the more
extensive the earthing systems. Tests on a 500 kV transmission tower base in medium
resistivity soil did not show the marked reduction in resistance found with rods and
crowsfeet [137].

8.6.2.2 Estimation of critical electric field intensity

A key parameter in representing the ionisation threshold level in soils is the critical
electric field intensity, EC . This critical electric field, EC , can be calculated from the
product of the measured soil resistivity and the current density at the electrode surface
assuming uniform current distribution. The value of current used corresponds to the
instant when the impulse resistance decreased below the low voltage resistance value.
Awide range of EC values (between 1.3 and 17.3 kV/cm), depending on soil type, test
electrode geometry and homogeneity of soil have been reported [140, 142–145, 150].

In reviewing these experimental-based investigations, some consider that an aver-
age EC value of 3 kV/cm is realistic [151] and others [152] showed that plots of EC

values against the corresponding soil resistivity were largely scattered which indi-
cated that there was no definite relationship between EC and soil resistivity. Mohamed
Nor et al. [153, 154] obtained an EC value of 5.5 kV/cm for sand which was found
to be independent of moisture content. Loboda and Scuka [155], based on their
own experimental studies, considered that streamers played an influential role in the
soil ionisation process and demonstrated that the calculated EC values could be up
to 70 per cent higher than those determined by assuming a uniform and perfectly
conducting ionised zone.

8.6.2.3 The mechanisms of soil ionisation

Asignificant amount of research work to understand the mechanisms of soil ionisation
has been carried out in the last few decades. Two contending theories have emerged
to explain the initiation of ionisation.

(i) Electric field enhancement

Between 1981 and 1993, many studies [156–159] of electrical breakdown character-
istics of small-scale soil samples have been carried out. Emerging from these is the
proposition that ionisation occurs in soil air voids due to electric field enhancement.
Key points from these investigations are that;

a the ionisation process takes a finite time to initiate from application of the impulse,
and delay times range from 10 to 100 μs
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b delay times exhibited a statistical variation, but average delay times and their
deviation decreased as the applied voltage was increased

c delay times decreased with water content and applied voltage
d breakdown thresholds with soil samples immersed in SF6 were 2.5 times higher

than with air, which provided strong evidence in support of the theory.

(ii) Thermal process

In 1982, van Lint and Erler [160] investigated breakdown in earth samples under
high electric field stress using coaxial test rigs. Their results confirmed that initia-
tion delay times of ionisation decreased with increasing voltage. However, unlike the
results obtained by Flanagan et al. [157], initiation delay times of up to 1500 μs were
reported. It was suggested that the field enhancement model could not explain such
long delay times. Instead, it was proposed that the negative temperature coefficient
of ionic solutions would produce a concentration of current flow in narrow parallel
water filaments. Further heating of these channels would result in vaporisation and
eventually breakdown along the filament path. Further investigations into the pro-
posed thermal mechanisms of soil breakdown [161–164] suggested that neither the
thermal model nor the field enhancement model alone could account for the wide
ranging behaviour observed in soil conduction under high voltage. Srisakot et al.
[159], based on fast impulse experimental studies on sand samples, proposed that
two distinct conduction phases could be identified; the first associated with thermal
effects and the second due to soil ionisation.

8.6.3 Models of concentrated earth electrodes exhibiting soil ionisation

An example of a finite-element (FE) modelling approach was used by Nekhoul et al.
[165] to describe the behaviour of an earth rod exhibiting ionisation effects. Srisakot
et al. [159] carried out numerical electric field modelling of a simple hemispherical
earth electrode system using FE and boundary element BE software. Sekioka et al.
[166] developed linear (R–L) and non-linear (R–L) models to describe the earth
impedance of an earth grid, and these are compared with the simple single resis-
tance model. It is demonstrated that the inductance effects of a grounding grid should
be included to achieve an accurate lightning surge analysis and that the non-linear
model should be used for high magnitude, steep fronted impulses. It was also demon-
strated experimentally that reinforced concrete poles provide effective conduction
paths under impulse conditions [167]. A non-linear resistance can model such con-
centrated electrodes, and it is suggested that an energy-dependent resistance model
is more accurate than a current-dependent resistance model [168].

8.6.4 Models of earthing systems under high frequency and transient
conditions

Three different types of model have been applied in the analysis of high frequency and
transient performance of earthing systems. These correspond to increasing complexity
according to the type of earthing system under study [169].
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Figure 8.25 Equivalent circuit model for a vertical earth electrode

Table 8.1 Formulae for the earth resistance [29],
inductance [170] and capacitance [35] of
a vertical earth electrode
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C = 2π	ε0

(ln(2l/a) − 1)
(8.11)

8.6.4.1 Transmission line per unit length series impedance and shunt
admittance

This model, either in lumped parameter or distributed parameter form, can be used
to describe single horizontal and vertical earth conductors (Figure 8.25). The per unit
length impedance and admittance quantities can be computed using expressions
for earth resistance, shunt capacitance and conductor self-inductance. Approximate
formulae applicable to a vertical electrode of length l and radius a are shown in
Table 8.1.

Even at high frequency, the series resistance r of the earth conductor can be
neglected. The corresponding per unit length impedance and admittance can be used
to obtain the input impedance Zoc of the earth electrode:

Zoc =
√

ZC

YC

coth(l
√

ZCYC) (8.12)

where ZC is the per unit length series impedance, YC the per unit length shunt
admittance and l the length of the electrode.

8.6.4.2 Network analysis of transmission line segments

For extended earthing systems that do not exhibit complex coupling of the inground
electrode, e.g. transmission tower line earthing systems, it is possible to build-up
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circuit models from the transmission line components in section 8.6.4.1 using circuit
analysis techniques. In such models, the effects of soil ionisation have also been
included [171, 172].

8.6.4.3 Electromagnetic model

The electromagnetic model, first developed to analyse ground losses from antennas
due to the finite conductivity of earth, is based on the method of moments. It was fur-
ther developed and applied to analyse grounding systems [173, 174]. Such an approach
offers a more accurate theoretical treatment than the models in sections 8.6.4.1 and
8.6.4.2, but the model still requires a laterally homogeneous equivalent earth model.
Examples of software based on the electromagnetic field theory approach are found
in the literature [175–177]. Olsen et al. [178] distinguish between the low frequency
or quasi-static model and an exact or full wave model valid at high frequency. They
point out that even low frequency models can be considered to be field theory models
in contrast to equivalent circuit models.

A comparison of methods in sections 8.6.4.1 and 8.6.4.2 indicated that both meth-
ods were suitable for the simulation of simple structures such as horizontal electrodes
but that significant differences were apparent for large earthing grids [179]. The limits
of low frequency quasi-static models have been investigated and it has been shown
that if the buried electrode is greater than one-tenth of a wavelength in earth, then an
exact full wave model would be required [178]. Heimbach and Grcev [180] proposed
an alternative method of combining the frequency-dependent characteristics of an
earthing system in EMTP in order to evaluate overvoltages in power systems.

8.6.5 Simulations of earthing system performance under transient and
high frequency conditions

The performance of earthing systems under transient conditions is different from
power frequency behaviour because of the more significant influence of inductive and
capacitive effects. In contrast to the 50 Hz response, at high frequency the inductance
of a small earthing system, such as a rod, has a significant effect and the effective
length of such systems can be very small [175, 181–185]. Inductive and capacitive
effects of rod earths are also evident under fast transients [186]. Figure 8.26 shows the
simulated voltage front time resulting from a 1/5 current impulse injected at the top
of a 5 m rod. For low values of resistivity, the inductance of the system has a greater
effect and a sharpening of the voltage impulse shape is seen. At high resistivity,
the magnitude of the displacement current becomes significant compared with the
conducted leakage current, and the effect of earth permittivity is influential on the
voltage rise time.

Figure 8.27 shows the frequency response of a 100 × 100 m2 earth grid for a
range of soil resistivities. As can be observed, each curve has a lower frequency
range over which the impedance is nearly constant. For each earth resistivity value,
the impedance increases rapidly above a threshold frequency, and this behaviour can
be attributed to the inductance of the conductor. Transient simulations, of the same
grid in 100 �m earth were carried out for a 1/5, 1 A current impulse. The results



Earthing 401

100 1000


r = 30


r = 10


r = 1
0.5

1

1.5

2

2.5

3

3.5

4

fr
on

t t
im

e,
 μ

s

0

4.5

10 10 000
resistivity, Ωm

Figure 8.26 Voltage front time for a 1/5 current impulse on a 5 m rod, ρ = 100 �m
(reproduced from ERA report no. 2002-0113, published 2002)

1.E + 02 1.E + 03 1.E + 04 1.E + 05

	 = 10 Ωm

	 = 100kΩm

	 = 10kΩm

	 = 10kΩm

1.E + 01 1.E + 06
frequency, Hz

0.1

1

10

im
pe

da
nc

e,
Ω

0.01

100

Figure 8.27 Earth impedance of a four-mesh grid as a function of frequency for
different soil resistivities

(Figure 8.28) indicate significant attenuation of the surge as it propagates across the
grid and a slowing of the voltage rise time. The voltage drop across the down lead is
very high for the conditions considered [186].

Other investigations based on simulations using the electromagnetic
model support the principle of an effective area and confirm that increased grid
meshing in the vicinity of the injection point plays an important role in reducing the
peak voltage [187].

At low frequencies, the impedance of a grid is independent of the injection point
for the same earth conditions. However, above a critical frequency, the impedance
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seen from the grid extremities compared with a central injection point increases
considerably [180].
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Chapter 9

Circuit breakers and interruption

H.M. Ryan

9.1 Introduction

Much literature exists relating to the historical developments worldwide associated
with switchgear related technology [1–29]. Acircuit breaker (CB) can be described [3]
as a device used in an electrical network to ensure the uninterrupted flow of current in
that network under normal operating conditions, and to interrupt the flow of excessive
current in a faulty network. Under some circumstances, it may also be required to
interrupt load current and to perform open–close–open sequences (autoreclosing) on
a fault on others. The successful achievement of these, and indeed all, duties relies on
extremely careful design, development and proving tests on any circuit breaker. Good
and reliable mechanical design is required [1] to meet the demands of opening and
closing the circuit breaker contacts, and an effective electrical design is also essential
to ensure that the CB can deal with any of the electrical stresses encountered in service
[4, chap. 7].

During the opening and closing sequences, an electric arc occurs between the
contacts of a circuit breaker and advantage is taken of this electrical discharge to
assist in the circuit interruption process, as has been discussed in detail [4, chap. 7].
In an AC electrical network, the arc is tolerated in a controlled manner until a natural
current zero of the waveform occurs when the discharge is rapidly quenched to limit
the reaction of the system to the interruption. With asymmetrical waveforms and for
DC interruption, advantage is taken of the arc resistance for damping purposes or to
generate a controlled circuit instability to produce an artificial current zero.

As discussed elsewhere, the arc control demanded by such procedures may
require gas pressurisation and flow, which in turn, make additional demands upon
the circuit breaker mechanism [1, 3] (see also chapters 7, 8, 10, 11 of Reference 4).
The reader is directed specifically to G.R. Jones [4, chap. 7] for a fuller treatment
of important system-based effects together with the principles of current interrup-
tion in HV systems. However, Figures 9.1–9.3, and their respective subcaptions,
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Figure 9.1 Typical circuit breaker current and voltage waveforms (after Jones
[4, chap. 7]). Voltage transients produced by short circuit faults and
short line faults are of particular practical interest. Short circuit faults
occur close to CB b, producing the most onerous fault conditions. Short
line faults occur on transmission lines a few km from the CB c, and
constitute the most onerous transient recovery voltages, typically at
current zero (dV/dt) 10–20 kV/μs. Note: as pointed out by Jones, the
situation is made more complicated in three-phase systems because
current zero occurs at different times in each phase, implying that the
fault is interrupted at different times leading to different voltage stresses
across the interrupter units in each phase
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Figure 9.1 Continued
a voltage and current waveforms during the current interruption

process for a simple symmetrical power–frequency (50 Hz) current
wave; here, current reduces naturally to zero once every half
cycle, at which point interruption is sought (i.e. minimum natural
rate of di/dt); for conventional power systems with inherently
inductive circuits, the contact gap is less severely stressed
transiently during both the thermal and the dielectric recovery
phases

b short line fault – onerous fault current
c short line fault – onerous transient recovery voltages

provide a brief indication of some of the strategic considerations covered by Jones.
The above simplified description of circuit interruption processes [3], still serves to
illustrate the complexity of the interactions involved, which are determined, on the
one hand, by the nature of the arcing and arc quenching medium and, on the other, by
the electrical network demands. It is of strategic interest to note that since Garrard’s
excellent review in 1976 [7], there has been a major swing to SF6 as the arc quenching
medium for modern transmission and distribution GIS (gas-insulated switchgear)
[3, 4, 8], combining the excellent insulating and arc interruption characteristics of
SF6 gas.

In passing it should be noted that there is also significant current interest in the
development of GIL (gas-insulated lines) for long distance transmission circuits, i.e.
longer than 500 m. (To date experience has been mainly limited to transmission
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Figure 9.2 Circuit breaker current waveforms (after Jones [4, chap. 7])
a shows sinusoidal current waveform with its natural current zero
b shows sinusoidal current waveform superimposed on a steady

current to form an asymmetric wave with major and minor loops
which cause different CB stresses

c related condition to b which occurs in generator faults; corresponds
to the power frequency wave superimposed on an exponentially
decaying component (consequently, the current zero crossing may
be delayed for several half-cycles)

d shows a further situation relating to the interruption of DC faults
which is achieved by introducing an oscillatory current via arc
instability in the CB so forcing the current to pass through zero
eventually

e finally, at the lower domestic voltages, current limitation can be
conveniently induced, leading to an earlier and slower approach to
zero current than occurs naturally; with the additional benefit of
reducing the energy absorption demands made on the interrupter
module

over short distances, typically less than 500 m.) Two recent CIGRE technical papers
provide valuable technical overviews of typical GIL circuits [29].

At distribution voltage ratings, vacuum circuit breakers are now finding increased
application [9, 10] and are challenging the new range of evolutionary commercial
SF6 designs [4], utilising puffer, suction, self-pressurising and rotary arc interrupters.
Hybride CB designs are sometimes preferred at distribution ratings as illustrated in



Circuit breakers and interruption 419

dt

a

b

fail

clear
thermal mode limit

network
response

25 A/ms
(50 kA r.m.s.)

dV= consti ( p)m

dt

P1

P2

P1 > P2

u/s electrode position

dV = const
–n

dt

di
dt

log dV

dt
log dV

5 kV/μs

log(di/dt)

m = 1– 3

n = 1– 4.6

Figure 9.3 Typical circuit breaker characteristics (after Jones [4, chap. 7])
a thermal recovery characteristics, network response and interrupter

characteristic; this characteristic is in the form of a critical boundary
separating fail and clear conditions on a rate of rise of recovery
voltage (dV/dt) and rate of decay of current (di/dt) diagram, typi-
cally, the boundary condition obeys the relationship dV /dt =
constant (di/dt)n with n = 1–4.6

b thermal response characteristics; effect of pressure and geome-
try on performance, thermal response characteristic may also be
improved by increasing the CB gas pressure, the nature of the gas
or the geometry of the interrupter

Figure 9.4. Here, vacuum interrupters are used, but the designers have opted for SF6
gas to provide insulation surrounding the interrupter. Two further designs of vacuum
switchgear are illustrated in Figures 9.5a–b and Figure 9.5c shows a sectional view
of a vacuum interrupter.
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c dielectric recovery characteristic, here, for the dielectric regime,

the characteristic is represented by the critical boundary separat-
ing successful clearance and fail on a maximum restrike voltage
(VMAX) and rate of decay of current (di/dt) diagram, the dielectric
recovery performance may be improved by increasing the number
of contact gaps (interrupter units) connected in series

d,e overall CB performance – superposition of thermal and dielec-
tric, note that the overall limiting curves for the CB performance
are obtained by combining the thermal and dielectric recovery
characteristics
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Figure 9.4 GVR vacuum recloser (courtesy Whip and Bourne, after Blower [9])
a sectional view of recloser
b recloser connected to an overhead line
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a

b

Figure 9.5 Examples of vacuum switchgear
a type Hadrian 12 kV vacuum switchgear (after Stewart [10],

courtesy VA TECH Reyrolle)
b type WS 33 kV vacuum switchgear (after Stewart [10], courtesy

ALSTOM T&D Distribution Switchgear Ltd)

9.2 Circuit interruption characteristics, arc control and extinction

The ability to interrupt electrical power circuits represents an essential function,
especially in situations of overloads or short circuits when, as a protective measure,
immediate interruption of the current flow must take place. In the early days of
current interruption, circuits were broken merely by the separation of contacts in air
followed by drawing the resulting electric arc out to such a length that it could no
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Figure 9.5 Continued
c sectional view of vacuum interrupter (courtesy Vacuum Inter-

rupters Ltd) and Reference 4, chapter 3, also published earlier in
chapter 6, Bradwell (Ed.) ‘Electrical insulation’ (Peter Peregrinus
Ltd, 1983)

longer be maintained [1, 8]. Such a means of interruption soon became inadequate as
the voltages and current capacity of power systems grew and it became necessary to
develop special switching devices called circuit breakers.

At the outset, it should be appreciated that within the power industry the general
term switchgear is widely used and this covers the combination of (i) switching
devices and (ii) measuring devices (which monitor the system, detect faults and, as
appropriate, initiate circuit breaker operation). High reliability is essential with any
circuit breaker design as the device has to protect costly power system networks.
In service, they can remain closed for long periods until called upon to open under
even the most onerous short circuit situations.

An essential requirement in any CB design concerns its in-service operating per-
formance reliability, the effectiveness of arc control and efficient arc quenching,
removal of power dissipated in the arc (via convection, conduction and radia-
tion) which is essential to ensure rapid voltage withstand capability after current
interruption [4, chap. 7]. Jones provides a useful description of the principles of
current interruption in HV systems when considering the various phases of current
interruption.

As highlighted in an earlier comprehensive book in this series, dealing solely with
power circuit breaker theory and design [1], circuit breakers have strategic roles to
perform. They are required to control electrical power networks by:

(i) switching circuits on
(ii) carrying load

(iii) switching circuits off under manual or automatic supervision.

Flurscheim [1], observed (appropriately) that the character of their duty is unusual
and they will normally be in a closed position carrying load or in the open position
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providing electrical isolation. Typically, in a service life of up to 30 years, they
are called upon to change quickly from one condition to the other (possibly only
occasionally), and to perform their special function of closing onto a faulty circuit,
or interrupting short circuit current (sometimes only on very rare occasions). Hence,
the earlier comment, ‘reliability is essential’! The circuit breaker must be reliable in
static situations and also be effective instantaneously when called upon to perform
any switching operation even after long periods without movement [1]. All circuit
breakers have designated ratings, and they must satisfy rigorous standard IEC tests,
which are set to guarantee compliance in service (see IEC 62271-100 High voltage
alternating current circuit breakers [30]), covering a wide range of conditions.

Ali [4, chap. 8] informs his readers that a circuit breaker has to be capable of
successfully:

• interrupting (i) any level of current passing through its contacts from a few
amperes to its full short circuit currents, both symmetrical and asymmetrical,
at voltages specified in IEC 62271-100, and (ii) up to 25 per cent of full short
circuit making currents at twice the phase voltage

• closing up to full short circuit making current (i.e. 2.5 × Isym) at phase voltage
and 25 per cent of full making currents at twice the phase voltage

• switching (making or breaking) inductive, capacitive (line, cable or capacitor
bank) and reactor currents without producing excessive overvoltages to avoid
overstressing the dielectric withstand capabilities of a system

• performing opening and closing operations whenever required
• carrying the normal current assigned to it without overheating any joints or

contacts.

As pointed out recently byAli [4, chap. 8], interrupting devices become more complex
as the short circuit currents and voltages are increased and, at the same time, the fault
clearance times are reduced to maintain maximum stability of the system.

The major components of a circuit-breaker are:

• interrupting medium, e.g. sulphur hexafluoride (SF6) gas
• interrupter device (see Figure 9.19)
• insulators
• mechanism (importance of opening energy is shown in Figure 9.18b)

(Note: the writer found that regular participation in IEC/BSI standardisation com-
mittees, together with corresponding CIGRE study committee/colloquia activities,
provided him with first class opportunities for ongoing professional empowerment
and career development.)

The interruption of short circuits represents a severe duty imposed on circuit
breakers, and short circuit ratings have progressively risen during the past 80 years to
meet the increasing needs of power networks, as voltages have increased up to 420 kV
in the UK and up to 1000 kV worldwide. Modern transmission circuit breakers are
capable of interrupting faults of up to 60 kA, and for distribution systems (at voltages
in the range 1 to about 150 kV) CB ratings up to 25 kA are typical. Over the years,
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the total break time of CBs, required to interrupt short circuits, has been significantly
reduced in the interests of system stability:

• 10–20 cycles, for early plain break oil circuit breaker (required because of long
arc durations)

• 6–8 cycles, achievable by introduction of arc controlled interrupters
• <2 cycles, now readily achievable with modern SF6 CB designs.

A circuit breaker is an electromechanical device which is used to control and protect
distribution and transmission networks (see chapters byAli, Jones, Fletcher and Pryor
in Reference 4). It can be called on to operate and to interrupt currents as low as 10 A
up to its full short circuit rating (i.e. up to 40/50 or even 60 kA) – changing the circuit
breaker from a perfect conductor to a perfect insulator within only a few milliseconds
(see chapters by Jones and Ali in Reference 4). Great care is required to ensure
that appropriate dynamic operating mechanism characteristics (i.e. speed/travel) are
designed into any circuit breaker to ensure effective and safe opening and closing
of the interrupter throughout its life and for all operating conditions [1–4, 8]. As Ali
[4, chap. 8], has pointed out, the number of operating sequences and the consistency
of closing and opening characteristics generally determines the performance of the
mechanism (see Figure 9.18b). He further states that:

(i) although only 2000 satisfactory type-test operations are required to achieve
compliance with IEC62271-100, the current trend (or tendency) is to carry
out 5000 extended trouble-free operations tests to demonstrate compatibility of
mechanism/CB interface with the current second generation of SF6 interrupters

(ii) the task with third-generation SF6 circuit breakers becomes much easier as
these devices are fitted with low energy mechanisms and lightweight moving
parts, and can satisfactorily perform 10 000 trouble-free operations without any
stresses and excessive wear and tear on the moving and fixed parts of the circuit
breaker; detailed coverage of interrupter mechanisms is outside the scope of this
brief overview chapter but the reader is directed to a major body of available
resource material [e.g. see CIGRE publications http://www.cigre.org].

It is sufficient to comment here that a circuit breaker may have either a single-phase
or a three-phase mechanism [1, 4, 8], depending on network operational require-
ments or client preference. Mechanisms used with modern interrupters, are generally
hydraulic, pneumatic, or spring or a combination of these [4, chap. 8]):

• pneumatic close and pneumatic open
• hydraulic close and hydraulic open
• spring (motor charged) close and spring open
• hydraulic close and spring open
• pneumatic close and spring open.

Some examples of mechanisms used with distribution switchgear are illustrated by
Ali, in chapter 11 of Reference 4, and Figure 9.4 illustrates a vacuum reclosure with
magnetic actuator [9].
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Much incremental research and development of improved interrupter devices has
taken place during the past 80 years and continues to the present time. This strategic
effort has led to a greatly improved understanding of the basic principles of interrup-
tion and the development of advanced modelling and testing techniques culminating
in the design of a wide range of advanced circuit-breaker devices [1–10]. These
developments, sometimes involving increasing levels of sophistication, have kept
pace with the requirements of expanding power systems, deregulation and frequently
special operating situations [11].

To illustrate this fact, consider the following example. On the basis of current
technology [12], the controlled switching systems is one of a number of potential
solutions to overcome transient problems. However, the performance of modern CBs
is extremely complex and the development of effective testing methodologies, which
can be influenced by a number of considerations, is crucial. A thorough understanding
of circuit breaker characteristics, together with effective testing strategies for testing
of controlled switching systems, is complex (see section 9.6). Briefly, it must be
appreciated that a complete modern transmission substation can involve many com-
ponents, and the entire installation may be produced, delivered and installed by one
manufacturer or the components may be delivered by different producers and erected
and commissioned by the user or one of the manufacturers. Because of such diversity,
a modular testing procedure has recently been suggested and this will be considered
later (see section 9.6).

Extensive literature exists relating to the historical developments [1–4, 8] asso-
ciated with switchgear technology, detailing numerous and varied techniques
adopted for improving the interrupting ability of modern circuit breakers (see also
www.cigre.org).

Whatever technique is used, the basic problem is one of controlling and
quenching (or extinguishing) the high power arc which occurs at the separating
contacts of the interrupter when opening high current circuits. The reliability of
a circuit breaker is interdependent on several factors: insulation security, circuit
breaking capability, mechanical design and current carrying capacity. The range of
arc quenching media used in commercial circuit breakers has included air, com-
pressed air, oil, small oil volume, strong magnetic field devices, SF6 and vacuum
environments [1–10].

It must be appreciated that circuit breakers (i.e. circuit interrupters) are essentially
mechanical devices for closing or opening electrical circuits. Historically, circuit
breakers have been classified:

(i) according to the insulating media used for arc extinction
(ii) sometimes based on special interruption features (e.g. simple autoexpansion

and magnetic rotation techniques of arc interruption in SF6 designs).

Fuller consideration of these specialist design concepts is outside the scope of this
chapter and these aspects are discussed elsewhere [1–10].

Detailed information relating to the dielectric and arc interruption characterisation
of atmospheric air, compressed air, oil, vacuum, SF6, various other gases and gas
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mixtures, and solid insulating materials, exists and is now readily available to the
switchgear designer who also has recourse to a wide range of advanced simulation
packages [4].

At transmission voltages, sulphur hexafluoride gas (SF6) has been used for arc
interruption and part insulation since the 1960s, and has now fully replaced com-
pressed air or small oil volume devices in new substation installations in most of
the developed countries [1–4, 8]. Indeed, as has already been stated, SF6 interrupter
technology is very mature, as evidenced by the third generation devices now available
commercially [4]. Despite this, much of the switchgear in service on transmission sys-
tems in the UK still uses compressed air or small oil volume interruption techniques.
At distribution voltage levels, sales of new CBs, in most developed countries, are now
exclusively centred on devices where interruption is based on vacuum and SF6 tech-
niques which has led to more efficient and cost effective designs [9]. Although these
modern types of CB have progressively replaced older types of interrupter, using air
or oil-based interruption methodologies, here again, many of the older designs are
still in service and continue to perform effectively [1, 4, 9].

9.2.1 Principles of current interruption in HV systems
(after Jones [4, chap. 7])

All methods of interruption current, to date, rely on introducing a non-conducting
gap into a metallic conductor, achieved by mechanically separating two metallic
contacts so that the gap formed is either automatically filled by a liquid, a gas, or
even vacuum. In practice, such inherently insulating media may sustain a variety
of different electrical discharges which then prevent electrical isolation from being
achieved.

Jones considers three major facets to such electrical discharges which then prevent
electrical isolation being achieved:

(i) As contacts are separated, an arc discharge is inevitably formed across the
contact gap. The problem of current interruption then transforms into one of
quenching the discharge against the capability of the high system voltage of
sustaining a current flow through the discharge. Since this physical situation
is governed by a competition between the electric power input due to the high
voltage and the thermal losses from the electric arc, this phase of the interrup-
tion process is known as the thermal recovery phase and is typically of a few
microseconds duration.

(ii) The second facet of current interruption relates to the complete removal of the
effects of arcing which only occurs many milliseconds after arc formation even
under the most favourable conditions. The problem then is one of ensuring that
the contact geometry and materials are capable of withstanding the highest
voltage which can be generated by the system without electrical breakdown
occurring in the interrupter.

(iii) The third facet bridges the gap between the thermal recovery phase and the
breakdown withstand phase. The problem in this case is that the remnant effect
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of the arcing has cleared sufficiently to ensure thermal recovery but insuffi-
ciently to avoid a reduction in dielectric strength. This is known as the dielectric
recovery phase.

Based on this understanding, circuit interruption technology is concerned on the one
hand with the control and extinction of the various discharges which may occur, and
on the other it relates to the connected system and the manner in which it produces
post-current interruption voltage waveforms and magnitudes.

9.3 Distribution switchgear systems

Historically, distribution switchgear technology was based on oil or air break circuit
breaker devices. Although good reliability was achieved with CBs based on both these
interrupting media for several decades, evolving strategic health and safety guidelines
and lifetime ownership considerations have resulted in a strategic swing in the 1970s
towards new medium voltage switchgear, i.e. 1–70 kV, using either vacuum or SF6
as the interrupting media. Oilless circuit breaker designs have been developed since
the late 1970s [1, 4, 8–10]. Initially:

• SF6 devices offered a proven replacement technology, with excellent dielectric
and interruption characteristics

• early vacuum interrupters (bottles) were difficult to manufacture and were prone
to produce voltage transients due to severe current chopping [1, 4, 8].

Consequently, SF6 circuit breakers were deemed by users to offer a more popular
and reliable replacement interrupting media. In recent years, vacuum interrupters
have found increased acceptance and application as a result of advances in material
technology and improved manufacturing techniques. Modern vacuum interrupters
have a good performance record [4, 8–10] especially with respect to frequent high
fault clearance operation (e.g. see design shown in Figures 9.4a and b). SF6 is used
almost exclusively at voltages above 36 kV. Low voltage systems (as originally
stated) (>1 kV) have in the past used air and oil CBs, but advances in moulded
case air circuit breakers have made air CBs more cost effective and this is now
the most widely used technology in this range (see Reference 9 and companion
articles).

Recent progress in distribution switchgear has been discussed extensively in
Reference 4 and was also considered in a special IEE feature covering four valu-
able articles. In his introduction to these articles, Blower chose to group distribution
switchgear into three areas of use as summarised below and detailed in his original
paper [9], namely:

(i) primary distribution
(ii) secondary distribution in cable connected networks

(iii) secondary distribution in overhead line connected networks.
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Some useful technical observations relating to companion articles by other authors are
also listed in [9]. Blower illustrated a new generation of autoreclosures which use vac-
uum interrupters for arc interruption, driven by magnetic actuators (e.g. Figure 9.4).
He considers that distribution switchgear (often referred to as medium voltage
switchgear), which covers the voltage range above 1 kV up to about 150 kV, can
be divided into the three groups identified above. Blower also points out certain
special aspects/considerations relating to this interrupter. These include:

• the use of permanent magnets in the actuator has arisen with the introduction of
new magnetic materials which are both powerful and not affected by additional
magnetic fields

• the magnets provide positive on and off position for the vacuum interrupter,
and the addition of a magnetic field from a surrounding coil to change the flux
distribution is used to change the state

• the vacuum interrupter has a very long life on this type of duty and the actuator has
a very low energy consumption and can operate thousands of times from small
primary cells (e.g. lithium-type cells); a life of 10+ years, before replacement is
required, has been claimed

• the vacuum device can be contained in a sealed vessel filled with SF6 to ensure
a high reliability of insulation and independence from climatic conditions (see
Figure 9.4a).

9.4 Substation layouts and control aspects

9.4.1 Substation layouts

Typical substation switching layouts have been discussed recently by Fletcher
[4, chap. 9], Pryor [4, chap. 10] and also Ali [4, chaps 8 and 11] for transmission
networks and primary distribution substations for single and double busbar switch-
ing arrangements and also for urban and rural distribution systems. Figures 9.6–9.11
present a summary of some strategic switching arrangements considered, with sup-
plementary information provided in subcaptions to these figures and in the résumé
reproduced below:

• Pryor has recently reported that primary distribution substations, within the UK,
typically operate at 11 kV and are utilised to supply a relatively large number of
consumers within the local area (Figure 9.6a).

• The double busbar arrangement, shown in Figure 9.6b. This system is widely
used for large important supplies (i.e. as at bulk supply points), which in the UK
typically operate at 132/33 kV, or perhaps for large industrial customers, higher
security may be built into the substation design. Pryor comments that:

(i) modern busbar protection is very reliable such that the same degree of
availability can normally be achieved without the need to resort to a second
busbar system
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circuits circuit breaker

Figure 9.6a Typical distribution primary substation layout: single busbar switching
arrangement (after Pryor [4, chap. 10])
• a primary substation feeding a rural network is commonly of the

open terminal air-insulated design whereas a primary substation
feeding urban networks is more commonly of the indoor metalclad
design

• a common switching arrangement for either substation type is of
the single busbar design but with the busbar being split into two
sections and interconnected via a bus section CB, A

• there are usually two incoming circuits – one feeding each section
of the busbar; there may be typically five outgoing circuits feed-
ing either multiradial networks for overhead rural systems or ring
circuits for urban connected networks

• for maintenance purposes disconnectors, 2, are fitted on either side
of the CB, 1

• facilities are also provided for earthing outgoing or incoming
circuits and for earthing each section of the busbar; current trans-
formers, CTs, may be fitted within the outgoing circuit for either
protection or, less commonly, for tariff metering purposes (e.g. for
large single customers)

(ii) it is also considered necessary to ensure that each section of busbar is
normally kept energised because, if a section remains deenergised for
a significant period of time, then deterioration may occur such that possible
busbar failure may result on reenergisation.

• Urban distribution system switching arrangement (see Figure 9.7). This system is
fed from a primary distribution switchboard, each outgoing feeder on one section
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cable or overhead
line termination

disconnectors

Figure 9.6b Typical distribution primary substation layout: double busbar switch-
ing arrangement (after Pryor [4, chap. 10])
• arrangement allows the option of four separate sections of busbar to

be utilised such that if any one busbar fails, supplies could generally
be maintained via the other three busbar sections; all circuits can
be selected to either of the two main busbar sections

• busbar protection is usually provided to ensure very rapid clearance
of any faulted section of busbar (such arrangements are, however,
very costly)

of the busbar feeds via an 11 kV cable network to typically 10 to 12 secondary
distribution substations which are electrically connected within the ring circuit.
This ring circuit is connected back to a feeder on the adjacent section of busbar
at the same substation [4]. Pryor goes on to describe general network principles
which operate in most industrialised countries, although some may employ radial,
as well as ring, circuits. Typical distribution voltages used elsewhere may range
from 10 kV to 20 kV. 6.6 kV systems were common at one time within the UK,
but have now been largely phased out.

• A rural distribution system switching arrangement is illustrated in Figure 9.8
(see Pryor [4, chap. 10]). Here, the primary switchboard will typically comprise
two sections of busbar connected via a bus section CB, A. The number of out-
going feeders tends to be less than with an urban network with typically six
panels. Surge arrestors, commonly fitted at the cable sealing end and mounted
physically at the top of the pole at the junction between the cable and overhead
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secondary substation comprising outdoor
ring main unit, 11 kV/415 V transformer,

LV multiway fuse cabinet
normally

open point

11 kV primary indoor
switchboard

possible LV
backfeed

Figure 9.7 Urban distribution system switching arrangement (after Pryor
[4, chap. 10])
• this ring circuit usually has a normally open point, the purpose of

which is to minimise the number of customers affected by the faulted
section of the ring circuit

• ring main switches are manually operated; hence fault location and
customer reenergisation is time consuming; a modern tendency
is for the ring main switches to be fitted with remotely operable
mechanisms such that switching times can be reduced by allowing
remote substation facilities or, with modern intelligence systems,
to allow automatic deenergisation and isolation of a faulted section
and reenergisation up to the point of the fault

• the tee-off point of the ring circuit feeds via an 11 kV/415 V, three-
phase transformer to an LV fuse board, typically having up to five
outgoing circuits which feed directly to large customers or groups
of customers; in most of these LV circuits, it is possible to achieve
an LV backfeed from an adjacent ring main unit, thus maximis-
ing the number of customers on supply while fault repairs are in
progress

line, reduce the probability of transient induced overvoltage (caused by lightning
strikes to the overhead line) affecting either the cable or associated switchgear.
(See Pryor [4, chap. 10], for fuller details of urban and rural distribution
networks.)

• Turning now to larger substations at both transmission and distribution voltages
(see Fletcher [4, chap. 9]), where security of supply is critical, the double busbar
arrangement shown in Figure 9.9 has been extensively used in the UK.Avariation
of this is shown in Figure 9.10 which illustrates a multisection double busbar
arrangement. A third layout, reproduced in Figure 9.11, is known as a one and
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Figure 9.8 Rural distribution system switching arrangement (after Pryor [4,
chap. 10])
• the primary switchboard may be of open-terminal form or in the out-

door weatherproofed form; it is now more common, however, for
these primary switchboards to be enclosed within brick-type enclo-
sures, in which case, conventional indoor metalclad type switchgear
is more commonly used (most 11 kV rural primary switchboards are
of the metalclad-type, whereas at 33 kV, open-type busbar connected
switchgear is more common)

• most UK rural networks feed overhead line distribution circuits and
there is usually a short connection of cable connecting from the
switchboard to the terminal pole of the overhead line

2

1

4

3

Figure 9.9 Double busbar switching arrangement (after Fletcher [4, chap. 9])
Here:
• each circuit is provided with a dedicated circuit breaker CB (1) and

can be selected to connect to either of the two independent busbars
by appropriate switching of busbar selector disconnectors (2)

• the busbars can be coupled by means of a bus coupler circuit breaker
CB (3), the line disconnectors (4) being normally included at trans-
mission voltages to facilitate maintenance, but this feature may be
omitted in many cases, without loss of operational functionality

• service continuity can be maintained with a busbar out of service;
however, Fletcher points out that a single circuit outage is necessary
for fault repair or maintenance in the CB area
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1
A 2 A

3

Figure 9.10 Multisection, double busbar switching arrangement (after Fletcher
[4, chap. 9])

Here:
• bus section CBs (A) are added to the standard double busbar config-

uration, providing the ability to segregate circuits across a number
of sections of busbar separated by CBs and this is used to limit
system disruption under worst case fault conditions

• Fletcher provides an example in the above figure of the use of
this configuration for the connection of large generating units to a
system

• if each unit is arranged so as to feed a separate section of busbar
(1, 2, 3 in the diagram above), then normally only one unit will be
tripped for a busbar fault, leaving the remainder in service

• under worst case fault conditions (a bus section or bus coupler CB
fault), a maximum of two generating units will trip

• the system can thus be operated with reserve generation capacity
sufficient only to cater for the loss of these two units

a half switch mesh–double busbar switching arrangement and this arrangement
is widely used abroad at transmission voltages.

For fuller information on substation layouts, the reader should follow the activities
and readily available literature of appropriate CIGRE study committees (e.g. SC.
23, see also References 7–12, 15, 16, 19, 26, 27, 29) which provide strategic infor-
mation of global activities, and trends in this sector. This includes consideration of
such important issues as environment, short circuit forces on busbars, pollution, and
minimum safety clearances for personnel working within substations.

9.4.2 Intelligent networks

Before considering intelligent networks, it is pertinent to comment on certain strategic
effects of deregulation within the electricity supply sector (see also section 9.9.2).
Several workers [4, 22–24], the most recent being Ziegler [26] whose personal
views are briefly reproduced below, have reported that increased competition since
deregulation has forced utilities to go into cost saving asset management with new
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Figure 9.11 One and a half switch, double busbar switching arrangement (after
Fletcher [4, chap. 9])

Here:
• this arrangement has two busbars (1) interconnected by chains of

three CBs (2)
• outgoing circuits are taken off from between pairs of CBs (3)
• this switching arrangement is widely used internationally at trans-

mission voltages, but is not common in the UK
• when fully operational, this arrangement offers a high level of

service continuity of the outgoing circuits and is beneficial where
line availability is critical

• however, this arrangement can be vulnerable to single fault outages,
during periods of busbar or CB maintenance outages

risk strategy:

• plants and lines are higher loaded up to thermal and stability limits
• existing plants are operated to the end of their lifetime and not replaced earlier

by higher rated types
• redundancy and backup for system security are provided only with critical

industrial load
• corrective event-based repair has replaced preventative maintenance
• considering this changed environment, Ziegler feels that power system protection

and control face new technical and economical challenges [26].

A summary of Ziegler’s opinions, recognising his authority as a former chairman of
CIGRE, SC34, is reproduced below:

(i) protection and substation control have undergone dramatic changes since the
advent of powerful microprocessing and digital communication

(ii) smart multifunctional and communicative feeder units, so called IEDs
(intelligent electronic devices) have replaced traditional conglomerations of
mechanical and static panel instrumentation

(iii) combined protection, monitoring and control devices and LAN-based
integrated substation automation systems are now state of the art

(iv) modern communication technologies including the internet are used for remote
monitoring, setting and retrieval of load and fault data
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(v) higher performance at lower cost has resulted in a fast acceptance of the new
technology

(vi) the trend of system integration will continue, driven by the cost pressure of
competition and technological progress

(vii) the ongoing development towards totally integrated substations is expected
to pickup speed with the approval of the open communications standard
IEC 61850 in the next few years.

W.J. Laycock [27] has recently written an interesting and thought provoking article
on intelligent networks, covering:

(i) the development of existing networks
(ii) the need for more intelligence

(iii) future developments and opportunities.

He discusses how engineers and managers in diverse locations are being challenged
to find solutions that will simultaneously drive down cost and encourage better utili-
sation of distribution sector assets by the development of intelligent networks. Some
strategic issues raised by Laycock will now be briefly touched on and are reproduced
below, including the application of intelligence, centres of advanced intelligence,
network services, protection intelligence and drivers for the future (see also Tables 9.1
and 9.2 and Figures 9.12–9.15). (The reader is directed to the original article for fuller
treatment.)

Figure 9.12 illustrates a classical MV distribution network which may include
SCADA and FPIs but the presence onsite of trained staff is still normally required.
Intelligence is defined by Laycock as ‘whatever independent action can be taken on
receipt of information’, and is apparent at the following locations:

• network control centre
• protection and autoreclose equipment
• voltage control equipment

Table 9.1 Centres of advanced intelligence
(after Laycock)

• distributed network control
• automation
• adaptive protection
• plant condition assessment
• voltage and waveform control
• generation scheduling
• transport and supply of electricity
• network services
• ownership boundaries
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Table 9.2 Network services (after Laycock)

On-network Off-network

• frequency control
• voltage control
• waveform control
• reactive power supply
• dynamic stability
• load following
• fault level control

• asset management
• performance measurement
• plant condition monitoring
• refurbishment
• meter reading
• billing
• connection management

SCADA

ACC

infeed S/S

ACC =area control
centre

ring main unit
and transformer

circuit breaker
with protection

normally
open point

Figure 9.12 Classical open ring MV distribution network configuration (after
Laycock [27])
• network arrangement is in common use worldwide, employing a

single infeed S/S and ring main units (RMUs) at load tee-off points
• it is passive (i.e. has no active generation), its sole purpose being

to distribute energy to customers
• may have some form of remote control (SCADA) at the infeed

point and may be equipped with fault passage indicators (FPIs),
but normally requires trained people on site to respond to any kind
of incident

• network owners office for:

(i) network design
(ii) asset management

(iii) purchase and sales of electricity
(vi) performance assessment.
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SCADA

ACC

infeed S/S

interconnection

Figure 9.13 Open ring with tees and interconnection (after Laycock [27])
• networks commonly have multibranch tees, additional CBs and

interconnection with other networks for emerging backfeeds etc
• it must be realised that all the functions relating to application of

intelligence (control/management) become more complex, often
requiring compromises between conflicting requirements

SCADA

ACC

infeed S/S

interconnection

gen

wind

waste heat

gen

gen

Figure 9.14 Open ring with embedded generation (after Laycock [27])

Laycock informs the reader that intelligence may be supplied directly by human
intelligence, by relatively simple control/relaying equipment or, on more modern
networks, by digital equipment and computers, the mix varying widely between
networks and over time as a network develops. He goes on to indicate the functions
that need the application of intelligence: (i) in the hard sense of network control and
(ii) in the soft sense of network management, pointing out that there are many links
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Figure 9.15 Open ring with an IPP, CHP scheme (after Laycock [27])
• Laycock identifies the rapid changes post-liberalisation as more

players are attracted to this sector, creating the need for significantly
more intelligence than was necessary with the earlier passive nature
of network design

between these functions:

Application of intelligence

Control Management

loading access for work
match supply to demand asset management
security billing
short circuits new connections
supply restoration supply contracts
voltage control service contracts
dips, sags, spikes and harmonics performance measurement

Laycock also recognised that, in practice, networks are rarely as simple as
the open ring shown in Figure 9.12, since they commonly have multibranch tees,
additional CBs and interconnection with other networks for emergency feedbacks
etc. Consequently, Laycock considers that Figure 9.13 presents a more typical
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network, where all the functions, as detailed above, become more complex, often
necessitating compromises between conflicting requirements. He also points out that
although Figure 9.13 is still a passive network, many previously passive networks
are now becoming active with the addition of embedded or dispersed generation
(EG). Laycock comments that some generation might come from renewable energy
sources to reduce global warming, others to provide improved security or quality of
supply or will simply be an independent power producer (IPP) who is exploiting a
business opportunity. Thus, according to Laycock, modern networks may now take
on the appearance of Figure 9.14 and, moreover, the characteristics of these modern
networks require the application of considerably more intelligence than previously.

This raises some strategic issues, which according to Laycock, include:

• small stochastic generators (output dependent on primary source, e.g. wind)
• operation with alternative infeeds
• concept of active distribution (do minimum to enable connection in the first place!)
• ownership and money flows
• action on loss-of-grid
• generator scheduling (at transmission level).

It is recognised that, as a consequence of the development of privatised energy markets
and the connection of more sophisticated plant and changes in perception as to own-
ership, operation and outsourcing of services, networks are being further stretched.
These concepts have been illustrated by Laycock in Figure 9.15. This figure shows
the imposition of a combined heat and power scheme (CHP) which has been designed
to operate islanded with its own load under certain conditions, but not necessarily
optimised with network operation.

As a consequence, Laycock considers that the following may be added to the
issues raised by Figure 9.14:

• complex generation, supply and connection contracts
• island operation and power wheeling
• quality and security of supply
• provision of network services
• electricity supply regulation.

Laycock also points out that this opening-up or liberalisation of the electricity market
creates opportunities for increased entrepreneurial input as individuals and business
groups identify opportunities for new business ventures, which could increase util-
isation of networks (e.g. see Figure 9.15) while reducing the cost of ownership.
However, it must be recognised that although here is undoubtedly a strategic need
for a significantly increased level of intelligence with modern active distribution net-
works, it is not yet clear to Laycock and others at this time the precise form(s) that
such new intelligence systems will take. In sections 9.4.3 and 9.4.4, we will briefly
review Laycock’s perspective relating to future needs/developments in this sector.
(The reader should also become familiar with recent reviews relating to intelligent
condition monitoring strategies relating to switchgear [4] and also current strategic
developments in the CIGRE sector.)



Circuit breakers and interruption 441

9.4.3 Need for more intelligence (after Laycock)

Laycock considers that intelligence will be applied in three primary areas:

(i) innovative solutions to network design and operation to (enable) facilitate new
business streams

(ii) use of intelligent devices on the network to improve responses and collect
information

(iii) resolution of problems as they occur including disputes over responsibilities.

Table 9.1 details anticipated centres for advanced intelligence which, according to
Laycock, will appear on future networks. In the past, responsibility for provision
was generally centred on a single entity, normally a Regional Electricity Company
(REC). However, responsibility for provision of future intelligent systems will involve
several interest groups operating within the still evolving liberated energy market
sector, including possibly several utilities, manufacturers, traders etc., all with access
to data via sophisticated software and computer systems.

As Laycock and others have pointed out:

• the degree of automation using intelligent devices to control the network and to
collect and analyse information will vary according to the owner’s philosophy,
its legacy systems and the pace of network development;

• provision of outsourced network services is receiving increased attention and is
a prime area for innovative thinking

• the kinds of services that may be needed are listed in Table 9.2, but Laycock
considers that this cannot be exclusive at this stage in their development.

9.4.4 Network protection and future developments (after Laycock)

Laycock provides a valuable perspective relating to the critical provision of protec-
tion as networks move from passive to active operation, pointing out that what was
previously acceptable on radial distribution circuits will fail to satisfy requirements
of dynamic operation with active generation and with loads that are susceptible to
prolonged voltage dips. Major strategic considerations raised by Laycock relating to
network protection in the future are set out in his original article [27].

Finally, looking towards possible future developments/trends, Laycock points out
that one must have a good understanding of the drivers for the future development
of intelligent networks in order to apply human intelligence to produce effective
advanced solutions. He also sets out his current thinking relating to a range of strategic
factors. Further consideration of the topic of substation control, as identified by other
CIGRE experts, is given in section 9.5.

9.5 Substation control in the system control (CIGRE. WG.39.01 [11])

Brief reference will now be made to the strategically important issue of substation
control (SCS) which now represents an integral part of the electrical power system’s
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Figure 9.16 Types of substation control system [11]

control hierarchy. A recent CIGRE working group paper [11] provides the reader
with a useful positioning overview of this theme. The paper is focused on the place-
ment, functionality and coordination of a substation control in a hierarchical system
control scheme. It presents various scenarios as to where a substation control centre
may be placed and what types of function are required from the substation control to
improve the overall control performance. Feedback from a small survey carried out
by WG.39.01 also forms part of this paper. Certain major strategic aspects discussed
in this publication, including the outcomes from the survey, will be extensively repro-
duced and highlighted in this section as set out in the following paragraphs, figures
and tables (see Figure 9.16). (The original source [11] is gratefully acknowledged.)

This CIGRE WG.39.01 paper [11] comments that the SCS may have different roles
to play in an electrical utility operation and it fits in different roles in the hierarchical
control centres schemes, as shown in Figure 9.16:

(i) classical monitoring, control and protection using remote terminal units (RTUs)
and local applications

(ii) the SCS existing in parallel to the classical RTU configuration
(iii) a modern SCS combining protection, monitoring and control and without use

of a RTU.

The paper reports that if intelligent electronic devices (IEDs) are used to provide inte-
grated monitoring, protection and control functionality, these have to be connected
over a coupler or gateway to the station LAN. The I/O units may be distributed
throughout the substation on the process bus, and the interface from the process
bus to the station bus depends on the bay control units. Redundant configuration
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may be implemented to suit the availability requirements of the substation control.
Optical fibre is the preferred communication media rather than the hardware connec-
tions of the earlier generation. The optical-fibre-based communication is claimed to
have lower interference and allow reconfiguration at a later stage with the benefit of
lower engineering costs.

Further strategic facts detailed in [11], are:

• Data engineering and management: important aspects of data engineering and
maintenance play an important role for the SCS and, as reported [11], must be
planned and coordinated to fit in the system control hierarchy.

• Functional requirements which influence SCS and higher level centres.
• Interfaces from substation control to high level centres have been considered as

follows (see [11]):

(i) multimaster configuration
(ii) protocols in use

(iii) multimedia possibilities.

It is possible to review experience with the SCS in system control from feedback
from a limited CIGRE survey carried out by WG.39.01 [11], based on returns from
mainly large utilities with more than 100 substations and for voltage levels of 150 kV
and above:

(i) Implementation ratio of SCS to the number of substations varied from 0
to more than 50 per cent. The majority of the substations were unmanned
and allowed remote switching. Almost all utilities owned the higher level
centre and substations, which communicated with them. The higher level
centres may have supervisory control and data acquisition (SCADA) or energy
management systems (EMS).

(ii) In the emerging unbundled and competitive market which now exists, a dis-
tinction needs to be made between the owner of the substation and the system
operator. Very often, with an independent system operator (ISO) or even a
transmission system operator (TSO), the ownership of the substation differs
and a contractual agreement between the two parties must be negotiated.

(iii) The SCS must ensure that only those commands which come from authen-
ticated higher level centres be executed. Networking and remote logins are
weak spots in the security of such a system. Firewalls and other security
schemes must be considered to inhibit unauthorised access to the SCS or SCC
database.

(iv) The data must be refreshed with the resumption of the link, and system super-
vision events from SCS should be logged or alarmed in SCC. However, most
of the utilities do not see any technical problems in achieving this. The experi-
ence from the survey [11] shows that the remote switching is a regular feature
for the substations, which have been implemented with SCS. In some cases,
the remote switching was done only when a maintenance crew was present in
the substation for testing and maintenance purposes.
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(v) The performance, in terms of control actions, information updates, commu-
nication link speeds and total data transfer is of keen interest to most utilities.
Most typical response times required for reporting of a breaker tripping from
the substation to the control centre varied in the range of one to three seconds.
However, responses for less than one second and higher than three seconds
were also reported for such an event.

(vi) In comparison with the tripping events, measurements were refreshed at
a range between five and ten seconds. The SCS performed some filtering
and data selection on the measurements and indications before transferring
them to the higher level centre. More than 80 per cent of the measure-
ments and about 50 per cent of the indications, which were measured and
monitored at the SCS level, were transferred to the higher level centre.
The transfer of disturbance data is normally requested in the case of dis-
turbances, but some utilities apparently prefer to transfer these data cyclically
once a day.

(vii) Communications speeds varied between 300 b.p.s. and 9600 b.p.s. with some
links being as fast as 64 kb.p.s. Most of the stations have power line carrier
and optical fibre links but radio and leased lines are also in use. Redundant
communication links are one way to increase the total availability of the SCS
from the SCC. As the cost of communications is going down, almost all
utilities are opting for redundant links.

(viii) The availability of SCS is of crucial importance for total system control
performance. At first level, the availability of the control system at the
SCS should be high, which means that the critical control components are
redundant. In addition to the SCS availability, the availability of the com-
munication link influences the total availability of the SCS as seen from
the SCS. Most of the utilities which have been asked in the survey [11]
apparently require an availability level higher than or equal to that of the
classical RTU controlled units. Quantitatively, most of the availability fig-
ures were given as 99.5 per cent, with one value positioned between 98 and
99.5 per cent.

(ix) The protocols used for communication between SCS and SCC have in practice
been driven towards standard non-proprietary protocols. Utility communica-
tion architecture-driven ICCP and IEC870-5-101 telecontrol protocols were
the most favoured ones for the implementation. Exceptions were some substa-
tions where proprietary protocols were used in order to match the implemented
protocol in the SCC.

To summarise, this valuable WG.39.01 paper [11], representing just one of many
strategic published outputs from CIGRE/IEC organisations in recent years, has
provided valuable evidence ‘that the present state of the substation control system
from the hierarchical control system viewpoint is slowly gaining acceptance and the
technology has been shown to be maturing. The results from the small survey indi-
cated that most of the utilities have acquired some experience with SCS systems
and are in the process of upgrading the classical RTU links to the SCS and
SCC link’.
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These authors [11] state that the factors that must be considered while designing
or planning a substation control system are:

• the operational hierarchy of the system
• the level of acceptable integration of protection and monitoring devices
• whether the substations are manned or unmanned
• the complexity of the substation
• the data flow and communication performance.

From this evidence [11], it would seem that practically all new substations are being
considered for SCS. Apparently, some utilities prefer a mixed solution of SCS with
RTU-type links to the SCS, others install an RTU and plan to upgrade to SCS in the
near future and certain other utilities go purely for the SCS-type solution.

There is a need to differentiate between real-time and non-real-time data to the
SCC in order to leave enough capacity for fast real-time activities.

9.6 Planning specification and testing of controlled HVAC switching
systems [12]

9.6.1 Background

The uncontrolled switching of inductive and capacitive elements can create electrical
transients which may cause equipment damage and system disturbances. This problem
has been well known for many years. CIGRE Study Committee 13 recognised that
controlled switching offered a potential solution to this problem, as restated below
and also in Sections 9.6.2 and 9.6.3:

• In 1992, they appointed a task force TF13.00.1 which prepared a document sum-
marising the state of the art [1]; subsequently, Working Group WG.13.07 was
created in 1995 to study, in greater detail, the strategic issues associated with
controlled switching from both supplier and user perspectives [12].

• The first publication of WG.13.07 addressed fundamental technical issues such as
the potentially achievable transient reductions for various switching conditions. It
is claimed [12] that the focus was on the most common applications of switching
of shunt reactors, shunt capacitor banks and lines. The fundamental theoretical
and scientific aspects were presented and the dominant role of the circuit breaker
characteristics was clearly identified.

• On the basis of the information presented in the first document, a second document
was prepared which addresses the more practical aspects of controlled switching.
Extensive guidance is given on how to approach controlled switching projects and,
in particular, how to study, specify and test the circuit breaker and control system.
(Note: The full text of this report can be obtained via the CIGRE website under
the title ‘Controlled switching of HVAC circuit breakers – planning, specification
and testing of controlled switching systems’ [12].)

Initial planning questions are introduced, in order to assist the decision making process
for any application, such as, ‘is controlled switching a technically suitable and cost
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effective solution?’. There is considerable interaction between the component parts
of a controlled switching system (CSS), and the hierarchy of responsibility to ensure
the overall performance is discussed in some detail [12]. Subsidiary issues are also
introduced, such as the interfaces between the controller and the auxiliary systems of
a substation.

Recommendations for the type testing of CSS components and also the integrated
system are made, including detailed guidance on difficult issues such as the determi-
nation of the circuit breaker characteristics. The document concludes with guidance
on complete system performance checks and commissioning tests.

The key aspects of this CIGRE report will now be considered and restated.
A case study prior to decision taking [12], with a schematic decision process for

capacitor bank switching, is also set out.

9.6.2 Specification of controlled switching installations [12]

This recent abridged CIGRE report [12] comments that the specification of a con-
trolled switching system must consider the interactive combination of a switching
device, a controller and a variety of associated items of auxiliary equipment:

• The system may be assembled from components from a single source or disparate
sources, and it is important to identify which parameters or requirements are of
particular relevance to each component of the system and which to the system as
a whole.

• Any application of controlled switching must be undertaken with due regard to
the characteristics, interactions and compatibilities of its component parts. The
authors [12] go on to point out that the performance of the individual components
must be well defined and understood but the performance of individual compo-
nents of the system is of limited interest in isolation since it is the overall accuracy
requirement which should be met. The principle of interaction between the power
system and the CSS is clearly illustrated in the original paper [12].

• There are likely to be numerous parties involved in a CSS application and clear
identification of responsibilities is vital. The requirement may be to construct
a total system on the basis of a comprehensive specification, but may equally
require the application of controlled switching into an existing uncontrolled sce-
nario. In this latter case, although the overall specification remains valid, certain
parameters will be predetermined (or may not be available in an accurate form)
resulting in a need to ensure that any newly installed equipment is sufficiently
robust in its capabilities to overcome such potential difficulties.

• In order to take these basic conditions into account, an approach is adopted which
considers the individual components of the CSS to be discretely identifiable units.
However, considering ongoing developments in integration and digitisation of
substation protection and control facilities, the authors [12] felt that the principle
of this document should be equally applicable in all cases whether of analogue,
digital or hybrid type.
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Three levels of specification requirements were advanced [12]:

(i) Performance: defines the basic functional compatibility requirements to which
the chosen CSS will be subjected.

(ii) System: defines specific technical and material requirements for the CSS itself.
(iii) Component: addresses the internal interactions of the CSS taking into account

the external requirements of the system specification.

The requirements set out and discussed in [12] are incorporated at the highest possible
level and cascade to lower levels as appropriate.

Finally, it should be emphasised that this important paper [12], which summarises
and explains strategic aspects relating to the testing of controlled switching systems
and circuit breaker testing, represents an invaluable reference source for any reader
wishing to achieve a good understanding of this subject area.

9.6.3 Concluding remarks

In their closing remarks the authors [12] state that:

• controlled switching has already been widely applied by many utilities
• controllers and CBs available from a variety of manufacturers have suitable

characteristics for controlled switching
• they consider that the information and studies undertaken in this programme of

work [12] go some considerable way towards consolidating available knowledge
on issues of preparing studies, specifications and testing

• the contents of the full report are intended to provide guidance on the subject of
controlled switching in a broad context and, as far as possible, on a scientific
level as well

• the potential variety and complexity of the applications of controlled switching is
such that many issues can only be covered in general terms – but the authors feel
that the guidance presented in the extended version of their paper should form
the building blocks for more specific cases to be developed

• moreover, they suggest that this work would be well suited as the basis for future
standardisation activities.

The authors [12] also point out that the idle time behaviour of a CB is another issue of
major importance. Supported by experimental evidence, they point out that depending
on the period of quiescence, there may be a change in the operating time of the first
operation.
Note: This further example of recent international collaborative CIGRE work, as
restated and described above, illustrates to the reader the real benefits of participating
in such a forum (e.g. CIGRE/IEC committee, working group, task force activities, or
even merely obtaining such information directly as a CIGRE member!) as a means of
empowerment by keeping oneself abreast of current relevant strategic international
collaborative technical work in the sector.
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9.7 Dielectric and global warming considerations

At this point, very brief mention can be made to the strategic role of [4,13,14]:

• undertaking appropriate characterisation development studies on potential
solid/gaseous insulation systems, for a wide range of conditions

• analytical techniques to enable the switchgear designer to develop efficient
designs with the robust expectation that the switchgear insulation systems for
GIS and GIL plant will achieve a long and trouble-free life in service.

For many years, the writer was extensively involved in developing numerical field
techniques which have found widespread application in the insulation design of
GIS, GIL and other switchgear [4, chap. 3]. Simple empirical and semiempirical
breakdown estimation methods by Ryan et al. [31], which are extensions of the
work by Pederson [32], together with an available experimental database obtained
from extensive Paschen’s Law/similarity-type high voltage studies in gaseous insu-
lants – covering a wide range of electrode systems, gas pressures and temperatures,
were thoroughly developed to such a degree that minimum breakdown voltages of
practical GIS/GIL design layouts (as well as a host of SF6 gas-gap arrangements
[4, chap. 3, 13, 14]) can be estimated to within a few per cent, at the design stage, often
without recourse to expensive development testing. Such derived voltages are gener-
ally the minimal withstand levels attainable under practical conditions. Undoubtedly,
there is still considerable scope in the future to predict dielectric performance by
utilising advanced planning simulation tools incorporating genetic algorithms and AI
techniques, linked to various extensive databases relating to breakdown characteris-
tics of gaseous insulation, including equipment service performance data (e.g. from
surveys similar to Reference 15). Further discussion relating to dielectric issues is
presented in section 9.9.1.

Finally, it is anticipated that the continuing, and growing, environmental concerns
relating to SF6, which was put on the list of greenhouse gases of the Kyoto Protocol, as
discussed in a valuable CIGRE paper [16] will influence the development of the next
generation of gas-insulated switchgear. The writer recommends that the reader(s) keep
abreast of this developing theme. (This positioning paper can be downloaded from
the CIGRE website.) However, he is of the opinion that a commercial replacement for
100 per cent SF6 gas, for interruption purposes at the higher ratings, still seems remote!

9.8 Some examples of modern switchgear

9.8.1 SF6 live-tank and dead-tank switchgear

Live-tank and dead-tank types of SF6 circuit breaker (see Figures 9.17–9.19) have
been developed for ratings up to 63 kA at 525 kV. They have given satisfactory
service worldwide for more than 20 years. The particular choice of CB type for any
substation depends on many factors [4, chap. 8] which include cost of switchgear, level
of atmospheric pollution, potential environmental restrictions, price and availability
of the land, individual preferences, security against third party damage etc.
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Figure 9.17 Outdoor installation of 145 kV dead tank switchgear in the USA
(courtesy ALSTOM T&D Ltd)

(i) Live-tank designs: the interrupters in live-tank circuit breakers are housed in
porcelains. The interrupter heads are live and mounted on support insulators on
top of a steel structure to conform with safety clearances. The live-tank circuit
breakers are normally installed in open terminal outdoor substations.

(ii) Dead-tank designs: the interrupters in dead-tank circuit breakers are housed in
an earthed metal tank, usually aluminium, mild or stainless steel, depending on
the current rating [4, chap. 8]. GIS dead tank circuit breakers can be of either
horizontal or vertical configuration. They can be used in GIS indoor and outdoor
substations (see Figure 9.17).

Finally, it can be seen that Figure 9.18a, after Jones [4, chap. 7], provides some useful
interrupter performance characteristics, showing the effect of various parameters
on the thermal recovery characteristics of gas blast interrupters, and Figure 9.18b

shows the strategic incremental improvements of opening energy as a function of the
interrupting technique used and the interrupting capacity expressed in kA.

Turning now to modern distribution switchgear, Figure 9.4 presents an example
of a new generation of reclosure, recently discussed at greater length by Blower [9],
which uses long life vacuum interrupters for arc interruption. In this figure, particular
attention should be directed towards three design aspects:

(i) the disposition of
• the vacuum interrupter
• the magnetic actuator
• the toroidal current transformer, mounted within an SF6 insulated

gas-sealed aluminium enclosure
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Figure 9.18 Typical interrupter performance characteristics (after Jones
[4, chap. 7])

a effect of various parameters on the thermal recovery characteris-
tics of gas blast interrupters

(ii) the use made of elastomeric bushings with moulded-in capacitive voltage
sensors (which provide good environmental performance and are vandalism
and mishandling-damage resistant)

(iii) signals from the current and voltage sensors can be fed to intelligent digital
relays which can be programmed for a wide range of protection requirements
e.g. autoreclosing functions based on overcurrent, earth-fault and sensitive-
earth-fault protection.

Figure 9.4b illustrates this type of reclosure pole-mounted and connected to an over-
head distribution system. This device apparently uses a low energy consumption
magnetic actuator, capable of thousands of operations. Permanent magnets using
new magnetic materials are used in the actuator energised from small primary type
cells (e.g. lithium) with a claimed life expectancy of up to ten years providing positive
on and off positions for the vacuum interrupter [9].

In passing, the reader should be aware of the exciting recent developments and
improvements in transformer technology (including improved ratings) achieved by
the application of advanced magnetic materials and highly sophisticated design tools
(e.g. [28]).
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b evolution of opening energy as a function of the interrupting tech-

niques used and the interrupting capacity expressed in kA; the
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9.9 Equipment life expectancy: condition monitoring strategies

Before considering modern condition monitoring strategies it is appropriate to look
first at:

(i) the knowledge available to switchgear designers/power utilities in the early
1980s, prior to the development and widespread implementation of CM
methodologies

(ii) the strategic changes in network structure/operation since the advent of the open
market.

9.9.1 Evaluation of solid/gaseous dielectric systems for use
in HV switchgear

As reported by Milne and Ryan [33], the application of synthetic resins in the design
and construction of switchgear for power equipment, originated over 100 years ago
with the introduction of phenolic resins. Since this period, a very large and ever
widening number of synthetic materials and their compounds have been developed
but the one dominating in the heavy electrical industries for the past 50 years is the
epoxy-resin-based system. The aim of good electrical insulation design is to provide
the required electrical characteristic and service life at minimum cost. In making the
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Figure 9.19 Continued
b examples of PTFE nozzles

Notes: puffer type interrupters can be classified according to the
flow of compressed SF6 gas. They are often referred to as mono,
partial duo, and duo blast interrupters [4]. The nozzle is a vitally
important component of a puffer type interrupter. The interruption
characteristic of an interrupter is governed by nozzle geometry,
shape, size and nozzle material (see Ali [4, chap. 8])

final selection (see examples in Figure 9.19) and deciding on thickness and shape,
the designer is seldom fortunate to have adequate technical data on new alternative
materials applicable to his/her particular design. Because of this, insulation designs in
switchgear change very slowly both in type of material used, component size, shape
and electrical operating stresses. Evaluation of a new insulating material is a costly
and time consuming process, which should include testing under conditions closely
representative of those that are experienced in service.
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Solid insulation in switchgear is expensive and a failure at high voltage is
often catastrophic because it is not usually self-restoring. Operating stresses are,
therefore, usually a few orders of magnitude lower than the established intrinsic
electrical strength determined under controlled laboratory conditions. The require-
ment of an insulating material is governed by the specific application and can be
as listed principally as electrical, mechanical, physical and chemical properties.
Frequently, properties other than dielectric are equally as important, such as com-
patibility, mechanical, thermal and processability [20]; consideration of these may
cause an otherwise attractive material to be rejected.

Milne and Ryan [33] reported that medium and high voltage insulation material
research in their company at that period was oriented around the evaluation of basic
material characteristics, followed by studies involving thermal ageing, long term elec-
trical stress ageing (both at power frequency and at higher frequencies, to accelerate
ageing by electrical discharges), environmental testing and multifactor stress ageing
involving in some cases full scale test rigs. This 1984 contribution was primarily
concerned with solid insulation operating in an atmosphere of air or SF6, as used in
modern switchgear in the voltage range 11–565 kV which was (at that time and still is)
a technical subject which does not achieve the same prominence in the literature as
other insulating media such as gases or liquids.

Table 9.3 provides a convenient summary of insulation materials, characteristics
of interest and evaluation procedures for switchgear application, listing:

• material characteristics of interest
• evaluation procedures before application in switchgear (prior to the application

of approved CM techniques for subsequent in-service condition monitoring and
asset management of the switchgear)

• certain electrical/mechanical properties.

Clearly, it is possible to build on such earlier physical characterisation studies
[4, 13, 14, 21] to create extensive databases which can be integrated into modern
in-service condition monitoring techniques which will be briefly considered in
section 9.9.3.

9.9.2 Open market: revised optimal network structure

During the past 12 years, there have been massive strides in the liberalisation of the
electricity supply industry in the UK and worldwide [22–24]. The main driving forces
for network development before liberalisation were increase of demand, connection
of new power stations built to meet the demand and high reliability of the network.
The cost incurred to develop the network was borne by the customers [24, 4, chap. 1].
Some consequences of this practice [24] were that:

• reliability and voltage quality increased continuously
• the technical complexity of the networks gradually increased by the use of the

latest technology components
• the economic point of view was of less importance.
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Table 9.3 Insulation materials: characteristics of interest and
evaluation procedures (after Ryan and Milne)

Characteristics of interest
Electrical Mechanical
electrical strength tensile
surface flashover flexural
surface resistivity impact
volume resistivity hardness
permeability
loss angle (tan δ) Chemical
tracking resistance compatibility
dry arc resistance resistance
voltage endurance environmental

stability
Thermal
heat distortion Physical
expansion density
ageing moisture absorption
flammability weathering
toxic gases fungi resistance

Evaluation procedures for switchgear applications
basic material characteristics
short term testing
life testing
thermal ageing
environmental ageing
voltage stress ageing
full scale duration testing of switchgear assemblies

Note: references to further strategic information relating to the dielectric perfor-
mance of gaseous insulation and solid support insulation, or barriers, as used in
high voltage SF6 insulated switchgear systems are given in chapter 4 of Reference 4

After liberalisation (deregulation), the electricity industry worldwide has gone
through several changes in organisation and structure, attitude to cost and relationship
with customer [24, 4, chap. 1]. Some examples of the change of roles have recently
been given [24]:

after roles are separated with different ownership or control, the power producers are organ-
ised for competition, the transmission companies have become natural monopolies, the
consumers can shop around for cheap power and good service, and investments in new
technology must result in increased profit or reduced cost. There is a tendency to consider



456 Advances in high voltage engineering

the short term rather than take a longer term view in decision making. This new environment
for the network owners has resulted in changed planning procedures with emphasis put on
economic performance.

It can be appreciated from the foregoing, and from a thorough evaluation of recent
excellent CIGRE task force reports, that:

• one of the effects of market liberalisation is the unbundling of roles within the
electricity supply industry

• new principal role categories are those who manage the transmission networks,
those who use the transmission networks to trade, those who facilitate energy
trading and statutory authorities

• major stakeholders, identified as the demand customers, power producers system
operator, network owners and regulator, exert new and different driving forces,
and the long standing driving forces have reduced in importance

• the authors also studied the effects of the new driving forces upon the plan-
ning processes and propose a methodology for accounting for them in a
pseudo-optimisation.

From the foregoing paragraphs, it can now be appreciated that the effective manage-
ment of assets to ensure that the user obtains the optimum life for the plant is becoming
more vital as electricity transmission and distribution systems are operating to dif-
ferent criteria and are being worked harder [4, chap. 23, 22–24]. Lowen [24] provides
a high level view of the electricity industry and considers the effects of reform in the
industry since privatisation from the perspective of the England and Wales transmis-
sion system operator (National Grid). He considers that the single biggest driver for
the future is the world growth in electricity generation and consumption. Based on
the levels in 1995, forecasts show that there will be a 54 per cent and 33 per cent
increase in energy and electricity consumption, respectively, in 2015 worldwide.

9.9.3 Condition monitoring strategies

Recently, in a chapter devoted to Condition Monitoring (CM) of high voltage
equipment, White [4, chap. 22] has:

(i) equated the asset value of electrical plant owned by the electricity supply
generation and distribution industry in the UK as billions of pounds sterling

(ii) estimated the replacement value of the transformers alone on the National Grid
to be about 1 billion pounds sterling.

White goes on to observe that:

• to be able to buy, fit and forget such valuable assets is not an option in today’s
financial environment

• unless a transformer is operating or is operational, it is worth only the value of its
recyclable components

• an asset can very quickly lose its value if it is not correctly managed to give
optimum life performance
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• management of an asset such as a transformer will almost certainly involve CM
in some form or other.

Similarly, CM techniques are now in use worldwide to monitor a variety of network
equipment, including overhead lines, GIL, cables, motors, generators and switchgear,
and are the focus of this section. Clearly, the safety of personnel is essential for all
CM studies whatever the network equipment being monitored or the particular CM
technique adopted.

To be able to effectively manage the assets of a network system, it is important to
know whether an item of HV equipment continues to remain in a serviceable condition
or not. Fortunately, this can be assessed by monitoring many different quantities using
a wide variety of techniques – hence the adoption of the term condition monitoring
or in-service condition monitoring. As the term CM suggests, some form of ongoing
measurement process is performed periodically and comparisons made with earlier
measurements – on the same item of equipment – to determine whether this item of
equipment is still in a serviceable condition. As Coventry et al. [4, chap. 22] have
recently pointed out in a valuable overview on CM of HV equipment, this topic now
attracts hundreds of papers per year and adopts methodologies ranging in complexity
from simple manual checks, at one extreme, to state of the art computer-based systems
at the other.

It must be recognised at the outset that a vast amount of design data have been
accrued for many years by equipment designers and network users relating to strate-
gic information concerning the design, construction, performance characteristics of
equipment and in-service performance of similar items of equipment [13–17]. In addi-
tion, a recent report [19], briefly summarising the findings of a second CIGRE survey
concerned with GIS service reliability, considers that GIS technology has contributed
very effectively to increasing the reliability of new substations and to improving the
asset lifecycle of existing ones. The report provides a valuable database of GIS service
experience survey on SF6-insulated equipment relating to more than 13 500 circuit
breaker bays and 118 500 bay years service. Much valuable information is presented
in the report which provides an analysis of results on installations and GIS major fail-
ure report data, including general data about GIS installations, data concerning GIS
failure frequencies, major failure characteristics and consideration of life expectancy,
maintenance and environmental issues [19]. This work, typical of CIGRE surveys
in other sectors of electrical plant, provides a valuable resource and benchmark for
those involved in condition monitoring methodologies including users and manufac-
turers operating within the area of GIS substation planning, design, construction and
in-service performance.

Three broad aims of CM were recently identified by Coventry [4, chap. 22]:

(i) To prevent component/network failures which can have strategic consequences
on network safety and costs. Electrical failure of an item of equipment can
result in a short circuit fault which can result in significant damage (and some-
times even catastrophic damage). Consequently, there is an obvious benefit of
adopting CM methodologies which can provide advanced warning of potential
problems relating to an item of equipment.
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(ii) To enable maintenance programmes to be planned/performed within an
appropriate timescale, according to the latest measured condition of the
equipment.

(iii) To estimate the remaining life of the item of equipment, based on its present
condition, together with knowledge on the rate of degradation. This approach
allows equipment to be used closer to the end of their life and facilitates the
implementation of an effectively planned asset replacement strategy (e.g. see
Reference 4, chaps 21–23).

Some examples, originally reported by Coventry and Jones [4] are reproduced in
Figures 9.20–9.24 and in associated text below describe the application of a variety
of strategic condition monitoring methods based on collaborative studies in the UK
relating to intelligent CM strategies. Aspects illustrated include:

(i) Figure 9.20, which illustrates a UHV coupler, defect recognition and decision
support approach used in GIS equipment [4, chap. 22]. Figure 9.20a shows
a schematic of a UHF coupler, perhaps the most commonly used sensor for
the detection of UHV signals in GIS:
• the coupler consists of a disc-shaped electrode mounted on a hatch cover

plate of a GIS chamber and connected to the outside world by means of
a gas-tight feed-through

• as a precaution, the coupler may be shunted by a resistance of a few kilo
ohms to reduce the level of the voltage induced by the incident electric
field at power frequency

• in the UK, it is current practice for all new GIS at 420 kV to be equipped
with UHV couplers as standard equipment; satisfactory sensitivity is
achieved with the couplers spaced at intervals of up to 20 m.

(ii) Figure 9.20b and c provide typical discharge characteristics. Curve b

shows equivalent circuit and discharge pattern with poor contact between
conducting components (e.g. where a stress shield has become loose and this
poorly bonded component will tend to charge capacitively so that the potential
difference across the contact gap rises until the gap sparks over). This spark
reduces the potential difference across the contact gap to zero [4, chap. 22].

(iii) Figure 9.20c, shows typical discharge pattern with free conducting particles
(e.g. this pattern is accumulated over a number of cycles). A free particle
moving under the influence of the electric field may initiate breakdown if
it enters a region of critical electric field. Coventry [4, chap. 22] points out
that the behaviour of different types of defect has been studied extensively
in a library environment to assist with defect recognition and risk analysis.
Information on defects detected in service is normally maintained in a database
to assist further decisions. (Note: the reader should also be aware that such
characterisation of discharge patterns has also been known (and accrued) for
more than 30 years from first generation SF6-insulated GIS, and since the
1960s for 300/420 kV SF6-insulated instrument transformers which were first
developed by UK manufacturers in conjunction with the then UK transmission
utilities. GIS and free standing SF6 instrument transformers have been very
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Figure 9.20 UHV coupler defect recognition and decision support (after Coventry
[4, chap. 22])

a schematic of UHV coupler
b, c discharge patterns
b poor contact between conducting components
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0c 10 20

discharge pattern

time, ms

dB

power frequency
voltage

Figure 9.20 Continued
c free conducting particles

also included: defect recognition and decision support

reliable and have seen more than 30 and 40 years service, respectively, in the
UK grid and elsewhere.)

(iv) When UHF signals are detected, decisions must be made on whether corrective
action is necessary and in what timescale. Information may be obtained from
the UHF signals on which to base these decisions. Frequently, it is possible to
recognise the type of defect and the way in which it is discharging from the
point on the power frequency wave at which discharges occur.

Figure 9.20b shows an example of poor contact between conducting com-
ponents, such as where a stress shield has become loose. The poorly bonded
component will tend to charge capacitively so that the potential difference
across the contact gap rises until the gap sparks over. The spark reduces the
potential difference across the contact gap to zero.

A free conducting particle, such as a piece of swarf, lying on the floor
of the GIS enclosure becomes charged by induction under the influence of
the power–frequency electric field. The induced charge may be sufficient to
overcome the particle’s weight, so that it moves under the combined influ-
ence of the electric field and gravity. Coventry comments that the particle
may return to the enclosure at any point on the power–frequency wave. In
general, this will be a different point on the wave to that at which it lifted
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Figure 9.22 Arc optical emission probes deployment on various types of circuit
breaker (after Coventry [4, chap. 22])

a SF6 puffer

off, and a discharge occurs as charge is exchanged between the particle and
the enclosure. The particle bounces and the sequence continues. The particle
moves comparatively slowly, typically returning to the enclosure once every
few cycles. The resulting pattern is characterised by discharges occurring at
any point on the power–frequency wave and a repetition rate of one discharge
every few cycles. A typical pattern, accumulated over a number of cycles, is
shown in Figures 9.20c. A free conducting particle moving under the influ-
ence of the electric field may initiate breakdown if it enters a region of critical
electric field.

Several researchers have studied the behaviour of different types of defect
has been studied extensively in the laboratory to assist with defect recognition
and risk analysis. Information on defects detected in service is maintained in a
database to assist future decisions. Artificial intelligence techniques are being
introduced for defect recognition and decision making in GIS.
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(v) Figure 9.21 presents a schematic of a continuous monitoring system for partial
discharge monitoring in GIS.
• Coventry [4, chap. 22] reports that this system consists of a partial

discharge detection network which collects and transmits data from the
UHV couplers to an outstation
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Figure 9.23 Location of various optical fibre sensors on a model high voltage SF6
circuit breaker (after Jones et al. [4, chap. 22])

• the outstation consists of PC peripherals and software to control the partial
discharge detection network and store the collected data

• outstations at a number of substations with GIS connected by modem link
to a master station at the headquarters location

• data are transferred from the outstations automatically and at least once
per week [4, chap. 22].

(vi) Coventry comments that this continuous monitoring system (Figure 9.21) is
intended to produce more effective cover than that provided by routine manual
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puffer circuit breaker for part of the fault current arcing period
c signal discrimination in terms of time window compressed

coordinates L.H.S

surveys and to reduce its demands on engineers’ time. The system is able to
detect, store and display information on all defects that occur. It operates
unattended, and an engineer need only intervene when the system indicates
that captured data require their attention.

The normal mode of operation is for the system to signal when captured
data require the attention of an engineer. Such an indication is generated where
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UHF signals are captured for the first time or where a change occurs in the
behaviour of UHF signals as indicated by preset thresholds based on amplitude
or count rate. On being notified by the system of the above condition, the
engineer may retrieve and display partial discharge data on which to base
decisions on action to be taken.

Coventry comments that the system must be designed to provide the engi-
neer with sufficient information on which to base decisions, without handling
and storing excessive quantities of data. Typically, displays showing the point
on the power–frequency wave at which discharge occurs (phase-resolved dis-
play) and displays showing changes in discharge behaviour over a period of
time (trend analysis) are provided.

(vii) Coventry states that all GIS on the NGC system are monitored for partial dis-
charge using the UHF technique. The decision to use continuous rather than
periodic monitoring is based on a cost–benefit analysis. Continuous monitor-
ing systems are installed at the most strategic GIS where the costs of unplanned
outages are higher.

(viii) Figure 9.22 illustrates some arc optical emission probes (and indicates typical
dispositions of sensor/detectors) deployed on various types of circuit breakers.
Parts a, b and c relate to SF6 – puffer, SF6 – spinner and oil-interrupters,
respectively (for further information, see Coventry [4, chap. 22]).

Since the early 1980s, the fundamentals of optical fibre systems (OFS) have been well
covered by G.R. Jones [4, chap. 21] and his research group at Liverpool University.
In numerous quality research papers, these researchers have demonstrated that optical
fibre technology has the scope of being used for a variety of purposes within the
electrical power systems sector as:

• it has the advantage of inherent bandwidth availability and relative immunity to
lightning strokes and EMI and EM interference

• it is becoming more attractive and increasingly economically viable year on year
as data transfer rates of local area networks (LANs) increase

• research into optical fibre based parameter sensing has progressed well and Jones
considers that it is at the stage where properly engineered systems are becoming
available utilising purely optical monitoring.

Jones [4, chap. 21] describes examples of optical fibre sensors, such as for measuring
electrical, mechanical, aerodynamic/thermodynamic and chemical monitoring which
his research group has investigated for monitoring parameters such as in high voltage
equipment and systems,

As examples, consider:

(i) Figure 9.23, which illustrates the deployment and monitoring locations
of various optical fibre sensors on a model high voltage SF6 circuit breaker.
Specific parameters monitored by Jones et al. include current, voltage, gas pres-
sure, contact stalk temperature, contact travel, particulate concentration and arc
radiation. Jones has discussed a range of different forms of optical fibre based
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current transducers investigated by his research group at Liverpool University
[4, chap. 21]. Jones and his colleagues found that by winding an optical fibre
around part of the circuit breaker structure acoustical and mechanical vibrations
produced by the arcing and other mechanical effects associated with the opera-
tion of the CB can be conveniently monitored [4, chap. 21]. In a similar manner
Jones states that analysis of other features from acoustical records taken from
tests on CBS, using chromatic approaches, yields ‘deeper levels’of information
regarding the mechanical operation of the circuit breaker e.g. hydraulic drive
pressure [4, chap. 22].

(ii) Finally, Figure 9.24 summarises certain strategic information attained by Jones
et al. [4, chap. 21], using optoacoustic vibration monitoring. The reader is
directed to the original sources for fuller explanation(s) of the complex phe-
nomena represented herein, but brief consideration of subcaptions a, b and c

to this figure provides the reader with an appreciation of how interpretation of
time-dependent acoustical signals, which are representative of records obtained
during the operation of an SF6 puffer circuit breaker under various fault arcing
current conditions, has led to effective vibrational characterisation of practical
circuit breakers. Moreover, the writer of this chapter wishes to emphasise that
the ongoing high quality fundamental research by G.R. Jones et al. at Liverpool
for over 20 years, working in association with manufacturers and utilities, has
resulted in:
• incremental improvements in the knowledge of fundamental/physical

characterisation of arc interruption performance phenomena; this has
resulted in improved computer modelling and computer prediction of
CB interruption performance capabilities – which can now result in the
attainment of near optimal performance levels

• the meaningful and effective development of a variety of intelligent
in-service condition monitoring, CM, methodologies – now finding increas-
ing application in practical equipment installed in modern transmission
networks.

Recent CIGRE working group reports [19, 20, 25] considers the excellent reliabil-
ity and availability of modern switching equipment which continues to get better
with the introduction of modern improved designs of CM and DT devices. The role
of condition monitoring systems (CMS) has assumed even greater importance with
the recent thrust to work network systems harder [22–24]. In the future, mainte-
nance of switchgear will increasingly only be carried out when the condition of the
equipment warrants intervention [25]. This approach provides the user with bene-
fits of reduced cycle costs, improved availability due to fault prevention and the
ability to plan for any outages necessary for maintenance. Moreover, the applica-
tion of CMS together with other new technologies offers the user other advantages
such as increased functionality and performance enhancement [20, 25]. (C.J. Jones
also points out that this development creates a need for guidelines regarding the
efficient utilisation of this increased functionality, see also earlier comments in
section 9.6.)
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The application of CMS and diagnostic techniques to substation equipment (when
adopting approved operational guidelines) achieves a variety of benefits for the
equipment operator:

• maintenance prediction
• failure prevention
• improved commissioning tests
• more accurate end of life assessments.

C.J. Jones, convener of W.G.13.09 CIGRE brochure 167 [20], has recently distilled
the contents of this report into a later conference paper [25]. The following aspects
are covered in this guideline brochure [20], by section:

1 definitions given for the commonly used terms in the area of monitoring and
diagnostics (necessary given the diversity of understanding that exist for the same
terms)

2 the need for monitoring is discussed, based on the objectives of the equipment
technology being considered

3 justification of the application of monitoring and diagnostics is analysed and
examples given of possible approaches (note that a single approach cannot be
prescribed for this process)

4 state of the art review of the diagnostic techniques and sensors suitable for the
application to switching equipment

5 requirements for the design and testing of the switching equipment and the
monitoring systems considered

6 the issue of dependability, monitoring and diagnostics is covered
7 management of information; strategy for how data from sensors are handled to

provide useful information
8 consideration of future of monitoring and diagnostics
9 main conclusions and report recommendations are given.

Item 9 in the above report includes the following information:

• There is now clear evidence that the application of diagnostic techniques DT and
CM can bring benefits to users and suppliers of switching equipment. (These
benefits can generally be given some financial value.)

• The application of diagnostics and condition monitoring will become more
commonplace in the future.

• There is a trend towards the use of continuous online CM to supplement offline
or periodic monitoring.

• Users require simple information in a timely manner rather than large quantities of
data which require analysis. Monitoring systems that incorporate expert systems
to provide such information will be of greater benefit to users.

• A variety of sensors, intelligent electronic devices (IEDs) and monitoring systems
already exists in substations. Unfortunately, at present, there is little standardis-
ation on the communication of data. The work that is currently ongoing in this
area will allow significant benefits to be achieved.
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• It is not possible to provide a single approach that will cover the justification of
the implementation of CM to switching equipment.

• From the utilities point of view, in some cases it is much more important to
monitor the old, unreliable equipment than the new equipment. Unfortunately,
this task is not easy to accomplish.

• An essential matter in the context of diagnostic testing and monitoring is the
interpretation of the measurements. In some cases, it is straightforward to convert
measurements to useful information about the condition of the equipment, in other
cases it is not.

• It is suggested that the supplier of sensors and monitoring equipment should be
responsible for ensuring the continued availability of spare parts or interchange-
able units for at least ten years from the date of final manufacture of the monitoring
equipment. This includes also the tools that are necessary for maintenance and
commissioning of these spare parts.

• The CIGRE Working Group.13.09 (now disbanded), identified the need for future
work in the area of lifecycle cost evaluation not just for circuit breakers but all
primary equipment.

C.J. Jones has recently reported that his company has had online condition monitoring
experience since 1991 and offered the following brief perspectives [25a]:

• some benefits of CM are directly relevant to the manufacturer such that sensors
can really be fitted at no cost to the user

• as we apply substation information systems it becomes obligatory to utilise
extensive CM and DT on switching equipment (and other items of plant)

• try to keep the diagnostic technique as simple as possible (i.e. coil, current?)
• a hierarchy of diagnostic techniques can be applied

• high level on an online basis
• low level on an as needs basis

• monitoring must be matched to the equipment technology
• don’t fall into the trap of monitoring something because it can be monitored
• processing/communications technology has developed dramatically, so think

about what is useful not what is possible, as things will become possible
• changing as fast as technology are utilities, so consider training issues; systems

will need to give not data nor information but decisions.

Finally, further important aspects of CM strategies, considered and discussed by
WG.13.09 and C.J. Jones [20, 25], are reproduced in Tables 9.4 and 9.5.

9.9.4 General discussion

As mentioned earlier, the use of diagnostic techniques is not new having been widely
used and developed for more than 30 years. In the UK, a (DTI) government initiative
in the early 1980s encouraged research into intelligent switchgear etc. and, after a
slow start, great progress has been made on this theme. The current intense interest
in the application of diagnostics and condition monitoring, CM, techniques to HV



Circuit breakers and interruption 471

Ta
bl

e
9.

4
SF

6
ci

rc
ui

tb
re

ak
er

an
d

ci
rc

ui
ts

w
itc

he
s

(a
fte

r
C

.J
.J

on
es

)
(r

ep
ro

du
ce

d
fr

om
Ta

bl
e

2.
1,

C
IG

R
E

W
.G

.1
3.

09
[2

0]
)

Fu
nc

tio
n/

pa
ra

m
et

er
co

nt
in

uo
us

ly
m

on
ito

re
d

(C
)

or
pe

ri
od

ic
al

ly
di

ag
no

se
d

(P
)

E
qu

ip
m

en
to

pe
ra

tio
n/

st
at

us
Fa

ilu
re

pr
ev

en
tio

n
M

ai
nt

en
an

ce
su

pp
or

t/
lif

e
as

se
ss

m
en

t
O

pt
im

um
op

er
at

io
n

C
om

m
is

si
on

in
g

te
st

s

ne
ed

ra
nk

ne
ed

ra
nk

ne
ed

ra
nk

ne
ed

ra
nk

ne
ed

ra
nk

Sw
itc

hi
ng

:
•

op
er

at
io

n
tim

es
C

–
to

de
te

ct
an

y
ab

no
rm

al
co

nd
iti

on
H

C
–

to
ev

al
ua

te
C

B
co

nd
iti

on
H

C
–

co
nt

ro
lle

d
sw

itc
hi

ng
E

P
–

to
es

ta
bl

is
h

re
fe

re
nc

e
da

ta
H

•
po

le
di

sc
re

pa
nc

y
C

–
to

de
te

ct
an

y
ab

no
rm

al
co

nd
iti

on
H

C
–

to
ev

al
ua

te
C

B
co

nd
iti

on
H

C
–

co
nt

ro
lle

d
sw

itc
hi

ng
H

P
–

to
es

ta
bl

is
h

re
fe

re
nc

e
da

ta
H

•
ar

ci
ng

tim
e

C
–

to
de

te
ct

an
y

ab
no

rm
al

co
nd

iti
on

L
C

–
co

nt
ro

lle
d

sw
itc

hi
ng

H

•
co

nt
ac

ts
ve

lo
ci

ty
C

–
to

de
te

ct
an

y
ab

no
rm

al
co

nd
iti

on
H

C
–

co
nt

ro
lle

d
sw

itc
hi

ng
H

•
m

ai
n

co
nt

ac
ts

po
si

tio
n

C
–

to
de

te
ct

an
y

ab
no

rm
al

co
nd

iti
on

E

•
co

nt
ac

tw
ea

r
(I

2
t)

C
–

to
su

pp
or

t
ov

er
ha

ul
pl

an
ni

ng
H

M
ec

ha
ni

ca
ld

ri
ve

:
•

nu
m

be
r

of
op

er
at

io
ns

C
or

P
–

to
su

pp
or

t
ov

er
ha

ul
pl

an
ni

ng
H

P
–

to
es

ta
bl

is
h

re
fe

re
nc

e
da

ta
H

•
st

or
ed

en
er

gy
(s

pr
in

g
po

si
tio

n,
pr

es
su

re
)

C
–

to
as

se
ss

C
B

av
ai

la
bi

lit
y

E
C

–
to

as
se

ss
C

B
av

ai
la

bi
lit

y
E

C
–

co
nt

ro
lle

d
sw

itc
hi

ng
E

•
la

tc
h

po
si

tio
n

C
–

to
de

te
ct

an
y

ab
no

rm
al

co
nd

iti
on

H

•
ve

lo
ci

ty
C

–
to

de
te

ct
an

y
ab

no
rm

al
co

nd
iti

on
H

P
–

to
ev

al
ua

te
C

B
co

nd
iti

on
H

P
–

to
es

ta
bl

is
h

re
fe

re
nc

e
da

ta
H

•
vi

br
at

io
n

fi
ng

er
pr

in
t

P
–

to
ev

al
ua

te
C

B
co

nd
iti

on
L

P
–

to
es

ta
bl

is
h

re
fe

re
nc

e
da

ta
L

•
st

at
e

of
m

ec
ha

ni
sm

–
nu

m
be

r
of

m
ot

or
pu

m
p

st
ar

ts
/m

ot
or

cu
rr

en
t/r

un
ni

ng
tim

e

C
–

to
de

te
ct

an
y

ab
no

rm
al

co
nd

iti
on

H
C

–
to

de
te

ct
an

y
ab

no
rm

al
co

nd
iti

on
H

P
–

to
ev

al
ua

te
C

B
co

nd
iti

on
H

–
ch

ar
gi

ng
cu

rr
en

t/t
im

e
(m

ot
or

pr
ot

ec
tio

n)
C

–
to

de
te

ct
an

y
ab

no
rm

al
co

nd
iti

on
H

C
–

to
de

te
ct

an
y

ab
no

rm
al

co
nd

iti
on

H
P

–
to

ev
al

ua
te

C
B

co
nd

iti
on

H

ra
nk

:E
–

es
se

nt
ia

l;
H

–
hi

gh
;L

–
lo

w



472 Advances in high voltage engineering

Table 9.5 Diagnostic techniques and sensors for testing the switching function of
circuit breakers and other types of switching equipment (reproduced
from Table 4.3, CIGRE WG.13.09 [20]) (after C.J. Jones)

Parameter Application(s) Method/sensor

position of primary
contacts

all position transducer, e.g.:
• auxiliary switch, contactor C
• electronic proximity sensor C
• optical sensor C

contact travel
characteristics (position,
velocity, acceleration)

all dynamic position sensor with
analogue output:

• resistance potentiometer C, P
• magneto-resistive sensor C, P
• linear variable differential

transformer
C, P

dynamic position sensor with digital
output:

• optical with incremental coding C, P
• optical with non-incremental

(absolute) coding
C, P

operating time all electrical recording of time to
close/open of primary circuit

P

GS, D motor running time C, P

pole discrepancy in
operating times

all electrical recording of time to
close/open of primary circuit

C, P

GS, D motor running time C, P

arcing time all combined recording of load current
profile and travel characteristics

P

arcing contact wear CB accumulated I2tarc by:
• current and time measurement C
• statistical estimates P

all dynamic contact resistance P

Abbreviations:
CB: SF6, air blast, minimum oil and oil tank circuit breakers
GS: grounding switches
D: disconnectors
C: used for continuous monitoring
P: used for periodic diagnostic testing

switchgear and switching equipment and also a wide range of other HV equipment,
including transformers, cables, overhead lines, surge arrestors, motors etc. has gained
further impetus with the increased emphasis on working network systems harder and
the strong focus on asset management (see section 9.9.2 and References 21 to 24).
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As C.J. Jones [25] and others have pointed out, the primary need for CM systems
in the switchgear sector has been driven mainly by equipment manufacturers to
support a strong move from predetermined interval based maintenance to predictive
(or condition-based) maintenance.

Without doubt, we are witnessing a transitional period with regard to diagnostics
and CM strategies, because of increased utility interest in this subject area [20], as a
holistic network-wide approach is developed. Subsequently, the present writer antic-
ipates that in the future one will look at not only the benefits of increased equipment
availability, through a range of diagnostic and condition monitoring strategies, but the
increased functionality will facilitate monitoring asset management, life extension.
It is also likely that significant improvements in software support will result in the
widespread adoption of evolving data warehousing techniques which will facilitate
greatly expanded data evaluation capability to provide even better, i.e. a more com-
prehensive, diagnostic monitoring service and possible integration with SCADA and
other systems.

The topic of condition monitoring has assumed increasing strategic importance as
the electrical power sector drives relentlessly towards cost saving, asset management,
long life and improved plant performance [4, 21–24]. In this chapter, it has not been
possible to critically review strategic issues associated with CM methodologies but
rather to indicate, and provide a brief flavour of the wide range of published work in
this area supported by generous referencing of strategic publications [4, 21–25].

A recent IEE event (within the HVET2002 international school) described a wide
range of monitoring systems used in the various sectors of the power industry, with
contributions from experts covering developments from the perspectives of electricity
supply industry, ESI, users, manufacturers, equipment designers, system planners,
monitoring equipment designers, consultants and academics.

A broad range of contributions were presented, with reference to earlier strate-
gic studies by these authors (including coverage of intelligent condition monitoring
systems as applied to GIS, transformers, arresters, bushings, cables etc.), who dis-
cussed many strategic techniques such as RF emissions, acoustic emissions, dissolved
gas analysis, optical fibre sensing, remote E-field monitoring etc. This event clearly
reflected how CM of electrical equipment is assuming an increased importance as the
commercial drive to improve efficiency is pursued.

9.10 Summary

This chapter has provided a general introduction to the vast subject of circuit breakers,
interruption strategies, characterisation and performance evaluation of gaseous/solid
insulation systems, the identification of strategic online condition monitoring (CM)
methods and diagnostic techniques (DT) as applied to modern switchgear systems,
before and post deregulation. Although it has only been possible to touch very
briefly on these aspects together with certain related strategic issues including sub-
station control systems (SCS), also working networks harder and environmental
matters, important strategic issues have been considered briefly and a generous list
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of references, including CIGRE electronic sources is included, which will enable the
reader to explore this developing topic in greater depth.
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Chapter 10

Polymer insulated power cable

J.C. Fothergill and R.N. Hampton

10.1 Introduction

10.1.1 Structure

The name cables is given to long current-carrying devices that carry their own insula-
tion and present an earthed outer surface. In this context, overhead lines for example,
are not considered as cables. Power cables have a coaxial structure: essentially, they
comprise a central current-carrying conductor at line voltage, an insulation surround-
ing the conductor and an outer conductor at earth potential. AC cables are generally
installed as a three-phase system and hence the outer conductor should only carry
fault and loss currents. In practice, a more sophisticated construction is adopted.
The interfaces between the metal conductors and the polymeric insulation would
tend to include protrusions and voids; features that would lead to electrical stress
enhancement and premature failure [1]. To overcome this, a polymer semicon, a con-
ductive polymeric composite, is placed at both interfaces. The inner semicon, the
insulation and the outer semicon are co-extruded to ensure the interfaces are smooth
and contaminant free. Surrounding this cable are layers to protect the cable during
installation/operation and carry the loss/fault currents. These layers also serve to keep
out water, which may lead to water treeing (section 10.4.2). A schematic diagram of
a power cable is shown in Figure 10.1.

10.1.2 Voltage ratings

10.1.2.1 MV, HV and EHV

High voltage cables that are used for distribution and transmission purposes are
generally categorised according to the voltage rating:

• medium voltage (MV) 6–36 kV
• high voltage (HV) 36–161 kV
• extra high voltage (EHV) 161–500 kV (or more)
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Figure 10.1 Cut-away section of a power cable

There is no international consistency on the distinction between distribution and trans-
mission. In the UK, transmission is at 275 kV and 400 kV, i.e. using EHV lines and
cables, whereas in Italy, for example, transmission starts at 150 kV. The distribu-
tors then transfer power from the transmission system across their local distribution
systems to the domestic customer.

10.1.2.2 Electrical stresses

The electrical stress within an AC cable is given by:

E = V

x ln(R/r)
(10.1)

where V is the applied voltage, r is the radius over the inner semiconductive screen,
R is the diameter over the insulation and x is the intermediate radius (between r

and R) at which the electric stress is to be determined.
The probability of failure depends upon the electrical stress and increases with

stress. The effect of an increased stress can be estimated using the Weibull probability
function [2]:

Pf = 1 − exp

{
−
(

E

α

)β
}

(10.2)

where Pf is the cumulative probability of failure, i.e. the probability that the cable
will have failed if the stress is increased to a value E. The two parameters, α and β

are known, respectively, as the characteristic stress and the shape parameter.
Inspection of Equation (10.1) shows that the electric stress varies with the

position within the cable. There are three potentially useful stresses that can be
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considered:

• maximum stress at conductor screen
• mean geometric average stress for the whole insulation
• minimum stress at the core screen.

The decision as to which of these to consider is an important one and is guided by
the potential modes of failure:

• Maximum: the highest level of stress also corresponds to the highest probability
of instantaneous failure or, equivalently, the highest rate of electrical ageing. This
is most important if the most serious cable defects are located on or near the
conductor screen.

• Mean: this is most important if the most serious defects are uniformly located
throughout the bulk of the insulation.

• Minimum: this is most important if cable system reliability is determined by the
performance of accessories or if the electrical design or installation method of
accessories degrades cable performance. It is also important if the most serious
cable defects are located on or near the core screen.

10.1.3 Uses of cables

Power cables are commonly used in underground or underwater (submarine)
connections. Cables are placed at strategic points of the transmission grid to sup-
plement overhead lines or, in some cases, they can form the whole backbone.
Interconnection between networks is particularly well suited to cable solutions [1].

They may also be used in other applications. For example, overhead covered
conductors allow smaller phase clearance between the conductors on medium volt-
age overhead lines. Objects, particularly tree branches, may touch the lines without
tripping or customer outage. This has led to substantial improvements in service reli-
ability (e.g. Reference 4). In most cases, the aluminium alloy conductor is covered
with black UV-resistant crosslinked polyethylene and filled with grease, to provide
corrosion protection and longitudinal water-tightness. Arcing guides are applied at
insulator tops, to protect the line from arcing damage. Another application is the
PowerformerTM [5] and the related WindformerTM and MotorformerTM. These new
generators are able to supply electricity directly to the high voltage grid without the
need for a step-up transformer. They are suitable for power generation at output volt-
ages of several 100 kV. The new concept is based on circular conductors for the stator
winding, and it is implemented by using proven high voltage cable technology. Thus,
the upper limit for the output voltage from the generator is only set by that of the cable.

10.1.4 AC and DC

Cables are used in both alternating current (AC) and direct current (DC) schemes.
The cable designs used in each case are outwardly very similar and have many iden-
tical design elements. However, the detailed engineering and the materials used are
very different.
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AC is the globally preferred means of transferring electric power. This form of
transfer makes it straightforward to generate electricity and to transform voltages up
and down. This means of transfer accounts for more than 98 per cent of the global
power infrastructure.

In long distance transmission schemes, there are advantages in using DC over
AC. System instabilities caused by connecting regions with slightly different AC
phases and frequencies are obviated. Capacitive charging current implies that there is
a maximum useful length of AC cable without the use of shunt reactors. DC cables are
therefore particularly useful for long distance submarine connections. Furthermore,
the lack of electromagnetic effects under DC conditions eliminates the skin effect in
which the conductor resistance can rise by up to 20 per cent at 50 Hz. The drawbacks
for a DC solution are that the terminal equipment forAC–DC conversion is more costly
and less efficient than an AC transformer. (Reviews on AC/DC power transmission
are contained in Reference 7.) Thus, the system must be sufficiently long to be
economically viable. In addition, the control of the electrical stress in a DC cable
insulation is much more difficult.

10.1.5 Cable types

There are, in general, four types of underground cable used characterised by the type
of insulation:

(i) Polymeric: low density polyethylene (LDPE), high density polyethy-
lene (HDPE), crosslinked polyethylene (XLPE) or ethylene propylene
rubber (EPR).

(ii) Self contained fluid filled (FF or LPOF): paper or paper polypropylene lami-
nated (PPL) insulated with individual metal sheaths and impregnated with low
pressure biodegradable fluid – common on land >1 kV.

(iii) Mass impregnated non draining (MIND or solid): paper-insulated with individ-
ual metal sheaths and impregnated with an extremely low viscosity polybutene
compound that does not flow at working temperatures – common at MV and
submarine DC.

(iv) High pressure fluid filled (pipe type or HPOF): paper-insulated and installed
in trefoil in steel pressure pipes and impregnated with high pressure non-
degradable fluid which is maintained at high pressures by pumping plants –
common in the USA.

The typical electrical stresses employed in cables are shown in Table 10.1.
Up until the mid 1980s, paper-insulated cables were the system of choice at high

voltages. However, improvements in polymeric cables and accessories plus environ-
mental concerns has led to a significant reduction in the use of paper cables for land
applications. In particular, there has been a strong preference for XLPE cables over
EPR (except in Italy and the USA).

XLPE and EPR have emerged as the favoured polymeric insulations through
the 90◦C continuous operating temperature that can be achieved when they are
used. This temperature matches that which can be attained when fluid-filled lapped
insulations (paper and PPL) are used. In contrast, LDPE and HDPE are limited to
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Table 10.1 Average stress levels for selected
insulations

Type Stress, kV/mm EHV HV MV

fluid average at core screen 10 8 8
filled average at conductor screen 17 14 10
EPR average at core screen 4 3 2

average at conductor screen 8 5 3
XLPE average at core screen 5 3 2

average at conductor screen 11 6 3

operating temperatures of 70◦C and 80◦C, respectively. Table 10.2 identifies some of
the main advantages of the respective technologies.

The situation today is:

• almost all new HV systems that are being installed are new build/expansion
• the majority of HV cables, already installed within the existing system, are

insulated with paper (83 per cent paper and 17 per cent polymeric)
• there is very little replacement of existing paper cables: most of installed capacity

is based on paper
• most HV transmission is by overhead lines (OHLs)
• HV cables are replacing OHLs in environmentally sensitive areas but there is

limited impact (globally) on new OHLs
• XLPE cables make up two to five per cent of the total installed HV cable capacity

in the range 115–161 kV
• XLPE cables make up 50–70 per cent of the HV cable capacity presently being

installed.

The reasons that there has been little replacement of paper cables are:

• Paper cables continue to operate reliably.
• The previous designs of XLPE cables were too large to fit existing rights of way

or pipes that have been designed for paper cables. This is of special importance in
the USA where there are many paper cables. In this area, the key task is to develop
polymeric cable designs that are flexible, small (i.e. working at high stresses) and
easy to joint, as it is essential to use the existing pipes/ducts. Present designs
address these issues, and now cables exist that match the size and performance
of paper cables [6].

10.2 The components of the polymeric cable

10.2.1 Conductor

Conductors in the USAtend to be based on theAmerican wire gauge (AWG), but in the
rest of the world are based on IEC228 and are therefore metric. Stranded conductors
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Table 10.2 Advantages (+) and disadvantages (−) of HV cable insulations (quan-
titative comparisons given in italics)

XLPE EPR Paper

+ no risk of oil leakage + no risk of oil leakage − oil leakage
+ simple design + simple design − complicated design

high maintenance burden
+ very low dielectric losses

losses for a 132 kv 1000 mm2

cable are 5.1 mA/m

− high dielectric losses + low dielectric losses
losses for a 132 kV
1000 mm 2 cable are
14.7 mA/m

+ acceptable fire performance + acceptable fire
performance

− fire performance in
tunnel and substation
applications is a concern
due to the copious supply
of flammable oil

− complicated accessories
(possible long repair times)

− complicated accessories + simple accessories

− limited but growing
track record
15 years of experience

− limited track record + extensive track record
>60 years of experience

− most of existing system
is paper, transition joints
difficult

− most of existing system
is paper, transition joints
difficult

+ most of existing system
is paper

− may suffer from water
trees if no metal sheath

+ longer life in wet
conditions, metal sheath
not generally required

+ metal sheath required
to contain fluid thus
water ingress is not
possible

− high conductor losses
132 kV 1000 mm2

can transmit 250 MVA
of power

− high conductor losses + low conductor losses
132 kV 1000 mm2

can transmit 275 MVA
of power

− large size
132 kV 1000 mm2

cable has a 98 mm diameter
and a weight of 25 kg/m

− large size + small size
132 kV 1000 mm2 cable
has a 70 mm diameter
and a weight of 18 kg/m

have generally comprised concentric layers (Figure 10.2a) but, in order to make them
smoother and more compact, they are often specially shaped in rolling mills nowa-
days (Figure 10.2b). When operating at high voltages and currents, the AC current is
preferentially carried more in the outer than in the inner conductors (the skin effect).
In addition, the electromagnetic fields induce eddy currents (proximity effect). These
effects tend to increase the conductor resistance under AC above that which is seen
under DC. The AC/DC ratio (RAC/DC) can be as large as 1.15. This increased resis-
tance serves to increase the joule heating losses within the conductor and increases
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b

c

Figure 10.2 Methods of laying conductors
a concentric-lay
b shaped compacted
c Milliken (an oil-filled cable) (from [3])
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the temperature of the cable. Thus, special Milliken conductors, Figure 10.2c, may
be used for large conductor designs to reduce the AC/DC ratio.

Conductors are virtually all made from either copper or aluminium. Copper has
the advantage of being more conductive, and, therefore, requires less material to
carry a given current. Copper conductors, therefore, have the advantage of being
small. However, the cost of aluminium is lower than copper, and even though it has
a lower conductivity it is often used as the conductor. An additional advantage of
aluminium over copper is that the conductors are lower in weight even though more
volume of material is used. At MV, aluminium is preferred whereas, at HV and EHV,
the smaller size of copper provides the greatest advantage.

10.2.2 Semicon

Semiconductive screening materials are based on carbon black (manufactured by the
complete and controlled combustion of hydrocarbons) dispersed within a polymer
matrix. The concentration of carbon black needs to be sufficiently high to ensure
an adequate and consistent conductivity. The incorporation must be optimised to
provide a smooth interface between the conducting and insulating portions of the
cable. The smooth surface is important as it decreases the occurrence of regions of
high electrical stress [8]. To provide the correct balance of these properties, it is
essential that both the carbon black and polymer matrix be well engineered.

The same care needs to be paid to the manufacture of the matrix polymer for
semicons as for the XLPE insulation. However, the chemical nature of the polymers
is subtly different because of the need to incorporate the carbon black. The carbon
black and other essential additives (excluding crosslinking package) are compounded
into the matrix. The conveying and compounding machinery used are designed to
maintain the structure of the carbon black within a homogeneous mix. Before the
addition of the crosslinking package, filtration may be applied to further assure the
smoothness of the material to a higher standard than that provided by the compounding
process.

The smoothness of the extruded cable screens is assured by extruding a sample
of the complete material in the form of a tape. The tape is optically examined for the
presence of pips or protrusions. Once detected, the height and width of these features
are estimated, thereby enabling width-segregated concentrations to be determined.
When using such a system, care needs to be exercised when examining the present
generation of extremely smooth (low feature concentration) screens, as the area of
tape examined needs to match the likely number of detected features: smooth screens
require larger areas of examination.

10.2.3 Insulation

It is clear from Table 10.2 that XLPE is the most common cable insulation currently
being installed. Insulating XLPE compounds need to fulfil a number of require-
ments. They should act as thermoplastic materials within the extruder and crosshead.
They should crosslink efficiently with the application of high temperatures and pres-
sures within the vulcanisation tube. They should be immune to thermal degradation
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throughout the cable manufacture process and operation at the maximum cable tem-
perature for the life of the system. They must display an extremely low occurrence of
the features that can enhance the applied electrical stress and thereby lead to prema-
ture failure. To deliver these requirements, it is essential that the greatest care is paid
to the design and manufacture of the polymer and the engineering of the appropriate
crosslinking and stabilising packages.

The manufacturing technology employed for XLPE compounds to be used for
power applications needs to ensure the highest level of cleanliness at all points
of the production chain. The sequence comprises three main parts: base polymer
manufacture, addition of a stabilising package and addition of the crosslinking
package.

There are two types of crosslinking process that are commonly used for power
cables:

(i) Peroxide cure – thermal degradation of an organic peroxide after extrusion
causes the formation of crosslinks between the molten polymer chains.

(ii) Moisture cure – chemical (silane) species are inserted onto the polymer chain.
These species form crosslinks when exposed to water; this process occurs in the
solid phase after extrusion.

The peroxide cure method is the most widely used crosslinking technology. It is used
for MV, HV and EHV. The moisture cure approach is limited to MV where it has
proven itself as a flexible and economic solution.

10.2.3.1 Peroxide cure

This first part of the production sequence starts with the polymer reactor, which
must be designed to deliver polymers with consistent properties that are free from
particulate contaminants (free from moving metal parts) and chemical species that
degrade the dielectric properties. In practice, this means that the sequence of poly-
mers manufactured in the reactor and the materials employed in its construction must
be controlled. For example, the materials used to seal the closed conveying system
must be made from thermoplastic polyethylene. Within the manufacture, it is essen-
tial that materials be conveyed in the safest way possible to ensure that extraneous
contaminants are not introduced. Experience has proved that the best solution is to use
the shortest possible distance between the reactor and the compounding equipment.
The transport from the polymerisation reactor should be affected by stainless steel
pipelines and vessels with dense phase or gravity conveying, as this significantly
reduces the formation of polymer strings and dust.

The addition of the crosslinking and stabilising packages is the next step in the
chain. These processes incorporate the active chemical species into the polymer
matrix. Before the addition of the crosslinking package, the material passes through
extremely fine filters and screens that operate in cascade. The purpose of these pro-
cesses is to ensure that the infrequently occurring contaminants do not proceed to the
packaging process. These contaminants may be within the matrix or adhering to the
surface.
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At all interprocess points samples are taken for the essential quality assurance
processes. These processes are in two parts:

(i) assurance of the physical and chemical properties
(ii) measurement of the cleanliness.

The physical and chemical analyses serve to establish that the extrudability and
crosslinking characteristics are both within specification. These checks ensure the
consistency of both the polymer flow, within the extruder and the crosshead, and the
formation of the chemical crosslinks within the vulcanisation tube.

10.2.3.2 Moisture cure

The key part of the moisture cure approach is the insertion of the chemically active
species onto the polymer backbone. There are three methods for achieving this:

(i) Sioplas: a suitable silane is melt compounded with a peroxide and a polymer.
During this process, the silane becomes chemically grafted to the polymer
chain. The material is then pelletised for use in the cable extruder. The cata-
lyst for the formation of the crosslinks, and other additives, are added at the
extrusion step by way of a masterbatch.

(ii) Monosil: this process is similar to Sioplas except that all of the components
(including the catalyst) are added at the cable extruder. The silane grafting
reaction therefore takes place at the same time as the cable is being extruded.

(iii) Ethylene-vinyl silane copolymers (EVS): this process does not graft silanes
onto existing polymer chains, but inserts the silane groups into the poly-
mer chains while they are being constructed within the reactor. The polymer
exits the reactors ready for extrusion. The catalyst for the formation of the
crosslinks, and other additives, are added at the extrusion step by way of a
masterbatch.

After the core exits the extrusion line, it is solid and in a thermoplastic state.
It must be crosslinked offline. The amount of time taken for this process will
depend upon the technology used, the water or steam temperature and thickness of
insulation.

10.2.3.3 Cleanliness

The cleanliness of insulation materials (peroxide curable, Sioplas and EVS) may
be assessed by converting a representative sample of the polymer into a transpar-
ent tape and then establishing the concentration of any inhomogeneities. This is not
possible for monosil as the chemistry occurs immediately prior to the cable extru-
sion. The inhomogeneities are detected by identifying variations in the transmission
of light through the tape. To gain the required level of consistency and sensitivity,
the tape is inspected by an automated optical system (Figure 10.3). This approach
has an excellent signal to noise level and good rejection of spurious data. The data
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Figure 10.3 Automated equipment for determining the contamination concentration
of XLPE (courtesy of Borealis AB)

processing is carried out by a microcomputer, which is able to produce size segregated
concentration data for a number of selected levels of obscuration.

10.2.4 Metal sheath

For many years, lead, or lead alloys, were the main materials used for the metal sheath
layer. This is principally because the low melting temperature allows the lead to be
extruded at a temperature of approximately 200◦C over the polymeric cable. The main
disadvantages of lead are its high density (11 400 kg/m−3) leading to a heavy product
and the tendency to creep, flow or embrittle under cyclic temperature loadings. This
latter effect has led to a number of cases where the sheath has ruptured. There are
also environmental concerns relating to the use of lead, and its use may become
restricted by EU directives. In 2000, the EU Commission officially adopted the waste
electrical and electronic equipment (WEEE) and Reduction of Hazardous Substances
(ROHS) proposals. The ROHS proposals required replacement of lead and various
other heavy metals from 2008. To address these problems a number of materials have
been used:

• Extruded aluminium: this has excellent mechanical performance but requires
a large bending radius and can be difficult to manufacture since it requires
corrugations. It can be heavy.

• Aluminium foil: this is light and easy to manufacture but small thicknesses
(0.2–0.5 mm) do not give mechanical protection; the strength comes from the
polymer oversheath. It relies on adhesive to make a water tight seal, and it can
suffer from corrosion.
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• Copper foil: this is light, easy to manufacture but not as flexible as aluminium
foil. It also relies on adhesive to make a water tight seal.

• Welded copper: this is strong, robust and capable of carrying significant current
but difficult to manufacture since it requires corrugation and it is difficult to ensure
perfect longitudinal welds in practical situations.

• Welded stainless steel: this is strong, robust and capable of carrying
significant current but has similar manufacturing difficulties to welded
copper.

10.2.5 Oversheath ( jacket)

In addition to the meticulous attention that must be paid to the insulation system,
care also needs to be taken with the oversheath layer. The vast majority of HV and
EHV XLPE cables are of the dry design type, which means that a metal barrier is
included. The purpose of the metal barrier is to protect the core within from mechanical
damage, carry fault and loss currents and to exclude water from the construction (the
electrical ageing rate is significantly higher in the presence of moisture, see section
10.4.2). The metal barrier is a key part of the cable design and much care needs to
be taken as this significantly affects how a cable system may be installed in practice.
The metal layer is itself protected by a polymeric oversheath. Due to the critical
performance needed from the oversheath, there are a number of properties that are
required: good abrasion resistance, good processing, good barrier properties and
good stress crack resistance. Experience has shown that the material with the best
composite performance is an oversheath that is based on polyethylene.

10.3 Cable manufacture

10.3.1 Stages of cable manufacture

The stages in cable manufacture may be summarised as:

(i) Conductor manufacture: this involves:
• wire drawing to reduce the diameter to that required
• stranding in which many wire strands and tapes are assembled
• laying up; the assembly of non-circular (Milliken) segments into a quasi-

circular construction
(ii) Core manufacture: this involves:

• triple extrusion in which the core of the cable is formed comprising the
inner semicon, insulation and outer semicon

• crosslinking which can be carried out directly after extrusion (peroxide
cure) or offline (moisture cure)

• degassing in which peroxide crosslinking byproducts are removed by heat-
ing offline; the diffusion time depends upon temperature and insulation
thickness.
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(iii) Cable manufacture: this involves:
• core taping during which cushioning, protection and water exclusion

layers, inner semicon, insulation and outer semicon are applied over the
extruded core

• metal sheathing; the application of a metal moisture and protection layer
• armouring; the application of high strength metal components (steel) to

protect the cables; essential for submarine cables.

10.3.2 Methods of core manufacture

All of the production processes will be common to all methods of manufacture,
with the exception of the extrusion process where there are three types of peroxide
crosslinking method (crosslinking is often referred to as vulcanisation or curing):

(i) VCV: vertical continuous vulcanisation
(ii) CCV: catenary continuous vulcanisation

(iii) MDCV: Mitsubishi Dainichi continuous vulcanisation, often called long
land die.

In all of these processes (moisture cure and peroxide cure), the three layers of the cable
core are extruded around the conductor. This uncrosslinked core then passes directly
into the curing tube; this is where differences in the processes become apparent. In the
moisture cure approach, which takes place offline after extrusion, the manufacturing
process is considerably simplified as the length of the tube following extrusion only
has to be enough for the thermoplastic core to cool sufficiently to prevent distortion.

10.3.2.1 Vertical continuous vulcanisation

The curing tube is arranged vertically, and the cable is maintained within the centre
of the tube by control of the cable tension. A schematic diagram showing VCV is
given in Figure 10.4. The conductor is fed from a payoff through an accumulator.
This allows a new reel of conductor to be loaded onto the payoff when the old reel
runs out without the continuous extrusion process being stopped; the accumulator
allows time for the two conductors to be welded together. The conductor is pulled to
the top of an extrusion tower, which may be 100 m tall, over a large capstan and is fed
via a preheater through a triple extrusion head supplied by three extruders. Curing is
effected by heating the cable with hot nitrogen gas. The gas is pressurised to ensure that
gas-filled voids do not form from decomposition of the peroxide. The VCV technique
ensures concentricity of the conductor within the cable core because of the vertical
alignment of the cure tube. VCV lines are particularly effective for producing cables
with large conductors >1600 mm2 as there is not the same difficulty of maintaining
the tension compared with the CCV technique. Cables with insulation thickness up
to approximately 35 mm can be produced with VCV lines.

Following production, the cable is checked for concentricity and possibly for gross
imperfections, such as detachment of the inner semicon, using x-rays or ultrasonic
techniques before being laid up with the outer protection layers. In land cable, the
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Figure 10.4 Schematic diagram showing the principal components of a VCV line

cable is taken up on drums, but for subsea cables it is preferable to avoid jointing by
laying up in long lengths and loading directly onto a waiting ship.

10.3.2.2 Catenary continuous vulcanisation

This technique is similar to VCV except that the curing tube is arranged in a catenary
and the cable is maintained within the centre of the tube by very careful control of
the cable tension. This has become much easier with sophisticated automatic control
systems. Care needs to be taken to ensure that the polymer, which is molten in the
stages prior to crosslinking, does not drip or droop off the conductor under the influ-
ence of gravity. This effect becomes stronger as the thickness of insulation increases
or the ratio of the insulation thickness to conductor size increases. Techniques includ-
ing special polymers, rotation of the cable and quenching of the insulation are all
effective at reducing the drooping effect. An additional problem can arise with large
conductors (heavy cables), when it becomes difficult to both apply a large tension
(needed to keep the cable in the centre of the tube) and control the tension. This prac-
tically limits the conductors sizes to below 1400–1600 mm2. Cables with insulation
thicknesses of up to 25 mm can be produced with CCV lines. The VCV technique does
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not suffer from the effects of drip or droop off of the conductor under the influence
of gravity to the same extent as for the CCV technique. However, due to construction
costs of large vertical structures VCV lines are shorter than CCV lines: 80–100 m
for VCV and 200–250 m for CCV. This difference enables CCV lines to be faster as
identical cables require the same residence time.

10.3.2.3 Mitsubishi Dainichi continuous vulcanisation

In this technique, the cure tube is arranged horizontally after the extruder but, unlike
VCV and CCV, it does not employ nitrogen gas to maintain the pressure. The MDVC
technique arranges that the diameter of the die is the same size as the final cable
and thus fills the tube/die. The thermal expansion resulting from heating the polymer
to the molten state to initiate the crosslinking exerts a pressure that suppresses the
formation of voids. The MDCV process does not experience the same droop issues as
those faced by the CCV process due to being fully enclosed by the die. However, it is
important to ensure that the conductor remains centralised within the tube while the
polymer is molten before crosslinking. Centralisation may be achieved by ensuring
a very high tension (thereby essentially eliminating the catenary) or by using special
polymers with high viscosities. These special methods are normally required for
conductors above 1000 mm2.

10.4 Failure processes

Polymeric insulated power cables are designed to be high reliability products. The fail-
ure of a major power cable is likely to have a considerable effect on the power
transmission grid and may take several days/weeks to repair. If it is under the sea, it
may take months to repair and cost well in excess of £1 million ($1.5 million). Cables
have a good service history. The majority of cable failures are caused by external
influences such as road diggers or ship anchors. Cable system failures may occur
at joints and terminations. A study of MV cable systems in France [9] has shown
that the failure rate for paper cables is 3.5 failures per 100 cable km per year which
compares with a rate of two failures per 100 cable km per year for XLPE cables. The
failure rate for XLPE has been classified in Table 10.3. This analysis shows that the

Table 10.3 20 kV XLPE system performance
(after [9])

Class Fault rate
(#/yr/100 cct km)

Total system 2.0
Third party damage 1.0
Accessories 0.9
Cable 0.1
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XLPE cables form the most reliable component of the cable system. Further inspec-
tion would suggest that the XLPE cable system is 2.5 times more reliable than the
paper system when third party damage is excluded (we assume that a paper cable is
as likely to get dug up as an XLPE one!). This estimate may well overstate the case
and illustrates one of the major problems of evaluating field failure statistics; namely
the differing ages of the populations. XLPE data are based on a population which is
15 years old whereas the paper data are based on a population that is 30–40 years old;
thus we would expect higher failure rates of the paper system since it contains older
devices; this would be quite independent of the intrinsic reliabilities of the systems.

Causes of insulation breakdown include:

• Extrinsic defects (contaminants, protrusions or voids) caused during manufacture
or installation. These would normally lead to electrical treeing or direct breakdown
soon after production of the void and cable energisation.

• Water treeing (wet ageing) caused by water leakage through the sheath or
inappropriate design or deployment of a cable without a water barrier. Water trees
lead to a weakening of the insulation and electrical treeing or direct breakdown.

• Thermoelectric ageing: the combination of the electric field, acting synergistically
with a raised temperature, causes the insulation to weaken over time and for
breakdown to occur eventually. This process may not always be significant within
the lifetime of a well designed cable.

10.4.1 Extrinsic defects

We have already described the efforts made by cable manufacturers to exclude and
detect contaminants, protrusions and voids (CPVs) in their products. Contaminants
within the bulk of the insulation and protrusions into the insulation from the semicon
cause field intensifications that lead to premature failure of the polymer.

10.4.1.1 Contaminants and protrusions

Many studies [10–12] have shown the degradation caused by large metallic
contaminants. Figure 10.5 shows the influence of size on the electrical breakdown
strength. The effect of a five-fold increase in concentration at the 100 micron level
is to further reduce the strength by 17 per cent and 14 per cent for AC and impulse,
respectively. As well as showing the reduction in the characteristic strengths, the
increasing size of contaminants changes the statistical nature of the failures, making
them less scattered or more certain.

The effects displayed in Figure 10.5 may be explained by the fact that metallic
contaminants increase the electric stress within their immediate locality such that the
local electric stress is higher than the breakdown strength. This effect is best described
in terms of a stress enhancement factor that acts as a multiplier for the Laplacian stress
(i.e. the geometrically calculated stress). The data from Figure 10.5 are in line with
the trends predicted by the theoretical estimates for the increase in local electrical
stress found at the tip of sharp metallic contaminants. It is interesting to note that it is
possible to get large stress enhancements but that the magnitude of the enhancement
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Figure 10.5 Electrical breakdown strength (AC lower circles and impulse upper
squares) of model cables with artificially added contaminants
(concentration of 5 per kg) [12]

falls dramatically with distance from the tip; for a 5 micron radius, the field falls by
50 per cent within 1.5 radii of the tip [8]. Thus, the calculated stress enhancements
should be viewed as providing the upper limits of any assessment.

The electrical stress enhancements are not only based on the size and concentration
but they have a significant influence from the nature (conducting, insulating, high
permittivity), the shape (sharp or blunt) and the way that they are incorporated into the
matrix. The effect of the shape of contaminants has been assessed [13] using XLPE
cups with a Rogowski profile. It was shown that contaminants with irregular surfaces
reduced the AC ramp breakdown strength by a greater degree than those with smooth
surfaces (Figure 10.6).

The local stress enhancement experienced within an insulator will have contribu-
tions from the size of the contaminants, their concentration and the nature (conducting
or high permittivity) of the contaminants. This is shown in Equation (10.3).

η = 1 − 1

α

(
0.5 ln

λ + 1

λ − 1
− λ

λ2 − 1

)
(10.3)

where:

α = 0.5 ln
λ + 1

λ − 1
− 1

λ
+ 1

(k − 1) λ(λ2 − 1)

k = ε2

ε1
λ = 1√

1 − (r/a)

η = stress enhancement factor

r = radius of the ellipse
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Figure 10.6 The effect of shape of added contaminants on the AC ramp breakdown
strength (relative to base) of XLPE cups [13]

2a = length of the ellipse

ε1 = permittivity of the matrix

ε2 = permittivity of the defect

10.4.1.2 Voids

Voids are likely to lead to breakdown if discharges occur inside them. These dis-
charges are known as partial discharges since they are not, in themselves, a complete
breakdown or full discharge. The least problematic (and perhaps the least likely)
shaped void is the sphere. The field inside an air-filled sphere-shaped void is higher
than the field in the insulation by a factor equal to the relative permittivity of the
solid. For other shaped voids, the field in the void will be higher than this. For exam-
ple, a void inside XLPE (relative permittivity = 2.3) will have a field inside it of
at least 2.3 times that of the field in the XLPE itself. The criterion for a discharge
in a void is that the void field must exceed the threshold described by the Paschen
curve (see Reference 14, for example); this is dependent on the size of the void. The
Paschen field has a minimum for air at atmospheric pressure for a void diameter of
7.6 μm. The breakdown voltage at this diameter is 327 V. This equates to a void field
(ignoring the non-linear effects) of 43 kV/mm or an applied field of 19 kV/mm within
the XLPE. Below this void size, the Paschen field increases rapidly; for example, a
2 μm void would require an applied field of approximately 150 kV/mm to cause
discharging. It is clear then that voids of diameter exceeding a few microns are likely
to allow severe electrical damage to occur.

10.4.1.3 Partial discharges and electrical treeing

In an electrical discharge, electrons are accelerated by the electric field such that
their kinetic energy may exceed several electron-volts. With such energies, collisions
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with gas molecules may cause further electrons to be released, thus strengthening
the discharge, or they may cause electroluminescence and the release of energetic
photons. The surface of the void is therefore likely to be bombarded by particles
(photons or electrons) with sufficient energy to break chemical bonds and weaken
the material. In the case of sharp protrusions or contaminants, which give rise to
high local electric fields, electrons may be emitted and very quickly acquire the
kinetic energy required to cause permanent damage to the insulation. Electrons may
accumulate – i.e. they may be trapped – around such defects and cause a further
increase in local electric fields. Mechanical stress, which may already be increased
due to the modulus and thermal expansion coefficient differences between the host
materials and the CPVs, may be further enhanced by electromechanically induced
stress. These effects, catalysed by CPVs in an electric field, may lead directly to
a breakdown path, but are more likely to lead first to the formation of an electrical tree.

An electrical tree is shown in Figure 10.7. For the sake of clarity, this has been
grown in a translucent epoxy resin from a needle acting as a protrusion. A breakdown
path can be seen to be growing back through the electrical tree from the plane counter-
electrode. Electrical trees have a branched channel structure roughly oriented along
the field lines. Typically, the diameters of the channels are 1–20 μm, and typically
each channel is 5–25 μm long before it branches. There is considerable evidence that
the branching is determined by the local electric field, which is grossly distorted by
trapped electrons emanating from the discharges within the tree. There is a consid-
erable body of work on this subject (e.g. Reference 14). Trees tend to grow more
directly across the insulation if they are spindly, so-called branch trees. The other
type of tree, the bush tree, uses the energy to produce a lot more dense local treeing,

Figure 10.7 An electrical tree grown in epoxy resin
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and therefore tends to take longer to bridge the insulation. Because branch trees occur
at lower voltages, there is a non-monotonic region between branch and bush growth
in which failure occurs more quickly at lower voltages. Trees grown from larger
voids can be clearly distinguished from those due to protrusions; it is noticeable that
the fields must cause the voids to discharge before the trees initiate. After an initial
period in which the tree grows quickly, the rate of growth decreases. Finally, as the
tree approaches the counter electrode, a rapid runaway process ensues.

Although the electric tree processes are now quite well understood, apparently
little can be done to prevent electrical tree propagation in polymeric insulation once
it has started. It is thought that electrical trees take relatively little time to grow and
cause breakdown in cables, in perhaps a few minutes to a few months. Once an
electrical tree has been initiated, the cable can be considered to be terminally ill.
It is therefore vital to prevent the inclusion of CPVs during cable manufacture and
installation. The triple extrusion continuous vulcanisation techniques and appropriate
cable protection and deployment techniques appear to have been successful in this
regard, and cables rarely suffer from these problems. There are more likely to be
problems at joints or terminations where high field stresses may inadvertently be
introduced or if water trees, described in the following section, are allowed to grow.

10.4.2 Wet ageing – water trees

In the early days of polymer-insulated cables, it was assumed that the polymers
would be essentially immune to the deleterious effects of water that were well known
in paper cables. Consequently, the first designs of cable were installed with little or
no water precautions. Within a few years, a large number of cables started to fail in
service. Upon examination, tree-like structures were seen to have grown through the
insulation. It was assumed that they continued to grow and failure occurred when the
whole insulation was breached. This is the phenomenon of water treeing [15].

Many studies have been carried out into the phenomenon and its solution. Look-
ing back, it is clear that a number of improvements in cable design, manufacture
and materials have reduced the incidence of cable failures by water treeing. These
improvements have included:

• water barriers (metal or polymeric) to exclude the water
• triple extrusion (all polymer layers extruded at the same time)
• semiconductive polymer screens to replace carbon paint or paper tapes
• cleaner insulations
• smoother semicons
• internationally recognised approval methods
• special long life insulations based either on additives or polymer structure.

The laboratory studies have concluded that the growth of water trees is affected by:

• test voltage
• test frequency
• mean temperature
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• temperature gradient
• type of material
• presence of water (external and within the conductor).

There are essentially two types of water trees: vented trees that originate from the
surface of the insulation and are potentially the most dangerous and bow tie trees
that grow from contaminants or voids within the insulation and tend to grow to a
limiting size without breaching the insulation. These trees do not comprise tubules
containing water as might be surmised from the earlier description of electrical trees.
The branches of a water tree actually appear to comprise a high density of water-filled
voids of typical diameter 1–10 μm. Such branches are therefore similar to a string of
pearls, but in practice even branches of water trees are not usually discernible. They
are simply diffuse regions of water-filled voids. If dried up, reimmersion in water
reopens the voids. Boiling stabilises the structure but probably also produces extra
small voids. There is limited evidence that a percolation network does interconnect the
voids, but the size scale of the interconnecting features is around 10 nm. Electrolyte
material accompanies the water into the voids and the ability of cationic dyes, such
as rhodamine B, to stain the trees permanently indicates that some oxidation must
have taken place. Chemical modification has also been shown using IR and FTIR
spectroscopy and by fluorescence techniques.

Water trees grow much more slowly than electrical trees. Typically, they may not
be observed at all for several years, even if the prevailing conditions for their growth
are in place. They will then grow fast initially and then very slowly. Indeed, in the
case of bow-tie water trees, there is much evidence that they stop growing completely
after a given length (dependent on prevailing conditions) and that they might not pre-
cipitate breakdown. Vented water trees may cross the insulation completely without
breakdown occurring, but they do greatly weaken the insulation. Generally, an elec-
trical tree or a breakdown path may grow back through a water tree. Figure 10.8 shows
a badly degraded EPR cable containing water trees. The water trees are not as clear
as have been seen in XLPE cables, but this may be because EPR is not transparent
or even translucent as is XLPE. Also seen in this figure are breakdown paths starting
to grow back through the water-treed areas. The cable had broken down within 1 m
of this area. The general trend is for the ultimate failure of the cable to be due to the
conversion of a vented tree to an electrical tree.

There are many proposed mechanisms of water treeing and these have been criti-
cally reviewed in Reference 14. Essentially, it is likely that solvated ions are injected
at partially oxidised sites. These catalyse further oxidation by maintaining the ion con-
centration. A sequence of metal–ion catalysed reactions is proposed in which bonds
break and cause microvoids to develop. Alternating electromechanical stresses open
up pathways for solvated ions; these initiate new microvoids. Many tree-retardant
polymers contain ion catchers to prevent the metal–ion catalysis, and these have been
found to successfully delay the onset and growth rate of water trees.

The tree inception time, i.e. the time between the conditions being right for water
tree growth and the first observation of water trees, is highly dependent upon the
electrical stress. Typically, the inception time is inversely proportional to a high
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Figure 10.8 Water trees and breakdown paths in an EPR cable. The black streaks
are breakdown paths starting to cross the cable. The black dots, which
are intense around these breakdown paths, are stained water trees.
EPR is more resistant to water trees than XLPE, but this cable had
been taken from service where it had been saturated in water with no
metal sheath

power (≈4–10) of electric field. For this reason, low voltage cables, which tend to
run at lower electric fields, may not have a water barrier to prevent water ingress
and hence electrical treeing. In such cases, with fields typically <4 kV/mm (see
Table 10.1), the probability of failure through electrical treeing is low and a water
barrier would make little difference. HV and EHV polymer-insulated cables generally
use water barriers, and these become mandatory above 66 kV. Furthermore, the con-
ductor is often water blocked (a water-swellable compound or an extruded mastic)
to prevent the transport of water along the conductor. The water may enter the con-
ductor either after a cable breakdown or during installation or through an incorrectly
installed accessory.

10.4.3 Dry ageing – thermoelectric ageing

The requirement for extra high voltage (EHV) underground power cables is increasing
[16–22]. There is commercial pressure to push the mean electric field in the insu-
lation of such cables towards 16 kV/mm, and the most common insulation used is
crosslinked polyethylene (XLPE). Long term experience of XLPE, however, is limited
to moderately stressed cables with mean fields of 5 to 7 kV/mm. Furthermore, the
introduction of crosslinking processes has permitted the continuous operating temper-
ature of polymeric cables (XLPE and EPR) to be increased to 90◦C, equalling that of
oil-filled (LPOF and HPOF) paper and polypropylene paper laminate (PPLP) cables.
The use of XLPE as the insulation for transmission cables has grown steadily since
the early 1990s. Many extruded power cables have been operating for 20 years and
are approaching the end of their 30-year design life. If robust methodologies could be
found for improving or/and evaluating the reliability of AC power cables, it may be
possible to continue to use them without compromising the reliability of the system.
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Such methodologies require considerable improvements in the understanding of any
ageing or degradation mechanisms of cable insulation. They would enable XLPE
cables to be more competitive at EHV levels.

Recently, there has been considerable discussion in the literature about whether
semicrystalline polymer insulation, such as XLPE, will age naturally under combined
thermal and electric fields, without water or extrinsic damage (e.g. CPVs). Such
considerations suggest that the polymer is gradually weakened and that this weakening
may eventually lead to failure. Some of the theories of ageing suggest that a minimum
field (perhaps around 20 kV/mm) is required for such ageing to occur, others assume
just that the ageing slows up considerably at lower fields. The three main current
theories are: the Dissado–Montanari–Mazzanti (DMM) theory [23], that of Lewis
et al. [24] and the Crine theory [25]. There is not space to contrast these models
here (see, e.g. Griffiths et al. [26]) but the essential elements are described. It is
assumed that this ageing is macroscopic whereas the extrinsic and treeing degradation
is localised and leads directly to a breakdown channel. This ageing leads ultimately
to partial discharging or/and electrical treeing. The ageing process is likely to start at
nanometre size scales, and for this reason is difficult to observe directly. It is likely to
lead to the production of nano-voids which gradually increase in both size and number.
Once these approach the micron size scale, they may be capable of precipitating
breakdown through energetic mechanisms, such as hot electron damage, which can
take place close to the design field in the presence of large defects. The ageing
mechanisms proposed therefore involve the production of macrodefects (>10 μm)
from microdefects (<10 nm).

The ageing models lead to equations describing the life of the insulating material in
terms of the field and temperature. There has been considerable work (e.g. European
ARTEMIS1 programme) to understand these mechanisms better in order to be able to
diagnose the state of a cable, develop a replacement policy based on such diagnosis and
develop life models to be used in the resource management of cable systems. Such
an improved understanding is also useful in considering whether it is worthwhile
investing further effort in improving manufacturing processes.

The three models referred to earlier differ slightly in physical details and some-
what more in their mathematical development but their commonality can be found
in considering the different size scales of the various processes involved. The Lewis
model considers the breaking of chemical bonds as a starting point for the ageing.
The problem is stated more generally in thermodynamic terms in the other two ageing
models. They consider that moieties – i.e. small regions – of the polymer may exist in
either of two states. In an unaged polymer, most of the moieties are in state 1 whereas,
as ageing progresses, more and more moieties switch to state 2. An energy barrier
exists between the states and moieties may switch between states by thermal activa-
tion. In the Lewis model, these states would comprise unbroken and broken bonds; the
other two models are more general and may include molecular chain reconfigurations,
for example. The presence of a local electric field changes the dynamic equilibrium
between the states, and, according to the DMM theory, causes irreversible changes
when a threshold field is exceeded. It is assumed that changes from state 1 to state 2
will eventually strain, and, possibly, lead to nanometre and submicron sized voids
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Figure 10.9 Electrical life line with model (line) and experimental data points (from
[27]) for AC polyimide data. Experimental points at 63.2% failure
probability are displayed

when a sufficient concentration of moieties have switched to state 2. Areas that are
mechanically weakened in this way will increase in size leading to super-micron-sized
voids and the more rapid degradation associated with hot electron injection, partial
discharging and electrical treeing, for example.

All three models assume that a section of the polymer can transfer between alter-
native local states by surmounting an energy barrier. The presence of an electric field
alters the energies of the two states, thereby altering the relative proportions of the
polymer in each of the alternative states at equilibrium. It also accelerates the rate
of approach to the equilibrium distribution from any arbitrary starting distribution. It
is important to note that these processes are temperature dependent. A typical result
from such modelling is shown in Figure 10.9.

10.5 Mathematical design models for cables

Cables are designed to operate at electrical stresses in the range of 3–11 kV/mm
(Table 10.1). However, the breakdown strengths of virgin cables are often in the
range of 80–100 kV/mm. It is interesting to examine why the practical stresses are
so much lower than the strength of the material. Many studies have shown that the
electrical strength of practical cables is reduced with:

• increased operating temperatures – cable tests are often carried out at ambient
temperature whereas the cables are required to operate at 90◦C

• length of operation – cables age (use up some of their performance) during oper-
ation, such that the performance capability after ten years’ operation is less than
at the start

• length of cable and thickness of insulation – the more insulation materials
employed, the larger the probability of occurrence of the harmful particles.
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These effects need to be accommodated when designing the cable. The largest of these
effects and the one that is most difficult to address is the length of operation. This is
difficult because the lifetime of cables is generally very long, typically 30–40 years.
This time span is longer than can be practically tested. Thus, engineers adopt the
approach of testing for 0.5–2 years and then extrapolating to the end of life. To enable
this extrapolation, an ageing model is required. Section 10.4.3 describes a number
of ageing models that have been developed. However, these ageing models have yet
to gain any significant acceptance amongst cable manufacturers and users, probably
because of their high complexity and the lack of good data to support them. Currently,
the inverse power law model is still widely used together with Weibull statistics to
indicate the reliability. In this section, we do not propose to describe these models
in detail, they are described elsewhere (e.g. Reference 14), or to describe the mathe-
matics of the new ageing models referenced above, we merely want to comment on
how important this area is for development.

The main inputs into mathematical design models are:

• electrical ageing models which enable the extrapolation of test data out to service
lives

• the experimental ageing data that serve as input to the ageing models
• the breakdown characteristics of the cable systems.

However, as can be seen from Figure 10.10, even the global experience of cable
design data in this area is somewhat limited.
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Figure 10.11 Time to failure of XLPE cables installed in air when tested at two
different stresses

Furthermore, it can be seen from Figure 10.11 that the likelihood of cable failure
increases with time under electrical stress and that the ageing rate is very sensitive to
the applied electrical stress. The typical time to failure can be described by a number
of statistics (Gaussian, Weibull, Parameter Free, etc., see, e.g., Reference 28); the
relationship of these times to the stress and temperature is the ageing models. Once
the correct model has been established and parameterised, it may then be used to
determine the typical failure time for any desired stress and temperature. It should be
recognised that the ageing models deal with the relationship of the typical values but
do not, in general, deal with the statistical scatter. This scatter can be quite large (an
order of magnitude in the case for 33 kV/mm) and can have a profound influence on
the engineering predictions that emerge.

The importance of ageing considerations can be seen by considering one of the
many cable design approaches presently used for HV and EHV XLPE cables. It is
known that the AC voltage breakdown stress reduces with time and temperature.
Thus, the approach is based on four steps: [30]

(i) determining the breakdown performance of the virgin cables
(ii) determining how much of the initial performance will be lost due to elevated

temperature operation
(iii) determining how much of this performance will be consumed during the service

life of the cable system
(iv) determining an appropriate safety factor.

The following equations are then used:

Edesign = Efail

FsafetyFageFtemp
(10.4)

thickness = V /
√

3

Edesign
(10.5)
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where:

Edesign = insulation design stress [kV/mm]
Efail = reference stress for cable failure; taken from breakdown curves [kV/mm]
Fsafety = safety factor
Fage = ageing factor relating test duration to the required life of the cable
Ftemp = temperature factor relating test temperature to service temperature
V = cable voltage
thickness = thickness of insulation.

This approach has been used for the design of 275–500 kV XLPE cables. By way of an
example, the thickness of a 400 kV cable may be determined for the AC condition by:

Edesign = 40

1.1 × 2.3 × 1.1
= 14 kV/mm (10.6)

thickness = 400/
√

3

14
= 17 mm (10.7)

In this case, the level of ageing was assessed using the inverse power law for a design
life of 30 years. Inspection clearly shows that the largest factor that influences the
design stress and thus the thickness of a cable is the allowance made for ageing;
the 2.3 factor. If the allowance is too much, the cable will be too large and, hence,
there may be issues associated with weight, cost, length on a drum and number of
accessories. If the allowance is too little, then the cable will be too small and the
reliability will be compromised.

Thus, there can be no doubt that the correct understanding of the ageing phenom-
ena and the ability to accurately model them are absolutely critical to the development,
approval and successful operation of XLPE cables.

10.6 Direct current transmission

10.6.1 Economics

The incorporation of DC transmission into the pan-European network is not likely
to make massive savings in efficiency. However, even small savings may have very
large environmental benefits. For example, KEMAhas estimated [31] that the savings
from DC distribution in the EC would be approximately 9.5 Mtonnes of CO2, approx-
imately one per cent of the total produced by electrical sources in the EC at the
moment.

Long distance HV cable interconnects are possible with reactive compensation
[29]. A simple calculation shows that a typical 100 MW capacity AC cable uses
approximately two per cent of its power in losses over 250 km, approximately
13 per cent over 500 km and almost 90 per cent over 1000 km. These large losses do
not occur under DC. Since high voltage DC cables are expected to be more compact
and recyclable, it may be possible to use them as longer links. This would also make
their installation less controversial as visual impact and noise would be reduced.
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10.6.1.1 Economic drivers

In 1999, overall European electricity generation capacity was 575 GW with 322 GW
being conventional thermal plant. The corresponding actual energy generated for all
plant was 2533 TWh of which 1281 TWh was conventional thermal which is worth
$150 billion per annum.

KEMA, in their analysis of the potential benefits of the DC society [31], consider
that the following advantages exist in incorporating DC transmission into the current
AC grid:

• decrease of transmission and distribution losses by 40 per cent
• simple embedding of renewable energy sources such as photo-voltaics and

fuel cells
• simple connection of energy storage systems
• better use of existing transmission infrastructure due to higher energy densities
• improved control of energy transport by fast power electronic devices, no reactive

power and limited short circuit currents
• space saving with associated economic benefits.

Andersen et al. [33], in a 2002 review article, state, ‘High voltage direct current
(HVDC) is often the economic means for delivering electric power over long distance
and/or for interconnecting two unsynchronised AC networks, which may be at dif-
ferent frequencies. HVDC schemes totalling 60 GW with individual scheme ratings
between 50 MW and 6300 MW have been installed worldwide, and many more
installations are being considered’. The controllability of HVDC means that the
power delivered can be modulated to give improved damping to the AC transmis-
sion, sometimes allowing additional power to be transmitted safely through the AC
interconnection.

Such benefits are expected to generate a European internal market and a global
market for high voltage DC links. For polymer-insulated HVDC cable systems oper-
ating with new converter technology, the opportunity is illustrated well by experience
to date with ABB’s HVDC Light cable system which, in three years, has achieved
the penetration shown in Table 10.4.

Table 10.4 HVDC light cable projects

Project Power Voltage rating Cable length In service
(MVA) (kV) (km) (year)

Gotland/SE 50 80 140 1999
Directlink/AU 180 84 354 2000
Tjœreborg/DK 8 10 8 2000
Murraylink/AV 200 150 355 2002
Cross Sound/US 330 150 82 2002∗

∗ successfully commissioned, commercial operation delayed
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Although these systems are still unproven in long-life installations and with new
voltage source converter technology (VSC) which is currently limited to 150 kV, it
is expected that over the long term they will be capable of operating in excess of
150 kV and could achieve or probably exceed power ratings equivalent to current
HVAC power cable systems i.e. 500–1000 MVA. The operational benefits of being
able to transmit higher powers over equivalent HVDC cables without the need for
static VAR compensation as required with AC systems, and the reducing cost of
new VSC technologies, are expected to produce both capital investment and oper-
ational savings that will lead to continual improvements in the cost benefit case.
When the environmental benefits are added, it is expected that HVDC intercon-
nections will present a compelling case for a variety of interconnection projects
worldwide.

10.7 Testing

Polymeric power cable testing recommendations are contained in IEC 60840 [34].
These are classified as:

• type tests
• routine tests
• sample tests
• electrical tests after installation.

Prequalification tests are included for EHV and MV cables, but not HV (IEC 60840).
The status of HV prequalification tests are the subject of much discussion.

10.7.1 Prequalification and development tests

Prequalification tests are usually carried out by manufacturers to satisfy themselves
before formal development testing. As such, predevelopment tests vary widely
although CIGRE Working Group 21.03 has made some suggestions [34] mainly
regarding checking for contaminants, protrusions and voids.

Prequalification tests are intended to be representative of onsite conditions. Accel-
erated ageing is usually provided by increased electrical stresses (<1.7 U0) and by
heating and cooling cycles2. In addition, a prequalification test may include lightning
and switching impulse testing and wet testing to ensure that water trees do not grow.
Typical protocols are described in References 35 and 36. Prequalification tests require
approximately 1 year at EHV and between 1 and 2 years at MV.

10.7.2 Type approval testing

There are industry standards for type, sample and routine tests [34–40]. Type tests
are project based; they qualify a particular design of cable and accessories and there-
fore, in principle, only need to be carried out once. Type approval tests require
approximately 30–40 days to complete.
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A typical type test includes both electrical and non-electrical testing including:

• partial discharge testing
• dissipation factor
• switching and lightning impulse testing
• withstand voltage during bending and crossbonding leads.
• various mechanical properties before and after thermal ageing
• ozone resistance
• density measurement
• carbon black content
• cold elongation and cold impact testing.

10.7.3 Sample testing

To check that the cable is within specified limits, a reel of cable from each
manufacturing run is tested. Typically, this includes [41]:

• conductor examination and measurement of its electrical resistance
• checks of dimensional accuracy
• hot set test for XLPE and EPR insulation
• measurement of capacitance
• measurement of density of HDPE
• lightning impulse test followed by a power frequency voltage test.

10.7.4 Routine testing

Routine tests are carried out on each manufactured component to check that it meets
specifications. These take the form of voltage withstand and partial discharge tests,
Table 10.5 [41]; all delivered cables must successfully complete this test before
dispatch.

10.7.5 Future trends in testing

At present, there is no agreement about whether tests are necessary, or what form such
tests should take, to monitor dry (thermoelectric) ageing (section 10.4.3). Ageing, in
this context, is considered to be the change within the polymer, brought about by
electrical and thermal stresses, that leads to macroscopic degradation, thus loss of
serviceability, ultimately leading to partial discharging and electrical treeing. Experi-
mental techniques are therefore required that can be used in a complementary manner
and that can be expected to provide chemical–physical, microstructural and electrical
characterisation. It is also important that these experimental techniques provide ageing
markers that can be used for the prognosis of the cable and the diagnosis of ageing
leading to both bulk and localised degradation, which can take place close to the
design field.

The European ARTEMIS programme, whose partners include cable
manufacturers, material suppliers, electricity distributors and a number of universities
throughout Europe, has been tackling this problem. In the programme, a variety of
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Table 10.5 Typical requirements for routine tests [41]

Rated Withstand test Withstand test Partial discharge
voltage(kV) voltage (kV) duration (Min) test voltage (kV)

45–47 65 30 39
60–69 90 30 54

110–115 160 30 96
132–138 190 30 114
150–161 218 30 131
220–230 318 30 190
285–287 400 30 240
330–345 420 60 285
380–400 420 120 330
500 550 120 435

investigative techniques have been applied to lengths of cables and to samples peeled
from full-sized XLPE-insulated cables. The techniques used range from those with
micron and submicron resolution, which are intended to determine submicron fea-
tures, through to ‘bulk’measurements such as differential scanning calorimetry (DSC)
that give information on larger characteristics, e.g. crystallinity, in addition to lamella
thickness information. Spectroscopic techniques have been used to identify the chem-
ical composition (e.g. in terms of crosslinking byproducts such as acetophenone and
cumyl alcohol) and aid the interpretation of the electroluminescence processes. The
electrical properties of the material are characterised by dielectric measurements,
conduction currents, electroluminescence, space charge accumulation and packet for-
mation. Relationships between the various electrical properties are attempted taking
into account the transit of space charge across the sample and the onset field at which
electroluminescence and space charge can be detected.

It is expected that tests based on such work will be developed by cable
manufacturers as the basis for the prognosis of the health of the cable systems [42].

10.8 Notes

1 Ageing and reliability testing and monitoring of power cables: diagnosis for
insulating systems
2 U0 is the rated r.m.s. power frequency voltage between each conductor and screen
or sheath for which cables and accessories are designed
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Chapter 11

Numerical analysis of electrical fields
in high voltage equipment

A.E. Baker, T.W. Preston and J.P. Sturgess

11.1 Introduction

The accurate determination of the electrical field distribution is vitally important in
the production of safe and economic designs of high voltage electrical equipment.

With transmission voltages typically 400 kV (r.m.s.), line and test voltages of
630 kV (r.m.s.) at power frequencies and 1425 kV (peak) lightning impulse, the
problems of configuring the high voltage (HV) winding, leads, stress control rings
and bushings of an HV transformer become apparent. On the rare occasions when
something goes wrong, the consequences can be very serious. Figure 11.1 indicates
the severe damage that can be caused by an HV flashover, in this case between the
corona shield at the coil end of the HV bushing and a neutral lead. The insulation on
the lead had been severely ruptured, and as a result a costly repair was needed.

The HV transformer is only one of many examples that show the importance of
designers having analysis techniques capable of assessing or revalidating their designs
accurately under all anticipated steady-state and transient operating conditions.

Besides the quasi-electrostatic problems associated with HV equipment discussed
above, there is much interest in, and concern over, the large voltage gradients that
occur along the end windings of machines fed by inverters. The inverter voltage
waveforms, seen by the end windings, contain high harmonic components that can
lead to sparking and erosion at the insulation surface unless special measures are
taken. To alleviate the stresses, special insulating tapes have been developed whose
conductivity increases with the applied electrical stress [1, 2]. These tapes reduce the
stress concentration where the stator winding emerges from the stator slot.

As shown by the examples given, physical characteristics such as the geometric
arrangement, the material properties of the insulation and stress grading materials
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Figure 11.1 Insulation rupture of the neutral lead (courtesy of ALSTOM T&D –
Transformers, Stafford (TST))

and the applied voltage must be taken into consideration. Thus, as new materials are
developed and new configurations conceived, it is essential to be able to model them
at the design stage rather than to rely solely on intuition and experience.

Modern design analysis is based on numerical methods, several of which are
available to the designer. The question is, which one offers the best facilities in terms
of speed of analysis, flexibility of modelling and range of investigative tools?

11.2 Which numerical method?

11.2.1 The finite-difference method

The finite-difference method was originally developed by Southwell [3] in 1946 but
was not extensively used until the early 1960s when digital computers could be used
to improve solution speed.

The method relies on the problem area being divided into a grid structure, as
shown in Figure 11.2, from which a numerical equation for each grid intersection can
be obtained through a Taylor expansion of the differential equations describing the
solution field. From the resulting matrix the formulation potential can be evaluated
at each node. Normally the matrix of equations is solved using an iterative method.

The method has been mainly used for two-dimensional geometries but can also
be applied to three-dimensional arrangements. However, the representation of curved
or irregular volumes is poor and, in electrostatic calculations, the electrical stresses
can be misleading in these regions.
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flange

bushing core

bushing profile

Figure 11.2 Example of a finite-difference mesh

11.2.2 The finite-element method

The finite-element method was originally used in the aeronautical and civil
engineering industries and was promoted extensively by Zienkiewicz and Taylor [4]
in the late 1950s and early 1960s. It was the late sixties before the method entered the
electrical engineering industry, but it has been continually developed since that time.

The method relies on transforming the problem area of complicated form over
a continuous region into one in which the region is divided into small elements
(discretised) and an approximate solution is used for the field quantity in each element
(Figure 11.3). By suitable choice of elements, complicated geometries can be repre-
sented and each element can have different physical properties, that may be non-linear
(i.e. field dependent). Transforming the governing partial differential equations into
an energy form, an algebraic expression may be created for the potential at each node
through the extremisation of the energy functional. The resulting set of equations is
sparse and there are many techniques that can be used to invert the matrix efficiently.

Although a two-dimensional problem is shown in Figure 11.3, the method is
equally adaptable to three-dimensional situations. However, the generation of the
mesh is more complex and time consuming. In excess of 1 million unknowns is not
uncommon.

11.2.3 The boundary-element method

This is another analysis technique that has been available to designers for many years.
It models the problem under consideration by representation of the surfaces of the
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Figure 11.3 Example of a finite-element mesh

bushing core
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air region

Figure 11.4 Example of a boundary-element mesh

regions concerned rather than their interiors, in contrast with the last two methods.
This results in the problem being reduced by a dimension, i.e. a two-dimensional
problem is modelled with one-dimensional (line) elements, a three-dimensional one
with two-dimensional elements. A significant advantage of the method is the fact that
the air regions between solid objects do not need to be discretised. This can be of
major benefit when it comes to three-dimensional mesh generation. An example of
a boundary-element discretisation is shown in Figure 11.4.
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The numerical equations are formed from the application of Green’s theorem to
the partial differential equations that describe the field distribution within the region
concerned. An equation is formed at the nodes on the outer surfaces of all regions and
results in an unsymmetrical, densely packed matrix. An efficient method for inverting
the matrix is difficult to find and leads to large solution times.

The method is applicable to both two-dimensional and three-dimension problems.
However, the latter results in a very large unsymmetrical matrix to be inverted, so
restricting the complexity of the problem that can be solved.

11.2.4 Comparative summary

All the techniques described have their advantages and disadvantages, so complicating
choice. For instance, although it is easy to set up the problem, the finite-difference
technique is not easily applied to modelling irregular geometries, such as slanted and
curved surfaces. Nodal distribution can also be very inefficient. This is not so with
finite elements. Equally, the boundary-element method can model efficiently regions
in which the material properties are linear, but it is not efficient at handling non-
linear materials. Furthermore, the type of matrix formed is not amenable to efficient
solution. The finite-element method is well suited to the modelling of non-linear
materials and the sparse form of the resulting matrix makes it readily adaptable to
efficient solution, but it is necessary to discretise the free space surrounding the object
to be modelled.

It is impossible to be definitive as to which method is best – different estab-
lishments will arrive at different conclusions according to their specific range of
applications and problems. However, history has shown that as a robust and flexi-
ble design method, the finite-element method is generally best suited to the needs
of designers, although in some cases there is little to choose between it and the
boundary-element method.

11.3 Formulation of the finite-element equations in two and three
dimensions

11.3.1 General

The finite-element method transforms a problem of complicated form in a continuous
region into one in which the region is subdivided into a large number of well defined
regions, known as elements. An approximate (though good) solution is obtained for
the potential at the nodes that lie at the vertices of the element. It will be evident that
complicated geometries can be represented well and that, in principle, each element
can have different properties.

In order to obtain the field distribution in a defined space, a formulation is obtained
either through an approach such as the Galerkin method [5] or directly via a functional
derived from the stored electrical energy of the region under consideration. This
functional is extremised with respect to the potential at the nodes defining the elements
and then integrated over all elements associated with the node concerned, given an
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assumed polynomial variation of potential over the element (the shape function). An
equation is thus formed at each node, resulting in a large set of simultaneous equations
that replaces the governing partial differential equation.

To illustrate the process, the method will be applied to the modelling of an elec-
trostatic field. The partial differential equation that describes the voltage potential
distribution within any given region is derived as follows:

∇ · D = ρv (11.1)

where D is electrical flux density, Cm−2, ρv is free charge density, Cm−3, and since
D = ε0εrE then Equation (11.1) becomes:

∇ · (ε0εrE) = ρv (11.2)

where E is electrical stress, Vm−1, ε0 is 8.85419 × 10−12, Fm−1 and εr is relative
permittivity.

To formulate in terms of the voltage potential, V can be written in terms of E:

−∇V = E (11.3)

Substituting this in Equation (11.2) results in the following equation:

∇ · {ε0εr(−∇V )} = ρv (11.4)

Equation (11.4) can be rewritten for a homogeneous region as:

∇ · ∇V = − ρv

ε0εr

(11.5)

Equation (11.5) is called Poisson’s equation and applies to a homogeneous medium.
If ρv is zero the equation reduces to Laplace’s equation for homogeneous media. This
is shown in full by Equation (11.6) (an expansion of Equation (11.5) in Cartesian
coordinates):

∂2V

∂x2 + ∂2V

∂y2 + ∂2V

∂z2 = 0 (11.6)

Equation (11.6) is the partial differential equation that describes the voltage potential
distribution in high voltage situations were the medium is homogeneous and the
charge density is zero. If the medium is non-homogeneous then Equation (11.6) is
written as:

ε0εr

(
∂2V

∂x2 + ∂2V

∂y2 + ∂2V

∂z2

)
= 0 (11.7)

for each region. This is to allow for the different permittivities in the different regions.
To use Equation (11.7) in a finite-element formulation requires the equation to

be transformed into an energy functional form that relates directly to the electrical
energy of the system. This equation can be derived by several methods as described
in the following section.



Numerical analysis of electrical fields in high voltage equipment 517

11.3.2 Forming the functional equation

Several approaches are possible for formulating the functional equation. One is to
use the variational method, which is based on Euler’s theorem [6]. Unfortunately, it
is not always possible to deduce the functional from it, and it is not regularly used.
However, Euler’s equation can always be used to check the validity of the functional
since the resulting equation reverts to the original partial differential form.

An alternative method, the energy-related functional, can often be written directly
from electrical stored energy considerations. This approach is, perhaps, more intuitive
for the engineer who can more easily relate to the energy of a system rather than
a strictly mathematical approach.

A third and increasingly popular technique is a particular implementation of the
weighted residual method known as the Galerkin method. The Galerkin method starts
by supposing that a trial solution potential exists at each node. Insertion of this set
of potentials into the governing equation will lead to a residual at each node, i.e.
the equation will not be perfectly satisfied since, in general, the trial values will
not be correct (there is a similarity to the finite-difference formulation here). It is
clear that an approximate solution can be obtained by adjusting the potentials to
minimise the sum of the residuals at all the nodes (this method is sometimes called
the collocation method). However, a better solution can be obtained by introducing
weighting functions at each node to try to force the sum of the local residual errors
to zero over the whole domain. This method is described as the weighted residual
method. Where the weighting functions used are the chosen shape functions for the
discretised region, the method becomes the Galerkin method.

11.3.3 The energy functional illustrated

The total electrical energy in a system of volume � may be written as:

F = 1

2

∫
�

D · E d� (11.8)

i.e.

F =
∫

�

1

2
ε0εrE

2d� (11.9)

If it is assumed that the permittivity is constant within the region concerned, then
Equation (11.9) may be used to write the energy (in a Cartesian coordinate system) as:

F =
∫

�

ε0εr

2

[(
∂V

∂x

)2

+
(

∂V

∂y

)2

+
(

∂V

∂z

)2
]

dx dy dz (11.10)

It can be shown that this is the functional that, when differentiated with respect to
V and equated to zero, gives a distribution of V that satisfies the governing partial
differential equation. Physically, the process corresponds to minimising the stored
electrical energy i.e. the potential energy of the system for the imposed boundary
conditions. The differentiation is most conveniently carried out on the discretised
system, and this will be shown in relation to the two-dimensional case.
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For element e:

Fe = ε0εr

2

∫
e

[(
∂V

∂x

)2

+
(

∂V

∂y

)2
]

dx dy (11.11)

where suffix e indicates integration over an element.
Hence, the contribution to the rate of change of F with V from the variation of

potential of node i in element e only, χe, is:

χe = ∂Fe

∂Vi

= ε0εr

2

∫
e

∂

∂Vi

[(
∂V

∂x

)2

+
(

∂V

∂y

)2
]

dx dy (11.12)

χe = ε0εr

2

∫
e

[
2

∂V

∂x
· ∂

∂Vi

(
∂V

∂x

)
+ 2

∂V

∂y
· ∂

∂Vi

(
∂V

∂y

)]
dx dy (11.13)

11.3.4 Numerical representation

To solve high voltage problems using the finite-element method requires
Equation (11.13) to be equated to zero. To represent the problem numerically, the
problem region is divided into elements and Equation (11.13) is applied at the nodes
forming the element vertices. The variation of the potential over the elemental shape
has then to be approximated by a polynomial distribution (known as the shape
function). The order of the chosen polynomial will dictate the type of element used,
for example a linear distribution would only require a simple triangular element. For
higher order shape functions, the number of nodes describing the element must be
capable of defining the order used, e.g. a quadratic shape function over a triangular
element requires nodes at the middle of each element side. Many books on the finite-
element method, e.g. Reece and Preston [7], cover the numerical derivation of the
functional, so it will not be discussed further here.

There will be contributions to the rate of change of the region functional χ with
respect to the potential Vi at node i from all the elements connected to i. In the case
shown in Figure 11.5, there will be contributions from elements 1 to 6.

Hence, generally, the contribution to ∂F/∂V from a change in Vi is:

∂F

∂Vi

=
∑

e

∂Fe

∂Vi

(11.14)

where
∑

e represents the summation of contributions from all elements associated
with Vi , i.e., all the elements connected to node i.

When these derivatives are equated to zero, a group of simultaneous equations is
formed. These can be written in matrix form as:

[St ]{Vi} = 0 (11.15)

where [St ] is a square matrix known as the stiffness matrix and is formed from the
geometric coordinates of the nodes defining the elements and the material properties.
Vi is a column matrix containing all the nodal potentials. The coefficient stiffness
matrix will be sparse, i.e. it will contain many zeros since, from the discussion above,
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Figure 11.5 Elements associated with node i

it will be evident that any node will only be coupled to nodes directly connected
to it by an element edge. Some of the nodes included in the equations will fall on
boundaries, and their potentials may be known, or some other boundary condition
may apply.

11.4 Variations on the basic formulation

11.4.1 General

When solving engineering problems, certain features arise where it is necessary to
modify the original formulation either to improve the accuracy of modelling or speed
of solution. Such features could be the representation of very thin metal foils that
are used in bushings to grade the potential, so avoiding high stress regions, or the
representation of partially conducting layers such as may occur on overhead lines due
to contamination from the environment. To model these types of region requires the
use of very thin elements (which can lead to numerical inaccuracy) or a modification
to the formulation to allow elements of zero thickness to be used. The section below
details several engineering implementations which have enabled a wider range of
problems to be solved.

11.4.2 Representation of foils

In the design of high voltage systems, there is a need, in particular regions, to grade the
voltage distribution or to shield regions of potentially high stress. Normally, this stress
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grading is achieved through the use of foils which are thin metal strips. Figures 11.6
and 11.7 illustrate two examples where foils are used.

The electrical characteristic of a foil is a surface of constant voltage, whose value
is dependent upon the capacitance of the system in which it is used.

To model foils using finite elements the foil is either represented as a region of high
permittivity or as a constant voltage surface. The first approach has the disadvantage
that foils are extremely thin (∼0.1 mm) and to model them would result in skinny
elements having a large aspect ratio. This, combined with the very large permittivity,
makes the stiffness matrix ill conditioned with the result that it cannot be inverted
accurately. The second approach is by far the most convenient and accurate way of
modelling foils. Figure 11.8 illustrates, schematically, how the foil can be represented
by line elements.

All the nodes connected by the line elements (marked ‘F’ in the figure) are con-
strained to be at the same (unknown) potential, whose value floats to a level that is
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consistent with the capacitive distribution of the problem. A fine mesh is required at
the end of the foils to ensure an accurate value of stress.

11.4.3 Directional permittivity

In high voltage equipment, there is a considerable amount of insulating material used
for support purposes and, in some cases, these structures can have permittivities that
depend upon the method of construction. For instance, a material used regularly in
high voltage transformers is made from a wood/resin mixture. The electrical grade
consists of laminates of wood bonded together with resin to form a layered board
having different permittivities in different directions. However, the mechanical grade
is formed from a homogeneous wood/resin mixture, so the bulk permittivities are the
same in all directions.

To model directional permittivities the functional equation is modified simply by
relating the directional permittivity to the appropriate coordinate as indicated in the
following equation:

F =
∫

�

ε0

2

[
εx

(
∂V

∂x

)2

+ εy

(
∂V

∂y

)2

+ εz

(
∂V

∂z

)2
]

dx dy dz (11.16)

11.4.4 Modelling resistive/capacitive systems

There are numerous occurrences in industrial design where the material used has both
capacitive and resistive properties. Examples are:

(i) stress grading paints or tapes used to redistribute the stresses on the end
windings when they emerge from the stator core of machines
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(ii) contamination on bushings derived from environmental effects
(iii) the coating of optical fibres, intended for use in high voltage environments,

with a semiconductor to prevent high stress due to surface defects.

The current density in a partially conducting material has two components: Jcond , the
conduction current and Jcap, the capacitive current:

J = Jcond + Jcap (11.17)

These can be related to the permittivity, ε, the conductivity, σ , and the time derivative
of the electric field, E:

J = σE + ∂εE

∂t
(11.18)

If the electric field is assumed to vary sinusoidally with time at a radian frequency ω,
then:

J = σE + jωεE (11.19)

or, a complex permittivity may be defined to relate D and E:

D =
(
ε − j

σ

ω

)
E (11.20)

The electric energy over a volume � for this system is given, from Equation (11.8), by:

F =
(
ε − j

σ

ω

) ∫
�

E · E

2
d� (11.21)

Replacing E by the derivative of the voltage gives the functional:

χ = 1

2

(
ε − j

σ

ω

) ∫
�

(
∂V

∂x

)2

+
(

∂V

∂y

)2

+
(

∂V

∂z

)2

d� (11.22)

The functional can be discretised using the finite-element method and then minimised
to give the voltage distribution. The problem can be solved for a three-dimensional
region which is divided into tetrahedral elements or reduced to two-dimensional and
solved over triangles, for example. The voltage over each tetrahedron can be described
by a first-order linear shape function or by higher order elements. Once the voltage
distribution has been found, it is possible to derive further field quantities such as
electric stress, current density and loss intensity.

11.4.5 Modelling partially conducting tapes and paints

Partially conducting regions such as stress grading tapes or contaminated surfaces are
typically only tenths of a millimetre thick, orders of magnitude smaller than typical
dimensions associated with other components of the problem concerned. In a normal
finite-element formulation, this leads to elements in the mesh with poor aspect ratios
which can, in turn, lead to numerical instability, particularly in a non-linear regime.
For this reason, a surface element formulation can be introduced to represent those
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types of partially conducting region whose relative thickness is small. The surface
elements are assigned the material properties of the partially conducting layer but the
elements occupy no physical thickness in the model. This allows the energy associated
with the stress grading layer to be included without the numerical errors that skinny
elements would introduce. The formulation assumes that there is a voltage drop along
the length and width of the tape but not across its thickness.

The energy functional at the surface is similar to that for the volume:

χ = 1

2

(
ε − j

σ

ω

) ∫
�

(
∂V

∂p

)2

+
(

∂V

∂q

)2

d� (11.23)

where p and q are two mutually orthogonal directions tangential to the plane of the
surface element.

11.4.6 Space charge modelling

The effects of space charge can be included via the Poisson equation:

∇2V = − ρ

ε0
(11.24)

where ρ is the charge density.
In general, the space charge distribution will not be known a priori and must be

calculated iteratively during the finite-element solution. This is achieved by including
an additional relationship between the voltage and the charge density. There are
many possibilities for this relationship, depending on the physics of the problem.
For example, in the case of a multielectrode valve device under space charge limited
conditions, the voltage and current at a point are related by the three-halves power law:

V 3/2 = 9

4

J

ε0

(m

2e

)1/2
x2 (11.25)

where J is the current density at the given point, Am−2, m is the mass of an electron,
kg, e is the charge on the electron, C, x is the distance of the point from the cathode,
m and V is the voltage at the given point, volts.

The current density is related to the charge density by:

J = ρu (11.26)

where u is the electron velocity, ms−1.
In this case, the electron velocity can be obtained by equating the electron kinetic

energy and the electrical potential energy.
This gives a relation between V and ρ which can be used in the finite-element

iterations until a consistent voltage and charge distribution is found:

ρ = −J
( m

2eV

)1/2
(11.27)

For other space charge problems, the physical relationship between voltage and charge
density may be different and alternative formulations may be required such as ray
tracing simulation or surface charge modelling – Hanke et al. [8].
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11.4.7 Time variation

When the applied voltage cannot be represented by a sinusoid, for example when
transient or containing harmonics, it is necessary to use a time domain solution to time
step through the waveform. At each time step, an iterative method is used to reach
the correct conductivity for the electric stress distribution based on the non-linear
characteristics of the material.

The finite-element equation for the voltage can be written in terms of the stiffness
matrix [S], the nodal voltages {V }, and the material properties as:

σ [S]{V } + ε[S]d{V }
dt

= 0 (11.28)

The time derivative can be approximated by:

∂V

∂t
= Vnew − Vold

�t
(11.29)

Then, evaluating the voltage at the mid-point of the time step gives:

σ [S]1/2({Vnew} + {Vold}) + ε[S]({Vnew} − {Vold})
�t

= 0 (11.30)

At a given time step, Vnew is unknown while Vold is known from the previous step.
Thus, the finite-element equation to be solved becomes:

[S]
(σ

2
+ ε

�t

)
{Vnew} + [S]

(σ

2
− ε

�t

)
{Vold} = 0 (11.31)

11.4.8 Open boundary problems

Of significant concern in most electrical field analysis is the representation of the
infinity of free space in which many devices are assumed to sit. If free space is
discretised along with the rest of the model, there is a question of where the mesh
should be truncated. The simple, but unhelpful, answer is that the region should be
truncated at a point where placing it any further away from the sources has no effect
on the solution. Clearly, this involves at least two solutions to the problem.

To avoid this, there have been quite a number of methods proposed that may be
characterised as:

(i) using elements with special properties
(ii) applying special boundary conditions.

In the former category come so-called ballooning elements and infinite elements.
These methods often require boundaries of predetermined shapes or discretisation,
which may be restrictive. In the latter come hybrid finite-element/boundary-element
methods (requiring special post-processing techniques) and, more recently, the charge
iteration method of Aiello et al. [9]. This last method is showing great promise, as
the boundaries of the mesh can be of arbitrary shape and placed quite close to the
sources of excitation. It is even possible to have some parts of the mesh physically
disconnected from other parts of the mesh, linked only through the special boundary
conditions.
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11.5 Applications

11.5.1 General

Numerous problems arise in electrical engineering due to the presence of high
voltages. These range from insulation failure in large transformers and high voltage
generators through contamination effects on bushings and overhead lines to potential
health hazards from power lines and cables. It is not possible to illustrate all such
problems but the following examples attempt to show the versatility of the finite-
element method and how the variants of the functional are used to good effect in
solving unusual problems.

11.5.2 High voltage transmission line

There has been controversy recently concerning the effect that electric and magnetic
fields, emitted by high voltage overhead lines, might have on human beings both
psychologically and physically. Thus, there is a need to determine the magnitude
and distribution of these fields and if necessary to reduce them. Previously, this type
of investigation would be done experimentally, requiring a long length (500 m to
1000 m) of overhead line to be constructed and powered, and electromagnetic field
measurements to be made. To obtain results from such a system is time consuming
and expensive. The study below shows how this type of investigation can be done
using the finite-element method.

The problem to be solved is to determine the electric field distribution due to a set
of three-phase high voltage cables as shown in Figure 11.9. The position of the cables
is taken midway between the pylons allowing for the catenary effect due to the cable
weights. The arrangement considered is a 440 kV, twin three-phase overhead system.
(The complete cable arrangement between pylons can be modelled but would require
a three-dimensional solution that was considered unnecessary for the problem under
investigation.)

Figures 11.10 and 11.11 show the horizontal and vertical components, respec-
tively, of the electrical field distributions. The distribution shows clearly how the
cables act like aerials in emitting the field. By changing the phase sequence on one
side of the cable layout, as shown in Figure 11.12, a different distribution can be
obtained. Thus, the phase sequence can be selected to minimise the field at ground
level as shown in Figure 11.13.

Figure 11.13 indicates that a person or dwelling 45 m from the centre of the tower
(50 m along axis) will be exposed to a lower electric field with phase sequence b than
phase sequence a.

11.5.3 Foils in high voltage bushings

Figure 11.7 illustrated a conical bushing in which it was required to reduce the stress
at the junction of the insulation and conductor. Due to manufacturing tolerances, it
is almost inevitable that a void is created at such junctions between the busbar and
the insulation resulting in a high stress region with subsequent breakdown. To reduce
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Figure 11.10 Variation of the horizontal component of electric stress

the high stresses in the void region a foil can be strategically placed as shown in
Figure 11.14 which also compares the electrical stresses for the cases without and
with foils.

However, care is needed in the placement of the foil since higher stresses can,
as shown also in Figure 11.14, occur at the ends of the foil. Normally, these higher
stresses are situated in a region that can withstand the higher values than in an air void.
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11.5.4 Modelling the effect of contamination on an insulating system

Many insulating materials are used in a polluted environment; the sheds of high
voltage bushings, aerial optical fibres strung from power pylons and the end winding
conductors of some motors are just three examples. Atmospheric pollution settles
on the surface of the insulator in a thin layer. It contains a proportion of debris
that, although of very high resistivity when dry, can become partially conducting
when damp.
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Figure 11.14 Comparison of the electric stress distributions

This thin, partially conducting layer at the surface of an insulator causes the
voltage and stress distribution at the surface to change substantially from the dry
(and as-designed) state. This is particularly true if the partially conducting layer is
absent in one location for some reason, for instance:

(i) the pollution layer has dried out locally due to a local source of heat (external
or arcing)
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(ii) the pollution layer has been removed – examples include an incomplete manual
cleaning of the sheds of a bushing or birds landing on aerial optical fibres,
wiping them clean with their claws

(iii) variable exposure of the insulating system to the source of pollution.

A major difficulty for the modeller is finding an appropriate value to use for the
electrical conductivity, although many problems are not strongly sensitive to the value
chosen. If critical, studies will have to be made covering the range of possible values.

Figure 11.15 shows a section through a high voltage bushing in which foils are
used to create a uniform stress distribution in the insulation.

Three studies were performed:

(i) with all the sheds free of pollution – the as-designed state
(ii) with the surface of the sheds covered in a 1 mm thick layer of partially

conducting pollution
(iii) as (ii), but with one of the sheds free from pollution (having been cleaned,

perhaps).

Modelling partially conducting layers requires the use of an electrodynamic (or even
time-stepping) solver that can handle variations in both permittivity and electrical
conductivity. For this problem, a frequency domain (i.e. electrodynamic) formulation
was used.

The partially conducting layer of pollution was assigned an electrical resistivity
of 500 �m. Of principal interest is the maximum stress suffered by the oil, occurring
at the interface between the oil and the paper insulation.
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Figure 11.16 shows the stress variation along this surface, from bottom to top of
the bushing. The scale has been normalised so as to have a maximum stress value
of 1 for the as-designed case. The graph demonstrates that the effect of the overall
pollution layer is small, but that cleaning one shed near the bottom of the bushing can
increase the maximum stress in the oil by a factor of three.

The maximum stress will be dependent upon the electrical resistivity chosen for
the pollution layer. This is rarely known accurately and, in any case, will vary over
time with changes in atmospheric and environmental conditions. In these circum-
stances, it is appropriate to perform a sensitivity analysis, running through a range of
possible values of resistivity. With modern computing power, this is a trivial task and
gives increased confidence in the results obtained and the conclusions drawn.

Figure 11.17 shows the results of such an analysis. The maximum stress at the
oil/air interface (at about 0.25 of the device height, Figure 11.16) has been plotted
against the resistivity. For convenience, the stress has been normalised by division
by the maximum stress for the non-polluted, as-designed case. As can be seen, the
solution is relatively independent of the resistivity for values less than 5000 �m.
Above this value, the maximum relative stress falls rapidly to a point where, beyond
100 000 �m, it is having negligible effect on the stress.

11.5.5 Stress grading of high voltage windings

11.5.5.1 General

As machine end windings leave the stator core their surface can be subject to high
voltage gradients. The high electric stresses arising here can lead to sparking and
erosion. To alleviate the stresses, special stress grading materials are applied whose
resistivity varies with the applied stress. Since the tape is very thin in comparison with
other dimensions, a surface representation can be implemented. These materials have
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Figure 11.17 Variation of maximum stress with resistivity

been modelled both in the frequency and time domains as an aid to stress grading
system design.

11.5.5.2 Non-linearity

The stress grading materials have resistivity that varies with the applied electric
stress in a highly non-linear manner. Experimental measurements (Figure 11.18)
have shown that the resistivity varies very rapidly with the stress so that a simple
linear interpolation representation of the curve is not appropriate.

Examination of the experimental data has indicated an exponential variation of
the resistivity with the 2

3 power of the electric stress, Gully and Wheeler [10]:

ρs = K exp{−nE2/3} (11.32)

where ρs is the surface resistivity, ohm/� (ohm per square unit of material surface
area1), E is the surface electrical stress, kV/cm, and K and n are constants derived
from measurements. K is the resistivity constant in ohms and n is the exponential
constant. K may be thought of as the theoretical resistivity at zero stress and n

represents the degree of non-linearity the material possesses. A high conductivity
tape is denoted by a relatively low value of the resistivity constant, K , and a high
value of the exponential constant, n. As tape conductivity decreases, K increases
and n decreases

In the finite-element solution, an under-relaxation process is used to reach the
appropriate resistivity for the electric stress. At each iteration, the peak resultant
electric stress is calculated in each element. This value is used to derive a new
resistivity using Equation (11.32) and the provided parameters K and n.
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Figure 11.18 Variation of resistivity with electric stress in a stress grading
material (based on the paper ‘Finite element modelling of non-linear
stress grading materials for machine end windings’, by A.E. Baker,
A.M. Gully and J.C.G. Wheeler; as published on pp. 265–268 of the
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of Power Electronics, Machines and Drives in Bath, 16–18th
April 2002)

The values of K and n must be measured for each stress grading tape under
investigation. In addition, the properties of the tape are known to vary with ageing
and temperature. At high temperatures, the n values of stress grading tape tend to
decrease and the tape’s effectiveness reduces. An n value of zero means that the tape
has lost its non-linear properties and is only resistive.

11.5.5.3 Experimental comparison

An experimental test bar has been used as in Figure 11.19. The copper bar has a
rectangular cross section, and is wrapped with a 3 mm thick layer of insulation and
covered with an outer, 0.2 mm thick, layer of stress grading tape.

A voltage was applied to the bar, varying sinusoidally at 50 Hz. The peak voltage
was measured at points along the tape surface. The external surface of the insulation
at the centre of the bar is earthed to simulate the earthing of the stator core in a
machine. The test measurements for a typical bar are compared with the finite-element
prediction for the bar with and without stress grading tape in Figure 11.20. Note how
the voltage gradient is much reduced by the presence of the tape. For this test, the
parameters for the tape were K = 2.8 × 1010� and n = 4.3.



Numerical analysis of electrical fields in high voltage equipment 533

bare
insulation

tape earthed layer

line of symmetry

copper bar
with insulation layer
and stress grading layer

HV

Figure 11.19 Experimental bar (based on the paper ‘Finite element modelling
of non-linear stress grading materials for machine end windings’,
by A.E. Baker, A.M. Gully and J.C.G. Wheeler; as published
on pp. 265–268 of the IEE Conference Publication (no. 487) on the
International Conference of Power Electronics, Machines and Drives
in Bath, 16–18th April 2002)
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Figure 11.20 Comparison with test (based on the paper ‘Finite element modelling
of non-linear stress grading materials for machine end windings’,
by A.E. Baker, A.M. Gully and J.C.G. Wheeler; as published
on pp. 265–268 of the IEE Conference Publication (no. 487) on the
International Conference of Power Electronics, Machines and Drives
in Bath, 16–18th April 2002)
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A frequency domain solution was used, where a single value of conductivity
applies through the time cycle (section 11.4.4).

For the case shown in Figure 11.19, there is also a layer of stress grading paint
applied after the partially conducting tape. The graph shows that for this particular
bar the taped portion was too short, as there is a sharp rise in the stress at the interface
of the tape and paint. The high impedance probe used to measure the voltage along
the bar does not give reliable results on the sample bar in the paint region because
it is not of sufficiently high impedance. This is a common problem, particularly as
higher voltages are applied to the bar to simulate overvoltage tests rather than normal
service conditions. The impedance of the probe dominates, resulting in inaccurate
measurement. The finite-element method clearly has no such difficulties and the stress
can be predicted along the whole length of the bar. The inaccuracy of measurements
is exacerbated further when non-sinusoidal voltage waveforms are applied to the bar.

11.5.5.4 Effect of parameters for stress grading materials

In selecting the best tape for an application, it is useful to look at the variation of
stress with the parameters K and n. Figure 11.21 shows the variation with voltage
along a bar for different values of K and with n fixed. Figure 11.22 shows similar
curves for n varying and with K fixed.
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Figure 11.21 Variation of voltage with K (based on the paper ‘Finite element
modelling of non-linear stress grading materials for machine
end windings’, by A.E. Baker, A.M. Gully and J.C.G. Wheeler;
as published on pp. 265–268 of the IEE Conference Publication
(no. 487) on the International Conference of Power Electronics,
Machines and Drives in Bath, 16–18th April 2002)
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Figure 11.22 Variation of voltage with n (based on the paper ‘Finite element
modelling of non-linear stress grading materials for machine end
windings’, by A.E. Baker, A.M. Gully and J.C.G. Wheeler; as
published on pp. 265–268 of the IEE Conference Publication (no. 487)
on the International Conference of Power Electronics, Machines and
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In some cases, a particular stress grading system may give a good stress dis-
tribution but at the expense of increased heating in the tape. The finite-element
model can provide the current density in the tape by applying Equation (11.19) as
a post-processing function. The loss distribution can then be calculated using:

loss density = J 2

σ
W/m3 (11.33)

The loss density values could be used as input to a thermal finite-element model to
calculate temperature rises. However, the loss density distribution alone gives a good
indication of hot spots on the bar and can be used to compare different stress grading
tape behaviour. Figure 11.23 shows the loss density for two tapes with different K

and n values. Note that the lower value of K denotes higher conductivity and hence
more loss.

11.5.5.5 Example of time-stepping solution

Using the time-stepping technique, a sinusoidal voltage was applied to a copper bar as
in Figure 11.19. Figure 11.24 shows the variation of voltage with time for a point in the
middle of the stress-grading layer. The applied voltage was a pure sine wave but the
voltage at the tape clearly contains other harmonic components. Figure 11.25 shows
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modelling of non-linear stress grading materials for machine
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as published on pp. 265–268 of the IEE Conference Publication
(no. 487) on the International Conference of Power Electronics,
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the time derivative of voltage at the same point. The shape of this curve compares
well with measured results such as those given in Wood and Hogg [11].

These curves illustrate the effects of the tape non-linearity on the distribution of
the voltage and its derivative (which is related to current). The frequency domain
model would have forced both of these curves to be pure sine waves like the applied
voltage. When the applied voltage is non-sinusoidal as in the PWM waveforms of
inverter fed machines, the need for a time domain solver is increased.

11.6 The choice of the order of the finite-element approximation

11.6.1 General

In the simplest form of the finite-element approximation to the electric field distri-
bution, the potential varies linearly over an element. This implies that the electric
stress is constant within the element volume. Such elements are known as linear, or
first-order, finite elements. It is perfectly possible, however, to assume a higher-order
variation (quadratic, cubic, etc.) of potential and electric stress2.

Higher-order elements are usually implemented by the introduction to the
element definition of additional nodes, located on the sides, faces or within the
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element volume. With higher-order elements, the locations of the additional nodes
can be chosen to allow curved element edges. These are called isoparametric elements
and permit the modelling of curved surfaces without introducing the abrupt changes
in shape that arise when the surface is modelled by a series of straight lines (flat
patches in three dimensions).

So, which should be chosen?

11.6.2 First-order elements

The main advantages of first-order elements are:

(i) Simplicity in mesh generation: nodes only occur at element vertices; con-
versely, elements are formed by a simple interconnection of nodes.

(ii) Simplicity in solution formulation: this is particularly true where non-linear
material properties are concerned (i.e. permittivities or electrical conductivities
that depend upon the value of the electric field). With first-order elements, the
electric field is constant in an element, so the permittivity and conductivity are
single-valued in each element.

(iii) Speed of construction of the finite-element equations: since the element’s
material properties are constant within the element, simple, analytical expres-
sions can be written for the element’s contribution to the set of finite-element
equations.

(iv) Simplicity in post-processing: displaying a single value of electric stress in
each element is a simple and rapid process. Plotting two- and three-dimensional
graphs of the stress variation in space is similarly a simple process of identifying
the elements involved.

And their disadvantages are:

(i) The boundaries between regions are formed from straight lines (two-
dimensional) or flat patches (three-dimensional). There are geometric disconti-
nuities distributed all across the model of a curved surface, each one introducing
an artificial stress concentration.

(ii) The stress varies in a step-wise fashion from one element to the next, i.e. the
stress field is not smooth.

11.6.3 Higher-order elements

The main advantages of higher elements are

(i) smooth stress variation from element to element
(ii) smooth stress variation at curved surfaces

(iii) smaller number of elements needed to model the field variation.

And the disadvantages are:

(i) more complex mesh construction and post-processing
(ii) slower construction of the finite-element equations
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(iii) a numerical integration involving the variation of the material properties over
the element is required for each element

(iv) slower solution – there are more nodes per element.

In simple theory, the higher-order elements will give a solution, to any given level
of accuracy, using fewer elements than a linear solution. The complexity of practi-
cal problems, however, leads to many nodes being required simply to describe the
geometry of the objects. The result is that a higher-order solution often takes longer
(mesh generation + solution + post-process) than the linear one.

For general field evaluation, the memory capacity and processor speed of modern
computers allows a good solution to be obtained using a large number of first-order
elements. Higher-order elements rarely give a significant improvement in solution
for the same total computing time. However, where the fields are changing rapidly
in space and need to be calculated to a high degree of accuracy and smoothness,
higher-order elements may be appropriate. It should be remembered, however, that
knowledge of the fields per se is often not the ultimate purpose of the investigation,
as discussed in the next section.

11.7 Assessment of electrical stress distribution

11.7.1 General

It is rare, in power engineering, that the magnitude of the voltage or the electrical
stress distribution is the ultimate aim of the analysis. What is usually required is an
assessment of whether or not there will be electrical breakdown of the insulation
system. Unfortunately, relating computed electrical stress distribution to breakdown
is far from simple, for two reasons:

(i) mathematical singularities in the numerical solution can result in very high,
localised stresses being calculated

(ii) there is no simple relationship between maximum stress and breakdown.

11.7.2 Mathematical singularities

Where there is an abrupt change in the orientation of a surface there will be a change
in the electrical stress, even if the surface is an equipotential one. As a general rule of
thumb, the finite-element mesh should be concentrated in the regions where the fields
are changing most rapidly. It would be natural, therefore, to place smaller elements
in the vicinity of a sharp corner.

It is often found, however, that as the element size gets smaller and smaller, so
the computed peak stress gets higher and higher although the stored electrical energy
for the problem shows no such trend. This reflects an attempt to capture a form of
mathematical singularity and the maximum value of the electrical stress appears to
be determined by the discretisation, rather than by the excitation.

One solution to this problem (if the value of the maximum stress shows no sign
of reaching a limit as the discretisation is increased in the vicinity) is to assess the
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average stress in the local region. This average is formed using a volume weighting,
so reducing the effect of small, high stress regions. A more sophisticated average is
formed using the volume-weighted root mean squared stress. This is related to the
mean electrical stored energy in the region.

11.7.3 Relationship between stress and breakdown

The physics of electrical breakdown is complex, and most numerical models do not
consider such phenomena as corona discharge – it would be an unwarranted compli-
cation in the face of other modelling approximations. Nevertheless, the designer must
make a judgement about whether a given stress is going to lead to insulation failure.

The first, and most useful, tool for this is experience. Given a restricted class
of electrical equipment, construction methods and insulation systems and given
experience of a certain number of failures(!), the engineer can build a base of expe-
rience relating calculated stress to observed breakdown (or lack of it). From this,
design rules-of-thumb may be derived.

Other, more technically-based, assessments may also be made. One such concept
is the stressed volume – the volume of the insulation system that is experiencing
electrical stress above a nominated level. This volume has been related to breakdown
and is associated with the mean electrical stored energy, as discussed above.

11.8 Pre and post processor developments

11.8.1 General

The most sophisticated field solver is of limited use if it is difficult and time consuming
to enter data and to examine the results. Considerable effort has been expended in
improving the pre processing and the post processing stages and in integrating these
with the solver to permit automatic design optimisation.

11.8.2 Description of the problem geometry

Often, there will be a description of the problem geometry already in existence in
a CAD package. Most numerical analysis packages will interface directly with the
most popular CAD file formats, but the process is not totally straightforward.

The drawing is not only a description of the geometry: it also contains dimensions,
annotation and other parts not relevant to the analysis. These all need to be removed.

Adrawing does not necessarily describe a series of closed geometric shapes. Lines
that should meet exactly may, on the drawing, fall short of each other (and leave a gap)
or cross each other. Code is needed to cope with these cases.

A recent development is to make a parametric description of the object, i.e. in
terms of algebraic variables such as radius, width and angle rather than 32.1 mm
or 20◦. The engineer can then study several designs by changing a few, characteristic
design variables rather than redrawing the whole object.
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Once a parametric description of the problem is available, it is a short step to
varying the parameters in a systematic search for an optimal solution and this area is
a major, recent development.

For two-dimensional analysis, two-dimensional drawings are a good starting
point. This is less true for three-dimensional problems. For these, it may be most
convenient to describe objects in terms of basic, primitive shapes such as spheres,
cylinders and rectangular bricks and the intersections between them. Such solid
modellers are widely available for mechanical analysis, although not all will cope
with the problem of describing the air surrounding the solids.

Extrusion methods for three-dimensional mesh generation from a two-
dimensional starting mesh are still widely used. When coupled with sophisticated
mesh transformation and joining techniques, extrusion methods can handle most
mesh generation problems.

11.8.3 Creation of a discretisation from the problem geometry

Automatic discretisation from the geometry description is routine in two dimensions
and possibly in three. Following this automatic process, the engineer should be able
to change the discretisation by hand through some form of graphical tool. This is
useful for the cases where first analysis shows the discretisation to be inadequate in
some local region of the problem, or where a small design change is required (such
as the introduction of a small radius between two objects).

An extension of automatic mesh generation is to link it to an error evaluator that
makes an assessment of the solution’s accuracy in relation to the discretisation used.
Areas showing a large solution error can then be rediscretised. By this means, the
solution can be performed to a specified degree of accuracy. It should be emphasised,
however, that although such a solution is accurate, it is not necessarily correct (the
material properties may be wrong, for instance).

11.8.4 Assigning material properties

An important point concerns the existence of accurate and appropriate material data.
With more powerful and sophisticated analysis techniques being used to create designs
stressed nearer and nearer to material limits, the accuracy of the overall solution
can become limited by the accuracy of the material properties used. As a first step,
a sensitivity analysis should be performed to find how the solution might be influenced
by uncertainty in material properties.

11.8.5 Post processor developments

Post processing of a field solution is the means by which the engineer gets to the
object of the analysis. Normally, this involves inspecting the field solution in relation
to the problem geometry, so some form of visualisation is required.

Field plots in two- and three-dimensions are now routine. Three-dimensional
viewers can rotate the image easily, rapidly and at will to enable all facets of the
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solution to be examined. Sections may be sliced from the three-dimensional volume
and examined either separately or in the context of the full three-dimensional model.

There is still a conceptual difficulty in viewing a field in a volume of space, rather
than on a surface, but this would still be the case even if a stereo view or a virtual
reality image were used (both are technically possible). One approach is to attempt
to draw equivalued surfaces as a series of semitransparent shells.

For two-dimensional slices, a whole range of analysis is on offer and easy export of
the results to other formats (particularly popular PC-based packages such as MatLab,
Mathcad and Microsoft Word and Excel) is required.

11.8.6 Design optimisation

The process of design optimisation starts with the analysis of an initial design. This
solution is post processed to see how the initial design performs in terms of the
target for improvement and to check whether any constraints on the performance or
dimensions have been violated. Typical values that might be used to characterise a
design are the capacitance between an electrode and earth or the maximum electrical
stress in a region or at a surface.

The results of this post processing operation are fed into one of many algorithms
to attempt to generate a better design and establish an iterative loop, leading to an
optimal design.

11.9 Notes

1 Surface resistivity is defined as the resistance between opposite edges of a square
area of the surface of the material. If the area of the square is increased, then the
change in the measured resistance due to the increased distance between the electrodes
will be cancelled exactly by the reduction in resistance due to the increased width
of the electrodes. Surface resistivity is, thus, independent of the area used for its
measurement [12]
2 The order of the stress variation is always one less than the order of the potential
variation, e.g. quadratic (second-order) potentials give linear (first-order) stresses
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Chapter 12

Optical measurements and monitoring in high
voltage environments

G.R. Jones, J.W. Spencer and J. Yan

12.1 Introduction

Optical techniques are attractive for measurements and monitoring under high voltage
conditions for several reasons. They enable measurements to be made remotely via
free space so providing a high degree of geometric isolation of the measuring equip-
ment from the high voltage environment. They also provide a means via optical fibre
transmission for penetrating into high voltage enclosures for monitoring purposes
with a high degree of inherent electrical insulation.

Phenomena associated with high voltage conditions such as electrical discharges
(corona, sparks, arcs etc.) are conveniently addressed since the latter produce both
optical emissions themselves, generate changes in the optical properties of the sur-
rounding media (e.g. pressure and temperature-induced refractive index changes etc.)
and often produce optically identifiable byproducts such as microparticulates. On the
other hand, high voltage equipment needs monitoring not only via the measurement
of electrical parameters such as voltage and current but also thermal (e.g. temperature
etc.), mechanical (e.g. vibration, linkage movement, catenary swings etc.) and chem-
ical (e.g. degradation of insulating media etc.) parameters, all of which in principle
can be optically addressed. The optical techniques are also immune to electromag-
netic interference (EMI) (which can be copiously produced by and via high voltage
systems) so leading to more reliable and accurate monitoring means.

By way of an example Figure 12.1 illustrates these two major facets of high volt-
age related optical measurements and monitoring. The free space aspect corresponds
to photographic recording of arcing flashover on the overhead high voltage power
lines of electrified railways. Such discharges are erratic (Figure 12.1a) and poten-
tially destructive in nature, requiring if they occur proper control and extinction.
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Figure 12.1
a Free space monitoring; photographic record of an arc flashover

on an overhead high voltage railway power line as an example of
free space monitoring

b Optical-fibre-based-monitoring; hybrid optical fibre current
transformer mounted on the high voltage end of a line side trans-
former for monitoring transient currents produced by discharges
of the forms shown in b

Their properties and behaviour need to be properly understood and free space optical
techniques are well suited for investigating these.

The use of optical fibre sensing is illustrated by a hybrid optical current transformer
(HOCT) which was mounted on the high voltage side of the line side transformer
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of the Channel Tunnel Rail Link shown on Figure 12.1b. This enabled transient
currents flowing during the occurrence of flashover of the type shown on the free
space photograph of Figure 12.1a to be monitored at locations where conventional
electric current measurement techniques could not be used because of high voltage
insulation limitations and electromagnetic interference.

Consideration is given in this chapter to some fundamental principles of optics
directly relevant to measurement and monitoring under high voltage conditions. There
is a description of various optical measurement techniques both in free space and via
optical fibre systems. Finally, some examples are given of typical experimental and
test results obtained with various optical systems.

12.2 Fundamental optical principles

12.2.1 Introduction

Traditionally, radiation from high voltage discharges has been investigated remotely
via free space transmission at various levels of sophistication ranging from simply
the spatial extent of the emitting plasma (using high speed photography), to detailed
spectral analysis (using conventional spectroscopy). The interaction of the discharge
plasma and its surroundings with probing light beams via scattering processes has
been used to provide localised property information such as gas density variations.

When such discharges are enclosed within high voltage equipment (e.g. circuit
breakers, gas insulated busbars) access for such optical measurements may be
gained with optical fibres. Such optical fibres may also be used in conjunction with
appropriate optical sensing elements for monitoring the condition of high voltage
equipment via the measurement of electrical, mechanical and thermal parameters of
the device itself.

A brief overview is therefore given of the fundamental principles which govern
free space and fibre transmission optics as well as relevant facets of spectroscopy,
light scattering and optical signal modulation.

12.2.2 Optical intensity

Two-dimensional optical intensity images provide quantitative information about the
location, size and shape of various electrical discharges. Such information is important
for tracking the formation time variation and decay of such discharges in relation to the
operation of high voltage equipment e.g. insulator flashovers (Figure 12.1a), arcing in
circuit breakers etc. (Figure 12.2). Alternatively, the emission from a narrow section
across a discharge may be observed continuously in time as a streak photograph.

12.2.3 Spectroscopy

Spectroscopy involves resolving an optical signal into its different wavelength com-
ponents so that the wavelength-dependent structure becomes known. A knowledge
of such wavelength detailed structure of light from electrical discharges can provide



548 Advances in high voltage engineering

parasitic arcing optical fibre arc monitor

optical fibre contact travel recorder

fixed contact

PTFE nozzle

Figure 12.2 High speed framing photograph of electrical breakdown outside the
PTFE nozzle of a high voltage interrupter unit

information concerning the spatial and time variation in these discharges of the con-
centration and temperature of various ionic species and the density of electrons [1–3].
These are the fundamental properties which govern the nature and behaviour of the
discharge.

The use of such techniques is facilitated if the discharge plasma is in local
thermodynamic equilibrium (temperature and composition of species in equilibrium),
a condition which is not always satisfied in constricted discharges (e.g. lamps and wall
stabilised arcs etc.) or possibly in rapid time varying discharges. Spectral analysis
is also complicated by the presence of turbulence and discharge instabilities, which
may well exist in discharges occurring naturally and in high voltage equipment.

Consideration also needs to be made regarding the validity of other assumptions
[1] such as the path length over which the emitted radiation is transmitted before
being reabsorbed (optical depth). Other constraints are indicated in sections 12.2.3.1
to 12.2.3.3.
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Figure 12.3 Abel inversion of measured radial intensity variations across a cylin-
drical electrical discharge (emitted and transmitted intensities shown)
(courtesy of G.R. Jones, ‘High pressure arcs in industrial devices: diag-
nostic and monitoring techniques’, published by Cambridge University
Press, 1988)

Spectral measurements involve monitoring the intensity of radiation at a given
wavelength when viewed along a chord (y = y0) through a cylindrical electrical
discharge (Figure 12.3). This radiation may be either emitted by the discharge, as
in emission spectroscopy, or from an external beam passed through and absorbed
to some degree by the discharge, as in absorption spectroscopy. In both cases, the
change in intensity along the chord is governed by [1].

dI

dx
= e(x) − k(x)I (x) (12.1)

where I is the intensity of the radiation propagating in the x direction, e(x) is the
spontaneous emission coefficient and k(x) the absorption coefficient, all parameters
being referred to the coordinate (x, y0). With emission spectroscopy, the emission
coefficient e(x) is to be determined, but with absorption spectroscopy the absorption
coefficient k(x) is to be measured.

Since the intensity measured along any chord y under conditions of cylindrical
symmetry (Figure 12.3) has contribution from discharge plasma elements at different
radii, it is necessary to deconvolve the intensity data in order to obtain true radial
profiles of emission or absorption coefficients. A number of deconvolution tech-
niques based upon a technique called Abel inversion are available [4]. These yield an
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expression for the emission coefficient for an optically thin plasma at a radius r of
the form:

e(r) = − 1

π

r0∫
r

{d[I (y)]/dy}
(y2 − r2)1/2 dy (12.2)

and a similar expression for k(r).

12.2.3.1 Temperature

The intensities of spectral lines are strong functions of temperature, some examples
of which are given for an SF6 and copper discharge on Figure 12.4 [1].

Of the many methods for determining discharge temperatures from the intensity
of such spectral lines, the relative line intensity method offers several advantages. The
ratio of the intensities of two lines (eLmn1, /eLmn2) from the same species depends
upon temperature (T ) according to [1]:

eLmn1

eLmn2
= Amn1gm1λmn2

Amn2gm2λmn1
exp

[
−Em1 − Em2

KT

]
(12.3)

where the suffices 1 and 2 refer to the two spectral lines, gm is the probability that
the atom will be in state m with energy Em, Amn is the transition probability of
spontaneous relaxation from level m to n, λ is the wavelength of the emitted radiation,
k is Boltzmann’s constant.
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Figure 12.4 Variation of selected S, F and Cu line intensities with temperature
for an SF6–Cu plasma (courtesy of G.R. Jones, ‘High pressure arcs in
industrial devices: diagnostic and monitoring techniques’, published
by Cambridge University Press, 1988)
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An alternative scheme for determining temperature is by using the intensity ratio
of ion to neutral species for a given element or the ion of one element and the neutral
of another element.

The presence of continuum radiation complicates the measurement of line inten-
sity and must be subtracted from the total measured intensity. The use of a narrow
spectral line is therefore to be preferred since the recorded continuum radiation is
a less significant fraction of the total measured intensity.

12.2.3.2 Electron density

Electron densities in the plasma columns of electrical discharges such as high pressure
arcs have been mainly determined from measurements of the broadening of particular
spectral lines [5–7]. However, there are other line broadening mechanisms which may
need to be taken into account under particular conditions1 (see Note 12.7). If these can be
successfully taken into account then typically electron densities as low as 2×1022 m−3

can be measured [1].

12.2.3.3 Species concentration

The concentration of impurities in electrical discharges (e.g. entrained electrode mate-
rial) may be determined from a comparison of the intensities of the host and impurity
spectral lines according to [1]:

N0g(Cg)

N0m(Cm)
∝ eLg(cg)

eLm(cm)
(12.4)

where Cg , Cm are the concentrations of the host and impurity, respectively, N0g ,
N0m are the number densities of host and impurity, respectively, and eLg , eLm are the
line emission coefficients of the host and impurity, respectively. An example of the
relationship between the percentage copper vapour in an SF6 arc discharge and the
intensity ratio of copper (5293 CuI, 5153 CuI) and sulphur lines (5321 SII) is shown
in Figure 12.5.

The method requires that the host and impurity species be in local thermal
equilibrium and that the temperature be accurately known.

12.2.4 Light scattering

Electrically charged particles are capable of scattering electromagnetic radiation as
a result of their interaction with the electric vector of the radiation. For instance,
a bound electron executing simple harmonic motion and driven by the oscillating
electric vector of an electromagnetic wave, reradiates the electromagnetic energy.
This constitutes the phenomenon of light scattering. Two major categories of such
scattering may be defined on the basis of the degree of coherence of the scattering
process.

12.2.4.1 Incoherent scattering

Incoherent scattering refers to the electromagnetic radiation that may be scattered in
a random direction relative to the incident radiation (e.g. by atmospheric particles).
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Figure 12.5 Variation of CuI: SII line intensity ratios with percentage of copper
vapour impurity in SF6 (T = 17000 k, P = 2 bar) (courtesy of
D.R. Airey, PhD thesis, University of Bath, 1977)

The intensity of the incoherently scattered light is considerably less than that of the
incident or coherent light scattered radiation (∼10−12). Consequently, incoherent
light scattering experiments necessitate the use of high powered light sources such as
lasers. Incoherent light scattering forms the basis of powerful and versatile diagnostic
techniques. For instance, these techniques are capable of yielding highly localised
values of temperature and particle density without resorting to complex unfolding
procedures [4], which are necessary with emission and absorption spectroscopy.

Provided that a number of conditions are satisfied, the light scattered from
a discharge plasma [1] is composed of the sum of two components:

(i) One component is governed by scattering from free electrons (Thomson scat-
tering). When the light wavelength (λ) is small compared with the Debye length
(λD), the scattered radiation consists of a spectral line centred on the incident
radiation wavelength but broadened by the Doppler motion of the electrons.
When (λ/λD) is large, the line shape changes into two narrow lines sepa-
rated by twice the electron plasma frequency symmetrically with respect to the
radiation frequency. The temperature and density values encountered in high
pressure electric arcs correspond to conditions between these extreme cases.
Also, for high density, low temperature arc plasmas the number of particles in a
Debye sphere may become small (<5), in which case the scattered spectrum is
modified [8–10].

(ii) The second discharge scattered component is governed by the bound elec-
trons of the ions or atoms (Rayleigh scattering), the intensity of the scattered
light decreasing as λ−4. The classical Rayleigh scattering from neutral atoms
or molecules has been measured for a range of common gases by George
et al. [11].
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When the incident radiation wavelength is of the order or greater than the par-
ticle size, the scattering becomes a weaker function of wavelength and is known as
Mie scattering [12]. Such scattering may be important from solid particles of size a
few microns produced within and around electrical discharges (Figure 12.6). Laser
Doppler techniques rely upon detecting light scattered from such microparticles to
determine their velocities.

The velocity with which a discharge plasma or surrounding gas flows may be
monitored by measuring the Doppler shift of the frequency (wavelength) of light
scattered by micron-sized particles moving with the flow. There are advantages in
using a differential Doppler system [13], in which the scattered light from two equal
intensity coherent beams is mixed in the test section to produce the Doppler signal
(Figure 12.7). In this case, the frequency shift is given by:

fs − f0 =
(

2v

λ0

)
sin
(

θ

2

)
(12.5)

where λ0 is the wavelength of the probing beams, v is the particle velocity and θ

is the angle between the two incident beams. Since the frequency shift is therefore
independent of the scattering angle (φ in Figure 12.7), a large collection solid angle
may be used without the occurrence of aperture broadening.

In practice, small micron-sized particles are utilised in the flow to provide a scat-
tering signal of sufficient amplitude for detection. It is necessary to ensure that these
particles are in equilibrium with the local flow and adjust their motion sufficiently in
rapid flow accelerations or transients.

12.2.4.2 Coherent scattering

Coherent scattering is responsible for the transmission of light through a medium
being manifest in the refraction of light. The effect can be described in terms of the
polarisability of the medium, which is related to the refractive index according to [14]:

n2 − 1 = P

ε0E
=
∑

Niαi

ε0

∼= 2δ (12.6)

where P is the electric polarisation per unit volume, E is the electric field strength, ε0
is the permittivity of free space, Ni is the concentration of electric dipole constituent
i, αi is its electrical polarisability and δ is the refractivity.

For a fluid of known composition, the mass density and hence Ni varies with gas
pressure and temperature leading to corresponding changes in refractive index n. As
an example, the variation of refractivity (n − 1) with temperature for air and copper
vapour is given on Figure 12.8. Consequently, the measurement of refractive index
provides a method for mapping changes of mass density in discharge heated and
pressurised fluids.

If electronic effects are important then the electron polarisability contribution, αe,
may dominate in Equation (12.6) [14]. If in addition the wavelength of the light (λ)

is sufficiently short [15] and with small refractive index differences from unity the
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Figure 12.6 High speed video camera frames of particulates formation following
high fault current arcing in a circuit breaker

a N2 30 kA 30 ms after arc extinction (4 ms exposure)
b SF6 30 kA 22 ms after arc extinction
c SF6 10 kA 84 ms after arc extinction (luminous particles and laser

scattered light from non-luminous particles)

refractive index is given by:

n ∼= 1 − 4.46 + 10−14Neλ
2 (12.7)

where Ne is the electron concentration in cm−3. Equations (12.6) and (12.7) indicate
that the electronic refractivity (δ) is of opposite sign to the atomic and molecular



Optical measurements and monitoring in high voltage environments 555

scattered beam (  fs)

probe beams ( f0)

�
�

v

fs – f0 = sin (�/2)
2v
�0

Figure 12.7 Schematic of light scattering geometries for laser Doppler velocimetry
(courtesy of G.R. Jones, ‘High pressure arcs in industrial devices:
diagnostic and monitoring techniques’, published by Cambridge
University Press, 1988)
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Figure 12.8 Refractivities of air and copper vapour as functions of temperature
(courtesy of F.A. Rodriguez, PhD thesis, University of Liverpool, 1974)

refractivities. For sufficiently long wavelengths (λ), the refractive index becomes
imaginary, implying that longer wavelength radiation is unable to penetrate the elec-
trical discharge. This provides a basis for remotely monitoring the radial extent of an
electrical discharge [16] in a confined environment.
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a interferometry
b Schlieren
c shadowgraph (courtesy of G.R. Jones, ‘High pressure arcs

in industrial devices: diagnostic and monitoring techniques’,
published by Cambridge University Press, 1988)

A light ray passing through a refractive medium may be affected in one of three
ways. It may suffer a phase lag governed by a change in wavelength due to the
refractive index n; it may be deflected through an angle θ determined by a refractive
index gradient (dn/dy) (e.g. mirage formation); it may be displaced laterally through
a distance dz caused by the second derivative of the refractive index (dn2/dy2).
These three cases are the basis of three measurement techniques known respectively
as interferometry, Schlieren and shadowgraphy.

In interferometry, the phase difference produced by the refractive index n is
measured by recombining probing and reference beams (Figure 12.9a), yielding a
resultant intensity I [1].

I = 2I0 cos2
[
π(n0 − n)l

λ

]
(12.8)

where I0 is the peak intensity, l the path length, and n0 a reference refractive index.
Thus, a series of intensity fringes are formed which are separated by (n0 − n)l/λ.
The light source needs to be coherent to ensure a constant phase of the reference
beam over a distance as great as the optical path difference (a laser light source with
bandwidth �λ = 0.01 Å has a coherence length of 50 cm).

With a Schlieren system, the displacement θ of light by a refractive index gradient
(dn/dy) may be detected as an intensity variation. By focusing a light beam on a sharp
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edge, the angular deflection θ (Figure 12.9b) is given by [1]:

θ = 1

n0

1∫
0

(
dn

dy

)
dz (12.9)

where n0 is a reference refractive index, l is the optical path length. The brightness
pattern produced at a detector array therefore maps the refractive index gradients in
the test volume perpendicular (y) to the direction of the propagation (z). Optimum
sensitivity is obtained when D/f ∼= θ , where D is the beam diameter and f the focal
length of the focusing lens.

In shadowgraphy parallel rays passing through a refractive location where
(d2n/dy2) �= 0 are displaced inhomogeneously whereby some rays converge and
others diverge. The medium, therefore, behaves as a lens increasing the intensity at
the focal point on axis while decreasing the intensity of the parallel beam elsewhere
to form a shadow (Figure 12.9c).

An example of a Schlieren photograph is given in Figure 12.10 which is a streak
photograph of a shock wave passing through an electrical arc (time vertical, radius hor-
izontal). The different light intensity profiles correspond to refractive index gradients
enabling the discharge and shock front to be identified.

12.2.5 Optical fibre propagation

The propagation of light through an optical fibre relies upon coherent scattering as
manifested in refractive index differences. On the other hand, incoherent scattering
can contribute to performance limitations, e.g. due to reduction in the optical power
guided. An optical fibre consists of a cylindrical core of a transparent medium of
refractive index n1 surrounded by an outer annulus of a second transparent medium
of refractive index n2 [17]. Provided the diameter of the core, d1, is greater than
the wavelength of light, light propagates through the fibre via a series of total
internal reflections (Figure 12.11). This has a number of implications regarding light
transmission:

(i) Only light rays falling on the end face of the optical fibre core within an angle
θ1 will be propagated by total internal refection where [18]:

NA = (n2
1 − n2

2)
1/2 = sin θ1 (12.10)

(ii) Patterns formed by light rays launched at different angles θ form propagation
modes within the fibre core. The number of such modes (patterns) propagating
in a fibre is given by

N = 1

2

(
πd

λ
NA

)
(12.11)

where λ is the wavelength of the light. Typical multimode fibres, with core
diameters of 50–200 μm, propagate 100–1000 modes. The significance of
multimode propagation is that different modes propagate at different velocities
so limiting the data transmission rate.
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Figure 12.10 Streak Schlieren photography of shockwave propagating through a
cylindrical discharge (courtesy of G.R. Jones, ‘High pressure arcs in
industrial devices: diagnostic and monitoring techniques’, published
by Cambridge University Press, 1988)

(iii) Since the refractive index of materials in general varies with wavelength and
since the refractive index is inversely proportional to velocity, different wave-
lengths propagate with different velocities leading to another limitation to data
transfer rates i.e. due to pulse broadening [17]. For instance, a light emitting
diode (LED) source operating at 850 nm and with a line width of 40 nm will
give pulse spreading of some 4 ns/km.

Incoherent scattering of the Rayleigh type leads to attenuation in optical fibres
which varies as λ−4 so that shorter wavelengths (≤800 nm) are significantly sup-
pressed. At longer wavelengths (≥1.6 μm), electron absorption effects dominate
leading to an attenuation which increases with wavelength. There is therefore an
optimum range for low attenuation propagation between these limits.

Optical fibre sensing differs from optical fibre telecommunications in that optical
elements, which are sensitive to external parameters, form component parts of the
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Figure 12.11 Propagation of polychromatic light in a step index optical fibre
showing:
• total internal reflection
• wavelength dependent refraction (λ1, λ2)
• different propagation modes (1, 2)
• incoherent scattering

system, whereas in telecommunications systems such external influences are delib-
erately excluded. In sensing applications, the optical signal is modulated to carry
information about the magnitude of a perturbing parameter. The fundamental light
wave properties which can be modulated to carry sensing signals are:

• intensity
• phase (via interferometer measurements, section 12.2.4.2)
• polarisation (via rotation of the plane of polarisation)
• wavelength (e.g. laser Doppler velocity measurement, section 12.2.4.1).

In addition, it is possible to encode the spectrum of polychromatic light carried by an
optical fibre (chromatic modulation [17]).

The general relationship between the output voltage (V ) from a photodetector and
the optical modulation M1(λ) of the optical fibre sensor is given by [17]:

V = q

[∫
λ(P (λ)

[∫
1T (λ)dl

]
R(λ)M1(λ)dλ

]p

(12.12)

where P(λ) is the source power, T (λ) the fibre transmission loss, R(λ) is the wave-
length dependent responsivity of the photodetector, λ is the optical wavelength. l is
the fibre length and p, q are numerical constants.

For interferometric sensors, the modulation factor M1(λ) is

M1(λ) ∼ cos2 δ(λ) (12.13)

where δ(λ) is the phase difference between the interfering light waves of wavelength
λ. For a Fabry–Perot cavity of thickness (∇x/2) and refractive index n:

δ(λ) = (πn∇x)

λ
(12.14)
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For chromatic sensors the spectral modulation M1(λ) is sampled with two or
three photodectors having non-orthogonal responsivities Rn(λ), n = 1, 2, 3. The
outputs from the three detectors are then processed to yield as the output optical
signal, a dominant wavelength (H ), an effective bandwidth (S) and a nominal signal
strength (L) [19].

Shifts in dominant wavelength (∇Hd ) as small as 0.01 nm are detectable with
conventional photodiode detectors using such chromatic systems [19]. Changes in
measurand are then detectable in terms of variations in H , L and S leading to the
possible simultaneous measurement of several parameters.

12.3 Optical equipment and systems

12.3.1 High speed imaging

High speed imaging is concerned with the optical recording of a transient or fluctuating
discharge in order to determine the spatial and temporal variation of the discharge
size, movement or light intensity. Both framing and streak images are obtainable
(Figure 12.2). The former involves recording a succession of two-dimensional images
each taken with a given exposure time, and the latter involves continuously streaking
a one-dimensional section of the image along the recording medium (Figure 12.10).

The acquisition of high speed images may be either with a conventional optome-
chanical or an optoelectronic camera, both requiring a radiation energy density of
approximately 10−8 J cm−2 for legible recording.

Optomechanical systems require the optical image to be swept along a recording
film by one of the following means [1]:

• rotating prism or mirror (writing speeds of μs per mm for streak photography)
• movement of recording film in synchronisation with the rotating prism (6 × 103

frames per second, limited by film tearing)
• rotation of the film on a drum in synchronisation with the rotating mirror

(≥3.3 × 104 frames per second).

Optoelectronic systems convert an optical image into electronic signals, which are
subsequently amplified and displayed photo-electrically. Additionally, amplification
may be achieved using an electronic image intensifier before finally displaying the
image. Such image converter cameras are capable of providing >106 f.p.s. with a few
nanosecond exposures but the recording duration is limited (∼12 frames).

Hybrid cameras are available whereby the primary recording is via conventional
high speed cameras with excellent spatial resolution. Thence the film images are
digitised optoelectronically. This provides the best compromise between length of
recording time and time resolution.

High speed cameras are used in conjunction with precision shuttering to prevent
overwriting on the film. Coarse shuttering is achieved with conventional electrome-
chanical shutters, and finer shuttering is achieved with electronic shutters. Such
shuttering can lead to problems of synchronisation with the event to be recorded
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and image breakthrough which could lead to damage to the photo cathode of the
electronic cameras.

Substantial electronic amplification makes image converter cameras more sensi-
tive than mechanical cameras but only at the expense of modest resolution and no
spectral information (which with mechanical cameras may be retrieved with colour
film).

A lens system reduces the light flux density in the ratio �[(1+P)24F 2]−1, where
� is the transmission, P the magnification and F the aperture number. The aperture
number F for mechanical cameras may be a function of the exposure time and limited
by the moving parts rather than by the objective lens. This may prove particularly
troublesome when the camera is used as part of a larger optical system such as those
used for shadowgraphy or interferometery (section 12.2.4.2).

A detailed quantitative evaluation of photographic records requires a careful con-
sideration of the optical system, a knowledge of the recording characteristics of the
film and, in the case of image converter systems, a knowledge of the electrooptical
response of the camera. Operation needs to be on the sensitive part of the light inten-
sity: response characteristic of the film emulsion (Figure 12.12a) to avoid halation at
one extreme and lack of sensitivity at the other. Calibrated neutral density filters may
be used to ensure operation in the correct range. For image converter cameras, the
response characteristics of the photocathode (Figure 12.12b) are needed. The image
intensity is also affected by the gain of the camera tube, which may be controlled
electronically.

12.3.2 Spectrometer systems

Spectrometers for investigating electrical discharge spectra may produce spectral
dispersion via a diffraction grating or prism [3]. The wavelength resolution (λ/∇λ)
for a prism depends upon the prism base length, b, and the wavelength dependence
of the refractive index, n:

λ

∇λ
= b

(
dn

dλ

)
(12.15)

The wavelength resolution for a grating depends upon the number of lines (NL) on
the grating and on the order (m) of the principal maximum:

λ

∇λ
= mNL (12.16)

Gratings with large numbers of lines (∼104 cm−1) produce higher resolutions than
prisms, but prisms avoid problems of overlapping of orders.

The profile of a spectral line obtained with a spectrometer is influenced by the
width of the spectrometer slit, the choice of which is governed by a compromise
between having a sufficiently narrow slit to yield a narrow spectral line width but
wide enough to provide sufficient light intensity for short exposure recording (μs).
The sensitivity of a spectrometer varies with the optical wavelength.
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Figure 12.12 Some parameters affecting photographic image intensities
a typical calibration curve for a polaroid film
b typical spectral response of the photocathode of an image con-

verter camera (courtesy of G.R. Jones, ‘High pressure arcs
in industrial devices: diagnostic and monitoring techniques’,
published by Cambridge University Press, 1988)

A typical spectroscopic system used for arc discharge measurements is presented
on Figure 12.13a. This shows an optical system [3] utilising a grating spectrometer
with mirror optics for obtaining survey spectra along with a rapid scanning spectrome-
ter for short exposure spectra. Whereas survey spectra are recorded photographically,
the scanning spectra are detected with a photo multiplier and the output recorded
oscillographically. In the latter case, each spectral line is swept across the focal plane
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Figure 12.13 Spectrometric systems for arc studies [3, 39]
a framing and scanning systems (courtesy of D.R. Airey, PhD

thesis, University of Bath, 1977)
b absorption spectrometric system (courtesy of K. Ibuki, PhD

thesis, University of Liverpool, 1979)

of an exit slit by a rotating mirror. This slit samples each line in turn. The use of a half
silvered mirror allows the simultaneous recording of high speed photographs.

Streak spectra may be used to monitor continuous time changes in discharge
behaviour and properties [20].

Optoelectronic techniques are used for recording short exposure spectra. These
range from photomultiplier detection (Figure 12.13a) to vidicon image converter
cameras (whereby the spectrum from the exit of a polychromator is focused upon the
target of a vidicom camera tube). Such systems enable the electronic output to be
transferred directly to a microcomputer for displaying the spectra and for additional
processing (e.g. deconvolution along a line sight (Figure 12.3)).

Absorption spectroscopy involves the use of an auxiliary spectral source (which
may, for instance, be an argon–ion laser tuned with a dye) to provide both a probing and
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a reference beam (Figures 12.13b) [39]. Both beams are passed onto a monochromator
before being monitored photo electronically.

12.3.3 Light scattering systems

12.3.3.1 Coherent scattering

Refractive index responsive techniques require a test volume to be illuminated by light
which is then analysed. The illuminating radiation should not be strongly absorbed
by the electric discharge medium and its intensity should be sufficient to outshine
the light emitted by the discharge. The latter condition is easily fulfilled with a laser
light source, and the former condition usually restricts the wavelength domain to the
visible and near infra-red regions.

Details of optical systems which are particularly useful for investigating dis-
charges have been given by a number of authors [21–24]. Some typical optical systems
which have proved useful for electric discharge investigations are shown in Fig-
ure 12.14. Such systems normally utilise a laser light source, light conditioning optics
and a detector. The laser source may be either pulsed (e.g. ruby) to provide extremely
short exposure (a few nanoseconds) or continuously operated (∼4 W argon–ion) to
allow long duration (∼10 ms) recording.

The conditioning optics are determined by the type of diagnostic (shadowgraphy,
Schlieren or interferometry). The differential interferometric and shadowgraphic sys-
tems shown on Figures 12.14a and c examine the whole test volume with a parallel
beam of laser light produced with two long focal length, concave mirrors. The second
of these mirrors also serves to focus the recording camera onto a plane in front of
the test volume. Narrowband filters matched to the laser wavelength serve to elim-
inate light emitted from the discharge. In the case of the differential interferometer,
two interfering light beams are produced by dividing equally the laser beam with a
parallel-sided glass plate (front and back surface reflections) close to the focal length
of the first concave mirror.

The distortion suffered by the laser beam in traversing the test volume may be
recorded using high speed framing or streak cameras (section 12.3.1). Care is required
to ensure that the internal shuttering and optics of the camera do not create any
additional distortion.

Analysis of the photographic records from interferometric experiments involves
measuring shifts in interference fringes at various locations followed by Abel
inversion (section 12.2.3) to determine the radial variation of the refractive index.

12.3.3.2 Incoherent scattering

Plasma light scattering

Since the intensity of incoherently scattered light is extremely small (10−12 times
smaller than the incident light intensity (section 12.2.4.1)), stringent precautions are
needed to eliminate stray scattering from optical windows, and microscopic particles.
A powerful laser is required to produce scattered light to outshine the discharge
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Figure 12.14 Systems for coherent light scattering measurements
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light within the spectral domain of interest. This requirement suggests that the ion
scattered component Ii may be easier to detect than the free electron component Ie

(section 12.2.4.1) on account of its narrower spectral width and despite its lower
intensity.

An optical system for measuring incoherent light scattered from electrical dis-
charges (Figure 12.15a) uses a ruby laser source whose beam is collimated and focused
onto a locality within the electrical discharge by two lenses, a pinhole and a number of
irises. The incident beam is dumped after passing through the discharge, the Brewster
angle filters avoiding back reflection. Light scattered through 90◦ to the incident beam
passes through a 10 Å optical filter before being detected via a Fabry–Perot etalon
and photomultiplier.

Micron particles scattering

The Doppler shift of light scattered from moving micro particles (section 12.2.4.1)
may be measured with the system shown on Figure 12.15b. This uses two beams
from an argon–ion laser 1.5 W, 4880 Å superposed within an electric discharge being
monitored. A double parallel plate compensator is used to reduce the beam separation
to 0.3 mm. The scattered light is collected around a disk stop which absorbs the high
intensity main beam and determines the axial spatial resolution. A large aperture lens
behind the stop collects the maximum possible amount of forward scattered light.
The polarised (collimated) scattered light is detected with a photomultiplier together
with a 10 Å interference filter and associated polariser. A Fabry–Perot filter of 0.5 Å
bandwidth further reduces spurious optical noise. Signal acquisition needs to respect
the short duration (∼0.2μs) and small numbers of scattering events over a prolonged
observation period (e.g. ∼10 ms) [25].

12.3.4 Optical fibre sensing systems

The simplest form of an optical fibre sensing system consists of a light source coupled
to an optical fibre which addresses a measurand sensitive element, and which returns
a measurand modulated optical signal to a photodetector (Figure 12.16). If the sensing
element is distinct from the optical fibre the system is known as extrinsic; if the fibre
serves to both transmit and modulate the optical signal in response to a measurand the
system is ‘intrinsic’. A third form of optical fibre sensing exists whereby the sensing
is non-optical but signal transmission is by optical fibre following optoelectronic or
optomechanical conversion. Such systems are known as hybrid sensing systems.

Although optical fibres offer many advantages, they need to be carefully deployed.
The advantages and difficulties may be summarised as follows:

(i) high sensitivity (but often respond to more than one parameter)
(ii) inherently electrically insulating (but are surface breakdown sensitive at extra

high voltages)
(iii) immune to EMI (but are susceptible to mechanical vibration)
(iv) geometrically flexible (but even gradual bending over of extended lengths

causes attenuation)
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(v) lightweight (but the need for heavier protective sheathing)
(vi) corrosion resistant (but susceptible to ionising radiation, microwave heating

and solvents).

12.3.4.1 Examples of optical fibre transducers for high voltage equipment

There are a range of optical fibre transducers which have been tested on high voltage
equipment. For example, transducers which have been deployed on high voltage
circuit breakers include transducers for current, voltage, arc radiation, solid particu-
lates, gas pressure, contact temperature and mechanical vibration. Some examples of
such transducers are discussed in the following section.

Electric current transducers

Figure 12.17 shows a range of different types of optical-fibre-based current
transducers. These are [26]:

• an extrinsic magnetooptic element based upon magnetic field polarisation
modulation (f )

• intrinsic sensor based on replacing the extrinsic magnetooptical element by
a polarisation preserving fibre wrapped around the current carrying busbar (e)

• bulk extrinsic sensor representing an intermediate case between the purely
intrinsic and extrinsic magnetooptic sensor (d)

• magnetic field concentrator based on a magnetic yoke around the current carrying
busbar concentrating the B-field into a magnetooptic element in a gap on the
concentrator (c)
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• hybrid optical current transformer in which optical fibre transmission is used
to energise and address an electronic current transformer mounted on the high
voltage busbar (b).

The hybrid current transducer can draw its operating electrical power either by
electromagnetic induction from the current busbar or from a control room laser
via a fibre link. A paramount need is to minimise the power consumption of the
telecommunications module, which in turn dictates the form of telecommunications
encoding used, e.g. pulse frequency modulation, pulse code modulation etc. [27].
Hybrid current transducers are attractive because they rely on established telecom-
munications techniques, can be adapted to transmit other measurand (e.g. temperature,
voltage) and could be coupled into existing telecommunication fibre systems on EHV
transmission networks.

The magnetooptic current transducers are based upon the Faraday rotation effect
[28], whereby the plane of polarisation of a light wave propagating through a mag-
netooptic element in a magnetic field of flux density B is rotated through an
angle:

θ =
∫

V (λ)Bdl (12.17)

where V (λ) is the wavelength-dependent Verdet constant of the magnetooptic
element, and dl the optical path traversed in the element.

Since generically it is only possible to measure light intensity, a change in θ is
measured as the change in intensity of the light passing through a second polarising
filter so that only a resolved component of the polarised light wave is transmitted and
detected (Figure 12.18), i.e.:

P0 = Pi cos2 δ (12.18)

Thus, the variation of θ with B is cyclical, so that the range of operation is governed by
the range within which θ(B) has linearity within the required specifications. Practical
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designs need to accommodate the temperature dependence of V (λ) and the strong
dependence of θ on stress for high V (λ) materials.

Various chromatic modulation forms of the concentrator OCT have been described
[28] which seek to overcome the practical limitations described above.

Electrooptic voltage transducers

Electrooptic voltage transducers sense changes in voltage via the effect of the associ-
ated electric field on the polarisation of light propagating through an electrooptic
element [17]. In such elements, light is propagated via two contrary circularly
polarised waves which when recombined constitute a linearly polarised wave
(Figure 12.19). The phase difference between the two circularly polarised waves
varies with the magnitude of the electric field, as therefore does the orientation of the
output linearly polarised wave. Thus, the output optical power varies with the phase
difference between the two circularly polarised waves, according to:

P0 = Pi sin2
(

δ

2

)
(12.19)

where

δ = 2π

λ0
n03TijV (12.20)

λ0 = optical wavelength, n0 = refractive index under zero E-field conditions, Tij is
the linear electrooptic coefficient of the sensing element (Pockels effect) and V the
voltage. Thus, the optical modulation is described by the interference-type modulation
factor M1(λ) from Equation (12.13).

Similar problems to magnetooptic elements exist with electrooptic elements in
having high sensitivities to temperature and to vibration. In addition, there are difficul-
ties in exposing miniature electrooptic elements to E-fields which are representative
of the voltage levels (145, 420 kV) found at distribution and transmission levels
without exposure to electrical breakdown across the electrooptic element itself.
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Such electrooptic transducers may be deployed as extrinsic sensors across the low
voltage end of a high voltage capacitor divider or an intrinsic element of extended
length to provide good high voltage breakdown avoidance. A hybrid form of voltage
transformer is also possible.

Electrode temperature

The temperature of a high voltage electrode (e.g. circuit breaker contact) can be
measured via a Fabry–Perot cavity interferometer [29] addressed polychromatically
(section 12.2.5) via optical fibre transmission. As such, the technique is illustrative
of how chromatic modulation defined by Equation (2.12) and interferometric sensing
defined by Equations (12.12) and (12.13) may be used combinatorially to provide an
effective sensing system for such a difficult operating environment.

A fibre addressed Fabry–Perot cavity consists of a silicon wafer into which
a cavity is etched and with a semireflective glass plate bonded to cover the cavity
(Figure 12.20a) [30]. Two multimode step-index fibres for delivering and receiv-
ing the polychromatic light are butted to the glass plate. The depth of the cavity
(∼0.3–1 μm) is monitored via the optical interference between light reflected from
the glass plate surface and that reflected from the silicon surface on the other side of
the cavity leading to the phase difference defined by Equation (12.14). The other outer
surface of the silicon wafer is coated with aluminium to prevent infra-red radiation
from an electrical discharge being transmitted into the cavity via the silicon. The sili-
con wafer is made sufficiently thick so as not to flex under pressure and the glass plate
is arranged to have a thermal expansion coefficient which is very different from that
of the silicon. Temperature variations produce internal stresses which lead to changes
in the cavity depth and which in turn produce polychromatic optical interference. A
typical dominant wavelength:temperature calibration curve is given in Figure 12.20b
showing a low level of hysteresis between heating and cooling cycles. A resolution
of 0.1 per cent of full scale has been shown to be achievable.

Discharge radiation and particulates transducer

The chromatic modulation approach [19, 40] enables the optical emission from an
electrical discharge to be monitored along with the concentration of particulate mate-
rial formed during complex chemical reactions in the discharge plasma using a single
optical fibre probe. Particle concentration may be obtained by monitoring the change
in the spectral signature of polychromatic light [30] due to incoherent scattering.
Monitoring the output optical signal from the probe signal chromatically leads to the
arc signature being quantified by the measured dominant wavelength shift. An opti-
cal fibre probe for achieving such monitoring is shown on Figure 12.21a. It involves
transmitting a broad collimated polychromatic beam across a monitoring gap between
two optical fibres. Light from the discharge plasma is collected by the receiving fibre
superimposed on a collimated beam from a known optical source. The signature of the
emission is then obtained as a shift in the dominant wavelength of the superimposed
optical signals.
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Particle concentration monitoring may be achieved with the same optical fibre
sensor arrangement as shown in Figure 12.21a. The particle concentration is obtained
by monitoring the change in the spectral signature of polychromatic light produced
by scattering from micron-sized particles once the electrical discharge is quenched.
The wavelength of the forward scattered light is a function of the fractional volume
of micron-sized particles NR2

P /R2
A, where RA is the radius of the cylindrical vol-

ume being optically addressed, N , RP are the particle concentration and radius,
respectively.

Calibration of such a probe with known quantities of well dispersed micron-
sized particles yields the dominant wavelength:particle concentration curve of
Figure 12.21b which shows a high degree of linear correlation.
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Optical fibre transducers of mechanical parameters

It is also possible to monitor mechanical parameters on high voltage equipment
using optical fibre sensing. Examples of high voltage environments in which such
optomechanical transduction is important are mechanical operation of high voltage
switches (circuit breakers, tap changers etc.), gas pressure in gas-insulated equipment
(circuit breakers, transformers, GIS etc.) and vibration on overhead lines, busbars
switchgear and transformers.
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Pressure measurements may be made using an optical fibre addressed Fabry–Perot
cavity (Figure 12.20a) with a pressure flexed membrane [30].

Mechanical vibrations may be measured with an optical fibre homodyne inter-
ferometer [18]. This is an intrinsic sensor (section 12.3.4) in which changes in the
interference between various propagation modes are produced by vibration-induced
variations in refractive index and manifest as different light intensity patterns at the
fibre output.

Mechanical movements of operating mechanisms etc., are measurable with a
fibre-addressed chromatic scale which moves past the fibre end [31] (Figure 12.2).

12.4 Examples of test results

The principles outlined in section 12.2 and the systems described in section 12.3
may be used to provide experimental and condition monitoring results relevant to
high voltage systems. Examples of such results are presented in this section and their
relevance to high voltage engineering indicated.

12.4.1 High speed photography

Examples of high speed photographs relating to high voltage electrical discharges are
given in Figures 12.2 and 12.6. Figure 12.2 is a photograph of an electrical breakdown
occurring outside the PTFE nozzle of a high voltage circuit breaker obtained with a
rotating mirror and drum type of framing camera (section 12.3.1). Figure 12.6 is a
photograph of luminous particles formed during arcing in an SF6 HV circuit breaker
obtained with a high speed video camera.

Sequences of such images enable changes in the structure of electrical discharges
with time to be mapped. For example, Figure 12.22 shows how the luminous radii
of an arc discharge contracts during an 800 μs period as the discharge current passes
through zero following a 41 kA peak current of a 100 Hz current waveform. After
the zero current, the arc column contraction is accompanied by an axial displace-
ment of the plasma due to an imposed flow of gas. The axial displacement reflects
the timescale of the axial convection losses, and the radial contraction indicates the
timescale associated with the combined influence of radial diffusion and flow entrain-
ment effects. Information from such test results is important in understanding the role
of the arc discharge in switching fault currents in high voltage networks.

12.4.2 Spectroscopic results

The information that may be derived from spectroscopic measurements of electrical
discharges using spectrometer systems of the type discussed in section 12.3.2 includes
estimates of electron temperature, impurity concentration etc. (sections 12.2.3.1,
12.2.3.3).

Figure 12.23a shows a typical electron temperature map (derived from rela-
tive line intensity measurements) for a 10 kA, 10 cm long electric arc in air [20].
The temperature reduces from a maximum value of about 29 000 K on the axis in
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front of the anode. Contours of copper concentration (entrained from the copper
cathode) are shown in Figure 12.23b. The constricted nature of the copper vapour
jet is apparent, particularly close to the cathode derived from the ratio of copper to
nitrogen line intensities. Temperature estimates made from the ratio of two copper
line intensities (Figure 12.23c) show that close to the cathode the copper vapour tem-
perature (1.7 × 105 K) is considerably lower than that of the host discharge plasma
(2.9 × 105 K).

Such test results provide an insight into the manner in which electrical discharges
in high voltage equipment can erode metallic members such as tank walls, switch
contacts, busbars etc.

A form of absorption spectroscopy (Figure 12.13b) is currently being used with
a free space laser beam for identifying SF6 leakages from high voltage equipment.
The laser wavelength is tuned to one of the SF6 absorption spectral lines and absorp-
tion maps produced which are recorded with electronic imaging. The method is
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an important contribution to the quest to reduce greenhouse gas emission into the
atmosphere, SF6 being such a potent greenhouse effect gas.

12.4.3 Coherent scattering results

Two-dimensional images obtained with shadow, Schlieren and interferometric tech-
niques (section 12.3.3.1) can yield details of the size, structure and properties of
not only the electrical discharge but also its surroundings. The radial refractivity
variations determined from an interferometric image of a 9.7 kA electric arc are
shown in Figure 12.24. Various regions of the discharge are identifiable, namely the
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electrical plasma region (with the negative refractivity due to electron domination),
a surrounding copper vapour region, a hot but only low ionisation region and the
ambient air.

The time evolution of radial temperature profiles surrounding an electrical dis-
charge may be determined from interferometer refractivity profiles of the form shown
in Figure 12.24 to yield the results in Figure 12.25. These results are for a decaying
3 kA electric arc and illustrate the severe gradient of temperature at the boundary of
the discharge (α indicates the five per cent and ten per cent accuracy limits).

Although shadowgram results do not provide detailed profile information of the
kind available from interferometric measurement, they may be used to determine the
location of the outer thermal boundary (i.e. the locations of the steep temperature
gradients of Figure 12.25) with reasonable accuracy.

Test results of this form are useful for understanding gas compression and decom-
pression effects which can be produced by transient, high current discharges in high
voltage equipment enclosures and which can lead to catastrophic fracture of the
containers.

12.4.4 Incoherent scattering results

Incoherent light scattering (section 12.2.4.1) from a discharge plasma may be mea-
sured with systems of the form described in section 12.3.3.2, plasma light scattering,
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using a high power laser source. Light intensity and the change in spectral width of
the laser line can yield values of the electron density, the electron temperature and
the ion temperature. As an example, Figure 12.26 shows the radial variation of the
concentration of various ion species in a 9.7 kA electric arc in air at an axial locality
1 cm above the cathode and 1 ms after discharge initiation [32].

An example of results from incoherent light scattering from micron-sized partic-
ulates (section 12.2.4.1) for measuring the flow of plasma and gases around electrical
discharges (laser Doppler technique (section 12.3.3.2, micron particles scattering))
is given in Figure 12.27 [33]. The dashed curve shows the position of the discharge
heated gas boundary determined shadowgraphically (section 12.3.3.1). The signifi-
cance of these types of measurement is that they show how the electrical discharge
reacts fluid-dynamically with its surroundings. In this particular case, gas entrained
into the discharge heated region is accelerated to high velocities, while a flow wake
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is formed in front of the discharge electrode (cathode). Typically, velocities in excess
of 2 × 103 ms−1 can occur within the plasma of a 3 kA electric arc discharge.

Aknowledge of such fluid-dynamic behaviour is important in designing the geom-
etry and structure of high voltage circuit breakers so that their dielectric recovery
function is not impeded by a redistribution of plasma and heated gases after fault
current interruption.

12.4.5 Optical fibre transducer results

Because of the inherent electrical insulating nature of optical fibre sensors coupled
to their EMI immunity, the results of tests with such sensors yield online information
about high voltage equipment which was previously difficult if not impossible to
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obtain. Some examples of such results obtained with a range of different optical fibre
sensors are described.

Figure 12.28 shows the fault current variation through a high voltage circuit
breaker using a hybrid optical current transformer (HOCT) [27], (section 12.3.2).
Comparison of the results with those obtained with a resistive current shunt indicates
a maximum deviation of only 0.4 per cent.

Figure 12.29 [29] shows the time variation of temperature with the cali-
bration curve (Figure 12.20b) derived from the Fabry–Perot temperature probe
(section 12.3.4.1, electrode temperature) embedded in the contact stalk of a high
voltage circuit breaker, 13 cm from the contact tip. The results show temperature
variations following the interruption of a number of different currents in the range
17–60 kA peak. Temperature changes of up to about 11◦C occur. Two half cycles of
operation at 60 kA peak produces a prolonged transient which only returns to ambient
in about 0.5 s.
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Figure 12.30a [18] shows the time variation of dominant wavelength of optical
emissions from a number of fault arc currents in a high voltage circuit breaker ranging
from 2–15 kA peak, using the probe of Figure 12.21a. The arc emissions are superim-
posed upon a continuous optical fibre signal from an external polychromatic source
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leading to a convenient referenced method for plasma intensity monitoring. One
implication of such optical emission results is that they may be cross correlated with
circuit breaker nozzle ablation indicating the extent of nozzle wear. Figure 12.30b [34]
shows the prediction of nozzle wear due to radiative effects from such measurements
compared with directly measured values of the mass reduction in the nozzle.

The shift in dominant wavelength pre and post arcing on Figure 12.30a is due
to Mie scattering (section 12.2.4.1) of polychromatic light from micron-size particu-
lates formed by the arc discharge. By tracking changes in the dominant wavelength
following a series of high current arcs (15–56 kA) and using the calibration curve of
Figure 12.21b, the variation in particulates concentration with time and duty of a high
voltage circuit breaker can be determined (Figure 12.30c) [35].

Examples of optomechanical fibre sensor results are shown in Figures 12.31a

and b [36]. Figure 12.31a shows the time variation of pressure in the compression
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Figure 12.31 Results from optical fibre probes for measuring mechanical parame-
ters on high voltage circuit breaker [30, 38]

a time variation of piston pressure in a high voltage circuit breaker
under 15 kAfault current condition measured with a Fabry–Perot
pressure sensor (Figure 12.20a) (Issac, 1997)

b optoacoustic fibre monitoring of mechanical vibrations from an
SF6 puffer circuit breaker under zero and 31.1 kA fault current
conditions (Cosgrave et al., 1997)
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cylinder of a puffer circuit breaker during and after the separation of contacts and
arcing at 15 kA fault current; Figure 12.31b shows the difference in the optoacoustic
signals produced by a high voltage circuit breaker when operating with no fault current
and with a fault current of 31 kA peak. The results were obtained with the distributed
optical fibre vibration sensor of section 12.3.4.1.

12.4.6 Time and wavelength response of optical fibre and free space
techniques

Although optical-fibre-based techniques offer attractive advantages over the free
space alternative (e.g. access into enclosures, reduced interference from external
effects etc.), care is required in ensuring that measurements are not compromised
by properties of the fibres themselves. An example of such a fibre limitation is in
monitoring electrical breakdown between the contacts of a disconnector switch in an
SF6 filled gas-insulated system (GIS).

Figure 12.32 shows a simplified geometry of such a GIS mounted disconnector
with a viewing port in the tank wall and the busbar lying along the tank axis. The
rise time of the optical emission from the breakdown discharges is extremely rapid
(lower part of Figure 12.32) being of the order of 5–6 ns. Reflections of electric field
perturbations from the tank ends occur on timescales of 7 and 35 ns, and optical
emissions radially from the tank wall occur in about 2 ns. These timescales are
comparable with response limiting dispersion effect in optical fibres (section 12.2.5)
which are in the range 3 ns (waveguide dispersion), 4 ns (chromatic dispersion)
and 7.5 ns (intermodal dispersion). Discharge emission rise time measurements can,
therefore, be prejudiced by the transmission dispersion effects of optical fibres.

With free space techniques, time response limitations are governed by the opto
electronic detectors. A photomultiplier can provide a rise time of 2–3 ns, and that
for a vacuum photodiode may be as short as 0.3 ns. Consequently, free space tech-
niques can, where useable, provide better transient responses than optical-fibre-based
systems when extremely rapid events are involved.

It should also be recognised that conventional silica optical fibres have trans-
mission properties which are severely wavelength dependent in the range 300 nm to
2 μm (section 12.2.5). Consequently, such wavelength degrading effects need to be
evaluated before application to a particular discharge monitoring situation. Special
purpose optical fibres may therefore be needed (e.g. quartz cored fibres for ultra-violet
transmission) with additional cost penalties.

12.5 Conclusions

The range of measurement and monitoring possibilities of optically-based techniques
for use under high voltage conditions has been described. Utilisation and deployment
of such approaches in the future are likely to be driven not only by the need of new and
conventional high voltage applications but also by the substantial developments in the
optoelectronic sector itself. The evolution of high specification, lower costs digital
imaging systems, economic white quantum sources (without thermal power wastage)
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Figure 12.32 Transient response of optical fibres and photodetectors for recording
electrical discharge formation in GIS

and short wavelength transmitting optical fibres (polymeric fibres etc.) are all set to
drive further the usage of optical monitoring for a considerable range of industrial
applications including those involving high voltage technology. Coupled with devel-
opments in intelligent information extraction systems [40], these approaches have
considerable potential for future deployment.
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Figure 12.33 Distinction between plasma and particulates optical emission using
chromatic mapping [37]

As an example of the evolving possibilities, Figure 12.33 shows some test results
obtained from monitoring a high voltage plasma jet for producing microparticles for
surface spraying of superconducting coatings [37]. The results are in the form of a
dominant wavelength:effective bandwidth (H-S) map (section 12.2.5) of emissions
monitored with a tristimulus chromatic system. It shows how the conditions of plasma
and micro particles in the jet can be separated in chromatic space without recourse
to data overload or expensive and cumbersome conventional spectroscopy and pro-
vide outputs easily assimilable into the operating control system (e.g. power, gas,
particulates flow etc.) of the plasma torch system as a whole via modern information
extraction means. This is but one of several examples which are emerging.
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12.7 Note

1 Line broadening mechanisms include broadening due to finite lifetime of an
excited state (∇λ ∼ 10−5 nm), strong magnetic fields interacting with electron spins
(Zeeman shift, ∇λ ∼ 0.03 nm), strong electron fields influencing the radiating atoms
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(Stark broadening), the random movement of the emitting atoms (Doppler broaden-
ing, ∇λ ∼ 0.01 nm), pressure broadening (∇λ ∼ 0.02 nm), (∇λ values are typical
for a high pressure electric arc discharge).
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Chapter 13

Pulsed power – principles and applications

J.E. Dolan

13.1 Introduction

Pulsed power deals with the generation of extremely high power, short duration
impulses. Peak powers typically range from megawatt (MW) to terawatt (TW) levels,
and pulse durations from nanoseconds to milliseconds. The aim of this review is to
indicate the development of pulsed power as a discipline, and to discuss some of the
key elements in pulsed power systems. The range of applications of pulsed power is
also outlined.

Pulsed power began in the 1920s when Erwin Marx at the Technical University
of Braunschweig devised a novel form of high voltage impulse generator for light-
ning testing of high voltage power transmission equipment. In the Marx generator
(Figure 13.1) a set of n capacitors are charged in parallel at moderate voltages (typi-
cally 10–100 kV). The capacitors are then switched into series connection to achieve
an output impulse voltage which is a multiple n of the charging voltage. The series
connection arises due to the sequential over-volting and breakdown of the spark gaps
once the first gap breaks down. Output voltages up to 2 MV are readily achieved. The
spark gap closure maintains the capacitors in series for the duration of the ensuing
current discharge. In more recent years, the development of high energy and fast
rise-time Marx banks has been driven by the requirements of flash radiography, ion
beam generation, and plasma fusion drivers for ∼MJ energy levels to be delivered in
sub-microsecond timescales.

The first pulsed power systems were probably the power modulators used to
drive radar magnetrons at ∼100 kW level in the Second World War era. The mag-
netron requires a repetitive pulse driver developing typically 10–50 kV at 1–10 A,
and running at 1–10 kHz repetition rates. The necessary pulse width is of the order of
microseconds. The problem lay in the peak pulse power and the fact that this was at
a high repetition rate. Spark gaps could not conduct the required current levels, and
still recover in the available timescale.
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The solution was found in magnetic pulse compression [1]. A series of saturable
magnetic stages are driven by the primary closing switch and energy is transferred
between stages in progressively shorter timescales. The primary switch both benefits
from turn-on snubber action and does not handle the peak magnetron power and
current. Although rotary spark gaps were often used to drive the magnetic pulse
compressors, these would only handle a moderate current and so the recovery time
would be adequate. Magnetic pulse compression fell into disuse post war as the power
handling capabilities of various tubes and the hydrogen thyratron in particular were
raised enormously by development. However, the technique has enjoyed a steady
renaissance from the early 1980s through to the present day due to novel requirements
in high power lasers, ultrawideband radars, corona reactors etc.

Since the 1940s, pulsed power has gone through a series of distinct phases
as applications have developed. The modern day pulsed power collective is very
much centred on the US, and this is reflected in the preeminence of the biannual
IEEE International Pulsed Power conference. The shape of pulsed power has been
moulded largely by the requirements of nuclear weapons, inertial confinement fusion
(ICF) and directed energy weapons (DEW) programmes. All of these have bene-
fited from extensive support in the United States and former Soviet Union and, to
a lesser extent, in Japan and Western Europe. Nonetheless, industrial applications
have always been an important aspect of pulsed power. By the 1970s, moderately
high power pulse techniques were becoming well established for a range of techni-
cal/industrial applications – flash photography, metal forming, pulsed lasers, electric
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fences, pulsed electrostatic precipitators. This is covered in detail in the series of
books by Früngel [2]. In something of a paradigm shift, the spread of applications
and pulse techniques that Früngel describes is in present day terminology largely sub-
sumed under ‘industrial electronics’. Meanwhile pulsed power has shifted strongly
towards the requirements of high energy physics.

The first high energy pulsed power area to develop was that of flash radiography.
Much pioneering work was carried out in the UK at the Atomic Weapons Research
Establishment, largely due to the individual genius of J.C. ‘Charlie’ Martin. Flash
radiography is the production of intense submicrosecond duration x-ray beams of
extremely short duration – typically of the order of 10–100 nanoseconds. The par-
ticular application was and remains today the x-ray imaging of nuclear warhead test
detonations from outside the metal casing. The pulsed power requirement is for sub-
microsecond pulses of 1–10 MV and ∼1 MA levels to drive the electron beam which
produces the x-rays by the Bremsstrahlung mechanism. Rise times of 50–100 ns or
less are also required. This led to the development both of fast rise time high energy
Marx banks in oil tanks, and of transmission line techniques for shaping of pulses
and channelling the energy to the e-beam load. J.C. Martin established many of the
ground rules which distinguish pulsed power from general high voltage technology.
In particular, the realisation that dielectrics can be operated considerably above their
DC breakdown strength for very short impulse durations. This led to the much used
‘large area breakdown formulae’ for water and oil as transmission line dielectric
liquids. The Martin equation for coaxial geometry is:

Vb = kA−1/10dt−1/3 (MV) (13.1)

where Vb is the applied voltage in MV, k is a value in the range 0.3–0.6 depending
on whether oil or water is used and on the polarity, d is the radial separation of the
plates in cm and t is the time to breakdown in μs.

Martin also established formulae for spark gap behaviour which are still in use
today, and developed many other pulsed power techniques. A highly readable account
of this work may be found in ‘Charlie Martin on pulsed power’ [3]. As a consequence
of the Aldermaston’s capabilities, very strong links developed between the Aldermas-
ton group and US groups including Los Alamos, Sandia National Laboratories and
the Naval Research Laboratories.

The second major area to develop related to inertial confinement fusion (ICF)
programmes based on laser and on particle beams, respectively. The pulsed power
requirement is to energise either intense krypton fluoride (KrF) lasers or to produce
particle beams, which in turn compress and heat the fusion pellet target. Useful
outlines may be found for the Titania KrF scheme [4], the Sandia National Labora-
tories PBFA-II (Particle Beam Fusion Accelerator-II) scheme [5], and the ongoing
Megajoule project in France [6].

Directed energy weapons (DEW) programmes have run continuously since the
‘Star Wars’ Strategic Defense Initiative (SDI) under President Reagan in the mid
1980s. The term directed energy weapons refers to a whole range of weapons with
a variety of functions. High power lasers are envisaged as a means of disabling or
directly destroying items such as ballistic missiles or sensor components, in particular
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by interception in space or near space. High power microwave devices and other radio
frequency sources would principally be intended to disrupt enemy communications,
computing or control systems.

The decline in funding for nuclear weapons programmes since the end of the Cold
War has led to a certain degree of realignment of pulsed power activities towards
commercially viable industrial applications. The principal areas of industrial pulsed
power application today can largely be grouped under the following headings: envi-
ronmental cleanup, materials treatment, biotreatments, food treatment, rock breaking
and particle generation. The general rationale for the application of high power pulsed
techniques rather than forms of continuous DC orAC excitation is that it enables oper-
ating regions to be accessed which are not accessible in the steady state. For example,
higher values of pulsed fields may be applied to a corona-generating assembly with-
out electrical breakdown occurring than for steady state fields. If electric fields are
to be applied in water, the conductivity of the water means that only pulsed fields
may realistically be applied at the kV/cm level and above. Some systems may have
a non-linear response which can only be driven effectively in a pulsed mode.

Environmental cleanup is applied principally in the areas of flue and exhaust gas
cleanup, and of destruction of volatile organic compounds (VOCs). The chemistry
can be broadly understood as the stimulation of reactions by means of ionised parti-
cles or free radicals. The injection of ionised particles can be by means of an electrical
discharge or by ion beam. Controlled electrical discharges can be achieved effectively
by means of pulsed corona, which results in the generation of microstreamers. Various
other plasma techniques may also be used. Principal among these is the use of cold
(non-thermal) plasmas established using the dielectric barrier (DBD) technique. The
big issue is not so much whether gas cleanup can be achieved, but whether schemes can
be devised which give cost effective cleanup in terms of the joules per cubic centimetre
of treated substance (J/cc). Which approaches are likely to be cost effective remains a
very open question. For example, Penetrante et al. [7] present experimental data show-
ing that for a given rate of NOx removal, ion beam injection requires only 20 per cent
of the input energy required by pulsed corona. However, the capital cost of an ion beam
source compared with a pulsed corona source is likely to be high. A general problem
with commercial applications of pulsed power is that solutions based upon submi-
crosecond pulses inherently tend to require relatively complex, costly, systems, as the
simplest spark-gap-based approaches are not capable of long time operation between
parts replacement. This is typified by the abandonment by the 1950s of static and rotat-
ing spark gaps in favour of more stable and controllable gas discharge tubes for radar
modulators. Perhaps some of the most promising future applications areas for pulsed
power are in fact in very high technology areas with large payback, such as extreme
ultra-violet/soft x-ray lithography for the next generation of digital semiconductors.

13.2 Pulsers and topologies

Any formal definition of pulsed power will include the concepts of pulse compression
and pulse forming. Pulse compression involves the discharge of energy from a storage
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device at a faster rate than it has been charged. This is exemplified by capacitor
discharge systems, although there are various other forms. Pulse forming is the use of
circuit, switching and transmission line techniques to achieve the pulse shape required
by the load. Adiscussion of generic pulse compression and shaping techniques is given
by Pai and Qi Zhang [8]. A good up-to-date review of circuit topologies and analysis
techniques is given by Smith [9].

13.2.1 Capacitive discharge

Capacitor discharge circuits are certainly the most widely used pulsed power topology.
Figure 13.2 indicates a generalised discharge circuit. A suitable charging system is
used to charge a capacitor to the required voltage and energy level. The charging
process may take minutes for a set of μF capacitors being charged to 50 or 100 kV in
a high energy, single-shot system. On the other hand, it can be as short as milliseconds
for a 1 nF capacitor in a high repetition rate system. When the capacitor is charged to
the required level, a closing switch connects the capacitor to the load. The resulting
discharge has a pulse width defined by the load time constant τ = CRload . In pulsed
power applications, the discharge time is typically of the order ns–μs. The pulse
rise time into the load may be of more significance than the pulse width. The rise
time is likely to be affected principally by the closing switch characteristics and by
the inductance of the load circuit. One means of obtaining a more rapid voltage
rise onto the load is by use of a sharpening gap, as indicated in Figure 13.3. The
circuit has a second capacitor intermediate between the source capacitor and the
load. This ‘peaking’ capacitor is of much lower value than the source capacitor.
When the primary switch is closed, this intermediate capacitor charges at a rate
determined by the closing switch circuit. The sharpening gap is designed to self-break
as the intermediate capacitor reaches a suitably high voltage, and thereby connects
the intermediate capacitor across the load. The load voltage rise time may then be
very rapid since the inductance of the peaking capacitor load loop can be made very
low. Elements of the capacitive circuit topology are briefly outlined below.

13.2.2 Charging supplies

Resistive charging has the benefit of simplicity and low cost. The DC source could
typically be any of the following: mains transformer with rectifier, Cockcroft–Walton
multiplier, switched-mode high voltage DC supply. However, an inherent disadvan-
tage is that when a capacitor is charged from a fixed voltage source, as indicated in
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Figure 13.4, an energy equal to that stored in the capacitor is dissipated in the charg-
ing resistance. For this reason, the use of switched-mode power electronic charging
units, generally termed capacitor chargers, is becoming increasingly common. This is
particularly the case in rep-rate applications. Charger units range from the miniature
systems found in camera flash systems to multi-kW systems with outputs of up to
50–100 kV. The benefit of specialised capacitor charging systems is that the instan-
taneous output voltage during charging is generally controlled to maintain a constant
charging current into the capacitor, giving very high efficiency. Companies producing
capacitor chargers include General Atomics, Lambda EMI and ALE.

Although mains supplies will generally be used, battery storage is often employed
for mobile systems, for systems with extremely high current demands, or where
EMI/EMC concerns can otherwise cause problems. Low voltage ultracapacitors
(typically rated at several farads and a few volts) may provide an interface between
batteries and faster pulsed circuits, as has been done in some electric vehicle appli-
cations. However, these techniques are in the realm of power systems operation
and essentially fall outside the pulsed power area. Railgun and coil gun systems
will require MW–GW of prime power for several milliseconds pulse duration, and
this generally implies the use of specialised pulsed alternators such as compulsators
[10, 11].

In passing, ‘Electrical interference and protection’ by E. Thornton [12] should be
mentioned as a near unique, invaluable practical guide to the design of pulsed circuits
in terms of the necessary shielding, filtering, screening and grounding.

13.2.3 Capacitors

In order of pulse discharge speed, the main types of capacitor employed in pulsed
power work are electrolytic, wound paper and foil, metallised plastic film, and ceramic
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dielectric. Despite their ubiquity in power electronics rectifier and smoothing appli-
cations, electrolytic types are only suitable for millisecond timescale discharges due
to their high equivalent series resistance (ESR).

Capacitors based on wound plastic and aluminium foil layers or metallised plastic
are suitable for nF–μF ranges and have been developed extensively for high volt-
age (i.e. 1–100 kV) and fast pulse discharge characteristics. Foil-wound capacitors
can be used for discharges with timescales as short as a few hundred nanoseconds.
The 1960s’ technologies of Kraft paper impregnated with oil were effective for μs
timescale discharges, but have been largely superseded by the more recent plastics
technologies. Ceramic capacitors based on ferroelectrics, e.g. BaTiO3, are capa-
ble of nanosecond timescale discharges. Ceramic capacitor types are commercially
available up to 50 kV in values between ∼100 pF and a few nF. A general feature
of all types of capacitor used in pulse work is that the lifetime is highly depen-
dent on the degree of voltage reversal imposed as well as on the actual voltage.
The highest voltage rating can be achieved if it is possible to ensure no voltage
reversal during pulse operation. The greater the voltage reversal, the lower the volt-
age rating. Reversal characteristics are therefore standard data sheet items for pulse
capacitors.

13.2.4 Voltage multiplication: the Marx bank

Limitations imposed by DC corona, DC insulation, power electronics and transformer
design mean that generally 50–100 kV is the maximum feasible static capacitor design
voltage. Many pulsed power requirements are for voltages in the range 100 kV–2 MV
and higher. One solution to this is provided by the Marx generator; this was shown
in Figure 13.1. A set of capacitors is charged in parallel to a voltage V via a set
of charging resistors. Closure of the switches – typically spark gaps – reconfigures
the capacitors in series and a high voltage impulse of the order of microseconds
duration can be delivered to the load. Very often, the load will be a transmission
line which is resonantly charged by the Marx bank. Generally, the lowest (first)
switch in the Marx bank will be actively triggered, and subsequent switches will
close due to a combination of ultra-violet (UV) illumination and overvolting. Many
high energy Marx banks will use additional spark gaps with mid-plane gaps which
can be triggered, either directly or by use of interstage coupling. Reliable operation
of Marx banks with high numbers of stages (i.e. 20–30) generally depends upon the
use of some triggering linkages between stages and careful optimisation. Ideally, the
voltage produced by an n-stage Marx will be nV. Loading by the resistive charging
stacks and voltage drops across the switches will reduce this somewhat. Nonetheless,
voltages within a few per cent of the ideal can be achieved in practice. Variations on the
Marx topology include bipolar charging, which enables doubling of the stage voltage
within the ±100 kV charging voltage constraint; use of more than one charging stack
in parallel to give faster charge time constants; use of inductive charging for low
dissipation in rep-rated applications, etc. Note that a typical high energy Marx bank
may have a series

√
LC time constant of a few μs. This is determined by the total

series inductance, due to the combination of the geometrical layout and the internal
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inductance of the capacitors and switching elements. Pai and Qi Zhang [13] provide
a detailed review of Marx bank technology.

13.2.5 Compact, fast rise time Marx banks

The development of compact high voltage sources is of self-evident importance for
applications of all types outside the laboratory.

The present day development of Marx bank techniques therefore focuses on com-
pact and high voltage systems. For high voltage, low energy systems (500 kV–1 MV
and 10–100 J/shot) the use of ceramic capacitors from manufacturers such as TDK
and Murata has become the de facto standard [14]. Such devices enable 50 kV or
100 kV charge voltages, as with high energy Marx banks. Up to MV outputs can
therefore be achieved with reasonable numbers of stages (i.e. 4–30). The capacitors
have low series inductance contributing to fast load rise times of 10–100 ns. The
spark gaps may also be designed for low inductance. Hydrogen is typically used as
the switching gas as it has both high voltage hold-off capability and fast recovery rate,
so that repetition rates of 1 kHz are readily achieved. Pressurised SF6 is commonly
used as an insulant dielectric gas around the Marx components [15].

Interest in the use of ultrafast Marx generators to provide nanosecond rise time
pulses relates to potential applications in ultrawideband (UWB) radar or directed
energy (DEW) applications [16, 17]. Achieving this level of rise time typically relies
on the Marx being given a layout which enables effective wave propagation between
input and output. As with avalanche semiconductor switching generators and DBD
lines, a degree of pulse sharpening can occur as the output pulse propagates and builds
up between successive spark gaps along the Marx stack.

13.2.6 Pulse compression

Energy may be transferred resonantly between two capacitors by a circuit with a
suitable closing switch and inductor. If a second LC loop is added, energy can then
be transferred into the third capacitor via the second closing switch. If the

√
LC

resonant period of the second loop is made shorter, the energy transfer occurs in a
shorter period and with a higher associated peak current. Figures 13.5 and 13.6 show
the generalised LC circuit and waveforms, respectively. With reference to Figure 13.5,
the time constant of the first loop is given by:

τ1 = π

√
L1

C0C1

C0 + C1
(13.2)

C0 C1 C2

S1 S2
L1 L2

VC0
VC1

VC2

Figure 13.5 Single-stage LC pulse compression circuit
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Figure 13.7 Three-stage magnetic pulse compressor circuit

and the time constant of the second loop is given by:

τ2 = π

√
L2

C1C2

C1 + C2
(13.3)

This process is termed pulse compression. The switching of the second switch will
usually be made to depend upon the state of the circuit. For example, a self-breaking
spark gap could be used. An inherent problem with the second and further switches
in pulse compressors is that pulse compression inherently means higher power levels
and a more arduous switching duty.

13.2.7 The Melville line – magnetic pulse compressor

One way to make the pulse compression switching process occur automatically was
devised by Melville in the 1940s [1]. The inductors in the magnetic pulse compression
circuit (Figure 13.7) have saturating soft magnetic cores, typically of NiFe ferrite or
amorphous metal. These give the inductors a magnetic switching characteristic. While
the core is unsaturated (μ0μr), the inductor presents a high impedance to current flow.
When the core is driven into saturation, the inductor presents a low impedance (μ0),
and current is able to flow according to the value of Lsat . The transition between
unsaturated and saturated states can occur in 10–100 ns timescales, which means that
the inductor exhibits a quite rapid magnetic switching characteristic. The two main
parameters for the magnetic switch are the volt–second hold-off and the saturated
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inductance. The volt–second hold-off is equivalent to the flux swing in the inductor
when it is driven from its initial bias point to saturation:

(Bs − Br)AN =
∫

V dt (13.4)

where Bs is the value of saturated magnetic core flux density, Br is the value of reset
magnetic core flux density, A is the magnetic core cross-sectional area and N is the
number of turns.

The operation of the magnetic pulse compression circuit of Figure 13.7 is as fol-
lows. MS0 is initially in a high inductance state. After the primary switch S – typically
a thyristor – is closed, MS0 is driven into saturation and the same process repeats
through MS2 and MS3. C0 resonantly transfers its charge to C1. Inductor MS1 is
designed to remain in a high inductance until the point when C1 is fully charged. MS1
then saturates, and resonant current flows between C1 and C2. Meanwhile, reverse
current between C1 and C0 is blocked by the fact that MS0 requires to be driven into
negative saturation before it is closed for current in the reverse direction. Only mag-
netisation current flows during the magnetisation reversal phase. Further pulse com-
pression stages may be added. Between one and four compression stages are usual.

The magnetic pulse compressor (MPC) has gained considerable application in
repetitively pulsed applications [18]. These include driver circuits for TEA CO2 gas
lasers [19], excimer lasers, copper vapour lasers [20], corona discharge reactors and
ultra-wideband (UWB) radar systems.

13.2.8 Transmission line circuits

The high voltage aspect of most pulsed power circuits imposes generally quite large
dimensions and spacings on circuit elements in order to achieve workable electric
stress levels. When electrical energy is required to be delivered in the form of short
pulses, the physical separation between circuit elements often makes it necessary for
these pulses to be delivered along some form of transmission line. The transmission
lines will be two-conductor lines e.g. coaxial or parallel-plate, supporting TEM-
mode waveforms as the principal mode. Helical slow wave lines are also used. The
transmission line transmits power according to the telegraphers’ wave equations. It
can support forward and backward travelling waves.

13.2.9 Charge lines

Of particular significance in pulsed power applications is the use of transmission line
cables as energy stores and pulse sources. A single charge line circuit is shown in
Figure 13.8 and a coaxial geometry in Figure 13.9. A length of cable or transmission
line is charged to a DC voltage level V by a suitable arrangement. When the switch
connecting the transmission line to the load is closed, the load begins to discharge the
transmission line. The load pulse rise time is equivalent to the switching time. The
values of voltage and current in the load may be found by solving the transmission
line equations. In the case of a matched load, the load voltage is equal to half the
charging voltage. The load pulse then also has duration of 2T , where T is the cable
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transit time, given by:

T = l
√

εr

c0
(13.5)

where l is the cable length, c0 = 3 × 108 m/s is the free-space velocity of EM waves
and εr is the relative dielectric constant of the cable.

In the case of the matched load, 2T is the time required for the transmission
line to become fully discharged. The load pulse waveform is essentially rectangular,
with rise and fall times defined by the turn-on time of the switch and the inductance
of the line-load connection. Note that the length of transmission line required for a
given pulse width depends upon the dielectric constant of the medium. The relative
dielectric constants for air/vacuum, oil and water are 1.0, 2.1 and 81, respectively.
A 1 m line length therefore corresponds to a double transit time 2T (i.e. pulse width)
of 6.6 ns in air/vacuum, 10 ns in oil and 90 ns in water.

The charge line configuration is ideally suited to pulse compression and pulse
sharpening, as were outlined previously in the circuit context. Figure 13.10 shows
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the general arrangement. The charge line is resonantly charged by a Marx generator in
the order of 1–2 μs. The compression gap initiates a transmission line pulse discharge
with a pulse width of typically 100–400 ns. This represents the pulse compression
phase. The sharpening gap holds off the initial voltage rise until near peak voltage,
then closes. The rise time through the sharpening switch is typically 10–20 ns, and
this then propagates forward to the load.

In a variation of the charge line configuration, the charge line is switched to
ground by the closing switch. In principle, this applies the same waveform to the
load, but has the benefit that the closing switch is not floating. One disadvantage
is that the charge line outer conductor floats instead. A second disadvantage is that
the switching impulse travels along the charge line before it reaches the load, so that
the rise time may be degraded (lengthened) by transmission line losses. This type of
system is more suited to relatively low voltage, power and energy levels.

13.2.10 The Blumlein circuit

A variation on the charge line circuit is the Blumlein circuit, invented by
A.D. Blumlein. This uses two charge lines with the load interposed, as shown in
Figure 13.11. For matched operation, the impedance of each of the charge lines
should be one-half of the load impedance. The two lines are initially charged by
some suitable charger; note that the right-hand line charging path is through the load
impedance. The closing switch is between the two plates (conductors) of the left-
hand line. Closing the switch then launches a travelling wave into the left-hand line,
and when this wave reaches the load, the load voltage is developed. Analysis shows
that, for matched operation, the magnitude of the load voltage impulse is equal to the
charge voltage V . The duration of the load impulse is 2T , where T is the transit
time of each of the two charge lines. The benefit of the Blumlein is that the load pulse
voltage is equal to the full charge voltage, rather than one-half of the charge voltage
as in the single charge line configuration discussed above. A coaxial implementation
of the Blumlein is shown in Figure 13.12.

13.2.11 Inductive voltage adders

Inductive voltage adders for pulsed power arose as a means of achieving multi-MV
pulses for radiographic and gamma-ray generators. A prime example is the 20 MV
Hermes system [21]. The basic principle is that of a series-coupled set of 1:1 trans-
formers (Figure 13.13). Each primary is fed by a separate pulse generator, which may

charging
supply

switch

transmission line 1 transmission line 2

load

Figure 13.11 Blumlein charge line circuit
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Figure 13.13 Three-stage inductive adder circuit using 1:1 transformers

be referenced to ground, and all of the secondaries are coupled in series. The output
voltage is the summation of the secondary outputs. In the transmission line embodi-
ment of this method (Figure 13.14), the secondary forms the centre conductor (stalk)
of a coaxial line which leads to the anode or cathode of the load, typically an e-beam
generator. The magnetic cores are located around the outside of the coaxial line
and provide the inductive coupling between the individual primaries with the cen-
tral coaxial stalk. In the Hermes system, there are twenty 1 MV primaries driven by
1 MV Marx banks, giving the 19–20 MV output voltage. However, systems are not
necessarily this large. In MOSFET-switched pulsers manufactured by Kentech Instru-
ments, the outputs of 25 boards, each producing 400 V pulses, are added inductively
to form a 10 kV output into 50 �. The output rise time is near equivalent to that of
a single switching MOSFET element at 2–3 ns. Two-stage inductive adders are used
in the RHEPP systems at Sandia. Inductive adders are currently being developed for
the next generation radiographic machine (LINX) at AWE Aldermaston in the UK
[22, 23].
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Figure 13.14 Showing first three stages of a transmission line inductive adder

13.2.12 Inductive energy storage

Although capacitive storage has the merit of simplicity, inductive storage potentially
offers energy densities around 100–1000 higher. This is based, respectively, on an
assumed electric field strength in the capacitive store of ∼25 MV/m and magnetic
flux density in the inductive store of 10T [24]. The caveat lies in the technology: for
inductive energy to be extracted, it is necessary to open a switch in order to divert the
inductor current into the load. Current interruption is inherently extremely difficult.
In the pulsed power context, the two major opening switch types are the plasma ero-
sion opening switch (PEOS) and, increasingly, semiconductor switches. The PEOS
addresses the MA current range, whereas semiconductor device types such as MOS-
FETs and GTOs will open against ∼0.1–5 kA. A new semiconductor approach due to
the Ioffe Institute, St Petersburg, Russia is based on exploiting the reverse recovery
spike in pn diodes. When a diode current reverses, the diode initially continues to
carry current while the pn junction is still in a conductive state. However, as the
pn junction recovers into a blocking state, the high impedance produces a reverse
recovery voltage spike due to the current which is still flowing. If not properly con-
trolled, this can cause serious damage and device failure in conventional circuits.
However, if the spike voltage can be connected across a load, it will give a useful
pulse. Work in Russia has focused on optimising pn diodes to maximise this effect.
The diode is driven by a relatively short (∼100–200 ns) resonant current waveform.
Reverse recovery pulse rise times of a few ns can be obtained, at voltages of sev-
eral kV, and devices may be stacked to obtain up to ∼100 kV total pulse voltage. The
device type is referred to as a drift step recovery diode (DSRD) or silicon opening
switch (SOS). Most work and exploitation to date has been carried out in Russia, and
pulser units are commercially available from Russian companies such as Megapulse
and FID Technologies. Some amount of technology transfer out of Russia has also
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occurred. Teramoto et al. [25] report a system using pulse compression from 60 Hz
mains via magnetic pulse compression and voltage transformation circuit, with final
pulse sharpening by the SOS resulting in an output pulse with 140 kV amplitude and
70 ns FWHM.

13.2.13 The Tesla transformer

The open-cored Tesla transformer is generally seen as an exotic curiosity due to its
unsuitability for utility power distribution applications. However, amateur enthusi-
asts construct versions with extreme turns ratios and low coupling coefficients. When
driven by primary spark gaps, these can produce radio frequency outputs with ampli-
tudes of up to several MV and capable of producing lengthy ionised channels in air.
The former Soviet Union (FSU) has treated the Tesla transformer more seriously and
developed the technology considerably [26]. Although the magnetisation current is
high, the coupling coefficient is nonetheless generally in the range 0.5–0.8 and pulsed
output voltages up to 1 MV can readily be achieved. Figure 13.15 shows a typical
Tesla transformer coil arrangement. Primary windings of a few turns are used, which
may be axially spaced coils or simply several turns of copper foil wound concentri-
cally. Turns ratios of the order of 1:1200 are typical. The principle of operation is that
of a pulse transformer: a thyristor or other primary switch is triggered in the primary
circuit and this applies a capacitor voltage to the transformer. Rise times of the order
of μs are produced on the secondary winding. Typically, a transmission line or charge
line is capacitively charged by the Tesla coil output. Closure of a self-breaking or trig-
gered high pressure spark gap then initiates pulse discharge of the transmission line
into the load with a pulse width defined by the charge line length, and subnanosec-
ond rise times can be achieved. Typical loads include UWB emitters and high power
X-band oscillators (10 GHz at 150 MW pulse power) with impedances in the range
20–150 �.

13.3 Semiconductor switching

13.3.1 Introduction

The prospect of long lifetime, low jitter electronic switches in pulsed power has been
a tantalising one over the past decades. The take-up of commercial power devices has
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been limited, because available device characteristics have only mapped onto certain
quite specific and limited areas. Nonetheless, as semiconductor power switching
devices have generally developed toward multi-kV, multi-kA voltage and current
ratings, combined with submicrosecond switching speeds, the ability to match power
devices with applications has steadily broadened. The thyristor has long been applied
to microsecond and longer timescale pulse requirements in the 1–100 kA range. The
ability of the thyristor to carry large pulse currents is due to the large die areas
of up to tens of square cm. Gate turn-off (GTO) and similar thyristor types with
heavily interdigitated gate structures are used, due to their inherently rapid switching
times, which are of the order of 0.1–1 μs. The bipolar transistor when operated in
avalanche mode is capable of subnanosecond switching times, for which there are
certain specialised applications. As voltage and current ratings have increased, power
MOSFETs and IGBTs are increasingly being used for rapid switching applications.
These devices are generally driven within their standard operating envelope. In terms
of circuit topology, the two configurations of principal interest are the series/parallel
stack and the semiconductor Marx bank. Finally, a range of novel pulsed power
semiconductor devices operating at thyristor power levels combined with nanosecond
switching speeds has emerged from work at the Ioffe Institute in St Petersburg.

13.3.2 Thyristor

The thyristor is an ideal single shot switch in that as a minority carrier device it is
inherently capable of carrying very large impulse currents relative to its continuous
current rating. The trigger requirements are also very modest relative to the switched
power. Note that the active turn-off capability will generally not be exploited in
pulsed power, so that the heavy reverse gate currents required by GTO thyristor
devices when switching off large currents are not usually an issue. The Marx bank
principle is readily applied to thyristors. Gregory et al. [27] describe a four-stage
thyristor Marx. The general circuit is shown in Figure 13.16. Diodes are used to
clamp the individual thyristor voltages, and each thyristor is actively triggered by
resistive coupling to the gate. The use of active triggering to all devices is a general
feature of semiconductor Marx circuits, and contrasts with the classic Marx, which
relies on sequential overvolting of the spark gaps in the stack. The system described
by Gregory et al. is relatively modest, producing 2.2 kV, 250 A, 2.5 μs pulses into
a 10 � load, but it illustrates the thyristor Marx concept very well. Development
work has shown that 10–15 stage thyristor Marxes are feasible, using capacitive
links between each stage and the next thyristor gate. Repetitive operation is practical
except for the efficiency problems posed by resistive charging. Repetitive Marxes
have been applied for application in corona flue gas treatment. Again, parallel diodes
provide voltage-limiting control on the thyristor devices during the Marx erection
phase [28].

In Japan, there is also strong interest in the use of static induction thyristors
[29, 30]. These are relatively novel devices with MOSFET-type gate characteristics,
with a rapid turn-on time of ∼100 ns, and capable of carrying 30 kA at 15 V forward
drop. Pulse widths of 100–500 ns can be switched efficiently. It is envisaged that



Pulsed power – principles and applications 607

D RT
+

+

+
+V

+
RT

RT

D

D

trigger
pulse

charging
resistors

Figure 13.16 Four-stage thyristor Marx with resistive triggering of upper stages

this switching capability could be exploited effectively in rapid resonant charging
of corona discharge capacitance for exhaust gas processing. To date, a three-device
stack switching 10 kV, 10 kA repetitively has been developed and demonstrated.

13.3.3 Bipolar transistor avalanche mode switching

Baker provides a useful outline of avalanche switching in bipolar junction transistors
(BJTs) [31]. A distinction is drawn between slow avalanche processes and current
mode second breakdown. The latter is characterised by much higher currents and
more complete voltage collapse, but also device destruction if the pulse energy is
not curtailed. The subnanosecond switching of BJTs is due to current mode second
breakdown, although it is generally referred to as avalanche mode. The successful
application of devices in this mode, therefore, depends upon switching only a modest
energy per pulse.

Transistors operated in avalanche mode have proved to be reliable and stable
switching elements for operation in various forms of Marx bank circuit, switching
typically 1–2 kV in <1 ns. Applications are typically micro channel plate systems,
pockels cells, and providing the beam sweep in streak cameras. Streak cameras are
used to image x-ray emissions, typically over 1–2 ns timescales. The x-rays are
directed onto a photo-emissive plate, and the intensity of the emitted photo-electron
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beam varies over time with the x-ray intensity. The photo-electron beam is then
directed between the time axis sweep plates onto photographic film. The requirement
on the sweep plate drive voltage is typically for a pulse rise time of 1–2 kV in the
order of 1 ns. Circuits for streak camera application are given by a number of authors
[32, 33].

Grouping the avalanche transistors into series stacks can give benefits in reducing
the effect of the transistor junction capacitance, which acts as a parasitic element on
the Marx circuit. Rai et al. [34] use five stacks with three series transistors per stack.
Each transistor stack may be treated as a single switching element.

Transmission line layouts for avalanche mode switching circuits have been devel-
oped at the Lawrence Livermore National Laboratories in the US [35, 36]. Since the
inherent switching time of transistors in avalanche mode can be 50–100 ps, the lim-
itation on circuit rise time is generally due to the circuit inductance capacitance and
physical size. Design of the Marx layout and ground plane on transmission line prin-
ciples enables the Marx voltage to propagate from stage to stage in the form of a
travelling wave as it develops. Rise times as low as 100 ps have been achieved, with
output voltages of up to 8 kV.

13.3.4 MOSFET Marx

The Marx bank configuration has also been applied to power MOSFETs [37]. The
achievable rise time is limited by the MOSFET switching speed, which at min-
imum is typically of the order of 3 ns. This limitation is essentially due to the
minimum feasible gate capacitance charging times. As with all semiconductors, it
is imperative to trigger the gates of all devices. This may be done by providing
each device with its own gate drive, or alternatively by providing suitable cou-
pling capacitances to the gate of each device. The second approach can give equally
fast switching times and may give a circuit with a much lower total element count.
A disadvantage of the second approach is that it requires a more complex design
analysis.

13.3.5 MOSFET switching stacks

MOSFETs can readily be stacked in series to form high voltage stacks, just as thyris-
tors are used in HVDC conversion schemes. Conventional drive arrangements to
each floating gate gives the most reliable arrangement. A basic system is described
by Continetti et al. [38] which was for applying potential difference ion beam exper-
iments. However, the stack switching time in this work was very slow at around
250 ns. Baker and Johnson [39] also describe the design of MOSFET stacks. They
reiterate the need for careful gate drive design to ensure that the maximum MOSFET
Vgs rating of typically 20 V is not exceeded, as this will result in oxide layer punch
through. They use passive coupling to drive the gates of devices higher in the stack.
This is generally highly effective for stacks at turn-on, as each gate is driven by the
switching on of the device beneath it. Clearly, passive coupling arrangements to each
device gate generally have cost and simplicity benefits. However, passive coupling
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is less effective when stacks are required to turn off fast, and this results in an asym-
metry between turn-on times of a few nanoseconds, and turn-off times of hundreds of
nanoseconds.

Stacked MOSFET techniques are increasingly being adopted by industry. Fully
packaged MOSFET stack modules with integral triggering circuits handle voltages
up to 60 kV and currents up to 800 A [40]. IGBTs are employed for higher currents
of up to 4800 A, albeit at lower switched voltages of 0–15 kV. Applications for
such switches are wide ranging and include EMC test equipment, klystron drivers,
EMC burst generators, nanosecond pulse generators, pockels cell drivers, thyratron
triggering, deflection grid drivers etc. However, when passive coupling triggering
techniques are used, this results in slow turn-off characteristics. The mean power
ratings for these devices are also relatively low.

A more recent approach now being adopted widely is series connection of com-
mercial MOSFET devices to form 20–50 kV stacks capable of handling 100–200 A
[41]. Each MOSFET has a fully active gate driver circuit, and so the stack can be
switched off as well as on in the order of 10–20 ns. The series stack essentially
functions as a direct replacement for hard tube modulators. This is one reason for
engineering a series stack rather than a paralleled switch system driving a pulse trans-
former. Applications include magnetron modulators, x-ray drivers and very high duty
modulators with burst mode pulse repetition frequencies of up to 750 kHz. A typical
example of a series/paralleled stack of MOSFETs achieves 55 kV, 200 A switching at
repetition rates up to 1333 Hz [42]. The stack volume is 0.1 m3 and it weighs 91 kg.
Forced oil cooling is employed, and the on time may be varied between 0.5–6 μs at
duty cycles up to 0.1 per cent.

Kicker pulsers are required for precise ion beam steering and marker applications
in linear accelerator installations. A μs length beam can be cleaved into sections by
using kicker magnets to deflect segments of the beam as it passes by. It is necessary
to energise the kicker magnets with very square pulse waveforms. The pulse spec-
ifications are of the order of 10 ns rise and fall times, and 20–200 ns pulse width
at 10–15 kV and 200–300 A, i.e. the kicker magnet coils are designed to present a
50 � impedance. The requirement has previously been addressed with either pla-
nar triode or thyratron switching, but is now increasingly achievable using solid
state MOSFET stack approaches which can readily achieve the rise and fall time
specifications [43].

13.3.6 MOSFETs with inductive coupling

One approach to high voltage pulse generation is the use of a pulse transformer with a
single low voltage primary winding and single high voltage secondary winding. The
design of this type of pulse transformer is in fact quite difficult due to the large voltage
ratio, high numbers of turns and high voltage insulation requirements. In particular,
achieving fast rise times becomes difficult. An alternative approach is to couple the
secondaries of a number of 1:1 transformers in series. Each primary can be driven by
a grounded pulse circuit, as indicated in Figure 13.13. In the form of a set of primary
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boards coupling to a transmission line inductive adder it lends itself to highly modular
design. Rise times below 3 ns can be achieved.

13.3.7 General semiconductor switching design issues

The attraction of semiconductor switching is the promise of very good lifetimes and
high controllability compared with most gas discharge switching devices. However,
as with all electronic circuit design, in order to achieve reliable circuit operation it
is necessary to ensure that the ratings for device voltage, current and dissipation are
adhered to absolutely. In the presence of very large switching currents, this is not
necessarily a trivial task. A particular problem with semiconductor switching is the
relative sensitivity of low voltage trigger circuits to noise. EMC design and screening
of the trigger circuits takes on at least as much significance as it does in measurements
and diagnostics. Circuits need careful engineering to ensure that false or self-induced
triggering does not occur with consequent runaway failures.

13.3.8 Novel semiconductor devices

Over the past two decades, the group led by Kardo–Sysoev and Grekhov at the Ioffe
Institute in St Petersburg has devised at least four novel device types. The group has
approached the pulsed power semiconductors issue from a rather different perspective
than the US and other western nations. Essentially, they have set out to develop novel
devices suitable for pulsed power applications, i.e. having both rapid switching and
high power capabilities. This contrasts with the approach taken in the west, which is
to apply standard commercial semiconductor devices. The principal limitation of the
western approach is the power–speed product. Although thyristor kA and kV ratings
are high, the switching times even for high speed GTO devices are broadly in the μs
range. Most systems switched by thyristor will therefore require pulse compression or
pulse sharpening elements. Semiconductors optimised for general power electronic
application may well also have internal features different to what would be ideal for
pulsed applications. The approach taken by Kardo–Sysoev and Grekhov has been to
revisit generic device types including the pn diode, thyristor, and bipolar transistor and
reengineer both device topologies and the junction design specifically to enhance high
speed capabilities. Most work has been carried out using silicon as the semiconductor
material. The four device types that have arisen are the reverse switching dynistor
(RSD), field ionisation dynistor (FID), drift step recovery diode (DSRD) and the
delayed breakdown diode (DBD). The RSD and FID devices are essentially variants
of the thyristor structure, but with switching times of the order of 0.5–5 ns [44]. The
RSD is a two-terminal device and is switched by a reverse pumping current followed
by a relatively rapidly applied forward voltage. The FID is a three-terminal device
and is more conventionally triggered by a gate pulse of the order of 50–100 V. Both
FID and RSD device types are inherently thyristor-like, large die area devices, and
can be designed to carry up to several kA and kV.

The drift step recovery diode (DSRD) is a pn junction diode designed for a
very abrupt reverse recovery characteristic. Figure 13.17 shows a drive circuit.
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Figure 13.18 shows device waveforms. The device is driven by a resonant current
pulse, initially in the forward direction. As the resonant current reverses, the junction
initially conducts, but as the junction regains its blocking state, the current is forced
to flow into the high impedance load [45]. Voltages of several kV per device may
be generated, and devices may be stacked. This device is often referred to in the
literature as the silicon opening switch (SOS).

Finally, the delayed breakdown device (DBD) is a small pn junction device which
is driven into reverse breakdown by a suitably high voltage and fast rise time pulse
in the 1–10 kV range [46]. If the overvoltage can be applied fast enough, i.e. in a
nanosecond timescale, the avalanche breakdown across the pn junction takes the form
of a plasma shock wave, and the current rise time through the device is much faster
than that of the applied voltage. The device acts as a pulse sharpener.

13.3.9 Applications of novel semiconductors

A typical example of the application of reverse switch-on dynistor (RSD) is driv-
ing a pulsed electrostatic precipitator [47]. In this case, the RSD circuit produces
26 kV, 2.5 μs pulses into a 50 pF load. The pulse voltage is superimposed onto a
steady 50 kV DC component on the precipitator. The pulsed voltage improves par-
ticle charging effectiveness and inhibits the breakdown that would occur for higher
values of DC voltage. Energy recuperation is a key capability since most of the load
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capacitance energy is recoverable. This is done via magnetic pulse compression cir-
cuits. The dynistor is a 1.5 kV operating voltage, 6 kA device, i.e. ratings equivalent
to a typical GTO thyristor. The key features are that the RSD device is triggered
by applied circuit voltages and current reversal. From a conventional viewpoint, the
dynistor circuit operation may appear relatively complicated. However, the benefits
are that the rapid switching characteristics of the RSD enable good energy transfer
efficiency between source and load. Also, a fully solid state solution between the
command triggering thyristor input stage and the load is achieved.

Rukin et al. [48] describe a system using SOS devices to drive a pulsed corona
streamer. A thyristor-triggered magnetic pulse compressor (MPC) is used to drive a
series stack of ten paralleled pairs of SOS devices. The output pulse parameters are
voltage 1.2 MV, current 4 kA, rise time 10 ns and duration 40–60 ns.

13.3.10 Electro-optic switching

Photoconductive switching (PCSS) involves placing a semiconductor slab into a con-
ducting state by means of laser light illumination. Primary applications of the PCSS
include ground-probing radar, precision gas switch triggering, short pulse ion accel-
erators and pockels cell drivers. Pockels cells typically require 0.3–2 kV and 20 A
to switch polarisation state. Benefits of PCSS are the low jitter of ∼10 ps, rapid
turn-on down to 50–100 ps and low switch inductance. Essentially, there are three
operating modes for photoconductive semiconductor switching (PCSS): linear mode,
non-linear mode and lock-on. The linear mode requires a high ratio of laser power to
the switched electrical power, since one photon drives one electron into conduction
mode. The non-linear mode requires high on-state fields ∼10–30 kV/cm, and hence
electrical switch losses are high. In the lock-on mode, avalanching occurs which is
promising for low on-state loss. In principle, using avalanche mode photoconductive
switching in bulk semiconductors, it is possible to control gigawatt levels of peak
power with <1 ns rise time [49]. However, current filamentation may lead to low
device lifetimes.

The generic issues for efficient optical switching are therefore lock-on and current
filamentation. Lock-on is the required condition where the device remains switched
on, i.e. in a conductive state, until the current falls below a holding value. This is
analogous to the latching effect when a thyristor is triggered. However, lock-on is
generally associated with filamentation. Filamentation leads to hot spots and early
failure. Resolving these issues is proving to be a major technological challenge.

13.3.11 Conclusions on semiconductor switching

It is clear that successful semiconductor applications in pulsed power require
extremely careful circuit engineering. This is in order to limit and control fault modes
on the one hand, and to ensure that devices are not stressed above their voltage,
current and dissipation ratings on the other. However, as with the progressive appli-
cation of power electronics to industrial drives and traction applications, it is clear
that the developing range of device capabilities available is resulting in increased
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penetration of the pulsed power applications sector. Various applications match the
principal device types; MOSFETs, IGBTs and thyristors (GTO, asymmetric and field-
controlled). IGBT and MOSFET stacks are being developed as drop-in replacements
for thyratrons. Stacked thyristors have been used for some time in kicker magnet
drivers, for laser pulsers and also as coil and rail gun switches. The less well known,
fast-switching Russian devices are making inroads into novel repetitive applications
including corona discharge reactors and ultrawideband sources. Electrooptic switches
are being developed for subnanoseconds applications.

13.4 Non-linear transmission lines

The use of non-linear transmission lines (NLTLs) as a means to pulse sharpening
was first outlined in detail by Katayev in 1966 [50]. Electromagnetic shock waves
may develop in non-linear transmission lines where the point-on-wave velocity varies
[51]. The small-signal phase velocity is generally defined as:

cph = c0√
εrμr

(13.6)

where c0 is the phase velocity of electromagnetic waves in free space, and εr and μr

are the relative permittivity and permeability, respectively. If the permeability varies
with the applied H -field:

μr = f (H) (13.7)

then the phase velocity clearly also varies with H . A decreasing or saturating charac-
teristic for μr with increasing H results in steepening of the waveform rising edge,
and stretching of the falling edge. The effect is analogous to generation of shock
waves in air. Clearly, the same mechanism operates for non-linear dielectric, and
non-linear transmission lines may be based on both saturable magnetic and non-linear
capacitance effects. Equivalent circuits for discrete element NLTLs are indicated in
Figures 13.19 and 13.20. Because of the varying point-on-wave velocity, the lead-
ing edge rise time of the waveform in a continuous transmission line (Figure 13.21)
becomes steeper until it is limited by the magnetic or dielectric frequency response.
Shock lines based on ferrite cores are the most widespread type of high power NLTL.
These are generally operated in magnetisation reversal mode [52, 53]. In reversal
mode the rate of change of magnetisation is governed by the expression [54]:

dM

dt
= μ0HMsγ

α

1 + α2

(
1 − M2

M2
s

)
(13.8)

where M is the ferrite magnetisation, Ms is the saturation magnetisation, H is the
pulse field in the core in A/m, γ = 1.6×1011 (rads/s/Tesla) is the gyromagnetic ratio
and α is the damping factor, typically in the range 0.1–1.0.

Impedances are typically 50�, but lower values have also been demonstrated [55].
It is possible to combine several shock line sections to obtain very high repetition
rates in a burst mode [56]. Since the early 1990s, application of an axial magnetic
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source load

Figure 13.19 Discrete-element NLTL based on non-linear magnetic elements

source load

Figure 13.20 Discrete element NLTL based upon non-linear capacitances

ferrite outer conductor

inner conductordielectric insulator

Figure 13.21 Ferrite-loaded coaxial NLTL

field bias has been used to increase switching speed by nearly an order of magnitude.
This type of shock line has been demonstrated to be capable of producing sub-100 ps
rise times at up to 100 kV into 50 � systems [57–59]. Analysis and design of the non-
linear transmission line is difficult [60, 61], and lines need to be operated at relatively
high electric stress levels in order to achieve high enough non-linearity in the pulsed
fields. Nonetheless, the ability to achieve subnanosecond rise times at 10–100 kV
levels and at high repetition rates is near-unique and creates a niche for non-linear
pulse sharpening lines.

Non-linear capacitance has also received considerable attention as a means for
obtaining pulse sharpening [62, 63]. However, the degree of non-linearity (i.e. the ratio
of initial to final permittivity at peak field) is far lower for paraelectric or ferroelectric
materials such as barium titanate than for ferrites. The high permittivity of most
non-linear dielectrics also makes it difficult to design systems for reasonably high
impedance. The typical relative dielectric constant for barium titanate of 1000–2000
gives rise to fractional ohm systems, whereas most applications at nanosecond rise
time level require 25–50 �.

In a discrete element transmission line with periodic non-linear elements such as
varactor diodes or capacitors [64, 65], the rise time may be limited by the non-linear
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Figure 13.22 Parallel plate line with periodic dielectric slab loading for soliton
generation

DBD DBD DBD DBD

Figure 13.23 DBD-based pulse sharpening transmission line circuit

relaxation characteristic. However, it may also be limited by the
√

LC time con-
stant of each section if this is slower. In the latter case, it is also possible to obtain
soliton-like oscillatory waveforms. Interest in solitons as a means of obtaining fast
rise time pulses has enjoyed recurrent interest. Soliton formation requires a medium
which is both non-linear and dispersive. The non-linear material should also be low
loss. Slabs of non-linear dielectric material may be used to form a periodic struc-
ture (Figure 13.22), resulting in the generation of recurrent waveforms at 100s MHz to
a few GHz. The low impedance typical of these systems enables GWpower levels to be
achieved [66].

Another form of pulse sharpening is an extension of the sharpening gap approach
whereby a switching device transiently holds off an applied rising voltage wave-
form before switching in a shorter timescale. A series of delayed breakdown devices
(DBD) may be used in a variation of the shock line circuit to provide pulse sharp-
ening (Figure 13.23). Output pulses into 50 � of 3.8 kV with 100 ps rise time are
measured [67].

13.5 Pulsed power applications

13.5.1 Introduction

Industrial applications are driven by a varying combination of technology push and
technology pull. The push is exerted by organisations with established pulsed power
capabilities searching for new applications or markets. This is exemplified by the
Atomic Research Centre (Kernforschungszentrum Karlsruhe) at Karlsruhe, Germany.
In the early 1980s, an inertial confinement fusion (ICF) programme based on ion
beams was established. The pulsed power requirement was for a 1.7 MV, 1.5 TW,
50 ns beam. However, the ICF programme was then dropped, and only industrial
applications of pulsed power are now being pursued. In practice, this means find-
ing uses for the two existing ion beam sources. The types of application being
addressed include surface treatments and materials properties characterisation by ion
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beam impact driven shock wave [68]. The pull is due to applications requirements
demanding solutions. Typical examples are in the exhaust gas cleanup and food pro-
cessing areas. In this section, a variety of industrial and other applications areas for
pulsed power techniques will be discussed.

13.5.2 Ion beam materials treatment

The two electron beam facilities at Karlsruhe are capable of 150 keV and 400 keV,
respectively. The impact power of these intense beams is of the order of MW/cm2

over tens of square cm, high enough to melt the surface adiabatically to 20–30 μm and
100 μm, respectively. The rapid melting and subsequent quenching of a thin surface
layer is an effective means of achieving required heat treatment effects, e.g. surface
hardening of gas turbine blades. A further issue in this application is that the high inlet
temperatures that are required for high efficiency operation of gas turbines mean that
the turbine blades require a ceramic thermal barrier coating on top of the conventional
metallic oxidation protection layer. Typical difficulties result from the grain structure
of the protection layer and adhesion of the ceramic layer. Remelting of the surface
with an electron beam is found to lead to much improved performance. Lifetimes of
10 000 hours at 950◦C have been demonstrated.

In the US, ion beam systems are also being developed for surface treatments.
One repetitive system at Sandia National Laboratories is driven by a magnetic pulse
compressor [69, 70]. The pulsed power system is a thyratron-controlled five-stage
MPC feeding into a two-stage linear induction adder to generate 400 kV 150 ns
pulses at a rate of 10 pulses per second. At the time of reporting, the system had been
commercially operational for 18 months with only two four-hour down times due to
minor component failures.

13.5.3 Air treatment and pollution control

There is a general requirement for cost-effective means of reducing NOx and SOx

emissions from vehicles and power stations, as well as reducing solid particulate
emissions. The cleanup of diesel fumes emitted from vehicle engines is a particular
issue. The problem lies in burning off the diesel particulates, and this may rely partially
on some type of ceramic reactor complex. The general chemistry for diesel particulate
cleanup is well established. Active corona reactors, surface discharges and beds of
high dielectric constant beads (which create partial discharges in the interstices) all
provide means to burn diesel particulates. However, the energy efficiency of such
processes is not well established. The issues appear to be very much the technical
questions of how to provide effective insulation, given that carbon is a moderately
good conductor, and how to provide the free radicals or ozone at a reasonable cost in
energy/power.

Gas discharge reactors are being investigated widely for use in diesel exhaust
remediation [71] and other applications. The principal problem lies in achieving a
cost-effective treatment process, i.e. achieving adequate design robustness, reliability
and lifetime at a reasonable cost and efficiency [72]. A general difficulty with exhaust
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remediation is that the pulsed corona scheme alone is not necessarily energy efficient
[73]. This is attributed to thermalisation of the plasma at >10 ns timescales. It is likely
that a combination of corona reactors with catalytic techniques will be required [74].

Given the need for particle collection, e.g. in diesel exhaust remediation, the idea
of combining corona precipitators with a corona reactor is attractive. A brief outline
of the corona precipitator follows.

13.5.4 Pulsed corona precipitators

The basic principle in electrostatic precipitators is that dust particles become charged
by the corona charge cloud around the high voltage electrode. The electric field then
provides a drift force, which results in the particle being attracted to the ground
electrode.

Once a particle has acquired charge, the electric field required to produce an ade-
quate drift field is quite moderate. However, the magnitude of electric field required
to ionise the region around the high voltage electrode effectively and to charge the
particles needs to be much higher. If applied continuously, this will generally result
in a transition from partial discharge and corona to arcing and breakdown. This
problem is avoided by providing a separate DC bias and pulsed corona energisation
fields. To date, pulsed fields have generally been of the order of 100–500 μs width.
This is effective for larger particles such as are found in coal burning power station
flues, and pulsed voltages may be switched by thyristor technology. However, it
appears likely that for sub 2.5 μm particles effective corona discharge precipitators
will require faster pulses. This will be an area for investigation, e.g. in diesel exhaust
cleanup.

One of the classic problems with pulsed corona reactors in which the reaction
plates are charged as capacitors is the need for a circuit to remove the energy from
the circuit. This is inherently difficult. Resonant pulser circuits could be constructed
in order to enable reverse energy flow, for example based on MOSFET stacks with
antiparallel diodes. Alternatively, the magnetic pulse compressor (MPC) is inherently
a bidirectional circuit and may also be used to transfer energy back towards a supply.

The general view seems to be that an electrical scheme alone is not efficient. Ther-
malisation of pulsed corona plasmas for pulse durations >10 ns is a major problem.
The combination of a suitable catalytic converter with the pulsed corona approach is
likely to provide a solution.

13.5.5 Biological applications

Biological applications cover a number of areas ranging from sterilisation to the
processing of foodstuffs. There is particular interest in the application of pulsed
electric fields to kill microorganisms such as eschericia coli by electroporation. The
bacterial cell wall is perforated by values of electric field of the order of 5 kV/mm
[75]. For adequate pulse magnitude, duration and repetition rate, this causes cell
death. The pulse repetition rate is found to be of particular significance since there
are cell repair or recovery mechanisms which operate over ms–s timescales. If a pulse
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repetition rate of 100 Hz or above can be sustained, then the treatment effectiveness
is much enhanced [76]. It is possible that different values of field level may be
required with radio frequency exposure, but this is not yet a well understood or well
quantified area. Alternatively, irradiation with gamma rays also has potential for the
sterilisation of food surfaces. The benefit of a pulsed power approach to gamma-ray
generation based on e-beam technology is that no radioactive materials would be
required.

13.5.6 Biofouling and ballast water treatment

Discharge of ships’ ballast water can lead to non-indigenous species being spread
around the globe with undesirable consequences. The decontamination of ballast
waters of large ships is of increasing importance given present-day environmental
concerns [77]. On the basis of practical demonstrations, it is claimed that a suitable
spark discharge would allow decontamination by five to six orders of magnitude at
an energy cost of 27 kWh per 1000 litres of water [78]. This could provide a viable
alternative to chemical dosing or direct thermal (heating) approaches.

Biological fouling is generally a major current issue. The use of tributyl-tin (TBT)
as an antifouling coating on ships is now banned in the US with the consequence that
most US vessels are simply treated in overseas waters, i.e. the problem is shifted
to countries with less stringent regulations. There is therefore a genuine need for a
non-polluting replacement.

Experimental work shows that biological fouling of oceanographic sensors
(e.g. for salinity) can be remedied by application of ∼7 kV/mm, 100 ns duration
pulses to water as it is drawn through the sensor [79].

13.5.7 Food processing

Other areas in which technology push is exemplified are the food processing indus-
tries. In the production of citrus juices, Fishback and Nubbe [80] have recently found
that the application of pulsed discharges can lead to the inactivation of enzymes which
initiate degradation and limit shelf life. Typical pulse widths are 100 ns–5 μs, and
only moderate pulse energies are required per unit volume of juice (0.1–0.4 J/ml).
This is in contrast to the much higher energies required to have biocidal (sterilising)
effects. The system is driven by an AC mains-fed magnetic pulse compressor with
thyristor switching of the first stage. The system is straightforward and reliability
is good.

Juice extraction from diverse fruits and vegetables can also be enhanced by
electrically-driven breakdown of the cell walls. A benefit of this method is that the
temperature rise is extremely low. For example, in sugar processing, the applica-
tion of Marx-driven 300 kV ∼20 A discharges at 20 Hz p.r.f. is being found to
make juice extraction from beet more effective than alternative means [81]. Specific
energy consumption is 3 kJ/kg. The electroporation pretreatment then allows mechan-
ical extraction of juice to take place at reduced temperatures, which saves energy
and facilitates purification of the juice. Demonstrator plants to date have operated
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at a few 100 kg/hour. This compares with typical throughput in large plants of
1000 tonnes/hour.

The sterilisation of liquid foods such as juices and milks by means of pulsed elec-
tric field (PEF) is an area of investigation [82]. Advantages over thermal techniques
are claimed to be that the taste is not adversely affected.

13.5.8 Water purification

Water purification relates to both bacterial decontamination and the removal of heavy
metals, organic and inorganic materials such as PCBs, hydrocarbons etc. This is
generally a multifactor process with synergies at work. Application of an electric
field followed by a pulsed discharge gives rise to direct electric field effects (electro-
poration, cell rupture, death), which are followed by production of ultra-violet, ozone
production, other active particles or radicals and possibly shock waves in the fluid.
These can give rise to chemistry effects on pollutants as well as on biological con-
taminants. The combined effect of all these is far greater than that due to electric
field alone [83]. Electrical breakdown can be achieved at moderate applied fields by
sparging of the liquid with air, nitrogen or other gases. The electric breakdown occurs
in the gas bubbles due to field enhancement effects. Another approach is the use of a
packed-bed reactor containing particles with high dielectric constant [84].

Due to industrial pollution, the need for techniques for water purification for
potable use is extreme in western Siberia [85]. The principal requirement is for reduc-
tion of heavy metals, hydrocarbons and phenols. Pulsed dielectric barrier discharge
(DBD) systems are currently being used at 40 installations [86]. This type of sys-
tem principally produces photochemical oxidation via ultra-violet, H2O2 hydrogen
peroxide and ozone (O3), and the water is sprayed to maximise surface area. The
DBD process also has a bactericidal effect. The DBD is driven by a thyristor-triggered
magnetic pulse compressor, and after the DBD process, filtering is employed to
remove resulting particulates.

13.5.9 Mechanical applications of spark discharges

The shock waves produced by electric spark discharges can be exploited for a range
of applications. Much of the work to date has taken place in Russia, although there
is increasing interest in its application in Germany [87] and Japan [88]. Spark dis-
charges can be used for the direct fragmentation of reinforced concrete in recycling
applications. Concrete is well suited to shock-wave-induced fragmentation since it
is weak in tension and shear stress conditions. This potentially offers considerable
environmental benefits, given that the production and use of concrete contributes
ten per cent of greenhouse gas emissions [89]. Spark discharge techniques are also
being applied at pilot plant level at the ash treatment plant in Bielefeld–Herford,
Germany. A seven-stage Marx produces 350 kV with a rise time of ∼150 ns. This is
rapid enough that the water around the ash acts as an insulator and effectively break-
down is channelled through the solid components. Spark discharge enables heavy
metal concentrations – Zn and Pb in particular – to be reduced below statutory levels.



620 Advances in high voltage engineering

However, the materials are still in solution and have to be removed from the water.
Energy consumption is ∼3 kW/h 2.5 tonnes/hour and 0.5 m3 water per tonnes of
treated ash; the treated ash can be used in road construction, for example. Drilling,
boring and fragmentation of rocks by pulsed power spark discharge are also feasible.
A fluid is required in order to transfer the shock energy; from an electrical efficiency
perspective the fluid should be insulating oil, but from an environmental perspec-
tive water is preferable. Livitsyn et al. [90] review the processes of electric pulse
internal breakdown, electrohydraulics, surface flashover, plasma blasting and the
electric explosion of wires. Their experimental work exploits the lower bulk break-
down and surface flashover strength of rock relative to water. A 100–200 kV Marx
generator is used in single-shot, both with direct connection of Marx to load, and in
a pulse compression mode with inductive storage of Marx output with opening foil
switch.

Granulation and crushing of ores are claimed to be areas in which spark discharge
(electroshock) technologies can outperform mechanical crushing. This can enable
valuable materials such as gold or diamond to be more effectively recovered from
ores in which the concentration may be less than one per cent. It is claimed by a number
of authors that the mechanical damage to the recovered ore and contamination of the
recovered product is very low [91].

Treatment of sewage sludge is an area in which use of electroshock techniques
accelerates the decomposition of organisms. In one test plant [92], a 10 kV voltage
is applied to the electrodes. After breakdown, a 600 A peak pulse current flows.
The repetition rate is 100 Hz. Although the treatment requires significant amounts of
energy at 1000 kJ/kg, nonetheless this compares with 10 kJ/kg for ultrasonics or high
pressure homogeneous crushers.

The principle exploding is being investigated as a means of substitution for high
explosive TNT in rock blasting applications. A high current discharge of the order of
100 kA through fine aluminium wire contained in a cartridge can be used to produce
0.5–1 kg high explosive equivalent [93]. Electrical explosion of fine wires can also be
used in the production of nanopowders, i.e. powders with particle sizes in the range
50 nm–5 μm.

Spark discharges can also be used as a means of providing intense ultra-violet
illumination for surface treatment applications. Voronov et al. [94] describe the use
of a 300 kA 200 μs wide pulse with 50 MW arc power to double the hardness of a
steel surface layer over a depth of 40 μm.

13.5.10 Medical applications

One medical application of pulsed power lies in the use of pulsed magnetic fields
to provide electric field stimulation within the human body, for example for the
stimulation of kidney peristalsis following lithotripsy. A 15 kV, 15 kA coil design is
described by the Pulsed Power Group at Loughborough [95] which produces a pulsed
electric field at the kidney of ∼350 V/m with a FWHM of 1 ms. The possibilities of
using pulsed electric fields to induce drug delivery via cell wall electroporation effects
are currently being investigated [96]. Use of low intensity millimetre microwaves
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(MMW) as a general therapeutic technique has been developed since the early 1980s
in Eastern Europe, China and Russia [97].

13.5.11 Ultrawideband and HPM applications

There is considerable interest in the effects of high power RF radiation on electronic
and electrooptic systems of all types. On the one hand, armed forces are interested
in extending their electronic warfare capabilities. On the other, there is a need to
guard both civil and military targets against potential terrorist threats based on RF
techniques. Since the development of the atomic bomb, nuclear electromagnetic
pulse (NEMP) hardening has been mandatory for military equipment of all types. The
NEMP waveform has double exponential form and is essentially similar to a lightning
waveform but with a much faster rise time of a few nanoseconds and a fall of a few
microseconds. However, the high power RF threat is much broader. It encompasses a
variety of waveforms including not only double exponential but also impulse and short
pulse sinusoidal waveforms with a range of envelope characteristics and frequencies
between a few MHz and tens of GHz. High power short pulse waveforms radiated
above 1 GHz are generally referred to as high power microwaves (HPM). Impulse
waveforms with rise times of the order 0.1–1 ns are generally referred to as ultra-
wideband (UWB) due to their very broad frequency spectrum. A generally accepted
definition of an ultrawideband signal is when the half-power bandwidth f2 − f1 is
greater than 25 per cent of the centre frequency fc of the signal spectrum i.e.:

f2 − f1

fc

≥ 25% (13.9)

The reality is that effective application of RF weapons is a sophisticated task
requiring detailed knowledge of the target system, coupling mechanisms, genera-
tor technologies and so on. Although there has been military and defence industry
activity in the area for a number of years, programmes of university research into
pulsed RF techniques are also taking shape. In the US, multidisciplinary university
research initiative (MURI) programmes provide for collaboration between the Depart-
ment of Defense and the university sector. The types of effect being investigated
include the effects on electronic circuits and systems of pulse shape, modulation,
timing, clock states, pulse repetition rates, multiple failure mode synergies and
induced internal arcing and breakdown. Thus, many individual aspects of the RF
circuit threat are being brought together that have been studied separately over the
years.

Published ultrawideband research focuses largely on source technologies. These
include subnanosecond spark gap switching [98, 99], solid state switching and light-
activated switching systems driving into parabolic antennae or specialised types such
as TEM horns which can radiate impulse waveforms particularly effectively [100].
Source pulsed powers may be of the order of 10 MW to 1 GW and pulse repetition
rates up to several hundred Hz. The requirement is probably to induce fields of several
kV/m at a target location.



622 Advances in high voltage engineering

13.5.12 X-ray simulators

Ware et al. [101] provide an excellent review of the historical development of x-ray
simulators in the US, under the aegis of the present Defense Threat Reduction Agency
(DTRA), between the 1960s and the late 1990s. The main cost of modern simulators
in fact lies in the power conditioning and flow arrangements between the capacitor
Marx bank and the actual plasma or ion beam load. Early systems made a transition
from oil to water dielectric for transmission lines, enabling much lower impedance
and higher power flow. All such systems exploit the discovery by J.C. Martin that for
short, single-shot pulses, water dielectric can be operated at well above its breakdown
strength, because the breakdown streamer channel impedance is high enough that
relatively little energy is lost. The 1970s saw much basic physics established: diode
physics beam transport, pinch and plasma radiation sources. The 1980s and 1990s
saw stressing of all components to minimise size. The late 1990s have seen the
discovery of implosion of radiative plasmas in wire arrays (the ‘Z’ machine) as a
means of producing intense x-rays. The size of the ‘Z’machine at Sandia is awesome.
It contains around 1.7 million litres of Diala insulating oil and 2.7 million litres of
deionised water. For compactness, future directions for x-ray generators are likely to
involve ultrafast Marxes, plasma opening switches and non-water systems.

Most x-ray simulator systems are modest in comparison with machines such as ‘Z’.
A good description of a modern day, compact, moderate energy x-ray generator for
simulator studies is provided by Miller et al. [102].

The current direction of ICF fusion research is summarised by Cook [103]. In
1998–1999, the Sandia ‘Z’ machine was built up to achieve 1.8–1.9 MJ of x-rays
in a 6 ns burst. The energy conversion efficiency from Marx bank to x-ray yield is
surprisingly high at ∼15 per cent.

13.6 Conclusions

Pulsed power originated with the invention of the Marx bank in the early 1920s,
enabling the simulation of lightning strikes and switching operations on power sys-
tem components. Between the 1960s and the beginning of the twenty-first century, the
demands of high energy pulsed power applications have stretched Marx bank tech-
niques enormously. Refinements of triggering and switching techniques, and control
and exploitation of the stray capacitances in the systems, enable 100–200 ns rise
times to MV levels and above with MJ of energy being stored and delivered. The
requirements of exotic radiographic, e-beam and plasma pinch loads have demanded
the use of pulse forming networks or lines interposed between the Marx and the load
to provide the requisite pulse shaping and power levels. Meanwhile the rise time
capability of low energy Marxes has been reduced to nanosecond levels as a result
of developments in capacitor and switching technologies. The latest direction is now
for the development of ultrafast high energy Marxes with adequately low inductance
for direct feed of compact e-beam loads.

Although the largest and most spectacular pulsed power systems at present remain
the single shot radiographic and fusion research facilities, there is an ever increasing
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requirement for repetitive systems. These range from ultrawideband radar pulsers
through corona reactors to ion beam material processing facilities, and typically may
have mean power levels in the kW–MW range. The mean power and lifetime require-
ments give rise to a whole new set of design problems and constraints. Magnetic
pulse compressors were first developed in the 1940s for radar magnetron modula-
tors. The notable high power pulse compression qualities of these systems have been
revived and developed enormously for a range of new applications, including high
power gas laser drivers, e-beam drivers, UWB pulsers and pulsed corona reactors
and precipitators. The benefits of magnetic pulse compression include high energy
efficiency, rep-ratability and the ability to recover energy from reactive loads. The
development of magnetic switch technology also led to the development of inductive
adders, which use the same form of magnetic core. Based on amorphous alloy mate-
rials, these enable multi-MV pulse generation by summing the output voltages of a
number of Marx or other modules.

Pulsed power has principally developed in response to high energy physics and
weapons programme requirements; plasma drivers, x-ray drivers, magnetron drivers,
laser drivers, ion beam steering and acceleration. However, the industrial applica-
tion of pulsed power is increasing. Examples include the use of high energy electron
beams in plasma reactors for flue gas cleanup, and in ion beam surface treatments,
typically of high technology turbine blades for operation under high temperatures.
High current (≥100 kA) electric discharges may be used to fragment valuable min-
eral ores. Fragmentation of structural materials in recycling situations is also being
developed. Ageneral feature in pulsed power is the increasing insertion of power elec-
tronic devices into areas which even ten years ago were reserved for spark gaps and
other gas discharge devices. This is due first to the increasing power and switch-
ing capabilities of well established commercial device types such as MOSFETs,
IGBTs and thyristors. Second, there has been the recent discovery and development of
nanosecond timescale switching capabilities in a range of non-standard device types,
including the field ionisation dynistor (FID), the drift step recovery diode/silicon
opening switch (DSRD/SOS) and the delayed breakdown device (DBD). The repet-
itive and long lifetime switching of voltage and power levels in the 10–100 kV
and 2–200 MW range using semiconductors will therefore increasingly become
the norm.

For further reading see References 2, 3, 8, 9, 12 and 104.
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partial discharge measurement
techniques 179

circuit breaker restrikes 228
circuit breaker testing 472
circuit breakers 288, 415–27

break time 425
characteristics 419–20
components 424
condition monitoring 456–72
current waveforms 416, 418
mechanisms 425
nozzle wear 583–4
optical fibre measurements 582–4
reliability 423–4
simulation 326
vacuum 418–19, 421–3
voltage waveforms 416–17
see also air circuit breakers, SF6 circuit

breakers, vacuum interrupters
circuit interruption 415, 417, 424, 428
circuit switches 471
clean fog test 283–4, 288
coastal pollution 296
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cold plasmas 594
collection area 104, 118
collection cone 122–3
collection distance 104, 119
collocation method 517
compact transmission lines 303, 311,

340–4
busbars 343
electric field profile 343–4
insulation 341–2
magnetic field profile 343–4

compulsators 596
concentrated earth electrodes 398
concrete fragmentation 619
condition monitoring 456–73

arc optical emission probes 462–4, 467
continuous 461, 463, 465
optical fibre sensors 465, 467–8
optoacoustic vibration monitoring 466,

468
partial discharge 461, 463, 465–7

conductor-plane gap 27
conductor-rod gap 27
continuous operating voltage 234–5,

238–9
controlled switching systems 445–7
copper vapour

refractivity 555
core bolts 169
corona 13–15, 70–1

DC 145–6
low air density 30
negative 20

corona precipitator 617
corona reactors 616–17
corona stabilised breakdown 46–9
creepage distance 293
critical avalanche 8–12
critical field 8
critical reduced field strength 40
critical volume 8–11
crosslinked polyethylene: see XLPE
crosslinking 485–7, 489
cumulative probability function 310–11
curing 485–6, 489–91
current chopping 315
current interruption 415, 422–3, 427–8

dielectric recovery phase 428
thermal recovery phase 427

Dakin-Arrhenius life plot 214–15
data engineering 443
daylight corona camera 170

DC transmission 503–5
dead-tank designs 449
Debye length 6–7
defect recognition and decision support

458–60, 462
delayed breakdown device 610–11, 615
Dellera and Garbagnati model 107–8
depolymerisation 143
deregulation 434, 454–6
desert conditions 258, 296, 301
design optimisation 542
detachment 5, 10
detachment coefficient 5
diagnostic techniques 468–70, 472–3
dielectric barrier discharge systems 619
dielectric barrier technique 594
dielectric performance 448
dielectric strength 38–9, 51
dielectric systems 451–5
diesel particulate cleanup 616–17
diffusion theory 6
digital imaging systems 585
directed energy weapons programmes

593–4, 598
directional permittivity 521
discretisation, automatic 541
dissolved gas analysis 171–7
dissolved gas extraction and measurement

171–2
distribution circuit breaker box 170
distribution network 436–40
distribution switchgear systems 428–34
distribution system

cables 477–8
earthing 352–3

drift step recovery diode 604, 610–11
dry ageing 498–500
dry band 274–5
dry salt layer method 283
Duval’s triangle 174, 178
dynistor 610–12

earth electrode potential 349
earth electrode systems 396–8

soil ionisation effects 396–8
earth electrodes 367
earth fault current 349, 352, 371
earth grid 389–90, 400–2
earth grid current 389
earth impedance 349, 352–3, 367–70

background noise 376–9
measurement 372–9
reducing 389–90
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earth models 362–6
1D model 365–6
2D model 365–6
3D model 365–6
multilayer 365
three–layer 363
two–layer 364

earth potential 373
earth potential rise 349–50
earth resistance 350, 367

measurement 373–4
earth resistivity 355–66, 389–90

measurements 358–61
moisture effects 356
salt effects 356
temperature effects 356

earth resistivity maps 361–3
earth return current 371
earth wire 351–2, 367, 389
earthing 349–51

system 353–5
transient 394–5

earthing systems 349–50
dimensioning 389–91
distribution system 352–3
impulse performance 394–402
models 398–400
performance simulations 400–2
power frequency performance 365–80
safety 389–94
standards 365–6
testing 377–8
transmission system 351–2

electric wind 140
electrical breakdown 539–40
electrical discharge measurement 575–81
electrical discharges

electron density 551
species concentration 551–2

electrical field distribution 511–12
electrical power systems 311–12
electrical stress 149, 478–9, 481, 526–8
electrical stress distribution 539–40
electrical stress enhancement 492–3
electrical treeing 494–6
electricity consumption 456
electricity market 434–5, 440
electricity supply industry 454–6
electrocution hazards 380–9

limiting 389–91
electrode temperature 572–3
electromagnetic compatibility 127
electromagnetic model 400

electron density 551
electron temperature map 575, 577
electron-ion interactions 141
electron-molecule interactions 140–1
electronegative gas 5
electronic equipment protection 126–8

protector devices 128
electronic refractivity 553–4
electro-optic switching 612
electro-optic voltage transducer 571–2
electroporation 617–20
electroshock 620
electrostatic field modelling 516
embedded generation 440
end of life criterion 213–15
energy absorption capability 239
energy management systems 443
environmental cleanup 594, 616–17
environmental factors 340–1
EPDM insulators

figure of merit 281
epoxy resin 147–9

chemical bond energies 142
EPR: see ethylene propylene rubber
equivalent salt deposit density 279,

286–7, 295
Eriksson model 107–8
ethylene propylene rubber 480–2

insulator figure of merit 281
see also polymeric cables

ethylene-vinyl silane copolymers 486
Euler’s theorem 517
excitation 2
exhaust fume remediation 616–17
explosion, electrical 620

Fabry-Perot cavity 559
Fabry-Perot cavity interferometer 572–3,

575
Fabry-Perot optical fibre probe 581–2
Fabry-Perot pressure sensor 573, 584
fall-of-potential technique 373–5
Faraday sensor 570–1
fault clearance time 352
fault currents 370–2

distribution 371–2
fault gas detectors 172
fault gas ratios 172–7
feet earth resistance 387
Ferranti effect 316, 318
ferroresonance 316–17
fibre-addressed chromatic scale 575
field ionisation dynistor 610
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filamentation 612
finite-difference method 512–13, 515
finite-element method 513–19

applications 525–37
first-order 536, 538
foils 519–21
functional equation 517, 521–3
higher-order 536, 538–9
open boundary problems 524
singularities 539–40
time variation 524

finite-element/boundary-element methods
524

flash radiography 593
flashover 126, 257, 259

ice and snow 278–9
polluted insulators 272–9
see also pollution flashover

flashover voltage 277
floating electrode 71–2
foils 519–21, 525–6, 528
food processing 618–19
footwear resistance 386
Franklin, Benjamin 77–8
free conducting particles 52
free electrons 2
free metallic particle 70–1
free space monitoring 545–6
free space techniques 585
furans 177
fusion 593, 615, 622

Galerkin method 515, 517
gamma ray irradiation 618
gap factor 25–8
gas blast interrupters 449–51
gas breakdown 142
gas cleanup 594
gas discharge reactors 616
gas ratios 172–7
gas-insulated lines 65, 417–18, 448
gas-insulated substations: see GIS
gas-insulated switchgear 417, 448–9
generators 159

partial discharge measurement
techniques 179

geological maps 358
GIS 42–3, 45, 51–2

condition monitoring 458–62
earthing systems 379
leader breakdown 49–50
partial discharge diagnostic techniques

52–7, 181–3

partial discharge monitoring 461, 463,
465–7

particle-initiated breakdown 50–1
streamer-controlled breakdown 48–9
UHF method 56–9, 65–74, 182–3
UHF signals 59–65

glass 259
compressive strength 259
resistivity 262–3
tensile strength 259

global warming 440, 448
see also greenhouse gases

greenhouse gases 448, 577, 619
grid mesh density 390
ground fault neutraliser earthing 354
ground faults 316
ground flash density 79–81
ground penetrating radar 358
ground potential rise 349
ground strikes 102–3, 125
ground termination 109–11

heart current factor 381, 385
heart fibrillation 384–5
Hermes system 602–3
high density polyethylene 480
high power microwaves 621
high speed imaging 548, 558, 560–2
high speed photography 548, 554, 575–6
hollow core insulator 272–3
hot line washing 300
hot zone 350
human body resistance 386–7
humidity 28–9, 111, 113
HVDC 503–5
hybrid camera 560
hybrid optical current transformer 546–7,

581–2
hydrophilic insulators 286–8
hydrophilic surface 258, 274–8
hydrophobic surface 258–60, 278, 283

ice 258, 278, 291–2, 300
IEC Code 599 173, 176
IEC Code 60599 173, 177–8
impulse tests 216–19
independent power producer 440
independent system operator 443
inductive energy storage 604–5
inductive voltage adder 602–4
industrial pollution 296
inertial confinement fusion 593, 615, 622
inland pollution 296
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insulating crossarms 341–2
insulating materials 259–60

surface wettability 272–4
see also cable insulations

insulating system, contaminated
modelling 527–31

insulation breakdown 309–10
cables 492–500

insulation coordination 309–11, 333–40
risk of failure 335–6, 338, 340
withstand voltage 339–40

insulation monitoring 52–4
see also partial discharge detection, UHF

method
insulation withstand voltage 311
insulator coatings 298–9
insulator selection 292–6
insulator washing 300

live 300
insulators, outdoor 257–8

AC versus DC 289–90
audible noise 302
barrels 271–3
cap and pin 261–8
cold switch-on 300–1
costs 303–4
electric field distributions 302–3
electrical characteristics 279–92
electromagnetic compatibility 302
flashover mechanisms 272–9
iced 291–2
longrods 268–9
materials 259–60
pollution 273–4
pollution tests 279–88
posts 268–72
role 258–9
selection 292–6
semiconducting glaze 301
snow 292
thermal lag 301
withstand stress 291

intelligent electronic device 435, 442
intelligent information extraction systems

586–7
intelligent networks 434–41

control 439
management 439

interferometry 556, 559, 564–5
results 577–9

interphase spacers 303, 341
interrupter head porcelains 288–9

interrupters
gas blast 449–51
oil 464
SF6 puffer-type 452–3
vacuum 419, 423, 428–9, 449–50

interruption: see circuit interruption, current
interruption

ion beam materials treatment 616
ionisation 2, 4–5

SF6 38–40
ionisation coefficient 4–5, 39–40

juice extraction 618–19

kicker pulsers 609
Kyoto Protocol 448

L1 limits 172–3
Laplace’s equation 516
large area breakdown formulae 593
laser Doppler velocimetry 553, 555
laser driver circuits 600
LC pulse compression circuit 598–9
leader breakdown 47–50
leaders 15–20

average electric field 19
charge injection 19
development 15–18, 48
humidity effects 29
negative 21
velocity 18, 21

leak resistors 315
leakage current 257
leakage current analysis 233–5
Lichtenberg figure technique 31
light scattering 551

coherent 553–8
incoherent 551–5

light scattering systems 564–7
coherent 564–5
incoherent 564, 566–7

lightning 312
positive 114–17

lightning conductors 113–14
lightning discharge 210, 212
lightning electromagnetic pulses 86, 126
lightning flash

current shape 84–5
electric fields 85–7
electromagnetic fields 86–7
electrostatic field changes 86
incidence 79–82
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mean duration 83
multiple strokes 83
peak current 83–4
polarity 82
positive 114–17
side flashes to a mast 122–3
spatial development 87–8
upward 79–80

lightning impulse voltage 22–3
lightning leader propagation 97–100

charge density 97–9
current 97–9
return stroke current 99–100
return stroke velocity 99
velocity 97–9

lightning leaders 88–97
channel temperature 92–3
downward 109
energy dissipation and storage 91–2
gradient 89–94
mechanisms 88–9
negative space leaders 94–7
spark leaders 89
upward 108–9
velocity 93

Lightning Location System 84
lightning outages 119
lightning overvoltages 118, 125, 312–14
Lightning Position and Tracking System

80
lightning protection 113, 121–2, 395

electronic equipment 126–8
overhead power lines 125–6

lightning risk 116–25
electrogeometric calculation 119–20
negative flash 120–5
risk factor 116–25
tall structures 123–5

lightning rod 77–8, 104
lightning standards 101–2, 104
lightning strikes

aircraft 128–30
space vehicles 130

lightning termination at ground 100
see also striking distance

LINX 603
liquid earthing resistor 354
live insulator washing 300
live line working 301–2
live-tank designs 448
load rejection 316, 318
lock-on 612
long land die 489, 491

long sparks 88–97
longrod insulators 268–9
low density polyethylene 480

magnetic pulse compression 592,
599–600

magnetic pulse compressor 599–600, 612,
616–17, 623

magnetic storms 314
magnetisation reversal mode 613
magneto–optic current transducer 570
magnetron 591
main earth grid 351
marine pollution 280
market liberalisation 454–6
Martin, J. C. ‘Charlie’ 593
Marx, Erwin 591
Marx bank 591, 593, 597–8

avalanche transistors 607–8
MOSFET 608
rise time 622
thyristor 606–7

Marx generator 591–2, 597
Maxwell-Wagner model 223
mechanical stress 144–5
medical applications of pulsed power 620
medium voltage switchgear 429
Melville line 599–600
mesh voltage 382–3
metal oxide varistor 128
mica 146–7
micro particles scattering 566–7
Mie scattering 553–4, 584
Milliken conductors 483–4
Mitsubishi Dainichi continuous

vulcanisation 489, 491
mobile communication base stations 350
modal model 324, 326
moisture cure 485–6, 489
monitoring

circuit breakers 456–72
GIS 461, 463, 465–7
insulation 52–4
ZnO surge arresters 233–5

monosil 486
MOSFETs 608–10

inductive coupling 609–10
switching stacks 608–9

Motorformer™ 479
motors 159

partial discharge measurement
techniques 179
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multicolumn surge arresters 241–2
mutual coupling effect 375–6

National Lightning Detection Network 80
negative discharges 20–1
neon tube method 219
network analysis 399–400
network protection 441
network reduction 327, 329
network services 437
networks, intelligent: see intelligent

networks
neutral 353–4
neutral lead 511–12
nominal discharge current 236, 239, 241
non-linear capacitance 614
non-linear transmission lines 613–15

discrete element 613–15
non-nuclear electromagnetic pulses 314
non-soluble deposit density 279, 286–7,

295
non-uniform field breakdown

SF6 45–8
nuclear electromagnetic pulse hardening

621
nuclear electromagnetic pulses 314
nuclear weapons 592–4
numerical analysis of electrical fields

511–12, 540–2

oil
relative dielectric constant 601

oil interrupter 464
oil-filled equipment 171–2
open ring network 437–40
optical fibre homodyne interferometer

575
optical fibre sensing 546–7, 558–60, 566,

568–75
chromatic 560
extrinsic 566, 568
hybrid 566, 570
interferometric 559
intrinsic 566, 568, 575

optical fibre sensors 465, 467–8
transient response 585–6
wavelength dependence 585

optical fibre transducers 568–75
discharge radiation 572, 574, 582–4
electric current 568–71, 581–2
mechanical parameters 574–5
particulates 572–4, 582–4
results 580–6

temperature 572
voltage 571–2

optical fibres 557–9
multimode propagation 557

optical intensity images 547–8
optical measurements 545–7
optical monitoring 585–7
Optical Transient Detector system 81–2
optoacoustic fibre monitoring 584–5
optoacoustic vibration monitoring 466,

468
optoelectronic camera 560–2
optomechanical camera 560–2
optomechanical fibre sensors

results 584–5
optomechanical transduction 574
ore treatments 620
overhead busbars

partial discharge measurement
techniques 179

overhead line shielding 105–6, 119, 125–6
overhead lines 243–4, 258–9, 281, 372,

481, 525–8
compact 303
electric field modelling 525–8
lightning 313–14

overvoltage 309–18
classification 313
external 312–14
internal 314–18
lightning 309, 312–14
non-nuclear electromagnetic pulses 314
nuclear electromagnetic pulses 314
statistical 338
steady state 318
temporary 309, 316–18
see also switching overvoltages

overvoltage protection 192–5
ozone 145–6

paper-insulated cables 480–2
partial discharge 54, 139, 183–4

discharge current 157
discharge energy 156
discharge intensity 157
discharge phase extinction voltage 156
discharge phase inception voltage 156
discharge power 157
quadratic rate 157
ϕ-q-n pattern 155–7

partial discharge data display 70–1
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partial discharge degradation mechanisms
139–50

chemical stress 145–9
electrical stress 149
mechanical stress 144–5
particle impact stress 140–2
thermal stress 143–4

partial discharge detection 62–3
in GIS 65–74

partial discharge diagnostic techniques
52–8

acoustic emission 55, 57
chemical byproducts 54–5, 57
electrical methods 56–7
light output 54
UHF method 56–9

partial discharge measurement 150–83
acoustic 167–70
antenna techniques 164–5
capacitive probe techniques 165–7
chemical 170–8
electrical 150–67
loss measurements 163–5
noise suppression 161–3
pulse measurement 150–8
thermography 170
see also partial discharge pulse

measurement
partial discharge monitor system 69

AI diagnostic techniques 72–3
service experience 73–4

partial discharge pulse measurement 150–8
calibration 159–61
capacitor coupler 151–2
current transformers 150–1
pattern interpretation 153–7
transducers 151–2

partial discharge pulse sequence analysis
158

partial discharge signal classification
72–3

partially conducting layers
modelling 527–9

partially conducting regions 522–3
particle control 52
particle impact stress 140–2
particle-initiated breakdown 50–1
Paschen field 494
Paschen’s law 30, 42, 154
PD: see partial discharge
peroxide cure 485–6, 489
Petersen coil earthing 354
Petrov and Waters model 108–13

phase model 319–20, 326
photochemical oxidation 619
photoconductive switching 612
photodetachment 5, 11, 13
photodetectors, transient response 585–6
photoelectrons 10, 31
photographic image intensity 561–2
photoionisation 11, 141
photomultiplier detection 563
photon-ion energy transfer 141–2
photon-molecule energy transfer 141
piezoelectric polymers 167
piezoelectric sensors 167–8
plasma erosion opening switch 604
plasma jet monitoring 587
plasma light scattering 564, 566–7
Pockels cell 612
Pockels effect 220, 571
Poisson’s equation 516, 523
polarisability 553
pollution 257–8, 280, 296, 527
pollution control 616–17
pollution deposit density 295–6
pollution flashover 260, 272–9, 289, 296

artificial pollution 283–8
interrupter head porcelains 288–9
natural pollution 279–83
selection of insulators 292–6

pollution levels 293
pollution tests 279–88

artificial pollution 279–80, 283–8
natural pollution 279–83

polyethylenes 143, 149
polymeric cables 480

conductors 481–4
DC 503–5
electrical breakdown strength 492–3
EPR 480–2, 497–8
failure processes 491–500
HDPE 480
LDPE 480
manufacture 488–91
mathematical design models 500–3
metal sheath 487–8
oversheath 488
semicon 484
testing 505–7
XLPE 480–2, 484–7, 493–4, 498–9,

501–3
polymers 259

compressive strength 259
glass transition temperature 144
mechanical stress 145
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polymers (Contd.)
tensile strength 259
thermal oxidation 144
thermal stress 143–4

polymethylmethacrylate 143
polyvinyl chloride 143
porcelain 259, 264–8

compressive strength 259
tensile strength 259

porcelain insulator
salt fog test 283–4

positive lightning 114–17
post insulators 268–72

cracks 268–70
multiple cone 268–70

post processing 541–2
potential ramps 390
power cables 477–81

see also cables
power modulator 591
power systems 311–12
Powerformer™ 479
Preece 78
pressure relief 237, 239
problem geometry 540–1
protection area 104–5
protection distance 104
protective earth 349
protective levels 237–8

lightning impulse current 237
steep current 237–8
switching impulse 237

proximity effect 482
puffer-type interrupters 452–3
pulse compression 594–5, 598–602

magnetic 592, 599–600
pulse forming 595
pulse sharpening 595–6, 601–2, 611,

613–15
pulse transformer 609–10
pulsed corona 594
pulsed corona precipitator 617
pulsed corona reactors 616–17
pulsed power 591–4, 622–3

applications 592–4, 615–22
pulsed power circuits 600–5

charge lines 600–2
transmission line 600–1

radio interference 302
radio interference measurement 150–1
radio interference noise 164
radiographic machines 603

radomes 129
railways 258, 376, 378

earthing systems 380
electrification systems 350

rain 257, 274, 278, 281
ramp rings 390–1
rated voltage 235–6, 238–9, 241
Rayleigh scattering 552, 558
reactance earthing 354
recombination 2
recycling 619
reduced electric field 3
refractive index 553–5
regeneration 2–3
relative air density 28–9
relative line intensity method 550
remote terminal units 442, 445
renewable energy sources 440
resin-bonded glass fibre 259–60

brittle fracture 260
compressive strength 259
tensile strength 259

resistance earthing 354–5
resistance to earth of standing point 387
resistive charging circuit 595–6
resistive/capacitive systems 521–2
resonant earthing 354–5
restricted land area 350
reverse switching dynistor 610–12
RF weapons 621
right of way 303
rise of earth potential 349
riser-pole arresters 194
risk factor: see lightning risk
risk management

earthing safety 391–4
risk of failure 311, 335–6, 338
risk of flashover 118
Rizk model 108
rock treatments 620
rocks

permittivity 357
resistivity 355–7

rod earths 400–1
rod gaps 192
rod-plane gap 23–7

SF6 46
rod-rod gap 13, 23, 27
Rogowski coil 152–3
rolling sphere method 101–3, 111
roughness factor 43–4
rural distribution system 431–3
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safe voltages 350
safety 389–94

earthing systems 389–94
risk management 391–4

salt fog test 258, 283–4, 286
saturation effects 316
scattering

coherent 577–9
incoherent 578–81

Schering bridge 164, 233
Schlieren photography 90–2, 556–8,

564–5
Schlumberger-Palmer method 361
Schonland, Basil 78
seismic activity 271
seismic surveying 358
semicon 477–8, 484
semiconducting glazed insulators 301
semiconductor switching 604–13

design 610
sewage treatment 620
SF6

additives 51
greenhouse gases 448
ionisation 38–40
vapour pressure 37

SF6 circuit breakers 425, 427–8, 471
dead-tank 449
live-tank 448
puffer 462
spinner 463

SF6 insulation systems 37–8
breakdown mechanisms in low

divergence fields 40–5
coaxial electrodes 42–3
improvements 51–2
non-uniform field breakdown 45–9
streamer breakdown 41
surface roughness effects 43–5

SF6 leakage detection 576–7
SF6 puffer circuit breaker 462
SF6 puffer-type interrupters 452–3
SF6 spinner circuit breaker 463
shadowgram 578–9, 581
shadowgraphy 556–7, 564–5
shape function 518
sheath voltage limiter arresters 194
shed extender 297–8
shed protector 298–9
shielding angle 104–6, 121–2
ships 618
shock duration 384–5

shock line 613–15
short circuit ratings 424–5
shunt reactors 315, 318
shuttering 560
SiC material

E–J characteristics 221
silicon opening switch 604–5, 611–12
silicone rubber 259–60

high temperature vulcanised 259
hydrophobicity 259–60
pollution 279
room temperature vulcanised 260
surface wettability 273–4

silicone rubber coating 283–4
RTV 299

silicone rubber insulators 284–6
clean fog test 284
figure of merit 281–2
hydrophobicity transfer 284–6
performance 304

Sioplas 486
site pollution severity 295
skin effect 65, 482
slope method 374–5
slow front impulse voltage 22, 24–5
snow 258, 278–9, 292, 300
soil ionisation 395–8

critical electric field intensity 397
mechanisms 397–8

soils
permittivity 357
resistivity 355–7

solid earthing 354–5
solid layer method 283
soliton generation 615
space charge field 7–8
space charge modelling 523
space stem 11, 20–1
space vehicles

lightning strikes 130
spark discharges 619–20
spark gaps 192, 593–4
sparkover

atmospheric effects 28–9
gap factor 25–8
insulator surfaces 31–2
lightning impulse voltage 22–3
slow front impulse voltage 24–5

spectrometers 561–4
arc studies 563

spectroscopy 547–51
absorption 549, 563–4, 576–7
emission 549
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spectroscopy (Contd.)
results 575–7
temperature dependence 550–1

static induction thyristor 606–7
statistical breakdown voltage 339
statistical coordination factor 338, 340
statistical overvoltage 338
statistical withstand voltage 338, 340
steady state overvoltage 318
step potential 380–3, 390
sterilisation 617–19
stiffness matrix 518
streak cameras 607–8
streak photograph 547, 557–8
streak spectra 563
streamer constant 41
streamer trail 14
streamers 10–13, 15–16, 41

air density effects 29
humidity effects 29
negative 11, 20–1
retrograde 21
velocity 13, 18

stress grading materials 530–7
loss density 535–6
resistivity 531–2

stress grading tapes 522–3
stressed volume 540
strikes to a mast 111
striking distance 78, 100

altitude effects 111–13
electrogeometric models 100, 102–6
generic models 100, 107–14
geometric models 100–3
positive lightning 114–17
side flashes 122–3
to a mast 111–12, 120–2
to a plane ground 109–12

strioscopy 90
substation control system 441–5

availability 444
substation layout 429–35

double busbar 429–35
primary distribution 429–30
rural distribution system 431–3
urban distribution system 430–2

substations
fences 390
voltage hazards 390

sulphur hexafluoride: see SF6
supervisory control and data acquisition

443

surface element formulation 522–3
surface treatments 620
surge arrester classification 241
surge arrester protection 242–4

distance effects 242–3
protective zones 243–4
separation distance 242–3

surge arrester ratings 241
surge arresters 191–4, 315

active gaps 193
compact transmission lines 341
metal oxide 193–4
polymeric 217, 219–20
V–I curve 219
see also ZnO surge arresters

surge mitigation 127
suspension unit 259
switchgear 423, 448–51

dead-tank 449
dielectric system evaluation 451–5
distribution 428–9
live-tank 448

switching equipment testing 472
switching overvoltages 309, 314–16

computed 327–35
cumulative density distribution 332–3,

336
density distribution 332–3, 336
earth resistivity effects 329–35
mean values 337
pole closing time effects 329–35
trapped charge effects 329–36

switching resistors 315
switching stacks 608–9
switching surges 209–11, 314–16
system control scheme 442
system earths 349, 353–5

tan δ 163–4
TE modes 61

electric field 62
television interference 302
telluric currents 359
TEM modes 61–4

electric field 62
temporary overvoltage 210–11, 316–18
Tesla transformer 605
testing

cables 505–7
circuit breakers 472

thermal dissipation factor 202
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thermal imaging camera 170
thermal runaway 204–8

critical condition 205–6
glass insulators 262–3

thermal stress 143–4
thermally simulated currents method 207
thermoelectric ageing 498–500
Thomson scattering 552
thyristor 606–7
time-stepping technique 535–7
TM modes 61

electric field 62
tolerable body currents 384–5
tolerable touch voltages 387–8
tolerable voltages 384
touch potential 380–6

limiting 390–1
tolerable 387–8

touching shock 386
tower footing resistance 368–9
tower lines 367–9, 372

effective length 367
towers 380
Townsend 3
transfer potential 380–1, 387–9, 391
transformers 159, 167, 169

partial discharge measurement
techniques 179

simulation 327–8
transient control level 128
transient earth voltage 165–6
transient earthing 394–5

models 398–400
performance 400–2
standards 394–5

transient electromagnetic technique 361
transient overvoltage 289–90, 314–16
transmission cables 477–8
transmission line circuits 600–1
transmission line models 318–26

0, α, ß model 321–3, 326
bundled conductors 325
corona losses 324–5
earth resistivity 320–1
line parameters 319
modal model 324, 326
phase model 319–20, 326
trapped charge 326

transmission line segments 399–400
transmission lines 525–8

compact 340–4
non-linear 613–15

transmission networks 309–11
simulation 318–27

transmission system earthing 351–2

U-curve 24–6
UHF couplers 65–9

calibration system 66–7
disc 67–8
external 66–9, 73
internal 66, 73
sensitivity 66–8

UHF method 56–9, 65–74
couplers 65–9
online system 73
partial discharge data 70–1

UHF signals in GIS 59–65
attenuation 64–5
excitation 59
extraction 60–1
propagation 60
waveguide modes 61–4

UHV coupler 458–9
UK Lightning Flash Location System 80
ultracapacitors 596
ultrawideband radar 598, 623
ultrawideband signals 621
underground cables 353, 369–70, 479–80
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