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Introduction

For an observer of the behaviour of financial markets, a remarkable feature of the period since 1970 has been the
patterns of rapid and turbulent change in financing behaviour and financial structure in many advanced countries.
These patterns have in turn often been marked by rising indebtedness, volatile asset prices, and periods of financial
stress, whether in the non-financial sector, the financial sector, or both. At the same time, the economics profession
has seen a notable advance in the scope and depth of the theory of finance, particularly as it relates to the nature and
behaviour of financial institutions and markets. This book seeks to confront these developments.

More precisely, the objective of the book is to explore, in both theoretical and empirical terms, the nature of the
relationships in advanced industrial economies between levels and changes in borrowing (debt), vulnerability to default
in the non-financial sector (financial fragility), and widespread instability in the financial sector (systemic risk). Can
theory help us to understand these developments? Have such linkages become more common in recent years? If so,
can underlying factors be discerned? Are there differences between the various national and international markets?
And what should be the policy response?

The work seeks to provide a survey and critical assessment of current economic theory relating to debt and financial
instability, to offer empirical evidence casting light on the validity of the theories, and it suggests a number of policy
implications and lines of further research. Unlike most extant texts on these matters, which generally relate to one
country's experience (usually the USA), the book focuses on the way similar patterns are observable in several
countries—but not in others—as well as in the international capital markets themselves. In addition, it seeks to provide
a balanced approach to the various theoretical analyses of these issues, rather than narrowly focusing on a single
preferred line. Third, unlike much recent work, theory is confronted with evidence and judgements drawn from the
results. Finally, particular attention is paid to the importance of the nature and evolution of financial structure to the
genesis of instability. Whereas a structural approach is common in analysis of comparative behaviour of financial
systems—notably in corporate finance—its application to instability is relatively rare.



This book comprises ten chapters, each of which includes a summary or interim conclusions and assessment of
implications. The first chapter provides essential background by outlining the economics of the debt contract and
features of credit supply—in particular the nature of credit rationing, factors that lead to intermediated as opposed to
market supply of debt, and ‘stylized facts’ regarding different national and international markets. The information in
this chapter is taken as read in the rest of the book.

The second chapter offers an analysis of financial fragility in the corporate sector, where ‘fragility’ is defined as a state
of balance sheets offering heightened vulnerability to default in a wide variety of circumstances. Factors underlying
levels and changes in indebtedness, and their relationship to default, are probed both in theory and using evidence
from six major OECD countries (the USA, UK, Germany, Japan, Canada and France). In particular, an attempt is
made to assess reasons for the parallel growth of debt and default in recent years that has been a feature of a number
of these countries. The third chapter provides a similar analysis of the household sector.

However, implications of financial fragility are not limited to highly geared companies and households. Ch. 4 draws out
the broader economic implications of fragility, and suggests it may have a marked impact on overall economic
performance. A brief case study is made of experience in the UK over 1990–1 to illustrate the mechanisms identified.

The fifth, sixth, seventh, and eighth chapters address the problem of ‘systemic risk’, defined as the danger that
disturbances in financial markets will generalize across the financial system so as to disrupt the provision of payments
services and the allocation of capital. Why are financial institutions and markets sometimes subject to illiquidity or
insolvency, which may threaten to spread across the entire financial sector? How do such problems link to financial
fragility in the non-financial sectors?

The fifth chapter offers a survey of the theoretical literature, including an assessment of the rationale for financial
regulation in the light of systemic risk, while the sixth offers empirical evidence based on an examination of six recent
periods of financial instability in the light of these extant theories of financial crisis. It is concluded, first, that no
individual theory is sufficient in itself to explain all the features of instability, instead a synthesis is required. Second, the
distinction between risk and uncertainty is a crucial one. Third, it is suggested that extant approaches, while extremely
fruitful, still omit some of the crucial common features of systemic risk. This lacuna is addressed in the seventh
chapter, which seeks to offer a distinctive view of the development of financial fragility and systemic risk based on an
industrial-organization approach to financial market structure and dynamics, which complements
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the existing approaches. The eighth chapter outlines ten further financial crises to clarify the generality of these various
mechanisms for a wide variety of countries, and to provide further insight into the various types of instability to which
financial markets are subject.

Chapters nine and ten were prepared for the paperback edition in 1994. Chapter nine seeks to provide further
evidence on the importance of the mechanisms of financial fragility and instability, and of the appropriateness of the
framework for analysis provided in the book itself, based on experience over the recessionary period of 1990–3. It
accordingly assesses macroeconomic data for indicators of fragility in eleven countries over 1988–93, and outlines the
events of four crises, in Finland, Sweden, Japan, and the ECU bond market. The tenth chapter outlines some
extensions and corollaries of the overall analysis of the book in the fields of banking and securities markets. It first
assesses banking issues relating to real-estate lending, pricing of risk, the putative decline of the banking sector, and the
‘credit channel’ of monetary transmission. Then, issues in securities markets relating to derivatives, market-liquidity
risk, and the relation of institutional investors to financial instability are developed. Finally, the issue of risk in payments
and settlements systems, which affects both banking and securities, is outlined.

In the conclusion, also updated to 1994, a number of general themes relating to the theory of finance, financial
structure and regulation are addressed, in particular the role of financial liberalization, innovation and competition in
the genesis of financial instability. A summary of policy issues, suggestions for further research, and an assessment of
prospects are also provided.

INTRODUCTION 3



1 Debt

This section offers essential background for the analysis of the rest of the book. It outlines the nature of the debt
contract; aspects of the economics of debt; theories of credit rationing and intermediation; key differences between
financial systems interpreted in the light of these concepts; and (in an appendix) stylised facts of the overall
development of finance. To motivate this chapter, it suffices to note that the book suggests that the influence of credit
rationing, the nature and locus of intermediation, and the type of financial system, all have a key influence on the
genesis of financial fragility and systemic risk; and that these features in turn relate directly to the underlying nature of
the debt contract itself. Note that there are three main types of debt: that owed by end-users to investors (direct
finance), by end-users to intermediaries (generally loans), and by intermediaries to investors (generally deposits). Focus
is mainly on the first two here and in Chs. 2–4; the third comes to the fore in the second part of the book, relating to
financial instability.

(1) The Nature of the Debt Contract
Popular misconceptions regarding debt and credit often stem from the assumption that debt is a commodity and
borrowing is like purchase of any other good or service, where prices alone equilibrate supply and demand. In fact,
unlike most market transactions, which can largely be summarized in terms of prices and quantities, debt is a highly
complex contract. This is because debt entails a promise to repay principal and interest on a loan or advance—a promise
whose fulfilment is by its nature uncertain and will differ among borrowers. Key features of such a promise include the
following:

• quantity advanced;
• specification of interest, whether fixed or variable in relation to a benchmark rate;1
• specification of maturity, i.e. when the loan must be repaid;

1 Generally, to enable debt to qualify for tax deductability, payment must be ‘sum certain’, i.e. a specified payment except in case of distress. In other words, obligations cannot
be state contingent (e.g. falling in a recession) in the way dividends are (Gertler and Hubbard 1991). As discussed below, such flexibility is the main advantage of equity as
an alternative to debt. But equity also suffers a number of adverse incentive problems.



• collateral that the borrower must provide as security for the lender, if any;
• specification of the circumstances in which the loan is in default, thus giving the lender the right to seize the

borrower's assets. In the simplest case this will be failure to pay interest or principal; in other cases it will entail
breach of any covenants (indentures) that the lender may specify in order to control the borrower's behaviour;

• specification of the law under which default is to be adjudicated;
• specification of the seniority of the claim, i.e. where the lender stands in relation to other creditors in the case

of default;
• pledges in relation to further borrowing, for example the lender can insist no further debt be incurred, or no

further debt senior to it;
• any further commitments by the lender, e.g. to renew the loan when its term is complete;
• provisions for transferability. Can the debt be freely passed on to other holders, or must it remain with the

initial lender?;
• whether or not the contract is standardized in terms of provisions or denomination (to facilitate securitization);
• any tax exemption features;
• call provisions (whether debt can be repaid early).

(2) Aspects of the Economics of Debt
Many of the additional features indicated above can be understood as means of overcoming uncertainty, transaction
costs, and incomplete contracts.2 Recent developments in the theory of finance, outlined in this and the following two
sections, advance considerably our understanding of the nature and role of debt. Although most of the theory is set
out in terms of corporate finance, it is also directly applicable to financial institutions and households.

The key difficulty is raised by the uncertain possibility that the borrower will default, given costs of bankruptcy,
asymmetric information, and incomplete contracts. If there were no costs of bankruptcy, default risk would be of no
concern to the lender; assets to pay off the loan would pass smoothly to him in the case of default. In practice,
resolution of default takes time and effort, the lender may find that assets seized from the borrower have depreciated
in value, and/or he may find that second-hand markets for such assets are weak or non-existent. But even given costs
of bankruptcy, if there were no asymmetries of information or if the lender were able to specify and verify the
borrower's behaviour in every eventuality, then issue of debt would be a relatively straightforward

DEBT 5
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transaction (as well as being ‘irrelevant’ to real activity), because probability of default could be known or controlled
precisely, and charged or collateralized accordingly.

Since in practice neither of these conditions hold, the lender faces a problem of screening potential borrowers before
making an advance, and monitoring the behaviour of the borrower after the loan is made, both of which impose costs
on the lender. We outline the issues relating to screening and monitoring in turn.

First, the lender needs to choose borrowers of high credit quality before the loan is granted, to minimize his losses due
to default, when due to asymmetric information it may be impossible to distinguish good and bad risks. This is the
problem of adverse selection. The classic example of adverse selection is the ‘lemons problem’ which Akerlof (1970)
applied to the used-car market.3 As applied to debt, the problem arises because, with asymmetric information, the
lender does not know whether the borrower is a good risk (a good investment project at low risk) or a bad risk (high-
risk, low-quality investment project). If the lender cannot distinguish the latter (the lemons), he will charge an interest
rate reflecting the average quality of good and bad borrowers. Hence high-quality borrowers pay more than they
should, and low rather less. Some high-quality borrowers will drop out of the market, thus worsening the mix. Higher
interest rates will only make the problem worse; the mix worsens further as only low-quality borrowers with a low
probability of repayment are willing to pay such rates. Suitable collateral4 may be one way to protect the lender from
adverse selection, as it provides compensation even if the borrower turns out to be low-quality, and defaults.

Second, the lender must monitor the borrower after the loan is granted, to ensure that the borrower is not acting
contrary to his interests during the period that the loan is outstanding. For example, the borrower might use the funds
to engage in high-risk activities that entail only a low probability that the loan will be repaid; the problem of moral
hazard. Moral hazard (and expenditures incurred to overcome it) are a form of agency cost—i.e. costs arising from
separation of principal (lender) and agent (borrower). It arises generally from the inconsistent incentives arising in a
contract specifying a fixed value payment between debtor and creditor, particularly given limited liability.5 (It also arises
in the case of mispriced deposit insurance, as discussed in Ch. 5.) The debtor prefers the course of action which
maximizes his wealth, the creditor prefers

6 DEBT

3 The basic point is that, given uncertainty as to whether a second-hand car is a ‘lemon’, buyers assume all cars are lemons, prices fall, and the assumption is self-fulfilling,
because only owners of lemons seek to sell at low prices. Ultimately no trade may take place.

4 Subject to the difficulties of resale and recovery outlined above.
5 The importance of limited liability in this context is that the shareholder in the borrowing company benefits from the returns from a successful outcome, but cannot be

forced to share in the losses—the value of equity cannot go below zero.



actions which maximize the expected value of his obligation from the debtor. Given the importance of this concept
and generality of its application (for example, bank-borrower, bond holder-issuer, depositor-bank and deposit insurer-
bank), we offer a numerical example, drawn from Fama and Miller (1972).

A firm has two alternative production plans, which require investment in period 1 for payoff in period 2. The firm has
$5 of debt in its capital structure as well as equity. There are two possible states of the world in period 2. The price of a
claim in period 1 to a dollar in period 2 for either

Production plan Pay off in period 2 Market values in period 1
State 1 State 2 Total Debt Equity

a 7 7 7 5 2
b 1 10 5.5 3 2.5

state is $0.5. If the firm chooses plan a, the period 1 market value of debt is D(1) = 5(0.5) + 5(0.5) = 5, and the value
of equity is E(1) = 2(0.5) + 2(0.5) = 2. But if the firm chooses plan b it cannot deliver on its debt if state 1 occurs; the
period 1 market value of debt, D(1) = 1(0.5) + 5(0.5) = 3, and the value of shares is E(1) = 0(0.5) + 5(0.5) = 2.5. The
value of debt is higher with plan a, the value of shares with the riskier plan b, and there is a conflict of interest between
debtor and creditor.6 The likelihood of such a conflict is greater, the larger the proportion of debt in the balance sheet.
Moreover, the stimulus to seek risk is greater, the higher the interest rate charged, as borrowers seek projects with
higher expected returns and higher risk to compensate.

Four main ways have been outlined in the literature to reduce these problems—although the need for screening and
monitoring are never wholly absent. They are: reputation, net worth (net assets), control, and commitment. For those
borrowers with a reputation for repaying debt, it stands as a capital asset (as it facilitates borrowing at low cost), which
would depreciate in the case of non-repayment. This offers some protection to the lender against moral hazard, as well
as reducing the need for screening. Meanwhile, a low net worth (capital, equity) means that, given limited liability, the
borrower has little to lose by engaging in moral hazard, and has no collateral to pledge, either to reduce difficulties of
screening, or to offset the risks in the transaction.

Control theories highlight the key feature of debt contracts which help reduce moral hazard, namely that the borrower
controls the assets except in the case of default, when such control passes to the lender. In effect, the lender takes over
from the owner or shareholders as the claimant on residual income of the firm. Debt implicitly changes to equity. Such

DEBT 7

6 Note that moral hazard can also arise from embezzlement, slacking etc.; the value of the example is to show that it arises from straightforward wealth maximization.



control prevents the borrower, for example, from threatening to repudiate the debt in order to reduce the interest
rate—although the costs to the lender mean the sanction is retained as a last resort. Such control may be extended to
the borrower's behaviour in non-default circumstances by aspects of the debt contract, such as covenants, collateral,
and short maturity. The need for such further control instruments, which themselves impose costs on the borrower,
will vary with the risk that is presented by the transaction; it is partly related to the reputation or net worth of the
borrower.

Commitment is seen as an alternative means to minimise the risks in the debt contract, which can be developed when
lenders and borrowers share information not available to other lenders. The lender undertakes to provide finance to
the borrower even during times of financial difficulty, in return for the borrower remaining with the lender (and paying
a premium) during normal times. In general, such relationships cannot be specified contractually, and tend to be
informal customary features of certain financial systems and not of others (see Sect. 5). They are vulnerable both to
willingness of lenders to exploit their monopoly power (given superior information) and to tendencies for borrowers
to shift to cheaper sources of finance once a ‘rescue’ is complete.

The market failures outlined above do not arise only for debt. Information asymmetries (given limited liability) may
cause even greater difficulties for equity markets, despite the superiority of equity over debt as a means of risk-sharing7

(Myers and Majluf 1984; Greenwald and Stiglitz 1991). For example, insiders (owner-managers) know more about the
firm than outsiders (providers of equity finance) and may therefore seek to sell shares in the firm when the market
overvalues them. This leads the market to see issuance as an adverse signal about quality, which in turn deters the firm
from issuance.8 Second, the equity contract leaves it at managers' discretion to pay dividends, allowing scope for
diversion of funds to the preferred uses of controlling shareholders, and to managers. The latter may include
expenditures that seek to entrench managers in their current positions. This is a second form of agency cost—in this
case arising from separation of ownership (shareholders) from control (managers).9 Third, as managers only obtain a
fraction of returns to their

8 DEBT

7 This is because, unlike debt, returns to suppliers of equity finance can vary with economic conditions for the firm. Note that there is also a social benefit, as firms are less
obliged to cut investment in a recession.

8 This effect may cause the firm to cancel investment projects that have a positive net present value, in which case it entails a social cost.
9 As noted by Smith (1776), ‘The directors of such (joint-stock) companies, however, being the managers of other peoples' money rather than of their own, it cannot well be

expected that they should watch over it with the same anxious vigilance with which the partners in a private copartnery frequently watch over their own. Like the stewards of
a rich man, they are apt to consider attention to small matters as not for their master's honour, and very easily give themselves a dispensation from having it. Negligence and
profusion, therefore, must always prevail, more or less, in the management of such a company.’



managerial efforts, or even a purely fixed salary, incentives are attenuated. Fourth, with widely held shares (and bonds),
any effort by an individual shareholder to improve the quality of management benefits all shareholders, thus reducing
the incentive to make such efforts.

Meanwhile, reputation may be a weaker discipline on insiders than for debt; original owners may not wish the firm to
reaccess the market, for fear of dilution of equity claims, as well as it being an adverse signal. Takeovers, which usually
entail replacement of existing management, are effectively the substitute for ‘control’ in the case of equity. But they are
not always effective in disciplining managers, especially since takeover waves are sporadic and targets often only
particularly bad performers (Corbett and Mayer 1991). Greenwald and Stiglitz (1991) suggest that equity markets
would not exist at all without the legal features of limited liability and prosecution of fraud, as well as technical and
economic advances, e.g. in accountancy and auditing (which minimize falsification of information), and the
development of secondary trading. And experience shows that, probably owing to the difficulties outlined above, they
are highly unreliable as a source of funds, being subject to cyclical ‘feasts and famines’.

An important point which underlies the problems with equity, even more than for debt, is that it may be more difficult
to maintain appropriate incentives in the equity contract without continuous and costly monitoring of performance.
Debt entails a superior form of ‘incentive compatibility’, enabling lenders to reduce monitoring costs (Gale and
Hellwig 1985). This is due to the form of the contract, allowing the debtor to retain all the residual income from the
project, while imposing penalties in the case of default, which ensures incentives for the borrower both to make the
project succeed and to repay the debt.

From these basic considerations we now go on to derive theories of credit rationing and of intermediation, and also
adduce various features of financial systems, all of which are relevant to study of financial instability.

(3) Theories of Credit Rationing
Availability of credit to an individual borrower is not unlimited, and the way in which its availability is rationed reflects
aspects of the debt contract, as well as the nature of the borrower. Changes in the stringency and nature of such
rationing are a key element in the thesis of the book regarding the genesis of financial fragility and systemic risk, as
outlined in Chs. 2–8. Hence the theory in this section is crucial background.10

Financial institutions or direct lenders may respond to credit demand in various ways. This section outlines three
paradigms of credit rationing:
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price rationing, where risk of default is compensated by the spread of the interest rate charged on a loan over a risk-
free rate; disequilibrium quantity rationing, which results from direct government controls on credit or slow
adjustment of rates to supply and demand for credit; and equilibrium quantity rationing, which results from severe
asymmetries of information between borrowers and lenders.

(a) Price Rationing
Price rationing of credit implies that the interest rate on loans is set to equilibrate supply and demand for credit, though
use of instruments such as collateral to offer further protection to the lender is not ruled out. In general, the paradigm
assumes away many of the information problems outlined above. It may thus only be applicable in a subset of cases.

Debt must be held by another agent as an asset. Portfolio theory11 suggests that the return demanded by that agent will
depend on the risk and the expected return on the asset. For example, an unsecured consumer loan will command a
higher rate of interest than a Treasury bill of the same maturity, owing to its relative risk characteristics. A consumer
may default on interest and principal, while the government can keep its promises via its power to tax and print
money.12 These considerations may be formalized into a theory of the structure of interest rates (as summarized in
Robinson and Wrightsman 1980). The ‘credit quality’ spread between the yield on a private issue of debt and risk-free
debt in the same national market depends on seven factors: the risk of default, as discussed above, and associated costs
to the lender; the call risk that bonds (or loans) may be liquidated early at a possibly inconvenient time for the lender;
tax exemption status; the term or period to maturity; any screening or monitoring costs; security or collateral; and
market liquidity.

Default risk refers to the possibility of not collecting interest and principal as promised in the debt contract. This is an
obvious difficulty if loans are unsecured but, as noted, returns may also be difficult to obtain even if a loan is
collateralized.13 The lender is likely to demand a higher expected return to compensate for the extra risk. An indicator
of the market's assessment of default risk for fixed-rate debt is the differential between the yield on a private bond and
public bond of the same
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rate changes. Hence a risk premium may be charged for conventional as opposed to indexed debt, and between governments seen as more or less likely to monetize or
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maturity, callability, tax features, etc. It is important to distinguish the three returns concepts introduced here, namely
the interest rate (coupon), the expected return, and the yield. The coupon may differ from the yield due to changes in
the level of interest rates (or market expectations of associated capital gains and losses) from the time when the bond
was issued. Such a deviation may occur for public or private debt. For private debt, the yield will also differ from the
expected return, because the latter must be deflated to allow for expected default risk. For a given expected return, the
yield must be higher to allow for a higher expectation of default risk (the excess allows reserves to be built up against
risk of default). In practice, the lender would probably also demand a higher expected return in this case. Meanwhile,
for floating-rate debt the default premium is reflected in the spread of risky over risk-free short-term debt.

The overall default risk on an individual debt instrument varies with the risk position of the borrower and the
economic environment. The risk position of the borrower is obviously conditioned by the ability to generate enough
cash flow to cover interest and principal (the coverage ratio, or its inverse, income-gearing), the variability of cash flow,
and the availability of liquidity or other assets to repay the debt. There may also be changes in the incentive to default,
which may arise from changes in the bankruptcy law.

Traditional theory suggests that, for an individual agent, default risk may be broken down into three elements.14 While
in the literature this is generally applied to companies, counterparts for households can generally be found. First, the
risk position varies ‘internally’ with the state of the balance sheet, which may be indicated for companies by ratios such
as the debt/equity or debt/assets ratio, and for households with the ratio of debt to income or unencumbered wealth.
These ratios are choice variables arising from the budget constraint. Secondly, ‘business risk’ is defined to depend
largely on the type of business or employment the agent is in and is thus partly beyond his control. Thirdly, default risk
for all borrowers depends on the state of the economic cycle and other macro-economic variables such as interest
rates, unemployment, and factor prices; most defaults occur during or immediately after recessions.

So far the discussion has only assessed one borrower and transaction in isolation; in practice the lender can diversify to
reduce risk, and this has an important influence on the pricing of debt claims. In the sense of modern portfolio
theory,15 the first two types of risk noted above may be characterized as diversifiable by the holder (unsystematic risk), as
they can in principle be minimized by holding a diversified portfolio of bonds or loans. In the case of ‘pure’ price-
rationing, as for large firms in the bond
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market, these types of risk should be reflected in the mark-up of the rate on an individual issue of debt in relation to
the market return on a diversified portfolio of such private bonds and loans, to an extent dependent on the covariance
of such risks with corresponding risks for other borrowers. In practice for small firms and individual households they
may well be catered for by forms of equilibrium quantity rationing (Sect. (c) below). On the other hand, risks that affect
the aggregate economy and hence the entire company or personal sector are non-diversifiable by the holder (systematic
risk)16 and should be reflected in the spread of debt yields over the risk-free yield offered by government bonds (for
fixed-rate debt) or Treasury bills (for floating-rate debt).

Looking ahead, it has often been observed that default premiums may fall, for example, during periods of intense
competition between financial markets and institutions, when lenders offer ever-finer terms on loans in order to gain
market share (Davis (1989, 1990a)). Risk premiums may fall below those sustainable in competitive equilibrium (i.e.
where losses due to realized defaults are adequately covered). Inflation may aggravate mispricing (Ch. 5, Sect. 4). If
mispricing is anything more than a temporary phenomenon, and it is not accompanied by a significant fall in realized
defaults, this process may lead to increased vulnerability of financial institutions (Chs. 5–8), as well as potentially
increasing risks for the borrowers themselves (Chs. 2–4), although fragility in the non-financial sectors does not require
lenders to underprice risk, merely that borrowers be excessively optimistic about their own prospects. A further factor
may be ‘socialization’ of risks. If it is assumed that the Central Bank or government will rescue certain debtors, the
perceived risk of lending may decline.

Relating the price-rationing paradigm to the economics of debt discussed above, price-rationing presupposes either
that there are no information asymmetries, or that problems relating to adverse selection and moral hazard can be
overcome, whether by means of adequate screening and monitoring, reputation, net worth, control, or commitment.
As discussed below, presence of these market failures could in principle lead to a form of quantity rationing. Disregard
of these problems, i.e. price rationing potentially low-quality borrowers in the presence of significant asymmetric
information—as may have occurred at times in the 1980s—may lead to severe adverse selection.

(b) Disequilibrium Quantity Rationing
In some cases, the normal market equilibrium of supply equalling demand at a market-clearing price may not operate.
There may be rationing of credit at a non-market-clearing price with excess demand (or supply) of
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loanable funds, in the sense that among loan applicants who appear to be identical some receive a loan and others do
not.

Most authors have characterized credit rationing as a disequilibrium phenomenon (i.e. a situation in which lenders are
artificially prevented from offering the price for loans that will clear the market), resulting from government
regulations imposed on credit markets. Such regulations typically aim to enable monetary control to be exerted without
raising interest rates, and/or to ‘improve’ the allocation of credit to preferred sectors. Credit rationing clearly arises in
the case of interest-rate controls and with sectoral direction of credit. Stiglitz and Weiss (1986) suggest that
government controls on banks' balance-sheet growth can also lead to such credit rationing. However, this depends on
whether banks choose to set a high market-clearing interest rate, in which case there is no rationing, or, perhaps to
avoid political difficulties, they keep rates low and ration credit.

Behaviour endogenous to the market could also result in a form of disequilibrium rationing. Institutions may be slow
in adjusting rates for fear of external criticism, so delay till change is clearly inevitable. There may be transactions costs,
for example the cost of writing to all borrowers to inform them of changes. Disequilibrium credit rationing might also
arise from the desire of banks to share interest-rate risks with customers, especially with a system of short-term or
variable-rate loans which imply a continuing relation in the future between lenders and borrowers (Fried and Howitt
1980). This could lead banks and their borrowing customers to enter into informal agreements or ‘implicit contracts’
to guarantee stable loan rates, which allow the bank to deny credit to a predetermined fraction of (newer) customers
when market interest rates are high. This can be related to the ‘commitment’ paradigm discussed above.17 Alternatively,
banks might wish to charge a uniform rate to ensure equitable treatment between broad classes of heterogeneous
borrowers, fully accommodating the demand of the most preferred borrowers in each class but rationing credit to the
least preferred members (Jaffee and Modigliani 1969, Cukierman 1978). Finally, administered interest rates may reduce
search costs for borrowers; infrequent and publicly announced changes reassure uninformed borrowers that well-
informed banks are not taking advantage of their relative ignorance (Goodhart 1989).

(c) Equilibrium Quantity Rationing
Stiglitz and Weiss (1981) have shown that credit rationing can still arise in equilibrium (i.e. a situation in which lenders
are unwilling to change the conditions under which loans are offered). Thus rationing is not
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necessarily a consequence of market disequilibrium resulting from sticky prices or government regulation, though
obviously these may also lead to rationing. Such equilibrium rationing is a possible outcome when the problems of the
debt contract set out in Sect. 2 apply particularly strongly, i.e. there is imperfect and asymmetric information (the borrower
knows more about his characteristics than the lender) and there are incomplete contracts (i.e. lenders cannot control all
aspects of the borrower's behaviour). Stiglitz and Weiss's analysis entails some imperfect substitution, borrowers have
access only to banks and not to the bond market—perhaps because they lack reputation, or are too small to pay fixed
costs of securities issuance. It is thus particularly applicable to small businesses and households, and not normally to
large firms or governments.18

As foreshadowed in Sect. 2, the key is that the interest rate offered to borrowers influences the riskiness of loans in two
main ways.19 First, borrowers willing to pay high interest rates may, on average, be worse risks. They may be willing to
borrow at high rates because the probability that they will repay is lower than average. This is the problem of adverse
selection i.e. a reduction in the average quality of the mix of applicants for loans due to the increased price. Second, as
the interest rate increases, borrowers who were previously ‘good risks’ may undertake projects with lower probabilities
of success but higher returns when successful—the problem of moral hazard, that the incentives of higher interest rates
lead borrowers to undertake riskier actions.

These considerations suggest that under the conditions outlined, there may exist an optimal interest rate on loans,
beyond which the return to the bank falls despite excess demand for loans at that rate.20 This is because, at a higher
interest rate, increased defaults more than offset any increase in profits. The bank maximizes profit by denying loans to
individuals who are observationally equivalent to those receiving them. They may be unable to obtain loans at any
interest rate at a given supply of credit.21 Or alternatively, and perhaps more common in the household
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was to be lent will go to prodigals and projectors, who alone would be willing to give this high interest. Sober people, who will give for the use of the money no more than a
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20 Implicitly the bank is using the interest rate as a screening device, to help identify ‘good’ borrowers.
21 This is distinct from the question as to why an individual faces an upward-sloping interest-rate schedule—primarily because the default probability rises as the amount
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sector, banks provide smaller loans than the borrowers demand. Note that the analysis implies that an increase in
interest rates arising from tighter monetary policy may lead to a collapse of quantity-rationed credit markets (Mankiw
1986), as adverse selection and moral hazard make it unprofitable to make any advances.

The assumption above is that the bank can only control the price and quantity of credit. Bester (1985) suggested that
banks can use collateral to distinguish high- and low-risk borrowers, because ‘safe’ borrowers will be more willing to
offer higher collateral in return for a lower interest rate than will risky borrowers. Stiglitz and Weiss (1986), in response,
argue—perhaps less convincingly—that increasing collateral requirements (or reducing the debt/equity ratio) may
reduce bank profits. This is because wealthier individuals may be less averse to risk than poorer individuals22 and so
those who can put up most capital would be willing to take the greatest risk with the lowest probability of repayment.
Hence varying collateral may not eliminate equilibrium rationing. In practice, fear of loss of reputation would
presumably prevent rich people acting in the manner suggested. A more serious objection to Bester is that many ‘safe’
borrowers may lack collateral.

Note the contrast between this analysis of collateral as a means of screening across types of borrower, and the more
common view in banking circles, alluded to in Sects. 2 and 3a, that collateral is needed to offset risk, especially when
borrowers are known to be of low quality. Berger and Udell (1990b) characterize these respectively as ‘sorting by
private information’ and ‘sorting by observed risk’. They offer evidence that suggests that the latter is somewhat better
supported by the data (i.e. high collateral is correlated with higher risk).

Returning to the nature of equilibrium quantity rationing, at a theoretical level, the analysis can be generalized to any
number of control instruments: rationing is possible so long as contracts remain incomplete, i.e. the bank cannot
directly control the choice of project under very possible contingency (see Stiglitz and Weiss 1986; Hart 1986). The
analysis also applies in the case of several observationally distinguishable groups; a group may be excluded although
there is excess demand for credit, and its expected return on investment is highest.

In terms of the economics of debt (Sect. 2), the Stiglitz and Weiss result arises directly from the inability of lenders to
overcome market failures arising from asymmetric information and incomplete contracts. This may occur when
screening and monitoring are costly or impossible, borrowers
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lack a reputation or have low net worth, where suitably detailed contracts (control) cannot be prepared, and long-term
relationships are hard to establish or one-off transactions predominate.23

(4) Theories of Intermediation
An understanding of why certain types of transaction may occur only in banking markets, while others may arise either
via banks or securities markets, is essential background to comprehending the locus of financial fragility and systemic
risk, as well as being important to understanding differences between financial systems. Davis and Mayer (1991)
distinguished four main theories of intermediation, several of which derive from the general economic features of the
debt contract as outlined above. These are, respectively, theories of economies of scale, information, control, and
commitment. A key suggestion in this book is that reliance on control may lead to instability more readily than
commitment.

All of the theories rely on a degree of market imperfection, such as asymmetric information or economies of scale—in
the absence of market imperfections, banks' deposit-creation and asset-management services play no independent role
in the economy (Fama 1980). This is because, given perfect24 capital markets, no information costs, or transactions
costs, banks and other financial intermediaries are just passive holders of portfolios; depositors can offset any actions
of banks via private portfolio decisions. This theorem applies even if individuals' access to capital markets is limited, as
long as access is costless for banks and competitive conditions prevail, for banks would then offset each others'
portfolio shifts. (Compare the Modigliani–Miller theory of corporate finance outlined in Ch. 2.)

(a) Economies of Scale
The traditional theory of intermediation relies on the presence of economies of scale, which benefit specialized
intermediaries (Gurley and Shaw 1960). Economies of scale arise from indivisibilities and non-convexities in
transaction technologies which restrict diversification and risk-sharing under direct financing via securities markets.
Banks can pool risk and diversify portfolios more cheaply than individual investors, given fixed costs of acquiring
investments. On the liabilities side, they can be seen as providing a form of insurance to risk-averse depositors
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against liquidity risk (i.e. their need for cash in the future), if it is assumed these individuals are ‘small’ and risks cancel
over the population.25 There are also economies of scale in the provision of payments services. On the assets side,
banks can lend more easily than individuals, owing to their ability to manage investments at lower cost. (As a corollary,
any reductions in fixed costs of direct financing will increase markets' comparative advantage.)

However, this theory does not distinguish banks from other financial intermediaries such as mutual funds (unit trusts),
which may also benefit from economies of scale26—and which may themselves be part of the payments mechanism.27
It also does not address the issues of information asymmetry, incomplete contracts, and monitoring, which it is
suggested above are central to the nature of debt.

(b) Information Asymmetries: Screening, Monitoring, and Reputation
A second set of theories confronts these issues directly. As discussed in Sect. 2, information asymmetries in the
absence of complete contracts give rise to a need for lenders to screen the quality of entrepreneurs and firms and to
monitor their performance to avoid adverse selection and moral hazard.28 But Sect. 2 also showed these to be general
features of the debt contract. Why should banks have a specific advantage?

First, there are links to scale economies; for example, expertise and fixed technology costs in screening by banks may
give rise to economies of scale for depositors financing large-scale projects (Chan 1983). There may also be economies
of scale in monitoring, making delegation of monitoring to banks desirable, and economies of scope linking screening
and monitoring.

As regards sources of these advantages, banks may have informational advantages arising from ongoing credit
relationships, from access to the
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is because such borrowers have both less to lose by defaulting, and also less to lose by revealing bad news about themselves by being caught indulging in moral hazard. So
monitoring in this case only screens out certain borrowers caught taking high-risk actions. If the cost of monitoring is sufficiently high, they may be excluded from credit.



borrower's deposit history (Fama 1985), and from use of transaction services (Lewis 1991). The intangible nature of
this information makes it difficult to transmit to markets or other lenders, hence loans are typically non-marketable; as a
corollary, many borrowers from banks are unable to access finance from securities markets. Moreover, even if transfer
were possible, given economies of scale it might be uneconomic for small borrowers to generate information
themselves and transfer it to the market, rather than have it collected by a bank.

A consequence of non-marketability, which buttresses banks' positions, is that such investments are by definition held
on the banks' own books. This will avoid free rider problems typical of securities markets, where an individual investor
in marketable securities can costlessly take advantage of information on borrowers produced by other investors, thus
reducing the incentive to gather it. Even abstracting from such problems, it also reduces the costly duplication of
information collection that should otherwise be reflected in loan pricing.

An indicator of the importance of banks' roles as monitors is that even when firms can access securities markets, a
continuing supply of bank debt may reduce the cost of market funds to the borrower (Fama 1985; James 1987). This is
because markets may regard bank loan renewals as a positive signal, given banks' superior information; and this
reduces the costs of monitoring for external debt and equity holders. Where this is the case, there is thus a positive
externality from banks.

The key theoretical work in this area has been produced by Diamond (1984), who shows why it may be efficient for
investors to delegate monitoring to banks, given information asymmetries between borrowers and lenders. In
Diamond's model, banks offer standard debt contracts to borrowers, which pay a fixed return in non-default states
and impose penalties in the event of default, thus ensuring adequate incentives.

There is of course also a problem of screening and monitoring banks by depositors, given information asymmetry
about banks' activities. Diamond suggests that the costs of this are reduced by portfolio diversification by banks, which
also allows standard debt contracts to be offered to depositors.29 The holding of bank assets in the form of debt
ensures compatibility between the interests of the bank owner and depositor. This is because, unlike equity, efforts by
the intermediary to increase the probability of the highest return, by ensuring borrowers do not default, also increase
the probability that depositors' claims will be met. Chant (1987) suggests an additional mechanism is bank owners'
equity. This gives depositors grounds for confidence in banks, as owners suffer initially from any losses. A further
back-up is of course regulation, whereby supervisors assume the burden of monitoring banks (Ch. 5, Sect. 2).
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Reputations are important in a multiperiod context (Diamond 1989, 1991). As noted, reputations of borrowers may be
adequate to avoid excessively high-risk investments and other moral hazard problems associated with imperfect
information. In the absence of reputations, firms may be dependent on bank finance owing to moral hazard and
adverse selection.30 Only when a reputation has been established and has itself become a capital asset, by facilitating
future access to cheaper sources of funds, are adverse selection and associated agency problems reduced, and firms
can be relied on to select safe rather than risky projects. At that stage firms are able to access the bond or commercial
paper markets and avoid the costs of bank finance.31 Rating agencies may have an important role to play in this
process, by offering monitoring services for investors in bond markets.

(c) Control
In the absence of complete contracts, specifying the actions of the borrower in every eventuality, lenders of long-term
debt are vulnerable to exploitation by borrowers. This may, for example, take the form of forced refinancing to avoid
threats of repudiation (Hellwig 1977). Where possible, creditors will seek protection from such threats by retaining
rights to control assets in the event of default—often called ‘enforcement’. These rights may, for example, allow
creditors to engage in liquidations that are costly to debtors (Hart and Moore 1988). Conversely, borrowers are
vulnerable to exploitation by lenders during the period of gestation of the investment project when costs have already
been sunk. These offsetting factors suggest that funding of long-term investment needs a balance of control between
borrowers and lenders.

A debt contract may provide such a balance, by allowing entrepreneurs to remain in control as long as they are not in
default (Aghion and Bolton 1992). If there is a default, control transfers to lenders (albeit at a cost, e.g. in terms of low
prices for second-hand assets, that the lender will hesitate to incur). Banks may be better suited to exercise control than
bondholders—they may have lower ‘enforcement costs’—if there are free rider problems to the involvement of the
latter in corporate restructurings. (In other words, if one lender takes action to increase his return, all others who may
not contribute will benefit equally, thus reducing the incentive to the active lender (Stiglitz 1985; Bolton 1990).) Control
may be reinforced by features of the debt contract such as
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short maturities, collateral, and covenants.32 Focus on control in banking is often dubbed ‘transactions banking’, i.e.
where borrowers and lenders seek to maximise returns from each individual transaction.

(d) Commitment
Authors such as Mayer (1988) and Hellwig (1991a) suggest that an alternative to control is commitment or
‘relationship banking’. For example, banks may only rescue firms that are in financial difficulties if they anticipate being
able to participate in the returns from such rescues. Superior information on the part of banks may tie borrowers to
their original lenders, and thereby allow creditors to capture the required benefits. Conversely, firms will only be willing
to commit themselves to particular creditors if they believe that their creditors will not exploit their dominant position.
Reputations of financial institutions may be adequate to ensure that this condition holds (see also Sharpe 1990),
although they may be buttressed by equity participations of banks, which also reinforce banks' influence over the firm
in non-default states. Participants in bond markets may be unable to commit themselves in the way outlined.

It has been suggested that the bank-oriented systems of Germany and Japan may be better suited to commitment than
the market-oriented Anglo-Saxon systems and the euromarkets. Competition between financial institutions (and
limitations on bank equity holdings) in the latter may make commitment on the part of large borrowers difficult (see
Sect. 5 for more detail), although small and medium-sized borrowers tend to rely on banking relationships in all
countries. Note that commitment is a form of ‘implicit contract’—the nature of the agreement to provide credit (by the
lender) and to remain a customer (by the borrower) cannot be specified formally.

Furthermore, the theory as outlined only focuses on interactions after the loan is made (i.e. superior monitoring). But
relationships based on implicit contracts may also arise from the costs of pre-loan evaluation of firm risk (or more
general relationship-specific capital investment), where borrowers and lenders form an implicit contract to share
benefits (Wachter and Williamson 1978).

These four theories need not be exclusive. For example, monitoring theories of intermediation rely on economies of
scale in monitoring. Control and commitment models require incomplete contracts, which might result from imperfect
observability or verifiability of outcomes. But
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control models suggest actions on the part of lenders that do not feature in monitoring models, and commitment
models involve intertemporal relations that are not present elsewhere.

(e) Applications
The versatility of these concepts—applied in the theoretical section above to a rather stylized version of traditional
‘retail’ banking—can be seen in their applicability to two of the recent developments in financial markets, namely
securitization and wholesale banking.

(i) Securitization
Securitization may be defined (Cumming 1987) as ‘matching up of borrowers and savers wholly or partly by way of the
financial markets’. It thus covers both direct intermediation via bonds and commercial paper, and repackaging of loans
such as mortgages, where financial intermediaries originate loans but securities markets are used to seek investors.

As regards stimuli to this process, first, it is suggested that relationships or ‘implicit contracts’ between banks and
borrowers weakened in countries such as the US in the 1980s. On the one hand, volatile interest rates rendered highly
unprofitable the options implicit in such facilities as credit lines and lending commitments. On the other hand, the high
level of interest rates would often make the costs of reserve requirements and of capital exceed the benefit of holding
the loan on the balance sheet, even if the borrower chose to exercise his right to borrow. In addition, increased
competition in finance has reduced the market power of banks and the cost of severing ties with them.

As banking relationships ceased to offer continuous access to funds in a manner distinct from securities markets, price
differences came to the fore. Here, the economies of scale offered by banks may have weakened, as increased capital
requirements and the high level of interest rates raised the minimum spread acceptable to banks, and thus made the
fixed costs of securities issuance acceptable to a wider range of borrowers. In addition, improved issuance techniques
such as shelf registration,33 as well as competition among underwriters (Ch. 7 Appendix), were acting to reduce these
fixed costs34 Banks themselves have found it attractive to sell assets in this context, thus economizing on capital, as well
as reducing
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duration35 of assets relative to liabilities, while taking advantage of lower costs of packaging loans. The collateral on
such loans (e.g. mortgage deeds) substitutes for bank capital as a ‘buffer’ from the investors' point of view. The
institutionalization of saving—itself partly a response to changes in relative transactions costs—has increased demand
for securities over deposits, and hence reduced relative costs of securities market financing.

Also by use of packaging (for household loans), guarantees and letters of credit (for corporate loans), and sometimes
both packaging and guarantees (securitization with recourse)36 banks could use their continuing comparative advantage
in monitoring certain types of customer unable to access securities markets direct, while using up little capital.

Turning to control aspects, the more complete the debt contract, the easier it is to securitize. The new financial
instruments noted above have increased the potential for this. However, apart from the use of junk bonds in the US, in
most countries—and in the euromarkets—banks' advantage in exerting control has prevented securitization of high-
risk transactions such as takeover credits or project credits (Allen 1990). Moreover, there are clear limits to packaging;
it has not been a feature for small-business loans. This may be due to features such as the importance of personal
confidential information about idiosyncratic borrowers, the fact that loans may be unsecured or the security difficult to
sell, and all such loans may be vulnerable in a downturn (i.e. the risk is largely non-diversifiable).

(ii) Wholesale Banking
Lewis (1991) suggests that certain wholesale banking activities such as syndicated lending and interbank borrowing can
also be explained by theories of intermediation. For example, as regards economies of scale, risk-pooling of liabilities via
interbank markets occurs outside the bank via market transactions, instead of within the bank as with traditional
deposits. Similarly, a diversified portfolio of loans can be obtained either by a bank itself making many small loans or
participating in many large loans made by other banks. Again, in syndicated lending, the banks taking participations
can be seen as delegating the screening and monitoring of the borrower to the lead bank, which in turn has incentives to
perform its function based on its reputation and on the credit risk it absorbs (but see the discussion of the debt crisis in
Ch. 6).

On the other hand, it is less clear that interbank lending entails relationships, with implicit contracts guaranteeing support
to correspondents
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(Ch. 6, Sect. 1). Although there has to be a basis of trust in such markets, a reaction to stress is often the cutting of
interbank credit lines. The dispersion of creditors to any one bank may make this a likely outcome. Even in terms of
control, groups of banks may find it more difficult to reorganize non-financial firms in difficulty than a single bank (i.e.
they face similar free rider problems to bond-market investors). The difficulty of co-ordination of a large group of
banks has been the basis of public intervention in countries such as the UK.

(5) Aspects of the Structure and Development of Financial Systems

(a) Long-Term Structural Aspects
There are systemic contrasts between the behaviour of financial institutions and markets in the major OECD
countries, and hence in the nature of debt, an outline of which provides a further introductory section of the book.
The general division is between the ‘Anglo-Saxon’ systems of the UK, US, and Canada, together with the international
capital markets (or ‘euromarkets’), on the one hand, and the systems in Continental Europe and Japan (CEJ). At a
superficial level the contrasts in terms of financial structure include the following:

• The banks have a much more dominant role in corporate finance in the CEJ countries, traditionally, Anglo-
Saxon banks have only lent short term for working capital.

• Reflecting this, the securities markets and institutional investors in CEJ are relatively underdeveloped, with a
low level of reliance by firms on market finance; bond and equity markets are larger in the Anglo-Saxon
countries (although use of new equity issues to finance investment is rare); as a corollary, there is also a greater
belief in the efficiency of market allocations in Anglo-Saxon countries.

• In CEJ, there is a wider involvement of the public sector in lending (and also ownership of banks).
• In CEJ countries the banking relationships for medium and large companies are closer, often cemented by

formal links, e.g. bank representatives on company boards, as well as bank holdings of equity; in contrast,
banks and bondholders in Anglo-Saxon countries are discouraged from seeking control of corporate affairs.

Other key features of CEJ countries in this context include the following:

• In terms of banks' balance sheets, banks in CEJ countries are able to hold equity stakes, a feature absent in Anglo-
Saxon countries.

• There are much higher levels of indebtedness for companies, almost exclusively bank rather than bond
financed.
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• Traditionally, there is a greater unwillingness to extend credit to the personal sector (primacy of corporate
customers).

• In terms of financial market behaviour, there are lower levels of financial innovation and (particularly)
securitization of loans.

• Levels of competition are lower in banking, as well as between banks and other financial institutions and
markets, often entailing extensive cross-subsidization of loan rates by deposit rates, or between types of
borrower, and high levels of co-operation between banks.37

• There is a virtual absence of hostile corporate takeovers.
• Features of corporate finance include extensive corporate cross-holdings of equity38 and more generally greater

concentration of securities holdings.
• There are tendencies to industrial cartelization, which effectively protect banks' holdings of equity or equity-like

loans.
• Financing conflicts are resolved by consensus and not litigation.
• Banks are more willing to rescue companies, often using their own staff to aid or replace management.
• There are more closely held companies.
• There is a lower level of information disclosure by companies direct to the public, offset by private disclosure

to relationship banks, and via institutions such as central risk offices run by the public sector, through which
banks share information on large business borrowers.

A number of authors (such as Cable 1985; Cable and Turner 1985; Mayer 1988) suggest these differences can be
understood as means of overcoming the problems of the debt contract outlined in Sect. 2. In particular, the
information advantage offered to banks in CEJ by features such as their having representatives on boards and close
sharing of information, as well as the reduction in conflicts of interest occasioned by equity holdings by banks and
reduced free rider problems arising from concentration of debt holdings, may make ‘commitment’ a more likely
outcome. This in turn may be superior to ‘control’ in terms of risk-sharing; for example, avoiding unnecessary
liquidations arising from illiquidity (inability to pay interest owing to lack of cashflow) rather than insolvency (liabilities
exceeding assets), as well as helping to stabilize company profits and promote long-term investment. It should be
noted that such ‘commitment’ is absent in many of the cases of financial fragility and systemic risk outlined in the rest
of the book.

However, commentators also note that the structures have developed over a long period on the basis of country-
specific conditions, and hence could not easily be reproduced elsewhere. Second, although risk is

24 DEBT

37 e.g. as noted by Aoki (1988) and Hoshi et al. (1990), Japanese firms typically borrow from many banks, but have only one main bank. The latter will take the lead in
rescues and incur most of the costs, on the basis that (i) its reputation for monitoring is at stake, and (ii) other banks will reciprocate for their own firms when it is a creditor
but not the main bank.
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reduced for non-financial borrowers, it may be increased for the lender if it holds both debt and equity in the same
firm (or if it holds debt in a non-corporate firm that has equity characteristics). Low inflation and stable interest rates
may have helped prevent realization of such risks. Moreover, also offsetting the advantages may be serious problems
of inefficiency, monopoly, and conflict-of-interest dilemmas for banks.

Bisignano (1991) points out that many of the features of CEJ arose from deliberate public policy and not historical
accident. In particular, he argues that stability of financial and non-financial industries was sought by limiting public
disclosure of business information; promoting close business ties between industry, financial institutions, and
government; providing domestic industries with equity/debt structures and financial/government links that shielded
them from foreign competition and takeover; and limiting competition in strategic industries, notably banking and
finance, by promotion of cartels and/or restraint on activities that could lead to excessive competition.

However, before moving on, it is appropriate to note that recent studies of corporate finance for some of the major
‘bank dominated’ countries cast doubt on uncritical acceptance of the sharp distinction between Anglo-Saxon and CEJ
systems as outlined above. Edwards and Fischer (1991a, 1991b), for example, show that in Germany bank lending only
predominates as a source of finance for small firms, that do not have supervisory boards on which banks are
represented. This suggests that such boards are not an important channel for reducing information asymmetries and
permitting more bank-loan finance to be made available. Second, it is not clear that supervisory boards have enough
information to evaluate performance of the management board closely. Third, the large banks, given their control via
proxy votes of their own shareholders' meetings, may have little incentive to act either in their own shareholders'
interests or those of companies they monitor via supervisory boards. Finally, most firms have many banks rather than
just one, and some large firms claim not to have a ‘house bank’.

In addition, Hoshi et al. (1990) show that, despite evidence that Japanese banking relationships reduce information
problems and relax liquidity constraints, many companies have sought to weaken bank ties, following liberalization of
financial markets.39 Four possible costs of banking relationships were identified: direct monitoring costs; imposition of
reserve requirements (and capital requirements)40 on banks, leading them to require a higher rate of return on their loan
assets than individual investors would on securities; lower liquidity of loans than bonds, giving rise to costs of portfolio
adjustment for banks that are passed on to
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borrowers; and imposition of an excessively conservative investment policy on firms, to protect banks' debt claims.

Moreover, the groups described above are not homogeneous; there are also cross-cutting differences. For example, in
the US, Japan, and (until 1984) in France, there was a degree of regulatory compartmentalization to financial
institutions absent elsewhere, in particular a separation of commercial from investment banking.41 This was intended to
provide stability by avoiding contagion—albeit at a possible cost in terms of concentration of risk. Despite this, there is
now a widespread tendency in all advanced countries towards the formation of ‘universal banks’ and other links
between types of financial institutions.

In addition, France and (to a lesser extent) Japan show some convergence with the Anglo-Saxon pattern (e.g.
developing capital markets and some weakening of bank relationships), while the use of securities markets as opposed
to banks in Anglo-Saxon countries has intensified (the process of securitization and institutionalization), as has
development of wholesale banking. Although partly autonomous, these changes also relate to financial deregulation, a
brief outline of which is given below.

(b) Deregulation
In a number of countries, both among the Anglo-Saxon group and the CEJ countries, recent years have seen a degree
of financial liberalization. Generally, these policies have tended to shift financial systems towards Anglo-Saxon
behaviour patterns as outlined above. Several major types of deregulation can be discerned:

• abolition of interest-rate controls, or cartels that fixed rates;
• abolition of direct controls on credit expansion;
• removal of exchange controls;
• removal of regulations restricting establishment of foreign institutions;
• development and improvement of money, bond, and equity markets;
• removal of regulations segmenting financial markets;
• deregulation of fees and commissions in financial services;
• and, partly to offset these, tightening of prudential supervision, particularly in relation to capital adequacy, and

often harmonized internationally. This point shows that liberalization is not a removal of all regulation but a
shift in its locus from structural to prudential regulation (see Ch. 5, Sect. 2).

The main motivations of the authorities have been:

• to increase competition (and hence to reduce costs of financial services);
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• improved access to credit for the private sector;
• to improve efficiency in determining financial prices and allocating funds;
• pressures from competition authorities to remove cartels;
• desire to maintain competitiveness of domestic markets and institutions;
• increased flexibility, responsiveness to customers, and innovation;
• securing a ready market for increasing sales of government bonds, and
• desire to secure stability of such a system against excessive risk-taking.

However, it would be wrong to see deregulation purely as a proactive shift by the authorities. In many cases, as is
emphasised in the text, it was necessitated by structural and technological shifts which had already made existing
regulations redundant. A particular stimulus was the challenge to domestic markets provided by the development of
the euromarkets (Davis 1992b), as well as the growing preponderence of institutional investors such as life-insurance
companies and pension funds (Davis 1988a; 1991b). Moreover, once the process of liberalization began, one measure
quickly led to others, due to desire to maintain a level playing-field (within countries) and competitive equality (between
countries).

Second, the suggestion that deregulation entails a shift towards markets and away from relationship banking is not
universal. The Germans removed direct controls on credit and exchange controls in the 1960s, but have retained the
distinctive features of their financial system.42

The consequences of deregulation are among the key themes of the book. But it is relevant to note that many of the
benefits have clearly been realized. These include extension of the scope of financial services; greater flexibility for
households and companies to smooth shocks in income or expenditure; greater resilience of economies to short run
financial price volatility; improvements in efficiency of financial markets and reduced cost of services; and
improvements in resource allocation owing to reduced credit rationing. The consensus is that there has been an overall
welfare improvement.

However, as pointed out by the OECD (Blundell-Wignall and Browne 1991), liberalized financial markets have been
associated with certain undesirable outcomes, which may partly offset the benefits. Among those highlighted by the
OECD are:

• increased use of credit to purchase assets and finance consumption, resulting in sharp and perhaps
unsustainable increases in personal-sector debt, and concomitant lower saving;

• asset price inflation and volatility, with asset price occasionally deviating sharply from ‘fundamentals’;
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• inflation and balance of payments difficulties, arising from the slow adjustment of goods markets compared
with financial markets;

• changes in the effectiveness of monetary policy;
• financial fragility and systemic risk.

Summary
In the context of the book, this chapter is largely offered as background for the discussion of financial fragility and
systemic risk, although the theories outlined are of interest in themselves and have a wider applicability to analysis of
finance. Among the insights into the nature of debt are the following:

• the complexity of the debt contract;
• the importance of monitoring and screening to debt transactions, given uncertainty, costs of default,

asymmetric information, and incomplete contracts;
• the way in which credit is rationed is likely to depend on the nature of the borrower and the information

available to the lender, though government controls may also impinge;
• banks' uniqueness is best defined in terms of their non-marketable assets;
• access to the bond market is probably only possible for large, reputable borrowers;
• two principal types of financial system can be discerned; while the most obvious difference relates to the role

of banks, at a deeper level the difference is in terms of the way in which the problems of information and
incomplete contracts are overcome.

However, it should be noted that much of the theory outlined is ‘equilibrium’ or steady state—it does not describe
how debt markets behave when states change, or in the transition between them. As shown in the following chapters,
analysis of fragility and instability generally requires the theories to be extended to cover dynamics, in particular the
reactions of borrowers and lenders to unfamiliar market conditions in the presence of intense competition.

Appendix: The Development of Financial Systems—A Long View
In order to give perspective to the analysis of the book, which focuses on developments over the past twenty five
years, we briefly note the main features of the development of finance over a longer period, as outlined
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by Goldsmith (1985). His analysis shows the place of recent financial changes in the broader context of financial
development as societies industrialize.

Goldsmith, in his magisterial analysis of national balance sheets over 1688–1978, presented data for a number of
indicators of the role of the financial sector in an economy. He suggested that the broadest measure that can be drawn
from balance sheets is the financial interrelations ratio, that is, the ratio of financial claims of the principal
macroeconomic43 sectors to tangible assets, which measures the relative size of an economy's financial superstructure.
Goldsmith's data for the countries studied and a selection of others are reproduced in Table 1.1. Goldsmith's
conclusion is that the interrelations ratio tends to rise during economic development (see Mexico and India in the
table), after which it tends to be constant (implying constant ratios of financial to real assets). As regards the countries
studied in this book, the UK and Canada were the highest in 1978, at 111 per cent, above Japan (102 per cent), the
USA (99 per cent), France (83 per cent), and Germany (89 per cent).

Table 1.1. Financial Interrelations Ratio, 1850–1978 %

1850 1875 1895 1913 1929 1939 1950 1966 1973 1978
Canada — — — — — — 119 118 129 113
France 25 56 — 98 81 — 55 124 92 83
Germa-
ny

20 38 72 76 39 56 40 92 85 89

Great
Britain

68 93 196 196 245 270 177 150 129 111

India 64 47 40 34 30 38 45 54 57 54
Italy 21 39 45 47 68 73 42 85 116 104
Japan — 30 34 64 123 142 55 81 92 102
Mexico — — — — 36 64 74 68 75 71
Russia — — — 40 9 28 32 22 22 29
USA 47 64 71 83 129 132 117 128 111 99
Source: Goldsmith (1985).

A second ratio highlighted in Goldsmith's book is the financial intermediation ratio, the ratio of the assets of financial
institutions (including institutional investors) to all domestic and foreign financial assets, which measures the
importance of financial intermediaries in terms of resources within the financial superstructure. Data are presented in
Table 1.2 for 1850–1978. In most countries the ratio is flat or declining in recent years, reflecting development of direct
intermediation. However, a strong rise in the UK ratio commenced in 1929, reaching a level of 41 per cent in
1978—which appears to be average for most developed countries, though some way above the USA (27 per cent) and
Japan (30 per cent). It is of interest that levels of this ratio do not correspond to the
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divide between Anglo-Saxon and bank-dominated financial systems; the UK is closer to Germany than the USA,
Canada, Japan, and France. In addition, Goldsmith presents further evidence that the share of banks in this ratio tends
to fall.44 This reflects the growth of non-bank financial intermediaries—themselves often dependent on development
of securities markets—as financial development proceeds. Relating this to theories of intermediation (Sect. 4), more
enterprises in a developed economy have sufficient reputation to convey information credibly direct to potential
lenders, although development of market infrastructure, legal framework, etc. is clearly also crucial to the development
of securities markets (see Stiglitz 1991; Greenwald and Stiglitz 1991).

Table 1.2. Financial Intermediation Ratio, 1850–1978 %

1850 1875 1895 1913 1929 1939 1950 1965 1973 1978
Canada — — — — — — 25 27 31 32
France 4 10 — 17 27 — 27 26 32 33
Germa-
ny

20 22 26 30 37 40 33 33 41 39

Great
Britain

15 20 15 17 18 21 31 33 38 41

India 1 2 4 8 12 14 19 21 22 24
Italy 8 16 22 33 34 34 33 41 51 55
Japan — 26 31 33 41 39 32 31 29 20
Mexico — — — 8 19 24 27 32 38 33
Russia/
USSR

— — — 32 22 34 30 53 53 54

USA 13 14 20 21 16 29 29 24 26 27
Source: Goldsmith (1985).

An update was performed for the more recent period for the countries studied in Chs. 2 and 3, namely the UK, the
USA, Germany, Japan, Canada, and France (Table 1.3). Due to problems of data definition the

Table 1.3. Intercountry Comparison of Financial Ratios %

Financial Intermediation Financial Interrelations
1978 1987 % change 1978 1987 % change

UK 40 45 12.5 134 194 45
USA 32 36 12.5 132 174 31
Germany 45 45 0 89 98 10
Japan 31 35 13 107 113 6
France 46 44 −4 100 152 52
Canada 38 37 −2 107 149 40
Source: National flow-of-funds data.

series do not exactly match Goldsmith's. As regards financial intermediation there has been common growth of
around 13 per cent in the ratio over
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1978–87 for the UK, USA, and Japan. All three financial sectors have experienced some degree of deregulation and
structural change over this period. Note that the rise in intermediation appears contrary to securitization and the
reduced role of banks—it partly reflects more than offsetting increases in holdings of securities by institutional
investors. In contrast, the German, Canadian, and French ratios were completely unchanged over the same period,
suggesting a relatively stable financial system as regards the preponderence of intermediation.45 Meanwhile, the
financial interrelations ratio has grown strongly in the USA, the UK, France, and Canada (by 31, 45, 52 and 40 per
cent) while the ratios in Germany and Japan are both far lower and have seen relatively little growth over the decade.
Shifts in gearing and asset valuation, themselves driven by the changing financial structure, may be responsible. A
comparison with Goldsmith's Table 1.1 shows that the current UK, US, French, and Canadian interrelations ratios far
exceed current or past experience for any country, with the exception of the UK itself over 1895–1939 and Switzerland
in 1978. Comparison with Goldsmith's Table 1.2 shows that the intermediation ratio for these countries remains
average. Hence growth over the last decade has not led intermediation (as defined here) to levels far exceeding other
countries.

To summarize: comparison of recent patterns with longer term developments suggests that, despite securitization,
growth in share prices, etc., there has been little change in the overall level of financial intermediation, albeit more in its
locus. The intermediation ratios are clearly not far out of line with historical trends. In contrast, the overall value of
financial claims relative to tangible assets, which historically has been rather constant once development reached a
certain stage, has risen sharply in a number of countries. And as shown in Ch. 2, these are the same countries that have
seen sharply increased default rates in the corporate sector. The suspicion is that these increases represent
disequilibrium shifts that could be reversed. The process of reversal itself could entail fragility and systemic risk; a
more comforting conclusion could be that developing technology and financial liberalization have made higher
interrelations ratios sustainable.
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2 Financial Fragility in the Corporate Sector

Introduction
This chapter assesses the causes and implications of recent trends in debt and default in the corporate sectors of the
major OECD countries, namely the USA, UK, Canada, Germany, Japan, and France. Essential background is
provided by the discussion in Ch. 1, in particular that relating to credit rationing, which is taken as read. The data show
a sharp rise in defaults in the Anglo-Saxon countries and France over the 1980s, which is echoed only partially in
Germany and in Japan. These patterns in turn can be related to changes in corporate indebtedness, modified by the
nature of financial systems; the main reasons for such shifts are examined.

The chapter is structured as follows; the first section presents balance-sheet data for the corporate sector in the six
countries. The second offers an outline of theories of corporate debt and balance-sheet structure as presented in the
literature, in particular as they relate to default. The third probes the nature of default, its costs and implications. The
analysis of this section has broader applications to both households and financial institutions. The fourth and fifth
sections interpret empirical patterns (levels and changes in leverage) in the light of theory, while the sixth seeks to
estimate the empirical relationship between debt and default. Interim conclusions are drawn, and some policy
implications suggested, in the final section.

(1) Recent Trends in Corporate Sector Indebtedness46

A comparison of corporate debt/equity ratios over the past two decades, as shown in Chart 2.1, shows a clear
distinction between corporate sectors

46 Trade credit and overseas direct investment are excluded. The data are drawn from national flow of funds statistics and feature a number of conceptual and definitional
differences (see Davis 1986) ; in particular, the company sector for Germany includes unincorporated enterprises and public-sector firms. More attention should hence be
devoted to changes than levels. Owing to reunification, German data were not available for the end of 1990; a change in the basis of calculation for French data has meant
they too stop in 1989. Finally, it should be noted that the distinctions between instruments have become more blurred in recent years due to financial innovation; junk
bonds, while ostensibly debt, have equity characteristics given low seniority and vulnerability of interest and principal to declines in company earnings. Offsetting use of
options and futures can also change instruments' characteristics.



with low gearing (UK, USA, and Canada) and those with high gearing (France, Japan, and Germany). This
corresponds to the capital market/bank divide outlined in Ch. 1. Despite a degree of convergence in recent years, due
largely to rising equity values in the latter countries, the differences remain substantial. The differences for capital
gearing or leverage47 (i.e. gross debt/total assets, with fixed assets valued at replacement cost) is less marked but still
apparent. Unsurprisingly, this ratio is more stable than debt/equity; however, some sizeable changes in gearing are
apparent, notably in the USA in 1982–9, in Canada over 1979–81, and (to a lesser extent) in the UK and France since
1985. As shown below, these shifts are often correlated with changes in default (the implication of this observation,
together with the contrast with Chart 2.1, is that equity markets may have overestimated earnings potential). It is
notable that this measure of gearing is relatively flat or declining in Germany and Japan.48

Charts 2.3 and 2.4 deflate corporate debt by measures of income, respectively GNP49 and profits.50 In each case, the
UK and USA generally show a lower level of indebtedness than the other countries, though the measure for Canada is
comparable with Germany and France. Japanese gearing on these measures is extremely high and rising.51 Chart 2.5
proxies income gearing (interest payments as a proportion of profits), by multiplying debt/profits by bank lending
rates and bond yields, weighted by portfolio shares. There is a remarkable peak for Canada in 1981 and again in 1990.
The UK and USA show rapid growth in the second half of the 1980s, although generally they have had among the
lowest levels of income gearing. Nevertheless, the dispersion between countries is less than for debt/profits, illustrating
the lower interest rates in the CEJ countries.

These data of course only show patterns for the corporate sector as a whole. However, work on micro data by
Bernanke and Campbell (1988, 1990) and Bernanke, Campbell and Whited (1990) suggests that in the US at least, the
patterns are mirrored by the experience of individual firms, while Bank of Japan (1991a) shows that in Japan aggregate
patterns are borne out at sectoral level.
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49 Data for Italy (not shown) give a debt/GNP ratio of 0.6–0.7, between France and Japan on the chart.
50 Profits are defined simply as GNP less labour income—a measure that includes depreciation.
51 The contrast with leverage suggests a sharply rising capital/output ratio.



Chart 2.1. Corporate debt/equity ratios

Chart 2.2. Corporate capital gearing ratios
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Chart 2.3. Corporate debt/GNP ratios

Chart 2.4. Corporate debt/profit (NI definition)
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Chart 2.5. Corporate income gearing (%)

Charts 2.6 and 2.7 explore the nature of corporate debt, by respectively showing ratios of bank debt to total debt and
total liabilities. As shown in 2.6, companies in Japan,52 Germany, and France historically obtained almost all their debt
from commercial banks—subject to recent declines in France and Japan, with the growth in bond financing—and the
UK has made a transition to this group following the decline of UK bond-market activity in the 1970s and early 1980s.
Bank-financing ratios in the USA and Canada are much lower, and latterly declining. However, when dividing bank
debt by total corporate liabilities (Chart 2.7) the UK rejoins the market-financed group, as UK firms have few bonds
outstanding but a large volume of equity.

A criticism of the charts discussed above is that little or no account is taken of company liquidity (deposits and other
short-term assets). If liquidity grows in line with gross debt, the implications for fragility are likely to be attenuated.
Chart 2.8 shows that liquidity has increased as a proportion of gross assets over the 1980s in all countries except Japan,
although in the UK it has only returned to the levels typical of the 1960s. However, using liquidity to generate
alternative measures of capital gearing (Charts 2.9–2.11) shows that the overall patterns are little changed. The
measures shown are, respectively, net debt (gross debt less liquidity) as a proportion of total assets (‘net capital
gearing’), net debt/fixed assets, and gross debt/net assets (the ‘debt/net worth ratio’). In all cases the rise in US
leverage over the 1980s is sharply highlighted, as are
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Chart 2.6. Bank lending/corporate debt ratios

Chart 2.7. Bank lending/corporate liabilities
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Chart 2.8. Corporate liquidity ratios

Chart 2.9. Corporate net capital gearing ratios

38 CORPORATE FINANCIAL FRAGILITY



Chart 2.10. Corporate net debt/fixed assets ratios

Chart 2.11. Corporate debt/net asset ratios
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the steep rises in Canada in the early 1980s, and the smaller rises in the UK and France over the 1980s. Ratios for
Germany and Japan remain flat or declining.

Finally, it is important to note that this section focuses on balance sheets and not sources of funds (as the former are
thought most relevant to the issue at hand). In fact, as shown by Mayer (1990), in a broad range of countries, very little
external finance comes from securities, particularly equities; most external finance is from banks—and retentions
dwarf external finance as a whole.53

(2) Theories of Corporate Debt
This section examines the traditional and Modigliani–Miller views of corporate finance, together with recent
extensions, for insights regarding the relationship between debt and financial fragility. It is concluded that increased
corporate debt in relation to equity, assets or cash flow is likely to lead to a greater probability of bankruptcy.

Firms have a choice of external financing methods between debt and equity. Equity is more risky to stockholders
because creditors are paid first.54 Hence equity is costlier, as well as being discriminated against by most tax systems55
(see Tanzi 1984 and King and Fullerton 1984). Meanwhile, debt may increase the risk to the firm of bankruptcy. The
analysis of the nature of debt in Ch. 1 included some discussion of corporate bankruptcy and debt issue, which
suggested that rising debt increases financial risks, and hence the cost or availability of finance offered by the market,
particularly when adverse conditions arise. The conventional view of these potential adversities, which affect the
components of firms' budget constraints, was summarized by Robinson and Wrightsman (1980), who concluded
(authors' italics):

The surest way for a firm to avoid bankruptcy is, of course, to keep its financial house in order. The main lessons
learned by the survivors of the 1970s bankruptcy wave are (1) to go easy on debt financing when operating earnings
are unstable, (2) to go easy on short-term borrowing when operating assets are illiquid, and (3) to pay much more
attention to expected cash flow and bank balances than to reported earnings and assets.

A strand of economic theory appears to contradict these assertions. Modigliani and Miller (MM) (1958) proved that
under certain rather strict conditions the debt/equity ratio, is irrelevant to the cost of capital, and,
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53 Mayer also suggests that flow data tend to be more directly comparable than stocks, especially at the level of individual firms' balance sheets, given inconsistencies in
accounting conventions for revaluation of assets.

54 Also dividends are not fixed (distribution is optional), thus exposing shareholders to agency costs, as outlined in Ch. 1, Sect. 2.
55 Brealey and Myers (1988) discuss the effects of tax on corporate financial decisions. See also Miller (1977), who emphasised the importance of personal as well as

corporate tax in determining the net tax gain from borrowing. Recently, attempts have been made in countries such as the UK and France to increase neutrality.



implicitly, to the lenders' assessment of risk. Irrelevance occurs when financing decisions cannot affect investment/
consumption opportunities, and hence perceived pay-offs to claimants on the firm. In order for this to be the case, it is
necessary for the firm to be unable to alter the income stream produced, and also to be unable to repackage the stream
by changing the nature of claims held against it. The first is ensured by the independence of real decisions, whereby
perceptions of investment decisions and the resulting stream of income are given independent of financing. Second,
the firm is unable to repackage the stream of income if monopoly power over it is ruled out. This is ensured by the
ability of individuals to offset changes introduced by the firm by means of shifts in their own portfolios.

An example clarifies this concept (see Hay and Morris 1979). Suppose there is uncertainty, but two firms have the
same mean and variance of return. One is geared (levered), the other is not, and initially the value of equity is the same
in each firm; the geared firm has a higher total value (debt plus equity). Then (given the lower legal priority of the
claims of shareholders than those of bondholders to the income of the geared firm) there is an incentive for
shareholders in the geared firm to increase their income by selling their shares or borrowing at a given interest rate, and
buying shares in the ungeared firm. The process depresses share prices in the geared firm and raises them in the
ungeared until returns to the shareholders in each firm, net of interest payments, are equal. At this point the valuation
of the firms is the same and so, therefore, is the cost of capital (expected profit divided by valuation), which is equal to
that of an equity-financed firm of the same risk class. The equity yield of the geared firm is of course higher, reflecting
the larger proportion of debt in the capital structure. ‘Home-made gearing’ thus offers a shareholder the advantages
that the geared firm seeks, and the cost of capital is the same for all firms with the same mean and variance of return.
Figure 2.1 contrasts this with the traditional view as summarized above; (D/M)* is the ‘equilibrium’ ratio in the
traditional view.

Several comments can be made. First, the analysis concerns firms in the same risk class. MM allow firms in different
risk classes to have different costs of capital. Hence, even if the theorem applied, increased debt might raise the cost of
capital should the distribution of debt issue shift to riskier firms. However, the main problems with the theorem are
that MM's analysis excludes taxation and the possibility of costly bankruptcy, and assumes perfect capital markets and
symmetry of information, and/or complete contracts, between borrowers and lenders.

If costly bankruptcy is admitted, the story changes. Market interest rates will rise with gearing because of the higher
risk of default, as the traditional theory suggests. In fact, there is an incentive with costly
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Fig.2.1 Debt/equity ratios and the cost of capital

bankruptcy to issue only equity. (A detailed discussion of bankruptcy costs follows this section.) This is offset by tax
deductibility of interest payments, which, as noted above, gives a spur to debt issue, since it means higher leverage
entails a reduction in the cost of capital.56 Gordon and Malkiel (1981) concluded that observed corporate financial
structures comprising both debt and equity arise from a balance between these offsetting forces. Gertler and Hubbard
(1989) make the further distinction between individual and business–cycle (or unsystematic and systematic) risk57 and
suggest that tax deductibility induces firms to absorb
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56 Although this is partly offset by loss of non-interest tax shields such as depreciation allowances as a result of tax exhaustion.
57 In terms of the discussion in Ch. 1, Sect. 3, individual risk includes internal and business risk, while business-cycle risks are non-diversifiable risks affecting the aggregate
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more of the latter than they otherwise would, thus increasing default risk. This arises from the tax subsidy noted here,
as well as the restrictions on indexation of interest payments to the cycle. It also results from costs of renegotiation (see
the discussion below), that ensure that debt cannot take on the equity features needed to respond to business-cycle
risk.

Further objections to MM relate to imperfections or asymmetries in capital markets. For example, investors may not
be able to borrow at the same interest rate as firms, either because their credit rating is lower than firms, owing to
differences in perceived default risk, or, as discussed in Ch. 1, because of disequilibrium credit rationing they may not
be able to borrow at all. There may be legal limits on the distribution of their portfolios (e.g. life insurers, which in
some countries are unable to hold significant amounts of equity).58 In these cases home-made gearing may not be
possible. In addition, transactions costs are likely to prevent fully offsetting financial moves by investors.

Finally, there may be problems arising from asymmetric information between lenders and borrowers (MM assume
information acquisition is costless). Only observable actions may be specified in contracts; other unverifiable actions
may be undertaken by borrowers to the detriment of the lenders—or at least the lenders may be unable to verify the
quality of borrowers. This brings in the basic problems of the debt contract as outlined in Ch. 1: the ability of
borrowers to commit themselves credibly to remunerating lenders—and the ability of lenders to screen and monitor
borrowers—sets a limit to feasible transfers of funds.

Such phenomena are thought to give rise to a number of features of corporate finance, such as distribution of
dividends despite tax disadvantages,59 dependence of firms on retained earnings for investment, and also preference for
debt rather than equity as a source of external finance.60 However, the key result in the present context is that, given
asymmetric and costly information, the choice of project is not independent of finance; a more highly geared firm may
choose riskier investments—a problem of ‘agency costs’, in this case costs arising from the conflict of interest between
a firm's owners and creditors (see Jensen and Meckling 1976, Myers 1977, and the example given in Ch. 1, Sect. 2).

In the context of corporate finance, Auerbach (1985) explains this phenomenon succinctly as follows:

In dynamic models, managers may have the incentive to choose socially inefficient investment plans, because they
do not internalize the effects of such plans on the
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58 See Davis (1990b; 1991a).
59 According to signalling models (Bhattacharya 1979), dividends tend to reduce asymmetries of information between managers and investors by conveying information

about firms' prospects and quality.
60 The intuition is that equity issues are particularly prone to exploitation of mispricing by well-informed insiders (Myers and Majluf 1984). See the discussion in Ch. 1, Sect.
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value of outstanding long-term debt. For example, firms with high levels of outstanding long-term debt can choose
to undertake very risky projects that have a high expected return but also increase the probability of bankruptcy.
Under limited corporate liability, this transfers resources from debt holders to equity holders, and may do so to a
sufficient extent that risky projects with low total pay-offs will dominate (from the equity holders' viewpoint) safer
projects. Or they may choose not to make the effort required to avoid bankruptcy, accelerate dividend payments
prior to default or issue more senior claims to stave off default. The inefficiency induced by this moral hazard is a
social cost that, presumably, must be borne by the firm and its owners ex-ante in the form of higher interest
payments to holders of debt.61 It would clearly be in the stockholders' interest to constrain the firm's behaviour in
order to avoid such costs. While mechanisms to achieve this do exist (e.g. bond covenants restricting future
borrowing), it would be costly if not impossible to use them to replicate the desired outcome.

The scope for such conflicts is clearly related to the ratio of debt to equity in the capital structure, although (as
discussed in Sect. 4 below) the conflict may be reduced in some countries by structural features of corporate/financial
relations. In addition, it is important to note that some authors argue that the conflicts of interest are
exaggerated—indeed, higher debt may have net benefits because of the incentives it offers to effective management
(Sect. 5).

Abstracting from this last point, the suggested modifications of the MM model together imply a U-shaped cost-of-
capital curve, increased debt leading to higher risk, which is reflected in the spread of corporate over risk-free debt
yields. Of course, with imperfect capital markets the problems of high leverage may go further; indebted firms may
face limits on borrowing and have to miss opportunities for profit. This may be the case particularly if highly leveraged
firms in Anglo-Saxon financial systems are dependent on banks for funds and lack reputation, in which case
equilibrium quantity rationing of credit may apply.

(3) Costs of Bankruptcy
Broadly speaking, default occurs when a borrower does not pay interest or repay principal due to its creditors (or
breaks covenants). This may lead to bankruptcy (a court-supervised process of breaking and rewriting contracts),
liquidation (sale of firm's assets and distribution to claimants), or private renegotiation of contracts (‘workouts’). It may
arise because the market is unwilling to advance more credit, i.e. because it feels that the present value of returns on
such a loan is negative, and profit is maximised by realizing the assets of the debtor. Default may also occur when
shareholders declare themselves unable to pay their debts, even if
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further credit is available, leaving the creditors to recover such assets as they may (Bulow and Shoven 1979). A key
distinction is between default caused by illiquidity (inability to pay debts owing to lack of realisable assets or income)
and insolvency (negative net worth, liabilities exceed assets); the former can in principle be resolved short of
bankruptcy. Important additional determinants of default—and in turn the level of debt regarded as acceptable by
borrowers—are the costs imposed by bankruptcy on owners and providers of finance to the firm, which are specified
in bankruptcy law, and which may differ between countries and over time (see KPMG 1988; some details are given in
Sect. 6).

The nature and consequences of bankruptcy are important to the concept of financial fragility, because the underlying
assumption that widespread default on debt will have adverse economic consequences requires that bankruptcy be
costly rather than a smooth and costless shift of ownership. One argument against this is the common observation that
a rapid turnover of small businesses is often a feature of a dynamic economy. Some economists, for example Warner
(1977), would go further and argue on the basis of empirical evidence that, even for large firms (bankrupt US
railroads), the direct legal and administrative costs of default are in fact so low as to be trivial; hence even if increased
debt leads to bankruptcy, the only effect is distributional, debt claims being effectively changed to equity. Weiss (1990)
offers more recent evidence, again showing low direct costs of around 3 per cent of assets.

On the other hand, other economists have suggested that the direct legal and administrative costs of bankruptcy are
significant and form a sizeable deadweight loss. This in turn should affect pricing of debt and equity. Gordon and
Malkiel (1981) estimated direct corporate bankruptcy costs as a proportion of market value of the firm to be between 2
1/2 and 9 per cent, but felt that these estimates were biased downwards, while Baxter (1967) estimated costs as 20 per
cent of assets in the case of households. Altman (1984) again suggested direct corporate bankruptcy costs were high,
obtaining a result of 6 per cent of assets just before bankruptcy, as well as five years prior to it, for a sample of large US
retailers and industrial companies. A survey by M. J. White (1989) gave a range of 3–21 per cent. It is clear that these
costs arise partly from conflicts of interest between claimholders (notably managers, equityholders, and senior and
junior debtholders). For example, secured creditors have an incentive to liquidate the firm rapidly at a low price; junior
creditors and equity holders wish to delay in order to obtain a higher price, to maximize the value of their claim.
Managers wish to continue in operation, with their own position maintained.

Informal workouts, which require such conflicts either not to exist or to be resolved, may be cheaper; Wruck (1990)
suggested direct costs are ten
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times less in the case of private restructuring of debt (see also Gilson et al.1990). As noted in Sect. 4 below, workouts
are more common in CEJ countries; and when bankruptcy is declared, auctions are often used in Germany to resolve
conflicts over the valuation of assets of bankrupt firms (Easterbrook (1990), however, suggests the costs of such
auctions may exceed those of judicial valuations). Again, consistent with the importance of conflicts of interest,
Asquith et al. (1991) suggest that restructuring is easier when companies have simple debt structures (e.g. bank debt
only), which is more common in CEJ (and the UK) than the USA.

It can also be argued that an approach focusing purely on direct costs ignores certain other costs, which arise for the
lender and firm in question. In other words there are significant indirect costs, even abstracting from general
macroeconomic effects of financial fragility. In particular, imminent bankruptcy may change the firm's stream of cash
flow, owing to various factors, such as inability to obtain trade credit; inability to retain key employees; declining faith
among customers in the product, owing to uncertainty over future availability of servicing or spare parts; diversion of
management's energies, resulting in lost sales and profits; increases in costs of debt finance owing to default risk, which
may foreclose investment opportunities—and even if finance is available, firms may be unwilling to invest if benefits
accrue to bondholders (a form of agency cost). Altman (1984) estimated such costs to be an extra 6 per cent three
years before bankruptcy, and 10 per cent at bankruptcy.62 In contrast, Wruck (1990), while acknowledging the existence
of such costs, suggested there may also be benefits, particularly as imminent bankruptcy (‘financial distress’) gives
creditors the right to demand restructuring because their contract with the firm has been breached. She suggests high
leverage is advantageous, when financial distress is caused by poor management,63 in ensuring that restructuring occurs
at an early stage in the deterioration in the firm's performance.

Wider costs of bankruptcy may include distributional shifts, which may be socially undesirable and involve costs of
portfolio readjustment; there may also be social costs from breaking up unique bundles of assets, where synergies
mean they are more productive together than apart; workers and managers who have skills specific to the firm in
question may find it hard to obtain alternative employment if bankruptcy entails closure; managers and directors, even
with general skills, may suffer ‘loss of reputation’ (Gilson 1990; Kaplan and Reishus 1990); debt issuers which default
may face difficulties in issuing debt later (again due to ‘loss of
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reputation’); banks may face problems of illiquidity or declining valuation in disposing of collateral; and when creditors
are dispersed, they may foreclose on firms that are illiquid and not insolvent, instead of renegotiating the debt contract,
owing to free rider problems.

Moreover, especially when default is widespread and involves households and large businesses as well as small
businesses, all of these analyses may be guilty of taking a partial view (of an agent or firm in isolation), because there
may be significant externalities to widespread loan default. The failure of a company is likely to impact on other
companies and could cast their solvency into doubt, for example if it defaults on loans due, or if it is costly for firms to
switch suppliers or markets. Unemployed workers may default on their own debts. For a discussion of public policy
and capital structure in the context of such spillovers see Bernanke and Gertler (1990). The wider economic
implications of financial fragility are discussed in more detail in Ch. 4.

Such fragility may link in turn to systemic risk. If defaults in the non-financial sector affect banks, perhaps because risk
premiums were too low to allow for the actual level of default, these effects may include declining confidence in the
financial system, bank failures, and in extreme cases a disruption of credit intermediation and significant
macroeconomic effects on aggregate consumption and investment (see Bernanke (1983) for an analysis of the 1930s
depression based on similar arguments). Such externalities may amplify themselves, because in a world of imperfect
information the failure of one institution in the financial sector may raise doubts about the liquidity and solvency of
others64—the so-called problem of contagion. This is the main subject of Chs. 5–8. Even if instability does not result,
the need for provisioning and heightened caution on the part of banks may restrain credit and hence economic growth
(Ch. 4).

Suffice to add at this point that the relationship between individual default and wider economic instability is unlikely to
be linear. Rather, there is likely to be a threshold level of defaults, beyond which fragility or instability increase sharply.
The height of the threshold will depend on risk premiums on debt and indebtedness of other non-financial agents, as
well as such factors as capital ratios of financial institutions, and the extent to which their sources of income are
diversified. The degree to which these externalities arise for individual financial institutions is likely to depend also on
the relative size of the lenders and borrowers and the precise nature of the debt contract.
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(4) Explaining Relative Levels of Corporate Indebtedness
It was shown in Sect. 1 that there are marked differences between average levels of gearing in the Anglo-Saxon
countries (the USA, the UK, and Canada) and Continental Europe and Japan (CEJ). In the present context, it is
suggested that such differences in levels should be distinguished from changes in levels that have occurred in recent years,
and which are analysed in the following section. The hypothesis is that relative levels of gearing are structural
phenomena that are consistent with low levels of financial fragility; fragility tends to occur when the structural patterns
shift or break down.65 But it is necessary to assess structural patterns in order to evaluate departures.

As assessment of causes of relative levels of gearing is provided in Borio (1990a), who considers four aspects: tax,
institutional features, asymmetric information, and government policy.

In terms of tax, equilibrium leverage may differ between countries, if the after-tax income stream received by investors
differs on the basis of the form of distribution (capital gains, dividends, or interest payments). However, an analysis in
the light of Alworth (1988) suggests that in all countries there is the same ranking in terms of sources of funding,
namely that borrowing is superior to equity, while retained earnings are superior to new issues. Germany is the
exception, as financial investors should on the face of it be indifferent between borrowing and new issues, with
retentions less favoured. It is hence suggested that tax provisions were unable to explain differences in gearing.

A second suggestion is that institutional impediments to equity issue may explain intercountry differences in leverage.
Marked contrasts are apparent in terms of market capitalization, turnover of equity, and number of listed companies
(relative to the size of the country). Possible impediments in CEJ include the relatively small size of institutional
investor sectors (see Davis 1991b, 1992c); higher issuing costs (given absence of competition in underwriting); the
dominant position of the banks, which may discourage equity issue to bolster their own positions; and weaker
disclosure standards and insider trading rules which reduce investor confidence. But on the other hand, the data
suggest that, even in the Anglo-Saxon countries, the proportion of investment financed by new equity issues has been
small (Mayer 1990).66 And firms may be dissuaded from listing by dislike of information disclosure and fear of loss of
control rather than low liquidity of markets and high flotation costs.
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Asymmetric information issues, following the analysis of Ch. 1, Sect. 5, were felt to be the most promising factor for
explaining differences in gearing. First, limited reliance on securities relative to loans may give rise to a greater
concentration of debt. Supporting this hypothesis, banks themselves are permitted to have larger exposures to
individual firms in CEJ. It is suggested that such concentration favours high leverage, as it minimises free riding
(benefiting from resolution of a crisis without incurring part of the cost). In terms of the analysis in Ch. 1, Sect. 4, it
tends to favour commitment between firm and bank, and hence long-term relationships. Such relationships are
bolstered by equity holdings of banks (and, as in Germany, exercise of voting rights on behalf of custodial holdings).
Such holdings help form the basis of close control of companies by banks, e.g. representatives on boards, or at least
close involvement in management. All of these factors tend to improve information and reduce asymmetries. In turn,
this tends to make equilibrium quantity rationing of credit less likely (Cable 1985). They also reduce the scope for
conflict of interest between equity and debtholders outlined above, particularly during times of financial difficulty,
when relationship banks will often play a leading role in organizing corporate rescues. Parallel corporate cross-holding
of equity and heavy use of trade credit induce similar risk-sharing between corporates, reinforcing and supporting that
between corporates and banks. Note that small firms may not always benefit from these various links and hence are
more subject to distress (Hoshi et al.1989). Moreover, even if the firm is rescued, existing management may not always
be.

A final factor is government policy. In several of the CEJ countries, the public sector owns a proportion of the financial
sector, and the institutions concerned have historically been used to channel medium- or long-term lending to
companies, with various forms of subsidy (such as low-interest or government guarantees). Second, the governments
have often taken parts of the corporate sector into public ownership, facilitating write-off of losses and implicitly
protecting banks. Third, there have been policies discouraging use of securitized debt, which the ‘commitment’ analysis
suggests may have increased debt capacity by restricting firms to bank finance. Examples include restrictions on
financing in international markets or discriminatory taxation, motivated by aims such as restricting capital flows for
balance of payments reasons or reserving the bond market for government debt issues.67

Fourth, in developing bankruptcy law, legislators and courts in countries such as Japan and Germany have ensured that
informal
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workouts are more common than formal bankruptcy proceedings,68 with banks often given a lead role; in contrast, in
the UK and USA, close relationships are discouraged by provisions that seek to ensure equity between creditors of
failing firms and prevent banks becoming involved in management. Banks involving themselves too closely with firms
may have the seniority of their claims reduced by bankruptcy courts (Frankel and Montgomery 1991). Such rules can
be seen conceptually as limiting risk-sharing between banks and firms. Finally, and more generally, macroeconomic
policy that has achieved price stability and hence avoided marked economic instability—as in Germany—may
encourage borrowers and lenders to engage in long-term debt contracts, even if they entail high leverage.

(5) Explaining Divergences from Structural Patterns of Gearing
The charts shown in Sect. 1, as well as illustrating the main contrasts in gearing, show a number of deviations from
historical levels. The best-known is the rise in corporate leverage in the USA during the 1980s,69 however, the charts
also show a marked growth in the debt of UK firms in the mid–late 1980s;70 similar growth in debt for Canada in the
late 1970s and early 1980s, in France in the late 1980s, and most recently in Japan on certain measures. (Similar
patterns occurred in countries such as Australia71 and New Zealand.) These trends have been most apparent in capital
gearing, income gearing, and debt/profits; the debt/equity ratio has been flat or declining for much of these episodes,
suggesting the equity market has valued the assets more highly than book or replacement costs would suggest.72

In this section, we discuss causes of heightened leverage, including cyclical patterns, takeover waves, property lending,
balance-sheet management of non-financial firms, and loans to small business. We then probe the reasons why there
has been an increased availability of credit for such purposes.
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68 e.g. in Germany bankruptcy proceedings are to some extent reserved for cases where workouts prove impossible, there is evidence of a fraudulent act by the main bank, or
of desire to harm interests of other creditors in the firm. In Japan, formal bankruptcy is seen as a punitive ‘last resort’ when informal restructuring fails; it involves severe
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certain debts.

69 See e.g. Crabbe et al. (1990). Commentators are not unanimous in seeing this as historically atypical, some point out that at least up to the mid-1980s, US gearing was
comparable to the 1960s (cf. Chart 2.2)

70 See Wilson 1991.
71 McFarlane 1990; Reserve Bank of Australia 1991.
72 The rise in the financial interrelations ratio (Ch. 1, Appendix) illustrates the same phenomenon.



During recent cyclical upturns, notably in the Anglo-Saxon countries, investment-financing needs have outstripped
available retentions, thus leading to an increase in external financing requirements, entailing rising debt. Loose
monetary policy and inflation often made the real cost of such borrowing relatively low. Increased reliance on credit by
firms led to a deterioration in balance-sheet strength, with higher capital gearing, as well as shorter maturity of debt
and declining liquidity. When, at the cyclical peak, profits began to fall also, companies were left with a backlog of
committed investment, which further increased demand for credit. Such a pattern would be reversed by the normal
adjustments of expenditure (on capital and labour) that occur in a recession, as well as by increased credit rationing in
terms of prices (higher risk premiums) and quantities, although occasionally also by direct closure of credit markets
arising from financial instability, as discussed in Chs. 5–8.

As an example of such cyclical patterns, evidence for Canada (Tetlow 1986) suggests that there was a sharp rise in
external financing leading to the cyclical peak in 1981, which was due mainly to rising expenditures on fixed capital,
notably in the mining and extraction sector. In addition, the National Energy Programme encouraged takeovers of
foreign-owned oil and gas companies, and deductability of nominal interest payments cushioned the rise in rates which
followed inflation. But eventually high real and nominal interest rates eroded profitability, leading first to a sharp rise in
external financing, and then to a collapse along with investment as the recession began and profits declined further.
Defaults rose sharply (Chart 2.12). Reflecting balance-sheet weakness of firms and households, recovery from the
recession was sluggish.

Takeover waves can have both cyclical and secular influences on debt. As detailed in King (1988), such waves have
tended to occur at irregular intervals longer than the cycle. They often take a particular form (conglomerates,
breakups) and may be triggered by policy shifts, e.g. in antitrust policy or tax provisions (Schleifer and Vishny 1991).
Availability of finance is obviously also crucial, as discussed below. While there may be other explanations for mergers,
such as desire to transfer corporate control to new management or to transfer wealth from existing bondholders or
workers to shareholders, it is less clear that these vary in a cyclical manner.

As noted, hostile takeovers tend to be features of Anglo-Saxon countries—the main focus here is on recent experience
in the USA and UK—although recently they have spread to countries such as France, and EC guide-lines may spread
them more generally in Continental Europe (Smith and Walter 1990; Mayer and Franks 1991). Such takeovers may of
course be financed by equity issues or internal funds as well as debt; whereas the wave of the 1960s and early 1970s
tended to be financed by equity, more recently debt has predominated.
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The secular element in indebtedness arising from takeovers may come from changes in financial markets that facilitate
provision of debt for such purposes.73 In particular, the USA has seen financial innovations such as development of the
junk-bond market, as well as the various innovations directly associated with leveraged takeovers and buyouts (LBOs),
such as bridge loans (high-risk short-term loans to cover periods while financing is arranged) and strip financing
(combinations of equity and debt, discussed below). Interest-rate risk can be reduced through the use of innovations
such as swaps and interest-rate caps, as well as by hedging with futures and options (see Bank for International
Settlements 1986a).

Some of these financing techniques have spread to other countries such as the UK and France, where leveraged
takeovers and buyouts, often financed in the euromarkets,74 have also played a major part in growth of corporate debt.
However, the principal innovative means of finance has tended to be short-term, high-risk (mezzanine) debt provided
by banks and not bond issuance.

Further insights from agency theory are an important intellectual background to use of debt in this context (see Jensen
1988). Besides the shareholder–creditor conflict outlined in Sect. 2 and Ch. 1, the divorce of ownership (shareholders)
from control (managers) in the modern corporation may also give rise to agency costs, given the latter have firm-
specific human capital, and are typically unable to diversify sources of income to reduce risk. In addition, the incentives
of managers to maximize firm value are limited by their (small) share of equity and the lack of correlation between
their income and profits. In particular, they may waste cash flow in excess of that required to fund profitable
investment (what Jensen (1986) calls ‘free cash flow’), rather than distributing it to shareholders in the form of
dividends. Such problems may have worsened in the 1980s with the increasing number of maturing industries and
conglomerates, as well as the rise in real interest rates that reduced the scope for profitable fixed investment (Blair and
Litan 1990).

In Anglo-Saxon countries, the takeover sanction generally is an important means to avoid agency costs, as it forces
managers to act in shareholders' interests. But takeovers financed by debt may be particularly effective, in that
replacement of equity by debt forces distribution of free cash flow75 and requires managers to concentrate on
generating sufficient cash flow to service the debt.76 Also, managers may
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have better incentives if they hold much of the equity—as their reward is closely tied to performance—and high
leverage may entail closer monitoring by creditors. Such results can ensue independent of takeovers if firms gear up
and/or buy back equity as part of a management buy-out (MBO), or merely to avoid the threat of takeover (in the
USA this often occurred via share repurchases). Note that in each of these cases capital gearing and income gearing
rises—debt is incurred to restructure the balance sheet, not to purchase productive assets which generate earnings.

Of course, such an increase in debt entails rising agency costs, in terms of potential conflict of interest between debt
and equity holders, especially in the case of default. But proponents suggest these can be minimized by strip financing
(whereby creditors hold a combination of equity, junior, and senior debt); by the ability of dominant underwriters in
junk bonds to facilitate costless renegotiation77 of terms rather than costly bankruptcy; by the incentives for investors
to seek reorganization, given their potential losses in the case of liquidation; as well as the choice of firms that are in
profitable mature industries, where cash flow is sizeable and risk of default is low.

However, although evidence suggests US takeovers and LBOs were initially concentrated in mature, non-cyclical firms,
later the practice spread to inappropriate cyclical industries (Ryding 1990b). This has also been the case in the UK,
where cyclical industries such as furniture retailing were subjected to buyouts. And although strips do help to reduce
agency costs, dispersed holdings via securities markets or large syndicates of banks suggest sizeable agency costs are
likely to remain—as difficulties of resolution of some cases have shown. Moreover, they do not compensate existing
bondholders for losses made owing to downgrading of credit quality as leverage was increased.78 As outlined above, in
the CEJ countries, close monitoring by banks and the concentration in banks of external finance (both debt and equity)
are felt to minimize agency costs; this enables them to limit hostile takeovers and renders takeovers otiose as a control
mechanism.

A separate source of growing corporate debt, notably in the USA, UK, and Japan (but also in countries such as
Sweden, Norway, and Australia (Ch. 8)), has been property and construction lending. For UK banks, such loans grew from 7
to 12 per cent of the balance sheet between 1986 and 1990. Similar patterns were evident in the USA and Japan. There
are some parallels with takeovers: such lending tends to be risky, given the volatility of demand for property and hence
construction relative to the

CORPORATE FINANCIAL FRAGILITY 53

77 Warschawsky (1991) notes that the suggestion that strip and junk-bond financing makes renegotiations costless is inconsistent with the original free cash-flow/efficiency
argument, which assumes costs of default, as a means of changing existing managers, are high.

78 Losses due to such ‘event risk’ may have been as much as $14 bn in the USA over 1984–8 (Crabbe et al.1990).



cycle, the frequently long lead times before cash flow becomes positive, and the fact property begun at a time of
shortage may only be ready at a time of surplus; it often entails large exposures; and property booms tend to occur at
fairly long intervals similar to takeover waves. Fiscal changes (e.g. in the USA and Australia) may help stimulate
property booms. Moreover, to the extent that property values are distorted by overshooting in asset markets, there
may be particular risks for loans secured on such collateral. Realization of such collateral may be needed if declines in
rental income—earmarked to repay interest—accompany falling capital values, if the building is never occupied due to
a fall in demand for space, or if the constructors go bankrupt while the building is incomplete. Given uncertainty over
the duration and amplitude of the property cycle, pricing of the lending risk is extremely difficult.

Fourth, there has been a form of balance-sheet management by companies, notably in the UK in the mid-1980s and in
France later in the decade, where both debt and liquid assets were built up simultaneously. It seems clear that
companies have sought to boost both their financial assets and liabilities because greater competition in the financial
sector reduced the spread between borrowing and lending rates, thus reducing the cost of the operational flexibility
provided by such behaviour. In France a form of fiscal arbitrage also played a part. Such balance-sheet management
clearly does not have major implications for financial fragility, as long as the maturity and liquidity of assets and
liabilities are similar. On the other hand, if funds are used for speculation, spectacular losses can ensue (this was the
case for certain firms in Japan involved in such ‘Zaitech’ in the mid-1980s).

Finally, there has been an increase in credits to small companies. Competition between banks for high-risk, high-yield
business has been a factor underlying this. But also, following the logic of Ch. 1, Sect. 4, such business may be one of
the few areas where banks retain a comparative advantage over securities markets, given that securitization of small-
business loans has not proved viable.

These analyses, however, leave open the reason why an increased supply of debt has been forthcoming, notably for
takeovers and property lending. In the banking sector, banks in a number of countries—but not Germany—had lost
much of their highly rated corporate business, as they could not offer funds to such borrowers as cheaply as highly
rated companies could raise it themselves (via bonds or commercial paper). This can be attributed partly to the ldc
debt crisis, both for its direct effects on banks' credit ratings, and on the need to widen spreads to generate reserves to
cover losses. In addition, however, a number of factors weakened banks' low-cost deposit bases. These included
deregulation of deposit rates in countries such as the USA and, currently, Japan; also in some countries there was
disintermediation by non-bank financial
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institutions,79 offering liquid saving or payments services at attractive interest rates.

On the asset side, there has also been increased competition from securities markets themselves, given technological
advances and institutionalization. Particularly in the cases of France and Japan, the deregulation of corporate access to
bond markets was also important (Melitz 1990; Hoshi et al.1989).80 For example, in Japan, bank borrowing was 84 per
cent of external corporate financing in 1971–5 and 57 per cent in 1981–5. The issue of international dollar bonds with
equity warrants attached enabled Japanese firms to raise debt at yen interest rates, after a swap, of around zero. It
remains unclear whether these trends entail a breakdown of Japanese relationship banking. In all countries, technical
advance often made it viable for large firms to undertake many ‘banking’ functions themselves. Finally, as noted in the
analysis of securitization (Ch. 1, Sect. 4), particularly in the Anglo-Saxon countries, banks, under pressure from low
profitability and high and volatile interest rates, often undertook policies such as cutting credit lines and increasing
prepayment penalties, which reduced the value of banking relationships to companies.

These factors led to a willingness on the part of banks to finance riskier activities such as leveraged takeovers in order
to maintain balance-sheet growth and profitability (Borio 1990b). Entry of foreign banks such as the Japanese to the
USA and UK markets heightened competition for such financings, as did intense competition in the euromarkets. In
addition to relatively wide spreads on leveraged transactions, banks were also attracted by fees gained on LBO
transactions from provision of investment banking services.81

Institutional investors, notably in the USA, proved willing to hold high-yield bonds to improve performance, given intense
competition for underlying products (such as life-insurance contracts). Additional factors stimulating demand by
institutions were that investment bankers promised to make markets, thus offering confidence that liquidity would be
maintained, and investors counted on ability to diversify so as to minimize risk82 (especially life insurers who are forced
to hold large
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80 Although French firms reportedly reverted to bank loans after 1987.
81 This can be seen as part of a more general shift by banks away from traditional banking, which with the focus on such corporate finance activities has entailed increased

trading/market making, distribution of securities and other financial services (Stigum 1990). All of these functions economise on bank capital—which is at a premium,
given the impact of the debt crisis and the other developments outlined above.

82 They may have miscalculated the extent of systematic (non-diversifiable) as opposed to unsystematic risk.



proportions of bonds). The development of money-market mutual funds in countries such as the USA provided a
ready market for short-term securitized debt such as commercial paper. Securitization of loans more generally enabled
finer spreads to be offered on loans—and possibly entailed weaker monitoring. Holders perhaps believed that they
could sell before a decrease in credit quality was perceived by the market. Credit enhancement techniques provided
with securitization such as credit guarantees and insurance may blur credit risk. Meanwhile securities, being more
widely held than loans, increase the difficulty of renegotiating debt in case of financial difficulty.

Institutions such as pension funds also contributed indirectly to the rise in leverage via their willingness to take profits
from takeovers, rather than maintaining ‘relationships’, under pressure from increased monitoring of performance by
trustees (Davis 1988a). Their indirect effects on the banks were also important, as noted above.

Certain US savings and loan associations in the 1980s proved willing holders of junk bonds, with losses often ensuing
(see the description in Ch. 6). And the development of junk bonds themselves was stimulated by competition between
investment banks, where profits on existing products were typically at a low level. In this context, the junk bond can be
seen as an attempt to innovate by certain investment banks and thus gain excess profitability. This would result initially
by means of a monopoly on the product, and later by means of reputation in the market (see Davis (1988b) and the
appendix to Ch. 7).

More general factors underlying the willingness of financial markets to extend credit may include increased
‘socialization of risk’—if it was felt that monetary policy would seek to prevent a recession and/or save financial firms
in difficulty, lenders would be readier to provide funds, and borrowers to accept them (Friedman 1990). A number of
commentators have also suggested that the prolonged expansion in the 1980s led to an underestimate by lenders of
default risk on junk bonds and bank lending, as well as overconfidence by borrowers in their ability to repay
(mispricing by lenders, at least ex-ante, is not essential to the development of fragility, however). Debt claims may also
have been mispriced if lenders failed to understand the implications of legal changes, such as the US Bankruptcy Act,
which includes provisions for ‘subordination adjustment’ whereby senior creditors forego some of their claim to make
reorganization plans acceptable to junior creditors; or unsecured creditors may be denied priority over equity holders
(Webb 1989; Weiss 1990). Fourth, belief in the efficacy of leverage as a means of increasing profitability (as outlined
above) might give lenders confidence that debt burdens would be rapidly reduced. Asset sales would also be important
in this context. However, even if this were true, there may be a ‘time inconsistency’ problem if illiquidity problems arise
before efficiency gains
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are realized (see Bernanke and Campbell 1990). Finally, companies (but presumably not their creditors) may have been
willing to incur debt in anticipation of inflation, rising asset prices, and low real rates, as occurred in the 1970s (see
Chart 6.6). Easing of monetary policy in the wake of the 1987 crash may have reinforced these expectations.

Interpreting these shifts in terms of the paradigms of credit rationing (Ch. 1), it is suggested that most companies
above a certain size historically tended not to be subject to disequilibrium quantity rationing, even during periods of
credit control. (The largest companies could in any case access bond and euromarkets.) Credit controls have tended
instead to impinge on the household sector (historically the residual recipient of credit), as discussed in the following
chapter. This asymmetry is clear from the way household debt increased immediately once liberalization occurred,
while growth in corporate debt has been less strongly correlated with liberalization. What has been observed is rather a
shift in the degree of equilibrium quantity rationing, and in the strength of price rationing. As evidence of the former,
one could cite the development of markets such as junk bonds and commercial paper (equilibrium quantity rationing
can only apply to borrowers who have no alternative to banks), also the willingness of banks to finance high-risk
transactions and provide larger amounts of credit for small firms. Evidence of the latter includes the declining spreads
on syndicated credits to large companies (see Chart 6.3).

In terms of the theory of intermediation, the pattern implies an intensification of the prior tendency of Anglo-Saxon
financial systems to ‘control’ and not ‘commitment’—and a marked shift in the same direction for France and even
Japan.83 The linkage of ‘control’ to rising indebtedness suggests it may have a strong link to financial fragility, especially
given that the logic of ‘control’, in excluding long-run relationships, is for firms to be cut off from credit or liquidated
rather than rescued in adverse conditions, the lenders having protected themselves via provisions of the debt contract.
Note also that, in line with ‘control’ theories, the shift towards bond finance or syndicated bank credit that this has
entailed for large firms increases the co-ordination difficulties likely to be encountered by lenders when a firm needs
financial reorganization or restructuring (even if this is desired by the lenders), and may make liquidation a more likely
outcome of financial difficulties.

This analysis suggests that the debt buildup by companies was not associated with financial liberalization in the same
direct way as for persons (discussed in Ch. 3). Nevertheless, heightened competition arising from such liberalization
may have been a key contributory factor to some of the forces described above, while the opening of new markets
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and removal of controls on foreign entry have also been spurs to increased corporate debt in some countries.

(6) Company Sector Debt and Default
Given the conclusion that a link exists in theory between debt and default (Sect. 2), the acid test of whether patterns of
indebtedness discussed in Sects. 4 and 5 have in fact led to financial fragility is default experience over the cycle and in
the longer term. However, the debt–default relation cannot be studied in isolation but in the context of other factors
that may lead to default (arising from illiquidity or insolvency) and changes to costs of default.

The patterns to be explained are shown in Charts 2.12 and 2.13, which show business failure rates (failures as a
proportion of active companies). Comprehensive data for total liabilities of failed firms, which would indicate whether
failure rates are for firms of comparable size, are not available. However, data for the US, Germany, and Japan for
1985 suggest that, for these countries at least, there is broad comparability (the average Japanese failure had liabilities
of $1.0 mn, US $0.7 mn, German $0.8 mn).

Chart 2.12 shows that in the Anglo-Saxon countries there is a marked contrast between the earlier and later parts of
the 1966–90 sample. Default rates were relatively stable over 1966–78, despite experience of the worst recession since
the war in 1974–5. The UK was clearly worst affected. Since 1978 there has been a significant rise in the average level
of failures, and although some declines were apparent after 1985, it did not fall back to earlier levels after the recession
of the early 1980s.84 The hypothesis to be tested is that rising debt underlies these patterns. It should be noted,
however, that certain changes to the bankruptcy law may also have impinged. The US Bankruptcy Code of 1978 may
have reduced costs of bankruptcy via a more favourable treatment of debtors (Webb 1989)—though an offset should
be an increased cost of debt. Changes have also occurred in the UK (1986) and Canada. The birth rate of new firms
may also influence bankruptcy rates (new firms are most likely to fail).85 These additional hypotheses are also tested
below.86

Chart 2.13 shows outturns for Japan, Germany, and France. There is a marked contrast between Japan, where failures
are flat or declining over
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Chart 2.12. Business failure rates

the entire period, Germany, which shows a slight uptrend, and France, which has shown a clear long-term rise in
failures, similar to the Anglo-Saxon countries87 and consistent with a partial breakdown of traditional corporate/
financial links, as noted above. In contrast, changes in failures in Germany and Japan appear mainly cyclical, with
marked peaks in the mid-1970s and (in Germany) the early 1980s.

Note that failure rates are likely to differ between countries according to bankruptcy law,88 the definition of failure, and
of the corporate sector, and hence caution is needed in making direct comparisons of levels. To illustrate the types of
differences involved, there follows a brief comparison of bankruptcy law.

An international comparison does reveal major differences in insolvency procedures, which in turn may affect their
usage, incidence, and cost. Note, however, that these differences should not influence the trends and determinants of
failure, which are the main focus in the current analysis, and even differences in the level of failure rates are not
particularly marked. There is usually a menu of alternative procedures, ranging from outright liquidation, through
‘stays of execution’ to enable prospects for survival to be explored, to informal reorganizations. Key differences
include the fact that the priority of secured creditors over
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Chart 2.13. Business failure rates

unsecured can in some cases be reduced in the USA and Japan, but not in the UK and Germany. The Crown may have
priority in Canada over secured creditors, and employees in France. Managers and directors may in some circumstances
temporarily continue to operate the company in the USA and France, once insolvency procedures have begun. This
appears to be ruled out in most cases in Japan and Germany. In Canada it requires creditors' approval. Continuation of
the business occurs in Germany only if it improves the situation for creditors, whereas in France priority is also given to
continuation of employment. Auctions of bankrupt businesses, to realize the best market value, may occur in Germany
and as a last resort in France, but are not a feature of the other countries. More generally, as noted in Sect. 4, there are
differences in the degree to which bankruptcy proceedings are regarded as normal (Anglo-Saxon countries) rather than
a last resort (CEJ), which are supported by legal provisions.

One general point that can be made about levels of default rates is that long-term levels of gearing do not appear to
entail comparable differences in average failure rates between countries,89 consistent with the hypothesis of Sect. 3 that
differences in structural patterns of leverage are explicable in terms of the nature of the financial system
(commitment/relationship banking) rather than implying differing levels of default risk.
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An alternative, ex-ante measure of risk to the business failure rate is provided by corporate bond spreads, to the extent
the company sector is subject to price rationing of credit, and bond markets are active and efficient.90 These are shown
in Charts 2.14 and 2.15. In most countries, spreads have tended to be counter-cyclical, similar to defaults, although
declines in spreads in the Anglo-Saxon countries in the 1980s have not always coincided with lower defaults.

Chart 2.14. Private-public bond yield spreads (% points)

Various explanations for such patterns in Anglo-Saxon countries can be suggested. On the one hand, the high level of
defaults noted above may involve small firms unable to access the bond market. On the other hand, markets may have
underpriced risk.91 Default rates on junk bonds in 1989 and 1990 of 5.6 and 8.8 per cent (1991 estimate: 11.5 per cent)
were the highest on record. Experience in this period, during which ‘many ill-conceived LBOs came apart’ (Moody's
1991a) suggests to some observers that risk was indeed underpriced.

A third measure of risk is average bond ratings, although their availability outside the US is restricted. As pointed out
by Kaufman (1986b), the 1980s saw a sharp decline in AAA ratings for US companies, which relates to increasing
leverage. Warschawsky (1991) showed that the
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Chart 2.15. Private-public bond yield spreads (% points)

median rating of a sample of US firms fell from A in 1978 to BB in 1988, while the weighted average fell from AA+ to
A.

We now go on to use the insights offered by economic theory to develop a more rigorous empirical approach, in order
to test for effects of company sector debt on financial fragility. The modelling approach is to estimate effects of debt
simultaneously with the effects of the other determinants of default risk. It should be noted at the outset that
important factors such as taxation and the distinction between fixed and variable rate debt are largely omitted from the
analysis. None the less, we would still argue that the results show that company sector debt has had a significant and
measurable effect on insolvency rates and market default premiums. Those wishing to avoid the technicalities of
modelling and econometrics—and take the result on trust—should move to the summary following Table 2.5 at the
end of this section.

The aim was to test for a significant effect of a suitably scaled measure of corporate debt on default rates and spreads,
given the other determining variables. The model uses a specification similar to that used by Wadhwani (1986) to
investigate the effects of inflation on liquidation rates and default premia. (For an alternative, see Cuthbertson and
Hudson 1990.) His technique is to model the behaviour of an individual firm, and then to test the resulting
specification using macroeconomic data.92 Thus, his model combines the objective function of a firm in perfect
competition, a borrowing constraint, and the budget constraint, to
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derive an equation in which the probability of bankruptcy (μ), measured as the proportion of all firms that go bankrupt
in the year in question, depends on wages (W), real interest rates (q), debt (D), the firm's market value (MV), and the
mean (ρ) of the output price.

We suppose that in a world of perfect competition and zero inflation a firm chooses the level of employment (L) to
maximise expected profits (Π), net of expected bankruptcy costs to the firm (C), where

(2.1)

where E is the expectations operator, ρ is the uncertain output price, W the money wage, F(L) is a twice-differentiable
production function with FLL <0 (capital being given in the short run), C is the cost of bankruptcy, and μ (.) is the
probability of bankruptcy.

We also assume that the firm owes debt of D with real rate of interest q, and that if the firm cannot meet its current
commitments from cash flow, it can raise up to S = MV − D to finance its losses, where MV is the present value of
expected earnings and S is the value of shares.

These assumptions regarding the availability of credit mean that the firm goes bankrupt when

(2.2)

Then, combining (2.1) and (2.2), employment is given by

(2.3)

where ρ and σ are the mean and variance of the output price. Using (2.2) and (2.3), the probability of bankruptcy is a
similar function

(2.4)

In practice, the variance of the output price was never significant.

In the perhaps more likely case of imperfect competition, where a firm chooses the output and price to maximize
profits net of expected bankruptcy costs, taking other firms' outputs and prices as given, the bankruptcy function will
include a measure of aggregate demand (AD).

Wadhwani augmented this basic specification in three ways, all of which are adopted for the current analysis. First,
allowance was made for the effects of inflation on the probability of bankruptcy. Given limits to borrowing, a firm
which is in ‘financial distress’ because its debt exceeds its borrowing limit will have increasingly to survive on its cash
flow. But with non-indexed and variable rate debt, inflation hurts cash flow, because, for any positive real interest rate,
a given rise in inflation leads to a greater proportionate increase in the nominal interest rate (conceptually, part of
interest is capital repayment). Such an effect can be tested by including a nominal (r) as well as the real interest rate in
the estimating equation. Secondly, he extended the production function to
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include raw materials, which implies that their price (PM) enters the bankruptcy function along with W (the price of
labour). Thirdly, the mean of the output price was replaced by the actual output price (GNP deflator, denoted p).

The default premium on corporate bonds (ε) is a function of the market's ex-ante view of the probability of
bankruptcy, as discussed above. It can thus be shown that the default premium rises with the probability of bankruptcy
and therefore should be related to the same variables. If it is not, the market may be mispricing risk, whether due to
uncertain events that could not be anticipated (ex-post mispricing), or, more controversially, through not taking into
account all information available at the time of issue (ex-ante mispricing). Strictly, the inference regarding mispricing
only relates to defaults by bond issuers, not all firms as in the current analysis.

Assume the investor recovers a proportion R of his original investment in the case of bankruptcy. Then a risk-neutral
lender equates expected returns to corporate lending with those to risk-free lending G (to the government). The real
interest rate on corporate lending B must include an allowance for the risk [1 − μ(.)] and cost k of bankruptcy;

(2.5)giving the default premium ε

where

(2.6)i.e., the default premium rises with the probability of bankruptcy. This means that the default premium may be related
to the same variables as affect the probability of bankruptcy:

(2.7)

(2.8)

(2.9)

where (L) is the lag operator. Wadwhani showed, using this model for the United Kingdom, that price inflation had a
significant effect on bankruptcy and default premiums, independent of real interest rates, though he
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found the structure of default premiums and bankruptcy equations rather different (as noted above, market
perceptions ex-ante may not be good predictors of ex-post bankruptcies; also there are other influences on the spread
besides default risk).

We commenced with a version of the general equation (2.9), and tested directly for effects of debt ratios on bankruptcy
and market default premiums in the major economies. Wadwhani's model seemed useful for this, as it sets the problem
of debt within a well-structured specification drawn from the firm's production function, objective function,
borrowing limit, and budget constraint. However, given our focus, some changes were made to his specification. First,
in the basic equations, the net debt to market value ratio was replaced by gross debt to GNP. This assumes that GNP
is an adequate proxy for expected profits and that gross debt is relevant independent of corporate liquidity. (Variants
on this using net debt and asset values are reported below). Secondly, aggregate demand was proxied by the first
difference of the log of real GNP. All other variables are rates or ratios and hence are in principle non-trended.93 Apart
from the interest rates, which were entered as a percentage, the equations were specified in logs, thus facilitating
analysis of elasticities.

First, separate equations were run for each country. Due to the shortage of observations with annual data (denoted N
in the tables), a simple partial adjustment approach was adopted, with levels of the independent variables and a lagged
dependent variable. (Hendry et al. (1983) discuss the shortcomings of this method.) Second, a pooled cross-section/
time-series model was estimated, stacking individual countries' data (technically, this used Least Squared with Dummy
Variables: Maddala 1977). Given the number of observations this could use the Granger–Engle two step method.
Since the Durbin Watson statistic is biased in the presence of a lagged dependent variable, we report the Lagrange
Multiplier (LM) test, distributed χ2 where χ2(1) = 4.5. (See Breusch and Pagan 1980.)

Results are given in Tables 2.1–2.5. The most noteworthy feature of the estimates by country of default functions in
Table 2.1 was that a higher level of debt tends to coincide with a higher failure rate, except for Japan, where the
relationship was strongly negative, and Germany, where the coefficient was positive but insignificant. The significant
positive coefficients were also similar in magnitude. In the Anglo-Saxon countries and France, the result suggests
strongly that growth in debt underlay growth in default. For Germany and Japan, this result implies that, in the latter,
companies are largely protected from the consequences of gearing, while in the former, effects of gearing are much
weaker than in the Anglo-Saxon countries and France.
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Among the other results were that nominal interest rates (or inflation, implicit in a negative sign on real rates) tended to
be positively related to default in the UK, USA, and Germany but real rates came to the fore in Canada and France.
Only in Japan was no interest-rate effect found. There were strong cyclical effects on the default rate in all countries
except Japan. However, effects of real factor prices only arose in some countries, although they had a generally positive
effect on business failures. The US Bankruptcy Act of 1978 had a significant effect on the level of business failures
while the UK Act of 1986 did not. Finally, all the equations had a strong autoregressive element, i.e. high levels of
default in one year tend to predict high levels the next year. The statistical tests show a reasonable fit and absense of
autocorrelation.

Moving on to the spreads equations (Table 2.2), these are quite similar for the USA, UK, and Canada. There is a
smaller degree of autoregression, a strong cyclical effect, and a negative effect of interest rates. No significant
coefficients could be obtained for debt/GNP ratios. The spreads equations in the other countries are poorly
determined, consistent with a moribund bond market. In Japan spreads appear to be procyclical, suggesting a portfolio
balance rather than a price-rationing effect.

As regards the variants on the default equations (Table 2.3), the first test was for different leverage variables. Net debt/
GNP and net debt/capital stock gave similar results to those in the main case. The main contrast was in the German
results, where both the capital gearing measures were highly significant. The contrast with the main case of debt/GNP
may relate to a focus on the part of German banks on collateralized lending—and hence on assets (at replacement
cost) rather than ongoing valuations or cash flow (proxied by GNP), as is more common in some Anglo-Saxon
countries. It is also consistent with a ‘commitment’ approach which would rescue illiquid firms but not insolvent ones.
Equity in the denominator gave poor results for most countries. Moreover, neither extra coefficients in the share of
bank lending in corporate debt (to proxy banks' advantages in rescues) nor the birth rate of firms added significantly to
the results. This may imply that it is appropriate to focus on gross rather than net (of new formations) business
failures.

Table 2.4 sets out the pooled estimates, which show the average effect across countries. However, given the somewhat
different results noted above for individual countries, rather less credence should be given to these results, which in
effect impose similar coefficients.94 As regards long-term effects, the cointegrating vector for business failures suggests
a strong positive effect of debt ratios on default on average across the countries, as well as a positive effect of nominal
and real interest rates.

66 CORPORATE FINANCIAL FRAGILITY

94 Consistent with this, the statistical properties are often rather poor, especially in the dynamic equations.



Table 2.1. Equations for Business Failure Ratio (Dependent Variable: Log of Business Failure Rate)

USAa UKb Canadac Franced Germanye Japanf

Constant 0.48 (1.7)g −0.81 (1.5) −3.0 (3.8) 6.4 (2.2) 0.01 (0.1) 1.45 (1.8)
Lagged
depend-
ent

0.97 (19.2) 0.94 (13.2) 0.55 (6.6) 0.4 (2.1) 0.98 (8.2) 0.8 (7.8)

Log
debt/G-
NP

0.85 (3.0) 0.63 (2.1) 1.1 (2.0) 1.1 (2.8) 1.1 (1.4) −0.75 (2.1)

Log dif-
ference
of GNP

−3.3 (4.4) −7.2 (5.1) −3.3 (3.7) −5.6 (3.3) −3.5 (4.1)

Log
wages/
GNP de-
flator

0.6 (1.8) −0.5 (2.1)

Log raw
materials
price/G-
NP de-
flator

1.1 (5.1) −0.4 (1.5) —

Nominal
short-ter-
m inter-
est rate

0.035 (2.5) 0.07 (7.3) −0.04 (2.8) 0.05 (4.8)

Real
short-ter-
m inter-
est rate

−0.06 (5.5) 0.05 (5.2) 0.028 (2.5) — −0.025 (4.1)

Dummy
(US
bank-
ruptcy
law)

0.2 (3.1)

R2 0.98 0.94 0.94 0.97 0.96 0.94
se 0.06 0.09 0.07 0.07 0.08 0.1
LM(1) 6.0 0.5 2.1 4.9 0.6 9.1
N 17 22 24 19 23 23

a 1967–83
b 1969–90
c 1967–90
d 1971–89
e 1967–89
f 1968–90
g ‘t’ ratios in parentheses
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Table 2.2. Equations for Spreads (Dependent Variable: Spread of Corporate Over Government Bonds Yields)

USAa UKb Canadac Franced Germanye Japanf

Constant 14.9 (2.2)g 1.8 (3.6) 0.3 (2.1) 1.2 (9.8) 0.53 (6.5) 6.36 (2.3)
Lagged
depend-
ent

0.36 (2.2) 0.49 (2.9) 0.46 (4.6) 0.55 (3.8)

Log
debt/G-
NP

−1.7 (2.1)

Log dif-
ference
of GNP

−9.1 (3.8) −12.0 (3.1) −7.6 (4.4) −3.4 (1.4) 19.5 (5.1) 9.4 (2.0)

Log
wages/
GNP de-
flator

5.1 (2.0) −1.3 (4.3) 0.2 (1.0) 0.6 (1.1)

Log raw
materials
price/G-
NP de-
flator

1.3 (1.9)

Nominal
short-ter-
m inter-
est rate

−0.07 (3.1) −0.15 (2.4)

Real
short-ter-
m inter-
est rate

−0.07 (2.5) 0.05 (3.0) −0.094 (3.3)

R2 0.5 0.6 0.63 0.64 0.1 0.55
se 0.23 0.28 0.16 0.23 0.24 0.35
LM(1) 0.1 1.8 1.1 0.1 3.9 7.0
N 24 22 25 19 23 25

a 1967–90
b 1969–90
c 1966–88
d 1971–89
e 1967–89
f 1966–90
g ‘t’ ratios in parentheses
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Table 2.3. Variants on the Basic Equations

Gross debt/
gross assetsa

Gross debt/
equitya

Net debt/
GNPa

Net debt/
capital stocka

Net debt/
equitya

Bank lending
rateb

Firm birth
rateb

USA 0.62 (2.8)c −0.15 (1.3) 0.79 (2.5) 0.3 (2.5) −0.2 (1.1) −0.4 (1.0) −0.2 (0.2)
UK 0.1 (0.2) −0.02 (0.2) 0.2 (1.3) 0.2 (1.3) 0.06 (0.3) 0.14 (0.5) −0.1 (0.4)
Cana-
da

0.3 (0.6) 0.3 (1.8) 0.7 (1.7) 0.1 (0.3) 0.4 (1.7) 0.1 (0.6) 0.3 (0.1)

Fran-
ce

1.1 (1.8) −0.8 (3.2) 1.3 (2.5) 0.8 (1.9) −2.3 (3.3) −1.1 (0.4) −0.1 (0.1)

Ger-
many

1.4 (2.5) 0.1 (0.1) 0.7 (1.2) 1.3 (3.0) 0.1 (0.1) 0.8 (0.6) 0.2 (1.3)

Japan −0.1 (0.3) 0.14 (1.4) −0.1 (0.2) −0.1 (0.5) 0.1 (0.8) −0.5 (0.1) 0.1 (0.2)
a In place of gross debt/GNP
b Extra variable
c ‘t’ ratios in parentheses
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Meanwhile, the dynamic equation is dominated by the cyclical variable; rising debt ratios tend to dampen default in the
short run (possibly because rising as opposed to high debt implies continuing provision of credit, or alternatively
because defaults entail a writing off of debt).

Table 2.4 Pooled Cross-Section and Time Series Equations for Business Failure Rate (BFR) (‘t’ Ratios in Parenthesis)

(1) Cointegrating vector
InBFR = −6.6 + 1.03 In(D/GNP) + 0.8 InGNP − 1.02 In(W/P)
(1.4) (2.7) (2.2) (2.3)
−0.04 In(PM/P) + 0.028 r + 0.033 q + dummies
(0.2) (2.0) (3.1)
R2 = 0.99 CRDW = 0.7 DF = −4.9

(2) Dynamic equation
Δ InBFR = 0.07 − 0.4 Δ In(D/GNP) − 1.51 Δ InGNP + 0.13 Δ In(W/P)
(3.1) (2.9) (3.1) (0.2)
+ 0.12 Δ In(PM/P) − 0.01 Δ r + 0.001 Δ q − 0.16 RESt − 1 + dummies
((0.8) 1.0) (0.1) (2.7)
R2 = 0.96 se = 0.16 DW = 1.0 LM(1) = 44.0

(3) Separate debt ratios (levels) in cointegrating vector
US: 2.5 UK: 0.43 Canada: 4.8

(2.5) (0.8) (3.4)
Germany: −0.5 Japan: 1.3 France: −1.6

(0.4) (1.3) (0.7)

(4) Separate debt ratios (differences) in dynamic equation
US: 1.2 UK: 0.2 Canada: 1.8

(1.3) (0.4) (2.1)
Germany: −0.2 Japan: −0.8 France: 0.77

(0.2) (1.7) (0.6)

As a further experiment, separate estimates were made within the pooled estimates of the national coefficients on debt
ratios, while retaining the other coefficients in common. These show a broad difference between Anglo-Saxon
countries, where levels and differences of leverage are always positive and generally significant, and the other countries
where effects are negative or insignificant. This may reflect the superiority of relationship banking systems in dealing
with financial distress, as outlined above. Broadly similar patterns arise in the pooled estimates for spreads (Table 2.5),
though the equations are less well determined.
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Table 2.5 Pooled Cross-Section and Time Series Equations for Spreads (SPR) (‘t’ Ratios in Parentheses)

(1) Cointegrating vector
SPR = 15.2 + 0.66 In(D/GNP) − 0.79 InGNP − 1.0 In(W/P) − 0.93 In(PM/P)
(3.1) (1.7) (2.1) (2.2) (4.1)
+ 0.013 r − 0.013 q + dummies
(0.9) (1.3)
R2 = 0.36 CRDW = 1.1 DF= −5.1

(2) Dynamic equation
Δ SPR = 0.03 − 0.45 Δ In(D/GNP) − 1.45 Δ InGNP + 1.45 Δ In(W/P)
(0.7) (1.7) (1.7) (1.2)
− 0.69 Δ In(PM/P) − 0.029 Δ q − 0.49 RESt − 1

(2.4) (3.0) (5.9)
R2 = 0.36 se = 0.3 DW = 1.7 LM(1) = 8.6

(3) Separate debt ratios (levels) in cointegrating vector
US: 1.6 UK: 1.7 Canada: 0.001

(1.6) (3.1) (0.1)
Germany: 3.1 Japan: −3.2 France: −1.5

(2.4) (3.3) (0.7)

(4) Separate debt ratios (differences) in dynamic equation
US: 0.6 UK: 1.1 Canada: 1.4

(0.4) (1.2) (0.9)
Germany: −1.9 Japan: −2.7 France: 2.2

(0.9) (2.8) (0.9)

To summarize this section, the econometric results suggest a strong correlation between leverage and default in all
countries except Japan and (to a lesser extent) Germany. Results were similar for various measures of indebtedness.
Interest rates, the cycle, and factor prices also had an impact on business failure rates. No significant relationship was
detected between leverage and default premiums on corporate bonds, even in the USA. The results are consistent with
the hypotheses that rising debt in Anglo-Saxon countries and France has entailed increased financial fragility and (more
tentatively) that lenders may have under-priced associated risk, at least ex-post. They also imply that business failures
are less strongly related to leverage in countries characterized by ‘relationship banking’. This may be because of
superior risk-sharing, lower information asymmetries, and lower agency costs, as outlined in Sect. 4 and Ch. 1, Sect. 5.
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Of course, in drawing these inferences a number of caveats need to be borne in mind. First, comprehensive data are
not available to show whether failures relate to comparable sizes of firms, although observations for the US, Germany,
and Japan suggest they are broadly similar. Second, it was noted above that bankruptcy procedures, and the relative
costs to different parties, differ. This implies that the broader economic implications of a given failure rate may differ
between countries (although in the econometrics, intercountry differences in law and procedures should be captured in
the constant). Third, more precision in estimation would be obtained from use of quarterly data. Fourth, no explicit
role has been given to falling property prices, although these have often been associated with default (interest rates and
equity prices may capture this effect).

Conclusions
Three main conclusions can be drawn from the analysis of this chapter.

1. There are sharp long-term distinctions between levels of gearing in major OECD countries, which do not appear
associated with levels of risk, but rather with structural differences in financial systems.

2. In certain countries, there have also been shifts over time in indebtedness, associated largely with changes in
equilibrium credit rationing, which do appear to have led to higher risk.

3. Underlying factors include heightened competition, innovation, and other structural changes in financial markets,
some of which are associated with financial liberalization and globalization.

The welfare implications of increased default in the corporate sector depend on a number of factors. An a priori view
is that higher rates of corporate default owing to leverage are undesirable, given the costs and externalities of default as
outlined in Sect. 3. This conclusion is strengthened if default arises from the cyclical context rather than poor
management. However, the following qualifications can be made. First, bankruptcies of a certain number of small
firms in the context of rapid formation of new businesses may be a sign of a healthy growing economy. Second, loss of
firms due to insolvency may be less damaging than unnecessary losses of productive firms due to illiquidity, though the
distinction is difficult to make in the aggregate data. Third, costs of reorganization of assets in case of default will
depend on the precise provisions of bankruptcy law. Fourth, to the extent that costly default results from excessive
levels of leverage, this must be offset against any benefits that such levels may cause, e.g. in increasing flexibility to
finance investment; or in reducing agency costs between managers and security
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holders, with greater ensuing efficiency (to the extent that this is proven); or (at the level of the firm) taking advantage
of tax concessions. Finally, it is important to assess whether risks are known and correctly priced, in which case default
is an unlucky but calculated event (though externalities may still justify intervention).

The following policy issues are raised by the analysis. Note that most are means of prevention of fragility, but that
some, particularly the last four, are also means to avoid its most deleterious consequences.

Given the ability of relationship banking/commitment to reduce financial distress to borrowers for a given level of
debt, moves towards this would seem to be justified on some grounds although other factors (efficiency, competition,
conflicts of interest, risk to lenders) may argue against it. Note that this is against much of the thrust of financial
liberalization to date, including EC Single Market proposals. The other suggestions largely relate to potential
improvements to an ‘Anglo-Saxon’ system of corporate finance.

Tax advantages to debt and, correspondingly, double taxation of equity, may give an unnecessary extra stimulus to
fragility, and should be eliminated. This is particularly relevant to the extent fragility entails externalities that are not
taken into account by borrowers (discussed in Ch. 4). A consumption tax (Summers 1986) would be one way of
resolving these difficulties. Alternatives are integration of corporate and individual tax systems, or institution of a
corporate cash-flow tax (Gertler and Hubbard 1989).

Similarly, moves to reduce costs of equity finance (including issuance) could help stem tendencies to excessive
indebtedness.

Promotion of means of exerting corporate control other than takeovers (e.g. non-executive directors, or direct
involvement of institutional investors in changes of management) may reduce average levels of leverage, as well as
promoting continuity in management and (possibly) long-term investment.

To the extent that there is underpricing of risk, creditors need to be made more aware of risks involved, in particular of
the potential correlations between risks believed to be independent (such as junk-bond market collapse (Ch. 8); or
effects of a recession), and changes to the security of their claims arising from bankruptcy law.

Sharing of information on corporate debt exposures may help reduce overlending; such ‘Central Risk Offices’, often
run by the public sector, are more common in the CEJ than Anglo-Saxon countries (they face problems, however, in
capturing international lending and off-balancesheet exposures).

Capital adequacy of financial intermediaries must be maintained, both to reduce incentives to risk-taking ex-ante and
to ensure corporate default does not lead to wider financial instability.
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Macroeconomic policymakers should resist undue pressure to avoid a recession solely in order to prevent financial
distress in a financially fragile economy. Otherwise, moral hazard is created which will aggravate risk-taking and
indebtedness.

Fiscal policy may have implications for corporate sector fragility that should be borne in mind, especially if it causes
crowding out of private sector borrowers. Defaults may also result from high real interest rates caused by lax fiscal
policy, and sectoral difficulties may arise from exchange-rate shifts caused by the stance of fiscal policy. (See also Ch. 4,
Appendix.)

There may be a case for the central bank or other public agency to act as a referee in cases where co-ordination of a
large group of banks is required to prevent unnecessary failure of solvent companies facing liquidity problems (Leigh-
Pemberton 1990).
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3 Financial Fragility in the Personal Sector

Complementing the previous chapter, this chapter seeks to assess the causes and implications of recent developments
in personal-sector indebtedness and default in the major economies. A number of common features can be discerned
for several of the countries: rising levels of debt/income and (to a lesser extent) debt/asset ratios; apparent declines in
credit rationing; rising levels of default, particularly, but not exclusively, during recessions; and frequently also declining
saving. It is suggested that these features can partly be related to financial deregulation and liberalization.

The chapter is structured as follows; first, data are presented relating to personal-sector indebtedness; then a
theoretical approach to the house hold sector's demand for credit is outlined. These provide background for the
analysis of the third section, where an interpretation is made of empirical trends based on the theory; and the fourth,
where an econometric analysis is made relating debt to default. In a further section, patterns of indebtedness are related
to changes in saving ratios and asset prices. The results, inter alia, enable an assessment to be made in the conclusions
of the net benefits of financial liberalization as they relate to the personal sector, and lead on to certain policy
implications.

(1) Recent Trends in Personal-Sector Indebtedness
Charts 3.1–3.6 illustrate the behaviour of personal-sector indebtedness in six major economies over the period
1966–90, namely the UK, USA, Germany, Japan, France, and Canada.95 Chart 3.1 shows that debt has grown as a
proportion of personal disposable96 income over this period in

95 The data are drawn from national sources and differ conceptually, hence greater focus should be put on trends than on levels in the charts. Data for the USA and France
cover the household sector; the UK, Canada, and Japan cover the personal sector (including non-corporate business); and data for Germany cover the household and
housing sectors, which includes financial transactions relating to dwellings, construction and ownership of rented accommodation. For a detailed discussion see the appendix
to Davis (1986).

96 Note that income is not adjusted for the degree to which interest payments compensate inflation losses on net liquid assets (floating-rate assets less floating-rate debt), which
boost measured income during inflationary periods for sectors with positive net liquidity (Taylor and Threadgold 1979). Such a pattern is typical of all the sectors
concerned, except the UK in the late 1980s, where the personal sector held negative net liquid assets.



all the countries studied, albeit extremely rapidly in the UK since 1980 and in Japan since 1985. Complementing this,
Chart 3.2 indicates that mortgage debt97 accounts for the bulk of the increase, while Chart 3.3 shows a similar pattern
to Chart 3.1 when normalized98 by GNP.

Chart 3.1. Personal debt/income ratios

In contrast, Chart 3.4 shows that the debt/assets ratio has been much more stable, suggesting that the market value of
wealth has kept pace with debt, even if income has not.99 On the other hand, the charts of course cannot show the
distribution of debt, wealth, and income; it could be that a part of the population is highly indebted, while another part
holds unencumbered wealth. Moreover, a large proportion of gross assets may be highly illiquid and hence of little use
in financial distress, such as pension rights, consumer durables, and some forms of property. Third, to the extent that
market values rise beyond the ability of marginal purchasers to pay for assets such as housing and/or beyond
replacement costs100 (abstracting from land) they may be vulnerable to sharp declines.
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97 The German data include certain corporate debts (property and construction companies) so the ratio may be overestimated.
98 Data for Italy show an exceptionally low (and constant) ratio of debt/GNP of 0.1.
99 Friedman (1990) notes a similar pattern of asset accumulation to households for the US unincorporated business sector (this sector is not separately identified for the other

countries).
100 In this case, there are parallels with the debt-equity ratio of firms vis-à-vis capital gearing.



Chart 3.2. Mortgage debt/income

Chart 3.3. Personal debt/GNP ratios

Chart 3.5 shows a similar stability for capital gearing in the housing market (mortgages/value of housing), although
marked growth in this case has occurred for the US in the 1980s. However, this partly relates to the

PERSONAL FINANCIAL FRAGILITY 77



Chart 3.4. Personal capital gearing ratios

US tax reform of 1986, which abolished tax concessions for consumer credit and stimulated borrowing against
housing equity.101 Note that the levels in this chart are more directly comparable than in the other charts, since the
definitions match more precisely; a contrast is observable between levels of gearing in the housing market in the USA
and Canada with the other countries. Housing-market gearing in Japan has historically been particularly low, reflecting
the extremely high value of the housing stock.102 In the UK low gearing has resulted from rapid growth of house prices
(see Sect. 5), despite sharp increases in debt (Chart 3.1).

Chart 3.6 shows estimates of income gearing, i.e. the proportion of personal disposable income devoted to interest
payments on gross debt. The estimates assume payments are made at the mortgage interest rate (hence
underestimating the effect of consumer credit, but probably overestimating that of fixed-rate mortgages, which
predominate in the USA, Canada, Germany, and France).103 In most countries, a rise in income gearing is apparent in
the early 1980s, in line with the rise in inflation and tightening of monetary policy; however, reflecting growth in
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101 Some have also argued that this relates to an exceptional number of young (high-debt) people in the population in the 1980s.
102 Falls in land prices in 1991 boosted gearing.
103 As shown by Goodman (1991), the actual US long rate on mortgages on offer over the 1970s and 1980s of 7½–15% contrasts with averages on mortgages held of

6–10½%, owning to prepayment as interest rates fell.



Chart 3.5. Capital gearing in housing

Chart 3.6. Personal income gearing ratios (%)

debt, this ratio has not tended to decline in the later 1980s. As is the case for capital gearing, the distribution of this
interest burden is likely to be particularly skewed, with high burdens for young first-time house buyers.
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The chapter now goes on to assess determinants of borrowing by persons, before making an assessment of the
patterns illustrated here and their effect on financial fragility. As in Ch. 2, the analysis of debt, credit rationing, and
intermediation in Ch. 1 is essential background, and is taken as read.

(2) Theoretical Considerations: The Household-Sector Demand for
Credit
The exposition of household-sector credit demand commences by outlining the behaviour of households in a perfect
capital market,104 before showing by contrast the important constraints on borrowing that households are likely to face
in practice.

In a perfect capital market, the consumer carries out ‘intertemporal optimization’ by borrowing freely against the
security of his human wealth (i.e. future wage income) or non-human wealth. Given a normal income profile, i.e. rising
over time, with heavy expenditure on household formation in young adulthood, this is likely to mean heavy borrowing
early in the life cycle and corresponding repayments later.

In aggregate, the life-cycle hypothesis may be consistent with a rising debt/income ratio, particularly given
demographic changes such as shifts in the proportion of households in the age groups with positive and negative
saving, and unanticipated changes in income. Christelow (1987) also argues that growth in income and wealth more
generally may raise debt/income ratios; a growing real income (up to the median income range) increases the residual
part of income over and above necessities that can be devoted to interest payments, while growing wealth (due to
saving or capital appreciation) increases collateral.

But the life cycle may not be the whole story. In the real world, the consumer is likely to face several additional
constraints on lifetime optimization. In particular, capital markets are not perfect—this is especially due to the
difficulty of pledging the present value of the return on human wealth (i.e. future wage earnings) as a security on
loans.105 Therefore, in general, households may not borrow freely and on an unsecured basis at the market rate of
interest. Moreover, following the paradigms of credit rationing outlined in Ch. 1, many consumers have often faced
direct limits on borrowing, or penal rates of interest going beyond this, e.g. limiting borrowing against non-human
wealth. Such
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104 A theoretical construct entailing a full set of markets covering every possible contingency, and freedom to borrow against wealth (including future wage income—returns to
‘human wealth’). See Lancaster 1966, 1971; Deaton and Muellbauer 1980.

105 We concentrate initially on unsecured consumer borrowing, i.e. we assume the loan is not used to purchase an asset which itself forms adequate collateral.



consumers are liquidity constrained 106 and their consumption will be closely tied to receipts of income, though current
non-human wealth (especially that which is most liquid) will also be available to decumulate for consumption. In many
cases, liquidity constraints imply that consumers cannot consume at the level defined by their lifetime consumption
plan, at the points where heavy borrowing would be required early in the life span.

The contrast between liquidity constraints and the life-cycle pattern is illustrated in Figure 3.1, from Davis (1984b). The
common life-cycle earnings path of the constrained and unconstrained is Y. The unconstrained (denoted u) are able to
borrow, making their net assets Au negative early in the life cycle and hence their consumption Cu can be above their
income. After Cu=Y the borrowing is paid back and net assets are built up to maintain consumption after retirement
at R. The constrained (denoted c) are forced to consume Cc at a level equal to their income, until the point at which
income exceeds their modified optimal consumption path, after which they enjoy more consumption than the
unconstrained later in the life cycle. To this point, net assets Ac are 0, i.e. greater than Au. After this point, saving is
required, such as to give a higher level of net assets at retirement than the unconstrained, in order to continue the
higher desired level of consumption. This analysis assumes no bequests and zero interest rates.

Liquidity constraints imply that welfare losses are incurred by constrained consumers, even though consumption can
be made up later in the life cycle, owing to forced intertemporal rearrangement of consumption; hence the release of
liquidity constraints offers welfare gains. Constraints may apply even to consumers with substantial assets if these are
illiquid, i.e. either costly to encash or unacceptable as collateral for short-term loans. Pension rights, used consumer
durables, houses, equities, and bonds fall, or have historically fallen, into at least one of these categories in many
countries. This has a major implication for the indebtedness of consumers. To the extent that liquidity constraints
bind—and there is strong evidence for this107—then a loosening of these constraints will be marked by a sharply rising
debt/income and (to a lesser degree) debt/wealth ratio, and falling saving (see Sect. 5).

A second implication of liquidity constraints is that the constrained's marginal propensity to consume will be higher
than that of unconstrained consumers. Those able to borrow less than they wish will spend any increase in their
resources in order to move towards their optimal
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107 If liquidity constraints were not operative, there would not be a strong relationship between disposable income and consumption. Most studies of the consumption function

have found such a relationship (see, e.g. Davis 1984a).



Fig.3.1. The life cycle and liquidity constraints

consumption path, while those already on this path will save a proportion of the increase, distributing the resulting
increase in consumption over the life cycle (see Deaton and Muellbauer 1980). This suggests that a loosening of
liquidity constraints should be indicated by a falling marginal propensity to consume.108

Thirdly, the life-cycle model, together with the existence of liquidity constraints, suggests that one should view the
household sector as containing different groups. While some households are relatively unconstrained, others will be
liquidity-constrained, and households will differ in age, and hence borrowing needs, as well as income and assets.
Changes in the weights of these groups will affect sectoral debt. We return to this subject below when we summarize
the relationship between debt and default. First, the implications of secured lending to households are analysed.
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108 Consistent with such a loosening, Blundell-Wignall et al. (1990) show that consumption's sensitivity to transitory income declined in the 1980s in the USA, Canada, and
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The discussion so far relates largely to consumer credit, because it has been assumed that no suitable collateral is
available other than human wealth. Whether these arguments apply as strongly to credits for personal-sector
investment, i.e. house purchase, is less clear. Collateral for house purchase is immediately available in the form of the
title-deeds to the property—and, as noted in Ch. 1, collateral tends to reduce the credit-market problems arising from
information asymmetry and incomplete contracts. Additionally, loans are generally tax subsidized, and in many
countries only housing loans are thus deductible (hence income gearing net of the subsidy may be relatively low).109 In
some countries, such as the UK, the social welfare system will pay interest during periods of unemployment.
Compared with consumer credit, the risk to the lender relates to the risk that, owing to regional or national depression,
the value of the collateral will have fallen below the outstanding principal of the loan, in which case the borrower may
have an incentive to default.110 There are obviously also transactions costs to foreclosure. However, despite this lower
level of risk, it is argued in Sect. 3 below that certain non-price constraints on such lending have often been operative,
and thus the earlier insights regarding liquidity constraints are not invalidated.

Note that the housing market itself may impose dynamics on the pattern of demand for borrowing. In particular,
researchers such as Hendry (1984) and Muellbauer and Murphy (1991) have found evidence of ‘frenzies’ where rising
house prices enter a spiral with demand for mortgages, partly driven by fear on the part of first-time buyers of being
left behind. In other words, the rate of return tends increasingly to dominate transactions costs. This implies that
housing markets may be subject to ‘positive feedback trading’ whereby rising prices induce purchases purely intended
for profit by resale (Cutler et al.1989). The counterpart may be sharp reductions in prices following such frenzies.

Abstracting from this last point, the same arguments as for house purchase apply in principle to lending to buy
securities; collateral is immediately available. The valuation risks to the lender may be large, however, and in most
countries it is difficult to borrow in order to buy bonds or equities (owing, for example, to margin requirements).
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109 Tanzi (1984) gives a discussion of tax deductibility on debt interest payments in the various economies. At present, interest is deductible for corporate debt in all the
countries studied, but mortgage interest is not deductible in Canada and France, and interest on consumer credit is not deductible in any of the countries (the USA abolished
deductibility for consumer credit in 1987). There are generally also limits on deductibility of mortgage interest; and in Germany housing equity is taxed, although saving for
house purchase is tax subsidized.

110 As long as the collateral exceeds principal (‘positive equity’), the borrower can always sell the property to cover any arrears of interest. Of course, for fixed-rate loans, the
lender may face risks independent of borrower default, relating to its own maturity mismatch (see the discussion of USA thrifts in Ch. 6).



(3) An Interpretation of Patterns of Indebtedness
We now turn to an assessment of the patterns of indebtedness in the light of the theory of the demand for credit
outlined above, and the paradigms of credit rationing described in Ch. 1, Sect. 3. It is conceivable that part of increased
debt results purely from an increase in credit demand in equilibrium—i.e. a pure ‘free market’ story can be told. It was
suggested in Sect. 2 that the life-cycle hypothesis is consistent with rising debt/income ratios, particularly in the case of
unanticipated changes in income or increases in expectations of income growth. And it is clear that such expectations
have played a major part in growth of debt in countries such as the UK (Sargent 1990). Another explanation could be
shifting demographics—although this would be expected to be gradual. Moreover, a more rapid shift in indebtedness
could be stimulated by tax changes. But, as shown in Table 3.4 below, such fiscal stimuli were generally established long
before the recent lending boom.

It seems likely, however, that a key factor permitting the recent growth in lending in a number of countries has also
been a loosening of rationing constraints on the supply side which were previously binding (a shift from a situation of
disequilibrium111 quantity rationing of credit to one where it is either rationed by price or by equilibrium quantity
rationing). Indicative evidence on these hypotheses is provided in Tables 3.1–3.3 It is suggested that disequilibrium
quantity rationing would entail no strong relationship between the lending rate and the risk-free or funding rate, as the
lender varies (or is forced to vary) rates beyond those consistent with profitably funding loan demand. Second, price
rationing should be marked by a close relation between changes in spreads over the reference rate and default risk.
Third, equilibrium quantity rationing should be marked by evidence of binding constraints on loan-to-value or loan-to-
income ratios and a rather weak relation between defaults and spreads.

Table 3.1 shows a marked rise in the correlation of mortgage rates to reference rates112 in the UK, France, and Japan in
the 1980s, and a smaller
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111 However an explanation of mortgage rationing prior to liberalization based solely on government controls, e.g. of loan rates, is not completely satisfactory. Although market
sources of disequilibrium rationing, such as ‘risk-sharing’ and ‘equitable treatment’, could be the correct explanations for mortgage rationing, one can equally put forward an
‘optimal loan rate’ explanation partly based on the Stiglitz and Weiss (1981) analysis. Firstly, a higher rate (especially with variable-rate loans) may lead to defaults by
borrowers sufficient to lower profits, perhaps because borrowers already have debt not declared to the lenders, or highly variable incomes. Secondly, even if such defaults are
not sufficient to lower profits, the social opprobrium of some foreclosures may lead to fewer deposits, government action to lower tax benefits, or increased profits taxes.
Thirdly, if the loan rate had been increased, the institutions concerned may have feared the disintermediation of loan supply.

112 In the UK and Japan, the correlation shown is between the rate on (floating-rate) mortgages and money-market short-term rates; in Germany, the USA, France, and Canada
the correlation is between fixed-rate mortgages and yields on government bonds.



one in Germany. In contrast, the relationships have been flat in the USA and Canada These are consistent with a shift
away from disequilibrium quantity rationing in the loan market for the personal sector in the UK, France, and Japan.

Table 3.1. Correlation between Changes in Mortgage Rate and Reference Rate

1966–1990 1966–1979 1980–1990
UK 0.74 0.62 0.91
USA 0.77 0.81 0.76
Germany 0.89 0.87 0.96
Japan 0.8 0.56 0.96
Canada 0.93 0.92 0.93
France 0.81 0.7 0.84

Table 3.2 shows an increase in the correlation of mortgage spreads over reference rates to defaults in the UK,
Germany, and Canada in the 1980s, suggesting a shift to price rationing. However, consistent with a degree of
equilibrium quantity rationing, the correlations are still often less than for companies.113 Table 3.3 provides further
evidence of equilibrium quantity

Table 3.2. Correlation of Change in Spreads to Change in Defaults

1966–1990 1966–1979 1980–1990 Companies
(1980–1990)

UK 0.256 0.228 0.375 0.19
USA 0.191 0.351 0.196 0.40
Germany 0.299 0.229 0.638 0.14
Japan 0.205 0.269 −0.284 0.25
Canada 0.278 −0.015 0.54 0.70

rationing, given widespread limits of lending in relation to income or assets. However, there is also a marked contrast
between the Anglo-Saxon countries and the others, as lending ratios are much higher and maturities longer in the
former.114 Such a relaxation is partly a recent phenomenon. UK ratios of loan to value for first-time buyers on average
were 0.72 in 1980 and 0.83 in 1990. Wojnilower (1985) reports similar results for the USA. Such a high permitted level
of gearing is of course very attractive to borrowers, given the potential capital gains on a low
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113 French data for household defaults were not available.
114 The suggestion that households are subject to quantity rationing in CEJ countries contrasts with the view, expressed in Ch. 2, that low agency costs make such rationing less

likely for companies there. Households and many small companies undoubtedly fall outside the circle of close relationships and are treated at arm's length. Indeed, given the
favourable comparative treatment of companies it is intuitively likely that households would be more heavily rationed than in the Anglo-Saxon countries. In Italy, where
household debt/income ratios are exceptionally low, Jappelli (1991) suggests additional factors are poor information on consumers' indebtedness (lack of credit reference
agencies) and costs of enforcement (legal protection for debtors and slow court procedures).



downpayment (Muellbauer 1991). Another indicator of the tightness of quantity rationing is availability of home equity
loans—a common phenomenon in the Anglo-Saxon countries but relatively unknown elsewhere.115

What are the key factors which underlie this loosening of rationing constraints? The survey of credit-rationing
paradigms in Ch. 1 implies several channels which could lead to such a loosening of rationing. Among the factors are
reduced risk of lending, better information, a reduction in the degree to which markets are segmented and/or
uncompetitive, and changing government regulations. Risk aversion of lenders will clearly also be important.

It seems unlikely that the ex-post risk of lending has fallen (see Charts 3.7 and 3.8 below) although lenders' ex-ante
perceptions of risk were probably affected by the rise in collateral values which accompanied growing debt (see Sect.
5). As noted, collateral reduces agency problems, and means there may be less incentive to screen—but if the trend in
collateral values goes into reverse, agency problems, and hence screening, may be sharply increased. In some cases
information may have improved, for example credit scoring to improve screening, or new and more restrictive
contracts or covenants may have been introduced, but generally the contrary appears to hold: lenders appear to require
less information and perform less monitoring than was traditionally the case. As shown in Table 3.4, there does,
however, appear to have been increased entry into lending to the relevant sector, either in the form of new institutions
lending directly, or development of new sources of funds via securitization, thus reducing segmentation. This is
particularly true of mortgage lending (Lomax 1991). Ch. 7 assesses the broader implications of such new entry for
financial fragility and instability.

Furthermore, the removal of quantitative controls on the growth of banks' balance sheets was an important factor in
elimination of disequilibrium quantity rationing in several countries such as the UK and France. The deregulation of
deposit rates (as in the USA), meant the loan rate (for example on mortgages) had to be increased relative to free
market rates in order for lenders to remain profitable. This again led to replacement of quantity-rationing of credit by
market equilibrium. Evidence about the effects of deregulation on growth in debt was sought by estimation of the
effects of known measures of liberalization (see Table 3.4) in an equation for equilibrium debt growth based on wealth
and income growth (not reported in detail). A dummy variable was set to one in the five years following liberalization
and zero elsewhere. In fact
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115 Demand for such loans could also be lower elsewhere if there are lower owner-occupation rates and hence housing is a smaller proportion of personal-sector wealth, and
also if house prices are sluggish, thus generating little excess equity.



Table 3.3. Indicators of Credit Rationing in the Mortgage Market

UK USA Germany Japan Canada France Italy
Maximum
loan to value
ratio (%)

100 95 60–80a 60 90 80b 50

Maximum
loan to in-
come ratio

3½× 3× — 3½× Repayments
to be 32%
of family in-
come

Repayments
to be
30–5% of
cash flowc

—

Maturity
(years)

25 28 12–30 25–30 25 15 10–15

a Mortgage bond funded loans cannot exceed 60%. Top-up loans to 80% can usually be obtained.
b To be eligible for refinancing in secondary market.
c Equivalent to 2–2½× salary at 10% interest rate and flat repayment.
Source: Lomax (1991).
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only in the UK and Germany was such a dummy significant, suggesting the relationship between liberalization and
debt growth was a more diffuse process in the other countries.

Finally, it appears that in many cases banks and other financial institutions have become more tolerant of risk (while
not necessarily underpricing it). Several underlying factors can be suggested, many of which parallel those for
companies given in Ch. 2. Risk tolerance by lending institutions might have increased because, for example, they can
pass on the debt in securitized form to other institutions (which may also mean there may be less incentive to monitor
the debt).116 This has been particularly common for residential mortgages in countries such as the USA. Alternatively,
the implicit government guarantee on their assets may have become stronger (if social security pays mortgage interest,
or the government insures loans). There could be greater risk-sharing with insurance companies (which, as in the UK,
might insure the lender against losses on a proportion of the loan). Most crucially, competition arising from new entry
and deregulation may have either stimulated competition for market share at the expense of margins, or reduced
margins so much that profitability could only be maintained by rapid growth. (See Ch. 7 and Davis 1990a). This effect
has been compounded by the loss of much profitable corporate business owing to the debt crisis (which, as discussed
in Ch. 2, raised banks' costs of funds above some companies') and deregulation of securities markets.

Institutional investors, too, appear to be more ready to hold asset-backed securities. One reason is the high levels of
collateralization (e.g. by mortgages), and in some countries government insurance. Also (particularly for non-
mortgages), it was important that the market-making investment bank stood ready to supply a ready market, thus
ensuring liquidity, while the risk associated with individual securities can be reduced by appropriate portfolio
diversification. Use of such securities can provide large quantities of credit at prices that banks could not match, owing
to the cost disadvantages of banks in the 1980s (see Ch. 2). However, on the other hand, this process of securitization
may also mean that market liquidity in these instruments is vulnerable to failure of the market-maker or the desire of
certain holders to disinvest.

The tendencies outlined in this section differ in importance between countries, but generally they help to explain a shift
from disequilibrium quantity-rationing to market equilibrium in the credit market.

In the context of these changes, the nature of the relationship between borrowers and lenders has changed in several
countries. Whereas
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Table 3.4. Key Policy and Structural Stimuli to Personal Sector Indebtedness

UK USA Germany Japan Canada France
Tax changes Mortgage re-

lief limits in-
troduced
1974, tight-
ened 1988

Act of 1986
removed tax
concessions to
consumer
credit, stimu-
lated mort-
gage borrow-
ing

Tax conces-
sions to mort-
gages 1970,
abolished
1987

Mortgages tax
deductible
1967

— —

Financial lib-
eralization

Abolition of
quantitative
controls on
banks' balance
sheets 1980

Deposit rate
deregulation
1980–2

End of inter-
est-rate ceil-
ings on loans
1967

— End of inter-
est-rate con-
trols 1967

Abolition of
credit ceilings
1985

Institutional
changes

New entrants
to mortgage
market
1980–1, banks
and central-
ized lenders

Securitization
beginning
1960s, expan-
sion of mort-
gage banks in
1980s

Entry of
banks to
mortgage
market after
1967

Housing Loan
Corporation
established
1970, new
consumer
credit houses
mid-1960s

Growth of se-
curitization in
1970s and
1980s

—

PERSONAL FINANCIAL FRAGILITY 89



formerly mortgage lending occurred in the context of a long-term relationship, where compulsory saving often was
needed prior to lending, now competition means this can no longer be enforced. Borrowers and lenders may thus be
now seen as less committed to each other; and the lender may be more ready to foreclose in case of difficulty (relying
on ‘control’). Such tendencies may be heightened by narrow margins, which leave less scope for flexibility of terms or
restructuring of debt. The chapter now goes on to assess the implications of personal-sector indebtedness for financial
fragility and for saving.

(4) Personal-Sector Debt and Default
Besides offering explanations of the causes of the recent growth of debt, the theoretical analysis of Sect. 2, together
with the credit-rationing paradigms (Ch. 1, Sect. 3), offer insights into the relation between debt and financial fragility.
In particular, they imply that default risk is dependent not merely on debt or income but also on the other assets in the
balance sheet of the borrowers, and macroeconomic variables such as interest rates and the trade cycle. It has also been
noted in Sect. 2 that the household sector consists of groups with differences in age, assets, income, and liquidity
constraints.

Various a priori suggestions can be made; for example, if debt increases following demographic shifts or increases in
income or asset values which are sustainable, i.e. remaining at the life-cycle optimum, there should be no widespread
increase in default risk, as individual agents are not overextended in this case. If liquidity constraints ease, the situation
is harder to judge. Individuals are then able to attain their life-cycle optima and hence welfare gains are realized.
However, to the extent that liquidity constraints were based on analyses of risk, as suggested above, their relaxation
may increase the default risk faced by financial institutions. Finally, an increase in the desired level of debt by an
individual, with no change in income, appears unambiguously to increase the risk to that individual, especially if his
assets do not increase, i.e. the loan merely funds consumption. Income gearing and capital gearing both increase in this
case and the consumer is henceforth more vulnerable to changes in income or interest rates. In all of these cases, the
analysis also suggests that the risk of a default leading to a loss for a lending institution is greater, the greater the
proportion of a household's debt that is constituted by unsecured consumer lending. (In practice, greater quantitative
losses have been made on mortgage credit, perhaps because the lower default rate makes lenders complacent about
absolute risks to balance sheets arising from market risk in real estate.)
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The charts show patterns of personal-sector financial fragility in recent decades. Chart 3.7 shows the number of
bankruptcies (affecting both consumers and unincorporated businesses) and Chart 3.8, the rate of mortgage
foreclosure. A marked pattern of increasing default is apparent for some countries in the 1980s (the UK, the USA,
Canada, and to a lesser extent Germany) but not for others (Japan).117 This section seeks to relate these patterns to
balance-sheet and income/expenditure developments. Those wishing to miss the details of the modelling and
econometric exercise—and take the result on trust—should pass to the summary which begins at the bottom of p. 94.

Chart 3.7. Personal bankruptcies (1975=1)

A specification was derived, in the spirit of the Wadhwani (1986) model outlined in Ch. 2, within which effects of debt
ratios on loan default may be analysed (note, however, that the equation cannot capture the varying reasons for
changes in debt outlined above). For households, we have in real terms the objective function set in terms of expected
consumption:118

(3.1)
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Chart 3.8. Mortgage repossessions and foreclosures (%)

Expected consumption (C) in a period is maximised by expenditure of expected disposable income and changes in net
debt, subject to minimization of the expected cost (K) of the probability of bankruptcy (μH(.)) and accumulation of
assets (A), to provide future income and expenditure and for precautionary purposes. Disposable income derives from
real labour income WL, income from gross assets qA where q is the real rate of return, and net of real interest to be
paid on debt qD. It should be noted that all debt and some assets are monetary; for such instruments q incorporates a
nominal receipt (r) offset by some erosion of purchasing power (p). Other assets (housing, equities, pensions) are real,
and provide real returns via capital appreciation as well as dividends/services. Given the absence of indexed debt,
nominal interest payments on floating-rate debt during periods of high interest rates may pre-empt a large proportion
of cash flow, even if real rates are constant. Conceptually, lenders are obtaining early repayment of capital via interest
payments. Thus nominal rates offer an independent determinant of default risk.

The theory discussed above suggests that future income alone may not be legally pledged against increased debt, while
some assets such as pensions may not be used as collateral.119 Some households lacking assets may not be able to
borrow at all. This suggests a borrowing constraint (S).
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(3.2)

where borrowing may not exceed the value of net assets (proxied here by total assets). (Implicitly we ignore the
possibility of sizeable unsecured loans.) Obviously, this equation also shows that funds may be raised by liquidating
assets, to the extent that this is possible in a given period. Falling asset prices, independent of associated income, have a
clear implication for financial distress in this condition. Finally, the bankruptcy condition for households is as follows:

(3.3)

where PDI, personal disposable income, equals (WL + qA − qD). Clearly there are different groups in the household
sector; rentiers rely on income from assets, while employees rely on their income from employment. Moreover, financial
institutions will take into account the costs to them of putting borrowers into bankruptcy (legal fees, loss of
reputation).

Using these considerations, we derive the following bankruptcy function from the last three equations.

(3.4)

Personal disposable income (PDI) shows the basic effect of income. Unemployment (U) and the interest rates q and r
show the vulnerability of employees and asset holders to bankruptcy. Interest rates obviously also affect both groups
via interest payments on debt. Debt outstanding is an indicator of income gearing and of the likelihood of the binding
of the borrowing constraint. Real gross wealth (A) shows the possibility of running down assets during periods of
financial difficulty, as well as offering collateral for borrowing, and indicating effects of falling asset prices. Both debt
and assets were entered as a ratio to personal disposable income. Note there will also be other unobserved qualitative
variables relating to costs of bankruptcy to debtors such as the degree to which assets are sheltered, social security
provisions, degree of social stigma to default, and legal costs. These have changed quite considerably in some countries
(see, for example, Luckett (1988) on the USA).

Two sets of tests were conducted, one relating defaults to the above determinants for each country, the other stacking
the data and conducting pooled cross-section/time-series estimation with country dummies. Tables 3.5 and 3.6 show
the results by country. Given shortage of observations, a simple partial-adjustment specification was chosen: its
econometric shortcomings (Hendry et al.1983) should be borne in mind. Since the Durbin–Watson statistic is biased in
the presence of a lagged dependent variable, we report the Lagrange-Multiplier (LM) test120 for residual
autocorrelation, distributed χ2, where χ2(1) = 4.5.
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The results are broadly consistent across countries, but highlight different components of the default function. In the
bankruptcy functions (Table 3.5) debt/income ratios come to the fore in the UK and USA, latterly the most liberalized
credit markets, suggesting overindebtedness is a common problem there. A 1 per cent rise in debt/income ratios raises
bankruptcy by 2.5 per cent in the UK and 1.3 per cent in the USA in the short run, and 3.6 per cent in the UK and 13
per cent in the USA in the long run. In the other countries, levels of debt are not significant determinants of default,
perhaps because liquidity constraints have prevented levels of gearing being high enough to impinge on bankruptcy
probabilities across the economy as a whole. Declining wealth (which may entail falling asset prices) is an indicator of
bankruptcy in the UK, Germany, and Japan, unemployment in Germany and Japan, and nominal interest rates in all
countries but the UK. Real rates had a negative effect on defaults in the UK and Germany—this may be consistent
with a positive effect of inflation, leading to higher nominal rates which pre-empt a large proportion of cashflow.

In the mortgage repossessions/foreclosures equations (Table 3.6) the UK results are similar to those for bankruptcies,
with a positive effect of debt and negative effect of wealth and real rates. In contrast, indebtedness does not feature in
the US or Canadian functions. The statistical properties of both sets of estimates are reasonable.

A second test was performed using the ‘least squared with dummy variables’ technique (Maddala 1977), which stacked
the data for the separate countries into one vector for each variable, giving 108 observations (see Table 3.7).
Conceptually, the equations can be seen as giving average coefficients for all countries. An error-correction
specification, distinguishing difference (short-term) and lagged levels (long-term) effects, was adopted. The equation
(1) in Table 3.7 indicates a strong long-run effect of indebtedness on bankruptcy, although there is no short-run effect.
Counterintuitively, unemployment has a negative sign. When country-specific coefficients are estimated for the lagged
debt/income ratios, a marked contrast is apparent between the UK and USA, where debt has a sizeable effect on
bankruptcy; Canada and Germany, where the effect is smaller; and Japan, where the effect is zero. Such a result, which
supports the country-specific equations in Table 3.5, is consistent with a greater willingness of lenders in the UK and
USA to enable borrowers to go into debt beyond their means; in other words, there has been less credit rationing there
than in other countries, as is also suggested in Table 3.3.

Although the results should be seen as tentative, given the small number of observations, the specifications for
household default do offer insights into
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Table 3.5. Equations for Personal Sector Bankruptcy

UKa USAb Canadac Germanyd Japane

Log bank-
ruptcies

Log bank-
ruptcy
rate

Log bank-
ruptcies

Log bank-
ruptcies

Log sus-
pension
of trans-
actions
with
banks

Constant 10.8 (3.7)f − 7.1 (3.7) 1.0 (2.1) 1.1 (1.6) 3.9 (1.4)
Lagged
dependent

0.29 (1.6) 0.9 (11.3) 0.92 (12.6) 0.91 (6.3) 0.71 (3.2)

Log debt/
disposable
income

2.5 (3.9) 1.3 (3.7) — — —

Log
wealth/di-
sposable
income

− 2.4 (2.9) — — − 0.8 (1.7) − 0.68 (2.0)

Log first
difference
disposable
income

— − 3.5 (3.7) — 1.4 (2.4) —

Unem-
ployment
rate

— — — 0.06 (5.9) 0.25 (1.8)

Nominal
interest
rate

— 0.01 (1.5) 0.038 (1.9) 0.035 (3.8) 0.06 (2.7)

Real inter-
est rate

− 0.027 (2.7) — — − 0.026 (3.4) —

R2 0.79 0.96 0.96 0.99 0.90
SE 0.14 0.08 0.22 0.44 0.09
LM(1) 1.4 3.0 1.7 0.4 2.6
N 18 24 22 23 20

a 1972–89
b 1967–90
c 1966–88
d 1967–89
e 1970–89
f ‘t’ ratios in parentheses
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Table 3.6. Equations for Personal Sector Mortgage Repossessions

UKa Canadab USAc

Log mortgage repossession
rate

Log claims on mortgage in-
surance/sum insured

Log mortgage foreclosure rate

Constant 13.5 (6.5)d − 2.0 (2.3) − 0.7 (1.4)
Lagged de-
pendent

0.48 (4.4) 0.54 (3.4) 0.91 (7.7)

Log debt/dis-
posable in-
come

5.2 (9.1) — —

Log wealth/
disposable in-
come

− 6.5 (7.9) — —

Log first dif-
ference dis-
posable in-
come

— — —

Unemploy-
ment rate

— 0.28 (2.5) —

Nominal in-
terest rate

— — —

Real interest
rate

− 0.023 (2.1) − 0.13 (1.9) 0.015 (2.1)

R2 0.94 0.75 0.80
se 0.17 0.68 0.11
LM(1) 2.6 0.1 0.1
N 21 22 18

a 1969–90
b 1966–88
c 1972–90
d ‘t’ ratios in parentheses
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Table 3.7. Pooled Cross-Section and Time Series Equations for Bankruptcy (‘T’ Ratios in Parentheses)

(1) Common coefficients
Δ log bankruptcy = −0.4 −0.81 Δ log wealth/income

(0.8) (2.1)
−0.007 Δ real interest rate (1.5) −0.1 log bankruptcyt − 1 (2.7)
+0.48 log debt/incomet − 1 (4.4) −0.73 log wealth/incomet − 1 (4.0)
+0.1 log real incomet − 1 (2.9) −0.024 unemploymentt − 1 (2.4)
+0.013 nominal interest ratet − 1+
dummies (2.0)

R2 = 0.86, se = 0.14, LM(1) = 2.5, LM(4) = 7.0, N = 108

(2) Country specific coefficients for log debt/incomet − 1

UK: 0.76 (3.0) US: 0.83 (1.7) Canada: 0.39 (1.3)
Germany: 0.36 (2.2) Japan: −0.09 (0.1) [log bankruptcyt −

1: −0.1]
(2.2)

the determinants of financial distress, and the importance of debt therein. They suggest that a high level of debt for
households in relation to income, in the context of liberalized financial markets, may lead to financial problems. These
may be particularly severe should there be concomitant high nominal interest rates, high inflation, declining real gross
wealth, perhaps due to falling asset prices, and high unemployment.

(5) Personal Debt, Saving, and Asset Prices
Apart from its direct effect on financial fragility—the main focus of this chapter—an effect of adjustment in personal-
sector debt on saving and asset prices can also be discerned. As well as being relevant to macroeconomic policy, this
may also have indirect implications for fragility. Table 3.8 shows that in the countries which have experienced financial
liberalization (notably the UK) there has been a strong correlation between growth of debt and declining saving. This
feature is absent in some of the other countries, as shown by simple correlations between borrowing and saving as a
proportion of personal disposable income over this period. These are: UK −0.99, USA −0.57, Canada −0.91,
Germany +0.05, France +0.3, Japan −0.5. To the extent that other domestic sectors do not adjust their saving in an
offsetting manner, such a pattern may have an adverse impact on the balance of payments (Miles 1992). Rising debt
may also affect asset prices, thus compounding the effect on saving (although reverse causality could also be
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envisaged, whereby rising wealth offers collateral for increased debt). Correlations of changes in borrowing to changes
in house prices are: UK 0.52, USA 0.69, Canada 0.53, Germany −0.16, Japan 0.68. Hence only in Germany is the
relation not present. Note that if a decline in borrowing—or a response of monetary policy to general
inflation—causes asset prices to fall, existing borrowers, particularly those purchasing property at the peak of the
boom, may face difficulties. Moreover, a fall in asset prices may entail a further decline in borrowing, a rise in the
saving ratio, and a reduction in consumption. These links are discussed further in Ch. 4.

Conclusions
Debt growth in the personal sector has been rapid in many advanced OECD countries in recent years, although the
rise is more marked in relation to income than wealth. In several cases, this can be attributed to the liberalization of
financial markets, which has led to a reduction of disequilibrium quantity rationing of credit. Growth in debt has been
accompanied by rising defaults. However, results suggest the debt/default relation is closest in countries where
liberalization has gone furthest and credit rationing is weakest. Finally, growth in debt has also accompanied a decline
in saving and rising asset prices.

It remains to assess welfare and policy implications. Rising default is undesirable a priori, given the welfare costs to
individuals, the quite sizeable transactions costs to bankruptcy (Ch. 2, Sect. 3), and any unanticipated losses incurred by
financial intermediaries. Given the need for capital adequacy, the requirement for provisions against such losses and/
or tighter credit rationing may have a wider macroeconomic significance, if it restrains the further growth in credit
(Ch. 4) or indeed if it leads to financial instability (Chs. 5–8). These costs must be set against the benefits of access to
finance per se in enabling expenditures to be shifted over time independent of income, and for small businesses to
develop. These suggest that, rather than returning to rationing, there is a need to offset deleterious effects of liberalized
credit markets. For example, it appears that default risks seem greatest when individuals are unaware of potential risk
and when financial institutions relax rationing to an excessive extent. Potential policy implications are as listed below.
As for companies, most are means of prevention of fragility, though others, such as maintenance of capital adequacy,
and renegotiation, seek to offset its consequences.

The results suggest efforts should be made to educate the personal sector about the risks of indebtedness, in particular
the potential variation in interest payments on variable-rate debt when monetary policy is tightened. Costs of
default—loss of assets, inability to raise credit in the
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Table 3.8. Household Saving and Borrowing as % of Disposable Income

1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990
USA
saving 7.0 7.3 7.7 7.0 5.5 6.3 4.5 4.3 3.0 4.3 4.7 —
borrow-
ing

10.1 6.8 5.8 3.7 7.4 8.6 10.6 10.3 8.5 9.2 8.5 8.6

housing
yield a

14.3 5.1 8.1 2.1 10.8 8.7 7.1 6.8 7.7 6.4 5.2 —

Japan
saving 18.2 17.9 18.3 16.5 16.3 16.0 16.0 16.4 15.1 14.8 15.3 —
borrow-
ing

7.3 8.3 6.6 5.6 7.5 6.5 5.1 3.6 15.3 12.0 11.3 —

housing
yield a

6.7 8.7 13.9 13.4 10.2 7.8 4.3 4.2 13.5 7.6 10.7 16.9

Germany
saving 12.6 12.7 13.5 12.7 10.8 11.4 11.4 12.2 12.3 12.6 12.3 —
borrow-
ing

8.7 7.5 6.0 5.3 6.6 5.5 4.3 4.5 2.3 2.5 4.1 —

housing
yield a

9.2 11.2 13.7 8.6 5.5 4.5 3.6 4.1 4.9 4.5 6.4 8.9

Canada
saving 13.2 13.6 15.4 18.2 14.8 15.0 13.3 10.7 9.4 10.0 11.0 —
borrow-
ing

9.8 8.4 4.7 0.2 4.7 5.3 5.3 8.3 10.7 10.8 8.7 5.7

housing
yield a

15.0 5.7 8.8 3.0 11.6 9.5 7.8 11.3 16.4 13.1 17.8 4.3

UK
saving 11.7 13.1 12.5 11.4 9.8 10.5 9.7 8.1 6.5 5.2 6.5 8.5
borrow-
ing

9.9 7.9 9.2 10.8 11.6 11.4 12.0 13.5 15.3 18.0 15.1 12.1

housing
yield a

30.5 23.6 8.2 5.4 13.7 12.0 10.7 16.4 18.9 29.4 21.1 0.8

France
saving 18.8 17.6 18.0 17.3 15.9 14.5 14.0 12.9 11.1 12.1 12.3 —
borrow-
ing

7.5 6.2 4.9 5.4 4.4 5.8 4.6 5.5 6.0 5.0 —

a Nominal increase in house prices plus estimate of rental yield
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future—should be clearly spelt out in loan documentation and in pre-loan counselling.

Tax incentives to borrowing such as mortgage relief should be re-examined (abstracting from their effect on asset
prices). Indeed, some commentators such as Llewellyn and Holmes (1991) would suggest that mortgage interest
should actually be taxed. Of course, such policies would initially increase the burden on existing debtors.

Growth of mortgage debt could be limited by restrictions on the lender's right to sue for recovery to a fixed
proportion of the initial value of the property.

Financial institutions should consider sharing information on the indebtedness of consumers, in order to keep track of
overall indebtedness, perhaps by means of a credit reference agency. (See also Pagano and Jappelli (1991), who note
that in contrast to corporate information sharing, sharing is more common for persons in the Anglo-Saxon countries
than in Continental Europe).

Limits on interest rates charged could limit high-risk lending, at a cost of excluding some members of the personal
sector from credit.

Limitations on the degree to which interest rates on variable-rate loans could be changed in a given period may be
helpful—although this would impinge on the overall cost of credit.

A return to direct controls on credit expansion is a superficially attractive means to limit growth in debt. But such
controls would be likely to be ineffective in a liberalized financial system, especially one lacking exchange controls.

Maintenance of capital adequacy of financial intermediaries is as vital to protect against losses on personal debt as on
corporate debt. But even if capital adequacy is maintained, it is arguable that defaults would be fewer if financial
intermediaries were more restrained in their pursuit of market share (especially since such episodes often culminate in
an overtightening of credit standards in reaction). Even if lenders adequately cover their risks during such episodes, the
risk to households and the macroeconomy could justify restraint. Such restraint could be encouraged by more detailed
prudential oversight of risk premiums and changes in equilibrium quantity rationing (such as loan to value ratios), or
limitations on tax write-offs against specific provisions.

The public sector (as in France) could seek to renegotiate loans for overindebted households, although cost and effects
of potential moral hazard on borrowers and on the lending policies of banks might argue against this.
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4 Economic Effects of Financial Fragility

Chs. 2 and 3 focused largely on the direct costs of financial fragility, namely increased business failures, household
bankruptcies, and mortgage foreclosures. It was noted (Ch. 2, Sect. 3) that the key assumption required for such
defaults to be of economic relevance is that there should be positive costs of bankruptcy, i.e. that default does not
merely involve a smooth transfer of assets from debtor to creditor. Such costs might include not merely legal costs but
also difficulties of firms in keeping personnel, obtaining inventory, costs of portfolio reallocation, costs of disposing of
collateral, etc. But it was also noted that financial fragility may have broader economic effects. In the extreme, fragility
may lead to systemic risk in the financial system; this relationship, as well as other causes and consequences of systemic
risk, is explored in Chs. 5–8. Here we assess some of the wider implications of overindebtedness and default for
economic performance, short of the generation of financial instability. In general, these are spillover or externality
effects that are not taken into account by companies or households when selecting their level of gearing in the light of
their assets and income, nor by lenders choosing their interest rates on loans. They thus constitute possible grounds for
policy intervention. (For useful related surveys, see Driscoll 1991, Gertler 1988).

(1) Effects on Other Companies
When companies go into default, this may have direct effects on other companies that are suppliers and customers.
Immediate problems may arise that threaten their liquidity; if stock has been received but not paid for, then the
supplier may not be repaid in full and/or be paid very slowly. In other words, there is heightened counterparty risk.
Such potential problems, even if not realized, may in turn make counterparties of customers or suppliers of the
defaulting firm unwilling to extend credit. In other words, there may be a form of contagion, spreading from the
defaulter to others closely associated with it, that may lead them to fail too, even if they are financially sound. Such
effects are more likely, the smaller the counterparty is in relation to the defaulting firm, the less



diversified it is, and the more adverse the state of its own balance sheet; in practice, it is vulnerable small firms which
tend to grant rather than receive trade credit (lack of bargaining power may be relevant). Indeed, the severity of this
problem for small firms in the UK has prompted official action to press for payment within a reasonable time,
announced in the 1992 Budget.

Clearly, if all firms have heightened leverage, the risk of contagion arising via counterparty risk becomes greater. An
economy with a larger proportion of trade credit as opposed to intersectoral finance may be more susceptible to these
problems. Meanwhile, even assuming firms survive these initial problems, they will have to find other customers or
suppliers for their services, which is likely to involve sizeable costs of adjustment, and when these are sufficiently large
the firms may go into default themselves. Finally, even if default does not occur, the syndrome is likely to lead to sharp
declines in expenditure, as creditors absorb their losses (see also Sect. 4).

Of course, effects such as those noted above are not the only consequences of default. Failures of other companies in
sectors such as property may significantly worsen prospects for those remaining, if defaults lead to sale of assets at
‘distress prices’ which depresses asset prices generally. In other sectors, removal of excess capacity may be a relief to
remaining firms.

(2) Effects on Public Expenditure
An impact on public expenditure, necessitating increases in current or future121 taxation, may arise in the case of
failures of banks, households, or companies. If deposit insurance is publicly funded, or the lender of last resort
function is employed in the case of banks that prove to be insolvent, bank failures may impose direct costs on the state.
The case of a household losing its residence due to mortgage foreclosure may impose costs on society via the need to
rehouse them at public expense. Similarly, the closure of a company following business failure is likely to lead to job
losses. Assuming that workers cannot find new jobs immediately, as is likely when there is regional or national
recession, and/or their human capital is highly specific to the failed firm, then costs arise for the public sector in paying
for unemployment benefit and (in some countries) for mortgage interest. Of course, an alternative way of regarding
such expenditures is that they are automatic stabilizers that help protect against the macroeconomic consequences of
financial fragility (Summers 1991).
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(3) Effects of Economic Policy
In general, higher leverage, especially with floating-rate debt, may increase the effectiveness of monetary policy, as a
given rise in interest rates has a greater effect on disposable income of net debtors.122 Nevertheless, lags may still be
long if credit availability is unchanged, while agents initially compare higher interest rates with expectations of inflation
and still rapidly-increasing asset prices. Experience suggests that these patterns may take some time to be reversed.
Note that, given information asymmetries, if lenders continue to price-ration credit in the presence of higher interest
rates, there may be a severe deterioration in the mix of borrowers (see Ch. 1, Sect. 3).

However, the authorities may fear that a tightening of monetary policy will lead to widespread default, due to the state
of balance sheets, and that this in turn will precipitate a deep recession via multiplier effects on income arising from
demand and employment (and/or systemic failures in the financial sector). This may in turn lead to an unwillingness to
counteract inflation by higher interest rates in a way that might cause a recession (Friedman 1990). Such an effect
would entail both the adverse effects of inflation itself and severe moral-hazard problems arising from the validation of
excessive levels of leverage. Agents would feel justified in increasing further the riskiness of their balance sheets,
because they assume they will be ‘saved’.123

At a micro level, too, similar effects on moral hazard may arise if local authorities or industrial companies in financial
difficulties are bailed out in the way traditionally reserved for financial institutions (when there is systemic risk to the
financial system). Wojnilower (1980) and Schwartz (1986) suggest that rescues such as Chrysler and New York City in
the 1970s were particularly harmful in this respect. Such rescues have traditionally been common in Continental
Europe and Japan.
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122 See Easton (1990) for the UK, Ryding (1990a) for the USA, Shigehara (1990; 1991) for Japan, and Blundell-Wignall and Browne (1991) for a review of international
experience. The effect depends on an asymmetric response by net creditors, who may save rather than spending the increase in income, while net debtors cut expenditure.

123 In this context, Melitz and Bordes (1991) suggest that a monetary policy which allows higher inflation, higher interest rates, and smoothing of interest-rate volatility may be
optimal to reduce bank failures in the wake of financial liberalization. (Higher inflation is assumed to boost bank profitability, given continuing oligopoly in banking, while
lower volatility protects against interest-rate risk.) But their argument relies on the assumption that interest-rate risk is more important to banks than credit risk, which is
questionable, especially given a growing preponderence (even in France) of floating-rate debt. And incresed competition, leading to payment of interest on a wider range of
deposits, reduces the benefit to banks from inflation.



(4) Cyclical Effects on Saving and Investment
Financial fragility may increase the volatility of personal and corporate saving, and hence the amplitude of the
economic cycle. In a recession or period of monetary tightening—or more generally in the case of an unanticipated
shock such as an oil crisis—weakness of balance sheets may require a sharp adjustment in expenditure. Households
may cut consumption as they seek to cover interest obligations, as income falls and/or interest payments rise. They
may also seek to adjust balance sheets as a precaution against the risk of unemployment (e.g. running down consumer
debt). Heavily indebted companies will similarly seek sharp adjustments in expenditure (i.e. employment and
investment)124 in order to cover interest obligations as profits fall. (Cantor (1990) offers US evidence; Young (1992)
discusses the UK situation.)

Both sectors will sharply reduce their demand for borrowing. Such a mechanism will be accelerated if there are
restrictions on availability of further credit to make up for income shortfalls, whether due to lenders' perceptions of
insolvency risk or for reasons endogenous to the financial sector (see the following section). But they can occur solely
as a demandside phenomenon. These effects may be particularly strong during the first recession after financial
liberalization, because the personal saving ratio may be low and the corporate deficit high in the preceding expansion,
owing to the growth in debt as balance sheets adjust (see Ch. 3, Sect. 5). They may also be greater in a system based on
‘control’ rather than on ‘commitment’, as borrowers assume they will not be rescued by their lenders from financing
difficulties and hence adjust more decisively to avoid them.

These effects in turn may cause ‘multiplier’ effects on the economy, as ‘demand externalities’ arising from these
adjustments impinge on other sectors (Cooper and John 1988). Difficulties for macroeconomic policy-makers are
increased by the fact that forecasting models estimated over periods prior to liberalization cannot easily predict
behaviour in the first recession after it.

(5) Effects Operating via the Financial System
An unanticipated increase in defaults associated with the realization of financial fragility has direct effects on the
profitability of creditors, when interest on loans ceases to be paid and principal may not be recoverable.
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the 1980s). In other countries this appears to be more acceptable.



As discussed in Chs. 5–8, in some conditions this may lead to systemic risk for the financial system, including
contagious bank failures and collapse of liquidity in securities markets.

But even short of this, banks may find that provisioning to cover non-performing loans causes problems relating to
their capital adequacy. (Such a pattern may imply risk on loans was mispriced, as otherwise reserves would have been
built up against default.) Weakness in capital adequacy may also arise from stock market declines if, as in Japan,
unrealized gains on banks' securities holdings count towards bank capital. In the case that the authorities set minimum
capital ratios—or given prudent management—such patterns may require balance-sheet expansion to be slowed or
even reversed in order for capital ratios to be maintained (C. Johnson 1991).125 Even the anticipation of a capital
constraint may lead banks to reduce balance-sheet growth, if they prefer to retain a cushion against uncertain future
losses.

The effect of the capital constraint is that credit availability from banks is reduced regardless of borrowers' credit
quality or the interest rate (i.e. the loan-supply curve shifts to the left). Note that capital constraints will have this effect
even if the banking system operates via relationships rather than transactions banking. But the locus of restriction may
differ: banks in the former will presumably strive to sustain its established customers, the latter those currently most
profitable/viable. In addition, since risk weights do not perfectly capture relative credit risks, there will be incentives to
arbitrage by switching assets into lower weighted categories,126 restricting supply of credit to certain borrowers.

Such a pattern requires that securitization of bank assets be difficult or impossible. Also, the equity market must be
closed to banks—as is possible in a recession when markets are unwilling to accept rights issues in general, and may
take a particularly jaundiced view of prospects for banks, as well as for the more structural reasons outlined in Ch. 1,
Sect. 2.

Balance-sheet problems may be accompanied by an increase in risk aversion among bank lending officers, who have
seen their earlier lending decisions fail (Budd 1990). Local managers in branch banks may feel it in their own interests
to overtighten credit criteria, to avoid any bad loans. An additional factor may be increases in flat-rate deposit
insurance premiums—an implicit tax on (safe) banks' profits, to the extent it is not passed on to borrowers.
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125 Note this does not imply capital adequacy is an effective monetary policy instrument, even if a mixture of prudential and monetary control were desirable (it is not, because
any variation in prudential rules for monetary policy purposes is contrary to the stability and predictability required of prudential supervision). In an upturn banks would
find it easier to raise equity, as well as generating retentions, thus rendering control ineffective.

126 Since the Basle risk weights (Ch. 5, Sect. 2) apply 100% to corporate loans and 50% to residential mortgages, users of the former might be penalized at the expense of the
latter.



The situation overall can lead to a reduction in credit supply, operating both via increases in spreads (price rationing)
and more pervasive equilibrium quantity rationing.127 In each of these cases, the impact of credit constraints will be
concentrated on borrowers unable to access securities markets (either directly or via packaged loans). Small- and
medium-sized firms are the obvious examples.128 In addition, capital constraints should bite harder on the economy for
a given level of bad debts and bank profitability, the less developed the securities markets are.

Unanticipated losses on bonds may have similar effects on other debt markets, thus giving rise to the familiar pattern
of higher bond spreads/price rationing in a recession (see Davis 1992a). In addition, if there are externalities from
bank lending to market finance, due to banks' informational advantages a reduction in bank credit may lead to a lower
availability of funds overall. Note that if defaults arising from high leverage are anticipated, this should entail a general
increase in the cost of capital, thus affecting investment and economic performance.

Greenwald and Stiglitz (1986a, b; 1987) have developed a version of the monetary transmission mechanism which
operates via credit rationing. In essence, it is suggested that the factors underlying the observations, first, that
tightening of the monetary stance reduces economic activity,129 and second, that real interest rates vary little130 in such
circumstances, can be explained by appeal to credit rationing. It is assumed that borrowers face credit constraints (by
price or quantity). Further, the monetary authorities can control, via banks' reserves, the ‘working capital’ of the banks,
and hence their willingness to lend. Because of specific information concerning borrowers that banks have acquired,
the cost to borrowers of raising funds from other sources (such as the equity market) will in general be higher than that
of obtaining bank loans. Restricting bank credit may thus increase the marginal cost of funds to previously price-
rationed borrowers, even if the bank does not sharply increase the interest rate it charges. Meanwhile, previously
quantity-rationed borrowers will find their constraints tightened. This pattern may (in a trade-cycle context) reduce
aggregate investment, while in financially fragile states it could help lead to heightened default.

Expanding this approach, and connecting it with the previous section on volatility of saving and investment, Bernanke
and Gertler (1989) suggest that the state of balance sheets (net worth) has an impact on both the upturn and
downturn. This results from a relation between the agency
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128 As noted in Sect. 1, they are also likely to be worst hit by problems with trade credit.
129 The ‘monetarist black box’.
130 The ‘Keynesian’ transmission mechanism.



costs of financing investment via debt and net worth, which arises from mechanisms similar to those for equilibrium
quantity rationing of credit (Ch. 1, Sect. 3). High net worth in the upturn hence boosts investment; low net worth in
the downturn amplifies supply-side financing constraints, by raising the cost of external funds relative to scarce internal
funds, thus enforcing cuts in investment or employment (compare the discussion in Sect. 6 below and in Ch. 5, Sects. 7
and 8). Indeed, exogenous shocks that influence net worth, such as falls in equity prices, may actually precipitate the
downturn in Bernanke and Gertler's framework.

(6) Financial Fragility and Long Term Economic Performance
Recent work in the USA has also suggested that the high levels of gearing may impact on long term levels of
investment. The suggestion (Bernanke and Gertler 1990) is that financially fragile states (i.e. with low levels of
borrower net worth) lead to high agency costs and poor performance in the economy as a whole. Such a situation
might arise when entrepreneurs, who must borrow to finance projects, know more about the success probabilities of
projects they evaluate (at a cost) than do potential lenders. This leads to agency costs in that the entrepreneur has an
incentive to be insufficiently selective in evaluating projects (as outlined above) which are more severe the lower
borrower net worth is, and which raise the cost of finance. This in turn affects the willingness of entrepreneurs to
evaluate projects in the first place. Hence the quantity of investment spending and its quality (expected return) may
both be sensitive to net worth. Note that such a problem can in principle be reduced by closer monitoring, particularly
in the context of relationship banking (commitment). An additional point may be that to the extent that banks are
enfeebled by financial fragility, their key clients, small and medium firms, will face expensive or volatile credit. If, as is
commonly believed, such firms are crucial to growth, this may impact on long-term performance.

(7) Volatility of Asset Prices
As noted in Ch. 3, Sect. 5, high levels of credit expansion to the personal sector have tended to coincide with rapid
increases in house prices, while a slowdown in such lending often leaves prices vulnerable to decline, thus heightening
fragility. Indeed, sharp falls in asset prices, which drive nominal asset values below the nominal quantity of outstanding
loans, increase the incentive to default on interest and principal, leaving the lenders to dispose of the security. In turn,
disposal of defaulting borrowers' security by lenders (such as repossessed houses) can aggravate
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a downward spiral in asset prices; or if lenders retain the security, an ‘overhang’ of such properties may weaken the
market. The difficulties feed back on to the lenders, who will need to increase provisions against losses on such assets,
and may tighten loan standards (compare Sect. 5 above, and the discussion in R. Johnson (1991), who calls this
phenomenon a ‘credit crumble’).

Such arguments regarding asset prices can be made more generally, particularly for prices of commercial property,
where supply is relatively inelastic in the short run, and corporate bankruptcies, leaving further unoccupied space, may
aggravate excess supply arising from earlier overbuilding. It applies to a lesser extent for equities; but there is a
contrast. With financial assets such as equities, price declines may occur relatively rapidly. Given the tendency of sellers
of property to hold out for unrealistic prices, thus drying up liquidity, adjustment in such markets can take a protracted
period. The general point remains, however, that an economy subject to high ‘disequilibrium’ gearing may be subject to
increased volatility in asset prices. As well as causing fragility, this may discourage investment, given the implied
increase in risk (e.g. for construction).

(8) Bank Insolvency
It is both relevant and appropriate to continue with a brief discussion of individual bank failure, as it provides a further
implication of fragility as well as a link between the main sections of the book. Individual banks may get into difficulties
due to financial fragility in the non-financial sector, without necessarily leading to the contagious runs and systemic risk
discussed in Chs. 5–8. The USA has had the most experience of such failures, with over 1,000 banks failing over
1981–9, although this must be seen in the context of a banking structure with 12,500 institutions in 1990. Such failures
have been most marked in the South-West and North-East that suffered economic downturns following booms
(featuring extensive property development) in the 1980s. (See Tannenwald (1991) for an evaluation of the New
England crisis.) Effects on banks were probably aggravated by restrictions on interstate banking, which tend to impede
US banks from geographical diversification. High costs of funds, as banks faced disintermediation by money-market
mutual funds, and loss of credit quality after the debt crisis, as well as increased regulatory ‘insurance’ (a higher
threshold for deposit insurance) also accompanied these difficulties.

Nevertheless, as noted by Pantalone and Platt (1987), bad management, resulting in excessive risk-taking (as indicated
by patterns of leverage or risk concentration), inadequate systems, and poor performance remain the best predictors of
bank failures. Competition appeared
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to have changed the level but not the pattern of failure; banks with poor management that in the past would get by
‘can no longer maintain an adequate return, and turn to risky alternatives or are embroiled in embezzlement and fraud,
that does rapid damage with today's narrower profit margins’ (ibid.: 45). In contrast, measures of a region's economic
performance were not good predictors of failure in 1–2 years, because many of the loans going into default following
regional depressions were made during periods of prosperity, featuring excessive speculation and inadequate
diversification. Most banks survive downturns; the ones failing have often already taken excessive risks that made
them vulnerable to adverse conditions. The US Comptroller of the Currency (1988), in a study that generated similar
results, suggested the implication was that traditional bank examination, focusing on ‘Camel’ (capital, assets,
management, earnings, and liquidity), was the best way to prevent failure. Only in 7 per cent of a sample of 171 failed
banks were economic factors the sole determinants.131

As noted, the US experience of bank failure is not shared by the other countries studied. But if, as suggested by
Frankel and Montgomery (1991), the principal reason for this is the geographical diversification, as well as size, of
banks in other countries (reducing exposure to local risk), then the losses made due to bad loans may still be sizeable,
but offset by good loans elsewhere in the same bank. This suggests that only if the costs of bank failure are high is
‘national’ banking preferable.132 However, the discussion in Ch. 2 of costs of bankruptcy, as well as theories of
intermediation in Ch. 1, suggest they will be high, especially where private and idiosyncratic information and close
long-term banking relationships are important (e.g. for small- and medium-sized firms). Only if there is little private
information and largely ‘transactions based’ banking (e.g. for domestic mortgages) could such losses be minor. One
indicator of this difference is the ability to securitize such claims.

It is important to add that the ‘Camel’ list noted above emphasises the broader classification of potential difficulties for
banks than the credit risk focused on in this section. In particular, most banking texts also emphasise liquidity risk
(inability to obtain funding for current obligations) and interest-rate risk (risk of loss from changes in the value of assets
or liabilities of different maturities or durations, associated with changes in the overall level of interest rates).133 For
investment banks, and for
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commercial banks allowed to trade securities, there may also be market risk, i.e. that the value of marketable securities
will change while the investor is holding a position in them. Note that most of these risks are systematic, or non-
diversifiable to the bank (although some can be hedged). These other risks are emphasized in some of the episodes of
systemic risk discussed in Chs. 5–8.

(9) Financial Fragility: A Case-Study
A number of the episodes discussed in the remainder of the book are examples of the syndromes outlined above,
albeit linked to instability in the financial sector more generally; Norway and Australia in recent years are good
examples (Ch. 8). However, there have also been a number of instances of fragility that have not had these broader
consequences. As discussed in Ch. 2, the Canadian recession of 1981–2 had severe consequences for the wider
economy, aggravated by overextended balance sheets, but was not accompanied by systemic risk (though the failure of
the Western banks in 1985 (Ch. 8) can be traced back to it). The USA in 1989–91 showed signs of financial fragility, as
foreshadowed in the analyses of Chs. 2 and 3 (see e.g. Bernanke and Lown 1991; R. Johnson 1991); the caution of the
authorities in not provoking a recession via tight macro-economic policy was publicly admitted to relate partly to fear
of the consequences of fragility. There were also increased defaults in Japan during 1990–1, despite continuing
economic growth, largely due to falling land and share prices after monetary policy was tightened. Problems for banks
of non-performing loans were aggravated by pressure on interest margins due to deregulation and capital adequacy
problems arising from stock market declines (Sect. 5).

The example which we explore at greater length, however, is the UK in 1990/1.134 The analysis uses publicly available
data only, and draws particularly on the information set out in Joyce and Lomax (1991; see also Sargent 1990). During
the late 1980s, the UK economy grew rapidly, with both inflation and imports increasing sharply. The boom was
accompanied by rising gearing in both the household and company sectors, as shown in Chs. 2 and 3, and strongly
rising asset prices, notably in residential and commercial property. The authorities raised interest rates sharply over
1988–9 to cool the boom and bear down on inflation, as well as to protect the exchange rate. The economy responded
slowly to the tightening; real GDP did not decline until the third quarter of 1990, while house prices continued to
increase until the third quarter of 1989, company-sector borrowing remained high until the end of 1990, and the
personal sector continued to borrow heavily until mid-1990.
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Although some of the consequences of the recession which ensued, such as increased loan defaults, business failures,
and rising unemployment, are common to any downturn, some aspects of behaviour were particularly reminiscent of
the mechanisms described above. This is apparent in comparing the 1990–1 recession with that of 1981 (see Joyce and
Lomax 1991). The earlier recession was particularly deep in the UK, as the exchange rate became overvalued due to
monetary tightening and the rise of oil exports, but it was not preceded by rapid increases in leverage of the private
sector. Hence, for example, the business failure rate in 1991 was twice as high as in 1981, and at 2.3 per cent stood
considerably higher than at any time over 1966–90 (Chart 2.12). This can be attributed to a number of factors, but
notably the higher gearing of companies at the outset of the 1990–1 recession (Charts 2.1–2.11). Among the further
mechanisms of fragility, one can highlight the following.

(A) Effects on other Companies
Although the linkage cannot easily be proven statistically, it seems likely that the high business failure rate in turn had
consequences for related companies in the way outlined. In addition, slow payment of trade credit was widely cited as a
cause of failure, with large firms effectively transferring their straitened circumstances to smaller suppliers via slow
payment. Finally, failures in sectors such as property have worsened prospects for remaining firms, although banks,
aware of the problem, have sought to avoid realizing their security at excessively low prices.

(B) Effects on Public Expenditure
As regards social-security payments, higher payments were made to the unemployed in respect of mortgage interest135
than was the case in the earlier recession (though the rise in unemployment per se was comparable). Mortgage
foreclosures, at a record 75,500 (0.8%) in 1991, imposed a further burden on the state, to the extent that individuals
needed rehousing.

(C) Effects on Economic Policy
The slow response of the economy to monetary tightening, but the sizeable long-term impact, is consistent with the
views of monetary transmission after financial liberalization outlined in Sect. 3. As regards the further policy response,
there is no evidence that the UK com promised the thrust of its macroeconomic policy to allow unduly for the
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effects of financial fragility—at least up to the time of writing, the commitment to hold sterling in the ERM band has
been overriding. This should in turn have the beneficial consequence of retarding any recurrence of the syndrome of
overborrowing.

(D) Cyclical Effects on Saving and Investment
There was a parallel retrenchment by both the household and corporate sectors, which has been apparent for the
former in a sharp increase in the saving ratio; for the latter in reduced investment, employment, stock-building, and
dividend payments; and for both a marked reduction in borrowing (although the corporate sector found it difficult to
reduce its financial deficit, which had reached historically unprecedented levels at the end of the preceding boom).
Such a reaction probably made the recession deeper than it would have been in the absence of highly geared balance
sheets.

(E) Effects Operating via the Financial System
Given the rapid slowdown in credit expansion (for example, domestic bank lending growth fell from 34 per cent in
1989 to 6 per cent in 1991), there was a great deal of discussion of a possible ‘credit crunch’, or sharp reduction in the
supply/increase in the cost of credit (Budd 1990 offers a balanced analysis). Evidence for this was, however, weaker
than for a sharp reduction in demand for credit, for the reasons detailed above. Despite sizeable loan losses,
necessitating provisioning of around 1.5 per cent of domestic assets in 1991, the large banks retained Basle risk-
adjusted capital ratios of above 8 per cent, so did not have to contract their balance sheets. However, there was clearly
an increase in margins and perhaps also in the cost of credit, especially for small companies. In addition, there was a
reduction of capacity in the banking sector as US and Japanese banks, themselves affected by capital constraints, partly
withdrew from the market.

(F) Volatility of Asset Prices
The 1991 recession was accompanied by unprecedented falls in nominal house prices (3 per cent in 1990, 1 per cent in
1991) as well as considerable declines in commercial property prices (11 per cent in 1990, 10 per cent in 1991). The
national average fall in house prices also masked much larger regional declines, notably in the South-East. In contrast,
although real house prices fell in 1981 too, nominal prices did not, in a context of rapid inflation. Because of high
loan/value ratios in earlier years, of up to 100 per cent, a significant proportion of mortgage foreclosures were cases
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where property prices were below the value of the outstanding loan (‘negative equity’). This pattern entailed sizeable
loan losses for mortgage lenders themselves, and also for insurance companies which would often insure the ‘top-slice’
of a high-leverage loan. There were also fears that sale of repossessed houses would put further downward pressure on
house prices. Meanwhile, difficulties in commercial property, arising both from the recession itself and the preceding
boom in construction, entailed marked losses for the banking sector, that necessitated provisioning.

(G) Bank Insolvency
While there were no cases of ‘core’ institutions being threatened by failure, there were some difficulties among small
banks, which in turn led to heightened caution among depositors and lenders in wholesale markets. Several building
societies had to be merged with larger institutions when loan losses resulting from earlier imprudent lending cast their
liquidity or solvency into question.

Conclusions
This section has outlined a number of ways in which failures in the corporate or household sector—the primary
manifestation of financial fragility—can impinge directly on the wider economy, without the occurrence of widespread
bank failures and financial crises. Evidence for the UK, as well as that for Canada, Australia, and Norway elsewhere in
this volume, Japan, and the USA in the references quoted, shows the potential importance of these mechanisms.

Given that these difficulties arise from externalities in debt markets (agents choosing their gearing do not take
macroeconomic implications into account), there would seem to be a role for public policy. Specific policy implications
arising from fragility in the corporate and personal sectors were given in the conclusions to Chs. 2 and 3. In each case
preventative policies are distinguished from means to mitigate consequences once it has arisen. Some overall points
can also be made. Generally, in order to prevent fragility from arising, there may be a need for at least fiscal equality
between debt and other forms of finance. Second, given that overborrowing was often encouraged by perceptions of
low real interest rates in the context of inflation, a rigorous anti-inflation macroeconomic policy is further justified.
Moreover, since rising asset prices often encouraged a further spiral of borrowing, policy-tightening to counteract such
an increase, even at a low level of general inflation, may be justified. Third, given the danger that borrowers
(particularly
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households) may not understand the risks involved, various incentives to improve information would seem to be
justified.

In order to offset fragility's consequences, adequate prudential supervision of financial institutions is crucial. However, as
noted, the appropriate macroeconomic policy response to fragility is more problematic. It was suggested above that
given overgearing, use of monetary policy to avoid a recession was undesirable, as it might lead to moral hazard, with
‘validation’ of high leverage. But once a recession does occur, the arguments are more evenly balanced. It is at least
evident that automatic stabilizers of fiscal policy should be allowed to operate. There are incentives also to use
monetary expansion to boost the economy via depreciation and lower interest rates. But this may only resolve the
fragility problem by leading to inflation, reducing the real value of debt, and again generating moral hazard. There are
hence arguments for accepting a period of sluggish growth as balance sheets adjust, to avoid the need to reconquer
inflation and to counteract moral hazard. That said, the authorities must stand ready for appropriate action if real
interest rates become too high, or if financial fragility rapidly degenerates into financial crisis and ‘debt-deflation’ (Ch.
5, Sect. 3), as occurred in the Great Depression (Ch. 8). Such action might need to include both monetary and fiscal
expansion. These comments suggest that authorities need to tread a fine line in judging the current state of the
economy during such recessions.

It is suggested that the patterns described form a particularly fruitful area for further research, both at a theoretical and
empirical level. In particular, a greater focus is needed on household indebtedness as a trigger for fragility, and not
merely corporate debt, as prevails in the US literature on these matters. Transnational experience (e.g. in Canada, Japan,
Norway, Australia, the USA, and the UK) could also be compared and contrasted in more detail. Third, it would be
useful to estimate equilibrium gearing ratios, to enable one to assess the amount of adjustment in saving/expenditure
that would be needed to reach them.

In the next four chapters the book turns to the issue of systemic risk in financial markets, in which one aim is to assess
the nature of the link with financial fragility. In addition, it should be noted that some of the theories relating to
financial crisis outlined in Chs. 5 and 7 cast further light on the mechanisms generating financial fragility itself. For
example, they suggest that high and volatile inflation may predispose an economy to overindebtedness in an
inflationary upturn, and overtightening of credit in a deflationary downturn (Ch. 5, Sect. 4); that financial fragility in the
context of falling prices (debt deflation) may lead the economy into a severe downward spiral (Ch. 5, Sect. 3); that a
form of ‘disaster myopia’ on the part of financial intermediaries may help to explain overlending (Ch. 5, Sect. 7); that
rising interest rates may have a severe impact on
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credit availability via asymmetric information and agency costs (Ch. 5, Sect. 8); and that increased competition and new
entry in credit markets may lead to heightened risk-taking, even if the probability of ‘disasters’ is correctly gauged
(Ch. 7).

Appendix: Public Debt and Financial Fragility
This volume quite deliberately avoids a detailed assessment of issues relating to public debt; in advanced countries at
least, the direct linkage to financial fragility is absent, for the government can always tax or print money to repay debts
incurred in its own currency.136 However, it is worth noting in passing some of the more indirect ways in which changes
in public borrowing can cause difficulties for other sectors.

(I) Interest Rates
If an increase in public-sector debt drives up real long-term interest rates (whether due to effects on the balance of
investors' portfolios or their fears of monetization), then other borrowers may find themselves priced out of long-term
bond markets. This will in turn make them more dependent on volatile shorter term sources of funds, whose interest
rates will themselves be strongly affected by any monetary tightening the authorities may need to apply, and/or credit
rationing by banks.

(II) Exchange Rates
Rises in public debt may in the ‘large country case’ lead to a sharp appreciation of the exchange rate, as was seen in the
US in the early 1980s. Such an appreciation amounts to a monetary tightening, and may cause increased fragility,
particularly for exporting industries.

(III) Tax
To the extent that agents do not foresee effects of current government borrowing on future taxes, and leverage
themselves during the boom that may follow a fiscal expansion, they may find that increased taxation to repay the
public debt impinges on their cash flow at the time it is most needed to pay interest on their private debt.
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(IV) Foreign Currency Debt
In the case of ldcs, as discussed in Chs. 6 and 7, debt was incurred in US dollars (largely) by the public sector. The
adjustment needed to repay the debt had deleterious effects on the private sector; economies had to be geared to
exports and run at a lower growth rate to generate foreign currency to repay debt. Also, if the authorities defaulted on
international debt, the private sector would probably find itself also excluded from credit, whatever its own reputation
in the international markets.

(V) Automatic Stabilisers
High levels of government indebtedness and structural budget deficits may reduce the ability of the government to run
a higher deficit during recessions, thus stabilizing the economy—particularly if it fears the reactions of foreign
investors to such behaviour. In cases of moderate indebtedness, the government may hesitate to carry out
discretionary loosening of fiscal policy, and in severe cases it may need to offset the automatic stabilizers
(unemployment benefit etc.). The increase in size of such automatic stabilizers (as well as the financial-sector safety net,
discussed in Chs. 5–8), is a key reason why fragility and instability have not generated deep recessions since the Second
World War (Summers 1991).

(VI) Fiscal and Monetary Policy
To the extent that a lax fiscal policy makes it difficult to stabilize the economy via further fiscal expansion or
contraction, the whole burden of stabilization is likely to fall on monetary policy. Interest rates may need to be more
volatile than otherwise, heightening tendencies to overleveraging and inflation when expansion is needed, and
provoking default and the risk of financial instability (Ch. 5) when tightening is required.
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5 The Economic Theory of Systemic Risk

Turning from financial fragility to systemic risk, the next two chapters seek to make an initial137 assessment of the
causes, nature, and consequences of instability in contemporary financial markets, by means of an examination of the
features of six recent periods of financial disorder, in the light of the various theoretical approaches to financial crisis
that have been proposed in the literature. To what extent did financial instability follow directly from financial fragility
in the non-financial sectors, with defaults by companies or households progressively weakening the balance sheets of
financial institutions? Or were risks other than credit risk primarily responsible? Were the periods of financial instability
‘unique events’ or can common features be discerned? How well do the predictions of the theoretical paradigms fit the
actual data? This chapter provides the theoretical background, while Ch. 6 offers an empirical assessment.

Before commencing, it is appropriate to clarify terms. ‘Systemic risk’, ‘disorder’, or ‘instability’ are used to describe a
disturbance in financial markets which entails unanticipated changes in prices and quantities in credit or asset markets,
which lead to a danger of failure of financial firms, and which in turn threatens to spread so as to disrupt the payments
mechanism and capacity of the financial system to allocate capital.138 Such patterns should be distinguished from
turning-points in the trade cycle (though they may sometimes coincide); equally the theories of the monetary
transmission mechanism (see Miles and Wilcox 1989; Goodhart 1989) have many parallels with theories of financial
disorder, but should none the less be seen as distinct (Ch. 4). It should be noted that use in the title139 of the term
systemic risk rather than crisis to cover the events of the past two decades is deliberate, and attempts to contrast these
events which, though serious, did not lead in themselves to macroeconomic depressions, widespread financial collapse,
and dysfunction of the payments mechanism, with prewar crises that did entail such results (see Ch. 8 for an
assessment of certain true crises). In this the book follows Schwartz (1986)

137 Ch. 7 outlines a possible alternative approach based on industrial-organization theory.
138 It is of course a matter of judgement whether particular instances give rise to systemic risk. There is room for argument whether some of the events discussed in Chs. 6–8

were not of importance to the financial sector as a whole—or, alternatively, whether those noted in Chs. 2–4 may have threatened the financial as well as the non-financial
sectors.

139 In the text we use terms more loosely for the sake of brevity.



who described recent events as ‘pseudo financial crises’, although it disagrees with her conclusion that all such pseudo
crises were matters of little import.

The chapter now outlines the principal theoretical approaches to financial crisis. The first two introductory sections
cover, respectively, the concept of contagious runs on financial institutions and markets, and the aspects of financial
regulation which seek to protect against such events. We then assess two ‘traditional’ views of financial crisis, which
attempt to explain exclusively the totality of financial crises, namely the financial fragility and monetarist approaches.
These are followed by five more recent paradigms which seek to clarify the mechanisms involved in crises, namely
rational expectations, uncertainty, credit rationing, asymmetric information/agency costs, and aspects of the dynamics
of dealership markets.

(1) Bank Runs
It is essential to begin with a discussion of contagious runs, since they are the principal identifying factor for crises. In
terms of the classification of risks to banks set out in Ch. 4, Sect. 8, the focus here is on liquidity risk—inability to
obtain funding to finance operations—though it may be linked to interest-rate and credit risk. Although most of the
analysis covers banks, it is suggested that the concepts can also be applied to other financial institutions and even
securities markets.

The question why banks are often vulnerable to runs and panics, particularly in the absence of a safety net of deposit
insurance or lender-of-last-resort facilities,140 has been addressed rigorously by Diamond and Dybvig (1983). By
pooling risk, banks are able to provide liquidity insurance to risk-averse consumers facing private liquidity risks
(i.e. they do not know when they will require liquidity, but prefer the higher returns associated with long-term
investment to hoarding cash). In other words, banks offer the possibility of early redemption of deposits at a fixed rate;
they offer returns superior to hoarding cash, as funds are on-loaned for fixed investment projects, but returns are
below those on illiquid direct investment, reflecting the ‘insurance’ provided. This pattern is held to imply that banks
provide ‘optimal risk-sharing’. Meanwhile, reflecting the preferences of borrowers carrying out the long-term
investment projects, banks' assets are long-term and illiquid, except for a small liquid proportion to meet normal
demand for withdrawals;141 hence banks engage in maturity transformation.
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In this context, the risk-sharing deposit contract may give an incentive for panic runs by depositors, even if the bank is
solvent; this is because of the ‘first come first served’142 process whereby claims are distributed to depositors. Until the
bank declares closure it must meet withdrawals on demand. But once the run exhausts liquid assets, it must close on
liquidity grounds; and its ability to borrow liquidity in normal circumstances is at most equal to the value of capital.
Once the latter is exhausted, the bank is likely to be insolvent, due to the need to dispose of illiquid assets at ‘distress’
prices. After closure, depositors join a pool of creditors who may or may not be met in full (implicitly, depositors face
variation in the effective seniority of their claim). Therefore, there is an incentive to be first in the queue, and the risk
that others may withdraw can cause a panic regardless of the underlying financial position of the bank.

Such runs can, according to Diamond and Dybvig, be provoked by any event, however extraneous, but including runs
on or insolvency of other banks. Such an effect might be particularly potent for banks which are creditors of the bank
in distress. Runs are also likely when the equity of banks is a small proportion of balance-sheet totals, as depositors'
fears of moral hazard increase, assuming managers' actions cannot be perfectly monitored (L. J. White 1989). And,
more generally, in the presence of asymmetric information, which arises from banks' creation of non-marketable
assets, runs may be triggered by any event that makes depositors change their beliefs about banks' riskiness. These143

might include leading indicators of recession, or a decline in net worth of a particular class of borrowers. Runs may be
particularly likely when such bad news follows a period of rapid growth in credit, when the leverage of banks and
borrowers is most extended (‘bad news and high leverage’, see Calomiris and Gorton 1991). It may also involve failure
of other, particularly large, institutions where there is a suspicion that balance sheets are similarly weak and
undiversified. Again, the non-marketable nature of bank assets means a bank cannot easily prove otherwise. Payments
system failure may provoke runs on banks unable to settle their accounts. Finally, outstanding contingent guarantees
that banks may issue (e.g. back-up lines of credit) may aggravate effects of liquidity problems, since beneficiaries may
exercise their claims at the same time as banks are in difficulty.

Runs can lead to economic disruption in various ways. To the extent that these are externalities, the bank concerned
does not take them into
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account in its own portfolio decisions, and they thus constitute an a priori basis for public intervention. First, there is
interruption of production as banks call loans, hence assets are prematurely liquidated, while optimal risk-sharing is
disturbed. Such effects are particularly severe for those agents in the non-financial sector who have relationships with
failing banks, and/or can only obtain credit from banks due to the latter's unique role as monitors and evaluators of
loan contracts (i.e. those lacking reputation or too small to pay the fixed costs of capital market issue, as discussed in
Chs. 1–3). The effects are of course magnified if failure provokes contagion to other banks or more generalized panics.
As noted, contagious runs on banks may be provoked by any failure, because when there is uncertainty over the value
of non-marketable assets (i.e. loans)144 public perception of the health of the system is influenced by failures at
individual banks.145

Effects of bank failures are further aggravated if there is also closure of securities markets, as then even agents having
alternative sources of debt finance may find those sources closed. Meanwhile, as banks contract credit, the money
supply may fall and real interest rates rise, thus discouraging spending and increasing pressure on fragile borrowers. In
the extreme case of a flight to cash, the banking reserve base will contract, threatening further contraction of bank
assets unless Central Banks intervene (see Sect. 4). Widespread bank failure is also likely to disrupt the payments
mechanism (Corrigan 1987; Folkerts-Landau 1991). In a striking experiment, Humphrey (1986) showed that the
failure of a major US bank might leave up to 50 banks with net settlement obligations at the end of the day in excess of
their capital. Repetition of the experiment on a different day gave similar results for a comparable number of different
banks, showing the unpredictable nature of this risk.

All of these costs are additional to costs that may arise in any bankruptcy, as outlined in Ch. 2 (such as costs of
reorganization and social losses from breaking up unique bundles of assets).

As discussed in Sect. 2, the way to counteract runs and panics is for the authorities to provide a ‘safety net’ such as
deposit insurance or lender-of-last-resort facilities, to remove fear of loss on the part of depositors, while enforcing
capital adequacy standards and direct controls on risk-taking to
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145 Indeed, some authors would go further and suggest that panics are a rational means for depositors to ensure adequate monitoring, in that they force banks to resolve
asymmetric information by collective action among themselves (i.e. monitoring each other and closing the insolvent). See the discussion in Calomiris and Gorton (1991).
However, this argument abstracts from the superior solution of establishing a Central Bank (Goodhart 1987), with which banks will share information with greater
confidence than with each other, and whose fulfilment of this role may promote market confidence more generally.



avoid exploitation of the subsidy that such (mispriced) insurance provides.146 An important additional factor in
protecting the wider economy from financial disruption is the automatic stabilizer: government expenditure rises
relative to tax revenue in a downturn.

It is suggested that the Diamond and Dybvig (1983) paradigm, although most closely related to commercial banks, can
also apply to investment banks or non-financial companies, to the extent that they rely on short-term financing, have a
mismatch between assets and liabilities, and that there is imperfect information about the quality of their assets.
Suppliers of short-term credit may ‘run’ from such institutions when rollover is due.147 Moreover, although the
paradigm focuses on retail depositors (and hence recommends deposit insurance), it is equally if not more applicable to
wholesale depositors who lack such protection. In theory, if information about bank-specific risks is perfect, such a run
could not generalize in a wholesale market (such as that for certificates of deposit) where bank debt is traded, as risk
would be correctly priced (Gorton 1991). But experience suggests that markets discriminate imperfectly among banks,
and/or apply quantity rather than price rationing of credit in cases of heightened risk (see the discussion in Ch. 6,
Sect. 1). Finally, following the corporate finance theory of Chs. 1 and 2, runs are more likely when there are many than
when there are few creditors; the latter can avoid free riders—and are also less likely to escape with their assets intact.

‘Runs’ may generalize further to securities markets. Some discussion of market crashes is given below under the
paradigms of rational expectations (Sect. 5) and of dealer market behaviour (Sect. 9). But, as suggested by Bingham
(1991a), one can also see them in terms of Diamond and Dybvig (1983) runs from a market. A liquid asset market can
be seen as providing optimal risk-sharing from the security holder's point of view. Such liquidity depends on all other
holders not seeking to realize their assets at the same time. If doubt arises over the future liquidity of the market, it is
rational to sell first, before the disequilibrium between sellers and buyers becomes too great, and market failure
supervenes. Such losses of liquidity, especially in short-term debt markets, may have externalities similar to bank
failures, e.g. if there is a class of creditor raising funds in such markets which does not have a clear alternative source of
short-term funding. Bingham suggests a number of ways to sustain systemic stability in this sense, discussed in the
conclusions to Ch. 6.

THE ECONOMIC THEORY OF SYSTEMIC RISK 121

146 As discussed below, if deposit insurance is mispriced, due to inability of insurers to gauge the risk of individual banks, it provides a subsidy to equity holders, which is
positively related to leverage and portfolio risk (Osterberg 1990).
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(2) Financial Regulation Against Systemic Risk
It is appropriate at this point to add a few relevant details regarding the regulation of financial markets as a protection
against systemic risk. The discussion of regulation does not aim to be comprehensive; those interested are referred to
texts such as Baltensperger and Dermine (1987), Miles (1988), Goodhart (1989), Gardener (1986), and Franks and
Mayer (1989, 1990). Those familiar with the issues should pass on to the next section.

Financial regulation has two main objectives, protection of retail investors and protection against systemic risk,
although there is some overlap (subsidiary motives include concern for monetary control and to maintain adequate
levels of competition). The need for investor protection arises from information asymmetry, particularly those between
retail clients and financial intermediaries, given the fact that such transactions are often one-off (e.g. buying a life
insurance policy) and involve a large proportion of wealth. Systemic risk arises from the tendency for failure of one
financial intermediary to generalize to the system as a whole, as outlined above. Note that a form of information
asymmetry is also at the root of this problem, in that ‘runs’ can occur for solvent institutions, leading them to collapse
from lack of liquidity, when investors lack information about performance of their assets, as is a normal feature of
banks holding non-marketable loans on their books. Retail investors may be particularly vulnerable in this context, as
they may lack the information that runs are under way until it is too late. They may also lack the information to make
an ex-ante judgement on the safety of a bank. (The corollary is that increasing disclosure of information may reduce
the risk of runs.)

The implication of Diamond and Dybvig (1983) in a world without regulation is that banks would frequently be
subject to runs, and systemic collapses would also occur at regular intervals. Banks would need to hold large amounts
of capital to generate confidence, with deleterious effects on the cost of intermediation. (Reputations, a club of banks,
or evidence of diversification might also be used to this end.) This is indeed the picture of the USA in the late
nineteenth century that can be derived from Friedman and Schwartz (1963) and Mishkin (1991), with the caveat that
suspension of convertability by banks acting together would often nip a crisis in the bud. (The cost of expectations of
this policy was that depositors would demand higher returns on bank liabilities.)

There are several lines of defence against systemic risk.148 First, there are forms of public insurance of bank liabilities,
namely the lender-of-last-resort and deposit insurance (‘the safety net’). Second, there are
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times to provoke systemic risk if it fails to adapt to changes in fundamentals.



forms of protection against bank failure which regulators can apply, implicitly providing protection for the insurer,
namely capital requirements, direct controls on assets, checks on bank management, and on liquidity. We deal briefly
with each in turn.

The lender of last resort can be defined in various ways; our preferred definition is of an institution, usually the Central
Bank, which has the ability to produce at its discretion currency or ‘high powered money’ to support institutions facing
liquidity difficulties;149 to create enough base money to offset public desire to switch into money during a crisis; and to
delay legal insolvency of an institution, preventing ‘fire sales’ and calling of loans.150 The function may thus operate
either via maintenance of liquidity in the system as a whole, or via help to individual banks (where the latter implicitly
assumes that the authorities have a better judgement of the solvency of individual banks than the market has). An
essential feature is that its operation should be uncertain for any particular institution in difficulties—the lender must
decide whether systemic risk threatens on a case-by-case basis. Otherwise the lender is effectively a backup for any
forms of risk-taking in the financial sector—depositors have no reason to monitor banks' risks—generating severe
agency costs. Banks would then operate with less liquidity and capital than they would otherwise. A counterargument
to such discretion is that, given the residual risk that banks will not be granted assistance, the possibility of contagious
runs remains. And markets are in any case likely to assume that large banks are likely to be granted assistance, thus
reducing incentives to monitor. In some cases, especially with a cohesive and oligopolistic banking system, banks
themselves can proxy the lender of last resort (usually under the leadership of the Central Bank) by taking over failing
banks or providing loans to troubled institutions. This may become more difficult to organize as competition and new
entry increases.

Deposit insurance, as its name implies, provides a guarantee that certain types of bank liability are convertible into cash,
thus removing the
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Note that rescues can be performed using taxpayers' money as well as via creation of high-powered money.

150 The most celebrated reference on the lender of last resort is Bagehot (1873), who recommended Central Banks to ‘lend freely to solvent banks only at a penalty rate’ to
defuse a crisis. Modern variants (see the discussion in Guttentag and Herring 1987) tend to avoid the latter prescription, as a penalty rate might exacerbate the crisis, while
the distinction between illiquid and insolvent institutions often proves difficult to make in the heat of the moment. Moreover, rapid closure of insolvent banks may wreak
havoc in the payments system (see the discussion of Herstatt in Ch. 6). If the authorities save banks that prove to be insolvent, they face further difficulties in disposing of
the assets of insolvent banks—a major problem in the resolution of the US thrifts crisis (Kindleberger 1991). Difficulties of selling assets rapidly also make the concept of
solvency ambiguous, when a bank's solvency may depend on how rapidly its assets are disposed of (Summers 1991).



incentive for ‘runs’ on solvent banks by uninformed depositors. To avoid insuring all of the system (including
wholesale depositors who should not suffer from severe information asymmetries), there are usually limits to coverage.
But difficulties may arise; for example, in the case of large banks judged ‘too big to fail’, all depositors may be paid off;
unlike the lender of last resort, deposit insurance cannot be used at the regulator's discretion, which thus generates
agency problems; and workable means of relating premiums to risk, and thus preventing an implicit subsidy to
shareholders, have proved difficult to devise—instead there are flat fees related to the size of balance sheets (see, e.g.
Kane 1986; Baltensperger and Dermine 1987; Acharya and Udell 1992). All of these may lead to severe moral-hazard
problems; a response in most countries (but not the USA or Italy) has been to restrict deposit insurance coverage
severely, so it effectively only becomes a partial protection for small retail depositors. This induces a degree of
monitoring and market discipline by wholesale depositors (although, as discussed in Ch. 6, Sect. 1, the effectiveness of
such monitoring is limited, especially given imperfect information).

Note that both the lender of last resort and deposit insurance are assumed to be publicly provided, or at least co-
ordinated, by the public sector. The difficulty of private provision rests on the inability of insurers to provide sufficient
reserves to offer unconditional guarantees for the financial system as a whole, as well as on the difficulty of assessing
the riskiness of banks' portfolios. Since the public sector has the power to tax and to create money, it can offer
unconditional guarantees, at least for nominal amounts.151

A system in which the lender of last resort and/or flat-rate deposit insurance operate as the sole forms of protection
against systemic risk, would be vulnerable to excessive risk-taking by banks, imposing heavy burdens on the regulator.
Such tendencies may be particularly marked in the absense of ‘structural regulation’ limiting competition (Ch. 1,
Sect. 5). Capital requirements and other types of prudential supervision seek to avoid these difficulties.

Capital regulations, which require a minimum ratio of shareholders' funds to liabilities or assets, can be seen as means of
shifting the risks insured by the ‘safety net’ back to shareholders, who are the first to bear losses incurred by the bank.
(As shown by Merton (1977), the value of flat-rate deposit insurance is increasing in asset risk and decreasing in bank
capital.) There are strong parallels with the theories of debt and corporate finance developed in Chs. 2 and 3. A low
capital ratio, in other words high leverage, increases the probability of bankruptcy and raises agency costs for debt
holders (in this case proxied by the lender of last resort/deposit insurer). A higher proportion of equity can reduce
these risks. Note, however, that shareholders' capital is not the first line of
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defence for a bank against defaults by borrowers. Correct pricing of risk,152 backed by adequate diversification,
screening, and monitoring, should ensure that capital resources are never called upon. Theories of financial crisis
discussed in the following sections show how risk pricing may go awry.

Capital requirements can be related to the riskiness of banks' asset portfolios. This can be seen as a means of offsetting
the mispricing of the safety net, by implicitly raising the premium on risky portfolios, as well as giving incentives for
banks to price risk correctly. However, for this to be accurate, the authorities must correctly assess risk. This approach
is the basis of the Basle capital adequacy agreement, which imposes internationally agreed weights on different types of risk,
including off-balance-sheet risks, and requires that banks in countries subscribing to the agreement should maintain a
ratio of 8 per cent capital to risk-weighted assets. The motivation for the agreement is to ensure both financial stability
and competitive equality.153

Criticisms of Basle (see Hall 1988; McKenzie and Thomas 1988), have focused on features such as the following.

• The risk weights are crude, being e.g. the same for all non-financial companies, regardless of size and leverage.
• The rules cannot vary over time in response to known events such as oil shocks, or between countries to

reflect the structure (e.g. risk sharing) and behaviour (e.g. interest-rate volatility) of financial systems. Yet all of
these may affect the variability and correlation of rates of return on assets.

• If capital regulations force banks to hold more than their desired share of capital, they may give incentives to
maximize risk within each category (e.g. private sector loans, mortgage loans) so as to maximize return subject
to the constraint, especially given lack of risk related deposit insurance premiums.

• No account is taken of covariances between risks, indeed the requirement is the same for a single loan to a
risky borrower, as for a globally diversified portfolio to borrowers in the same risk class. Hence the distinction
between systematic and unsystematic risk (Ch. 1, Sect. 3a) is ignored. See also Schaefer (1987).

• Funding risk, e.g. the proportion of volatile wholesale deposits, is not covered by the agreement.
• Capital is measured at book value when market value may be more relevant to costs of issuing or rolling over

uninsured deposits.
• Capital is defined to include items other than shareholders' equity (undisclosed reserves, discounted revaluation

reserves, general loan
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provisions, hybrid debt capital, and subordinated debt), some of which critics suggest would be difficult to
realize at a time of heightened financial risk.

• The initial focus is on credit risk and not other types of risk, e.g. market risk arising from security positions.
• Countries are allowed a degree of discretion (above the minimum) in application of the rules.
• Other critics such as Kane (1990) would go further and suggest that such international agreements are

inherently suspect, since regulators are under a shorter time horizon than taxpayers (the analogy is drawn with
the second type of agency cost, arising from conflict between managers (regulators) and providers of external
finance (taxpayers)). Regulators are seen as seeking to extend or defend their share of the market for regulatory
services in the face of disturbances in the economic environment, subject to bureaucratic, market, and
technological constraints. As such, the Basle agreement is seen as a form of cartel imposing costs on financial
firms which they cannot escape by switching to other regimes. Ultimately, Kane is confident that market forces
will reshape the result. Kane's critique may be seen in the US tradition of suspicion of regulation, which is seen
as a wealth transfer brought about by a political process driven by well-defined interest groups.154 Although this
approach seems best suited to US political processes than elsewhere, in all cases it seems likely that there is a
degree of ‘regulatory capture’, entailing such transfers, given the need for co-operation between the regulator
and regulated.

Some of the criticisms are ill-founded in that they disregard the other aspects of prudential supervision, which correct
some of the difficulties arising from relying on capital requirements alone. For example, the US approach, under the
acronym ‘Camel’, covers not only capital but also assets, management, earnings, and liquidity. UK banks are supervised
for large exposures to individual borrowers (but not sectors), thus correcting the weakness of the risk-asset approach
for failing to penalize undiversified portfolios. UK supervisors also assess holdings of cash, future cash flows, and
diversification of the deposit base; adequacy of provisions for bad and doubtful debts (including provisioning policy,
systems for monitoring credit risk, arrears, and practices for taking and valuing security); systems for monitoring the
bank's condition and risks; and that the management be fit and proper.155 All of these provide backup for capital
adequacy in protecting the safety net from the moral hazard it may generate.
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Note that, in addition to the specific controls noted above, supervisors are aided by the desire of banks to maintain
reputations, and hence not to risk bankruptcy by taking excessive risks. Such a mechanism will be more effective when
banks have market power and hence their franchises are valuable (see Ch. 7, Sect. 4).

The description in this section has been largely of banking regulation; however, capital adequacy is also applied to non-
depository institutions, notably investment banks, which can also be exposed to forms of runs and whose failure may
generate systemic risk (see OECD (1991) and the description of the equity market crash in Ch. 6). Moreover, an
increasing focus is applied to soundness of financial infrastructure such as payments and settlements systems, failures
in which can generate or spread liquidity crises and systemic risk as much as failures of institutions (see Corrigan 1987;
Folkerts-Landau 1991; and the discussion of the Herstatt crisis in Ch. 6). And securities markets themselves, notably
for short- and long-term debt, are felt to warrant increasing attention, as their importance as a source of primary
liquidity for borrowers increases (Goodhart and King 1987).

(3) Debt and Financial Fragility
This approach regards financial crises as an essential component of the turning-point of the business cycle—a
response to previous ‘excesses’ which can operate through a variety of financial markets. It extends the concepts
developed in the earlier sections of the book to the wider economy and the financial sector, and postulates both a
direct link from financial fragility in the non-financial sector to financial crisis, and reverse causality to non-financial
activity. Experience of The Great Depression (Ch. 8) was the key background.

Fisher (1932, 1933) attributed the downturn in the business cycle to overindebtedness and deflation. The earlier
upswing is caused by an exogenous event leading to improved opportunities for profitable investment (what
Kindleberger (1978) called a ‘displacement’). This leads to increased fixed investment, as well as speculation in asset
markets for capital gain. The process is debt-financed, mainly by bank loans, which increases deposits, the money
supply, and the price level. Velocity also increases, further fuelling the expansion. Rising prices reduce the real value of
outstanding debt, offsetting the increase in nominal debt, and encouraging further borrowing. This leads to a state of
‘overindebtedness’, i.e. a degree of indebtedness which multiplies unduly the chances of being insolvent (or
alternatively a state of indebtedness implying a negative present value of borrowers in a wide variety of states of
nature). The parallels with financial fragility, as discussed in Chs. 2–4, are clear.

When agents have insufficient liquid assets to meet liabilities, a crisis can be triggered. Debtors unable to pay debts and
refinance positions can
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be forced by creditors to liquidate assets (‘distress selling’). If this is widespread, and in the absence of lender-of-last-
resort intervention by the monetary authorities, it triggers further crises and a deep depression; distress selling by the
whole community leads to falling prices, bank deposits declining as loans are withdrawn. Deflation increases the real
value of outstanding debt. Creditors see the nominal value of collateral declining with prices so they call loans; the real
debt burden of borrowers increases and they continue to liquidate.156 Each individual hopes to be better off by
liquidating but the community is worse off due to deflation. If nominal interest rates are ‘sticky’, real rates increase.
Bank runs are triggered as fears for their solvency increase, especially as falling prices reduce companies' net worth and
profits and lead to loan default.157 Output and employment fall until bankruptcy has eliminated overindebtedness, or
reflationary monetary policy is adopted. The process then repeats itself.

Minsky (1977, 1982) elaborated Fisher's approach, and introduced the concept of ‘fragility’, to attempt to clarify the
problem of overindebtedness during an upswing. Fragility depends on; first, the mix of hedge, speculative, and Ponzi
finance; second, the liquidity of portfolios; and third, the extent to which ongoing investment is debt-financed. Hedge
financing occurs when a unit's cash-flow commitments to debt servicing are such that cash receipts exceed cash
payments over a long period; speculative financing entails cash-flow payments over a short period that exceed cash-
flow receipts; Ponzi finance occurs when a unit has interest portions of its cash-payment commitments exceeding net
income. A Ponzi unit has to increase its debt to meet outstanding commitments for long periods. For speculative and
Ponzi units, a rise in the interest rate can entail negative net worth and insolvency. Some commentators suggest the
high risk implicit in Minsky's perhaps rather pejorative terms for these ‘units’ runs somewhat counter to the examples
he gives; speculative units include banks, and Ponzi units include loans to finance construction projects. However,
difficulties related to the latter in many countries, as discussed in Chs. 6 and 8, give pause for thought.

How does the mechanism operate? In the upswing, the demand for new investment leads to an excess demand for
finance, which increases interest rates, though this is partly offset by monetary financial innovations (giving an elastic
money supply and velocity) which increase the supply of finance for further investment. Higher interest rates generate
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found new banks’). Meanwhile, credit risk affects the creditor with no offset for the debtor.



fragility via an increase in debt finance, a shift from long- to short-term debt, a shift from hedge to speculative or Ponzi
finance, and a reduction in margins of safety for financial institutions. Further rises in interest rates158 can cause a
refinancing crisis with firms unable to roll over their debt, leading to Fisher's ‘distress selling’ cycle, unless the Central
Bank intervenes. Minsky suggests that the cycle described is an intrinsic feature of capitalist economies, repeating itself
as memories of previous problems fade (see also Sect. 7 below). An application to recent experience would of course
stress factors such as deregulation, certain fiscal changes (e.g. on real estate), and theories of leverage as outlined in
Chs. 2 and 3, as well as the cyclical upswing and financial innovation, as the motive forces. For Minsky, international
transmission of crises was likely to occur via defaults on international loans.

Kindleberger (1978) stressed the importance of ‘euphoria’ in the upturn, which leads banks to make insufficient
provision for risk, and also to a high degree of speculative activity among investors in asset markets. Asset prices start
off in close touch with reality but become progressively more excessive.159 Cutler et al. (1989) characterized this type of
behaviour as ‘positive feedback trading’—traders whose purchases respond to rising prices rather than falling or low
prices. The reversal of this as the ‘bubble’ is punctured aggravates the downturn. Note that such assertions, as well as
aspects of Minsky's theories, may imply departures from economic rationality. Kindleberger also noted further
international transmission mechanisms, stressing psychological factors, linkage of stock markets, commodity arbitrage,
and interest arbitrage, which by linking banking systems can offset the price-specie-flow mechanism;160 a flexible
exchange rate was seen as a conduit for international transmission of crises rather than a barrier.

Bernanke (1983), in describing the Great Depression (see also Ch. 8) suggested that, given a heavy burden of debt on
borrowers and a risk of bank runs, fragility can generalize itself by raising the real cost of intermediation between
lenders and some classes of borrowers. He suggests that his theory is consistent with Fisher's outline but, unlike
Kindleberger and Minsky, retains the postulate of rational, market-constrained agents. Following the ‘monitoring’
theories of intermediation outlined in Ch. 1, Sect. 4, costs of intermediation include screening, monitoring, and
accounting costs, as well as unexpected losses inflicted by defaulting borrowers. Meanwhile, most bank loans are non-
marketable loans to idiosyncratic borrowers, unable to access bond markets. In a
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crisis, fear of runs may lead banks to desire rediscounted or liquid assets, including government securities, and
withdraw from their traditional loan markets, with an ensuing sharp decline in bank credit to those most dependent on
it. Such an effect will be worsened as insolvencies grow, while solvent agents' collateral value deteriorates and (owing to
deflation) real debt burdens increase. Given banks' advantages in credit supply such as accumulated information,
expertise, and customer relationships, their withdrawal sharply impairs financial efficiency, even if other channels of
credit seek to substitute. Following the ‘commitment’ paradigm, borrowers who have good records with their
relationship banks will face higher prices or lower quantities of credit from outside lenders;161 following the
‘monitoring’ paradigm, inability to convey private information credibly to other lenders and markets may lead to an
inability to raise credit at all. Such an effect is likely to reduce aggregate demand, worsening the downturn; and once
costs of intermediation have risen it may be a protracted period before they are reduced again. A parallel pattern may
arise for international lending.

Besides the focus on the safety net—which could include wider sectors of the economy than purely banks162—the
policy implications of the financial-fragility approach also include active use of fiscal policy and/or maintenance of the
automatic stabilizers to counteract downturns, and limitation of tax advantages to debt relative to equity.

(4) The Monetarist Approach
Monetarists identify financial crises with banking panics, which may cause monetary contraction or may worsen effects
of prior monetary contraction on economic activity. For example, Friedman and Schwartz (1963) noted that of six
major contractions in the US over 1867–1960, four were associated with major banking or monetary163 disturbances,
although none have occurred since 1933. Banking panics were held to arise out of public loss of confidence in banks'
abilities to convert deposits into currency. This loss was often caused by the failure of an important institution.

Given fractional reserves, attempts by the public to increase its cash holdings can only be met by a multiple contraction
of deposits, unless there is a suspension of convertibility of deposits into currency or intervention of the authorities
(e.g. open-market operations). A panic may lead to widespread bank failures, unless the Central Bank acts to expand
the money supply. This is because sound banks are forced into

130 THE ECONOMIC THEORY OF SYSTEMIC RISK

161 See also Sharpe 1990.
162 Note than US guarantees of mortgages, instituted after the Great Depression, are one example of this.
163 The fact that financial crises can occur without bank failures is shown by experience of countries such as Canada in the Great Depression (Schwartz 1986).



insolvency by falls in the value of their assets, caused by attempts to respond to the scramble for liquidity. Failures in
turn affect economic activity and lead to deflation via reductions in the money stock, as the deposit/currency and
deposit/reserve ratios fall.

Bank failures in this paradigm may have macroeconomic causes. For example, according to Schwartz (1987), financial
instability tends to arise from inflation. Changing relative prices may clearly cause localized difficulties e.g. in
commodities markets. But general inflation is also considered damaging. Besides the fact that it may cause interest-rate
instability, it also distorts lenders' perceptions of credit and interest-rate risk, both in up and downswings of price
movements, contributing to excessive lending in one case and inadequate intermediation in the other. An asset
portfolio which requires fixed rates of money payments might be distributed across low-risk assets ex-ante (i.e. ex-ante
risk pricing is accurate), but an unexpected reversal of inflation could increase riskiness of bank assets and lead to
insolvencies; ex-post quality of assets differs from ex-ante. This means a stable price level is the best way to avoid
financial instability.

Of course, the introduction of deposit insurance does much to alleviate the dangers of bank panics, as it removes the
public's fear for its ability to convert deposits into currency. But without a stable price level, moral hazard may be
severe. International transmission from the monetarist point of view occurs via the price-specie-flow mechanism for
fixed exchange rates. In their view, countries with flexible rates could avoid contagion.164

Cagan (1965) again suggested that panics were caused by failures of major institutions and declines in public
confidence in banks, which led to contractions in the money supply. He noted the ‘inverted pyramid of credit’ resting
on New York prior to 1914, the absence of emergency reserves provided by a Central Bank (and inadequacy of private
clearing houses as lenders of last resort), and sharp outflows of money forcing banks rapidly to contract credit. He
noted that crises did not tend to cause economic downturns as they tended to follow peaks in activity, though the
attendant monetary contraction could aggravate the downturn. In addition, some panics occurred without severe
downturns, some severe downturns without panics, proving that panics were neither necessary nor sufficient for a
severe contraction.

The policy prescriptions of the monetarists are for a stable and predictable path for the money supply, but for
readiness on the part of the authorities to expand the money supply in the case of crisis. Deposit insurance or a
credible and precommitted lender of last resort are seen as essential to avoid runs or panics.
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As noted, the monetarist and financial-fragility approaches are long-established alternative approaches to interpretation
of economic history (although in principle the mechanisms could be reconciled, e.g. if monetary tightening triggers a
crisis in a financially fragile economy). It is useful to recapitulate the main differences between the theories, while
noting that both offer partially similar policy recommendations (the lender of last resort/deposit insurance). According
to monetarists, inflation may lead to heightened risk in lending decisions, as uncertainty over future cash flows (and,
for floating-rate loans, interest payments) increases. However, the incidence of crises is usually after the turning-point
of the cycle, as the downturn weakens banks' balance sheets, leading to runs and panics which may intensify the
downturn. Monetarists assume risk is accurately priced ex-ante, whereas financial-fragility does not. Financial fragility
theory assumes a buildup to a crisis over the upturn, with rapid growth of debt and a ‘mania’ during which investors
switch from money to real or financial assets. Bubbles in asset markets are likely to occur, as prices deviate from
fundamentals. Crises, which may include bank runs but also deflation of the asset bubble, occur at the turning-point
and cause the downturn. Both theories associate crises with a flight to money, which can be offset by the lender of last
resort, but fragility theory takes money to include other bank deposits (inside money) and not just cash. Monetarists
would dispute the idea that a flight to inside money can endanger the payments system, as other banks receiving
inflows can recycle them back to solvent banks in difficulties.

Monetarists do not rule out asset price bubbles, although they do not see a necessary connection with the business
cycle. Rather, they deny that loss of wealth associated with asset-market crashes, non-financial bankruptcies, and
failures of individual banks are financial crises. Instead, ‘financial crisis’ is reserved for a shift to money that leads to
widespread runs on banks. Monetarists go on to suggest that recent periods of financial instability (discussed in Chs. 6
and 8) have been ‘pseudo financial crises’, because a crisis would not have supervened even in the absence of
lender-of-last-resort assistance (which in the event was just a bailout that was inefficient and/or led to inflation). On
the other hand, the monetarists insist on the need for a credible and committed safety net for the financial system to
prevent panics, and assert that this has been effective in the UK since 1866 and the USA since 1933 (see Ch. 8). So a
great deal rests on the judgement that this commitment would have effectively prevented crises even if it had not been
operational in the recent episodes.

Recent work on financial instability has tended to reflect a synthesis of financial fragility and monetarist views,
emphasizing rising vulnerability of debtors but also runs on banks or financial markets, and potential for
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contagion and systemic risk. The current analysis adopts a similar approach.165 We now go on to discuss five recent
theoretical contributions, which elaborate and expand aspects of the traditional theories, without necessarily attempting
to supplant them.

(5) Rational Expectations
Some attempts have been made to model crises in a rational-expectations manner. According to such models, manias
(as stressed in financial-fragility approaches) are viewed as rational speculative bubbles, runs (the key monetarist
conduit) are a speculative attack on a price-fixing scheme, and a panic is a run whose timing is imperfectly foreseen.
However, as discussed below, those emphasizing the importance of uncertainty in crises would tend to dismiss such
models (while acknowledging rational expectations to be an extremely fruitful approach to financial market behaviour
more generally). Their use may be more appropriate in foreign exchange crises (Krugman 1991); such forex crises are
not the focus of the current analysis, although they may be an indirect cause of financial instability (via the authorities'
interest-rate reaction), or its consequence.

As discussed by Flood and Garber (1982), when expectations are rational in the sense of Muth (1961), agents'
anticipations of price movements are mathematical expectations, conditional on an information set that may include
structural knowledge of the economic model underlying the process concerned. However, if the expected rate of
market-price changes influences the current market price, as is normal in asset markets, there is no unique expression
for agents' expectations. Although there is only one market equilibrium condition, solutions are required for two
endogenous variables—market price and the expected rate of market-price change. Under such conditions a bubble
can arise. As agents using rational expectations do not make systematic prediction errors, a positive relation between
price and its expected rate of change implies a similar relation between price and its actual rate of change. In these
conditions, expectations can drive prices independently of fundamentals: a price bubble (though of course a bubble
cannot be defined independently of the definition of the fundamental price behaviour).

Definitions of a rational bubble (Blanchard and Watson 1982) typically incorporate an assumed probability that the
bubble will remain or crash. While the bubble lasts, the average return must exceed the risk-free rate
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to compensate for the risk of a crash. This will be true a fortiori for risk-averse agents; indeed, as the probability of the
crash may increase over time, the price will have to increase exponentially to compensate both for the increased
probability of a fall and for the larger risk in holdingan asset. (This theory may be contrasted with Kindleberger's
looser definition of ‘euphoria’ where asset prices progressively lose touch with the fundamentals in an ‘irrational’
manner.)

Runs are also explicable in terms of rational expectations (Flood and Garber 1982)—a run being an event that
terminates a price-fixing scheme. An agent (e.g. a bank) may be ready to buy or sell an asset at a given fixed price
(i.e. fixes the price of deposits in terms of government currency). The viability of the scheme depends on the bank
holding a stock of the asset, i.e. its liquidity. If rational depositors see the price fixing as temporary, and that prices will
rise eventually (they will take a capital loss on their deposits), they will draw down the stock (of reserves) backing the
price-fixing scheme. Alternatively put, they draw down the stock when the net worth of the institution is exhausted. If
the stock is depleted rapidly, this is a run (leading to closure), although all depositors (having perfect foresight) are paid
off without loss. The theory can be extended by introducing calculated risks to allow losses to depositors (panics), but
only to the extent that a sudden event led directly and proportionately to real losses exceeding the net worth of the
institution. (Compare the discussion of uncertainty in Sect. 6.)

Similar analyses have been applied to national foreign-exchange reserves in a currency crisis, when the authorities seek
to maintain a fixed exchange rate (Flood and Garber 1984; Obstfeld 1986). Once reserves reach a critical level, rational
speculators attack the currency, exhaust the reserves, and force a transition to floating. More recent work has extended
to managed floats (Krugman 1991), whereby ‘news’ obtained from reactions of monetary authorities to changes in
exchange rates can lead rational investors to cause a sudden jump in the exchange rate. The distinction from systemic
financial crises may lay in the much greater credit risk and asymmetric information in the latter, as well as uncertainty
more generally, as discussed in the next section.

(6) Uncertainty
Economic uncertainty, as opposed to risk, was suggested by Knight (1921) to be central to economic activity. Meltzer
(1982) pointed out its importance in understanding financial crises. Uncertainty pertains to future events not
susceptible to being reduced to objective probabilities, and also provides opportunities for profits in competitive
markets. These aspects are discussed in turn below. Meltzer notes that events not
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susceptible to probability analysis are excluded from rational-expectations models of decision-making and optimal
diversification of risks. Rational-expectations models have not in his view provided a basis for reliable predictions
concerning behaviour of macroeconomic financial prices, nor have they provided convincing explanations of financial
crises (see also Benink 1991).

Uncertainty reflects the changing economic environment, in which the random element is not well represented by
stationary probability distributions. Hence the future is not knowable either precisely or probabilistically (inferring
from past data). Uncertainty applies also to events whose implications resist purely objective analysis, such as wars,
major changes in policy regime, financial crises, and their economic consequences. These alter the economic
environment in a way that cannot easily be anticipated, diversified, or hedged against.

There is no precise economic theory as to how decisions are made under uncertainty. Uncertainty may be ignored
(if events are felt to have a sufficiently low probability and information is costly to obtain). Alternatively, subjective ex-
ante probabilities may be applied, together with a risk premium to cover unspecified adverse events. In each case,
people tend to watch others and do not deviate widely from the norm in terms of factors taken into account and
weights given to them. When the crowd is wrong ex-post, there is the making of a financial crisis, but there is no
objective basis to prove before the event that the crowd will be wrong.166 (Herding may be rationalized to some extent
in finance if all (large) banks expect to be rescued in a systemic crisis, whereas one bank going alone in a different
direction would be allowed to go bankrupt: Price 1987)

In terms of opportunity for profit, uncertainty rooted in change was suggested by Knight to be its main source in
competitive markets. If all probabilities were known and risks diversified, profits would be bid away. Profits are earned
by innovating and seeking opportunities where there is uneven information and uncertainty. These processes (which
Shafer (1986) noted are similar to Schumpeter's ‘creative destruction of innovation’ (1942))167 increasingly characterize
financial markets. Whether the process leads to crisis depends on the form of the ‘destruction’. It may not if
innovators take market share from inefficient firms, risks are correctly priced, and firms are adequately capitalized—or
indeed if innovation facilitates dispersion of risk to those best able to bear it. But it may, if deteriorating balance-sheet
quality follows the innovation process (for example, via risk concentration) or if financial intermediaries fail to
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understand the properties of financial innovations (and hence underprice risk).168

These more adverse patterns are quite likely to obtain initially, when behaviour of innovations over the cycle is not yet
known, and competition tends to narrow margins. Uncertainty is likely to be increased by this innovation process, and
hence it may be greatest in unregulated markets like the euromarkets where innovation is untrammelled by restrictions
on product design. When uncertainty is reduced in one area and profits are competed away, innovation may recur,
exposing the market to new uncertainties. (See also the discussion of innovation and risk in Bank for International
Settlements 1986a.)

An increased level of uncertainty may lead to a loss of confidence and hence runs and panics on financial institutions or
collapse of liquidity in securities markets (it is notable that confidence plays no role in a rational-expectations model
with stationary probabilities). Confidence increases as innovators receive profits and their practices are emulated.
Adverse surprises, given uncertainty and imperfect information, may trigger shifts in confidence and hence runs which
affect markets more than appears warranted by their intrinsic significance,169 because they lead to a rethinkin of decision
processes as well as to decisions themselves. This helps explain the wide variety of proximate causes of financial crises.

Policy recommendations based on the lessons of the uncertainty approach (Shafer 1986) include reduction of
uncertainty by avoidance of unstable macroeconomic policy (and also micro—for example, sudden changes in the level
of assistance to particular sectors such as agriculture). To check risky behaviour of financial institutions, that can lead
to crisis if uncertainty worsens, it is argued that supervisors and markets may need greater influence over
intermediaries. As well as acting through traditional capital adequacy and asset-quality examination, supervisors should
have greater power to reorganize financial firms which are acting in an unsafe manner, though such a policy is of
course difficult to implement at a suitably early stage. The power of markets to check (via high costs of credit) any risky
behaviour of financial institutions can be increased by more disclosure and the limitation of depositor protection to
retail depositors (by imposition of a low threshold).

(7) Credit Rationing
Although in many ways based in the financial-fragility approach, as well as incorporating the lessons of uncertainty
theory, some recent work
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(Guttentag and Herring 1984a) on rationing of credit, together with relaxation of credit standards during periods of
calm, casts further light on financial crises distinct from the mechanisms outlined above. In particular, unlike Minsky
and Kindleberger, it assumes rationality of agents under normal cyclical circumstances, while showing how uncertainty
can lead to mispricing of risk. The model is developed in some detail, as it also constitutes the framework for the
analysis of ‘excessive competition’ in Ch. 7. Essential background for the approach are the economic theories of price
and quantity rationing of credit as developed in the standard capital asset pricing model and in the work of Stiglitz and
Weiss (1981) respectively; an outline of these was given in Ch. 1, Sect. 3.

Guttentag and Herring (GH) offer a model in which financial crises are characterized by an abrupt increase in the
extent of credit rationing, following a period when rationing constraints have been loosened excessively; they also
suggest that for uncertain events, such as financial crises, lenders' perceptions of risk (subjective probabilities) may
deviate from reality (objective probabilities), owing to competition as prudent lenders are undercut; and that
psychological and institutional mechanisms may explain such ‘disaster myopia’.

More formally, assume a creditor makes loans of L at interest i, while borrowers undertake real investments with a
stochastic real return R. If the return is insufficient to pay the loan, the lender can claim all the returns of the
investment project plus borrower's capital K to repay the loan. If the borrower's capital is insufficient to fill the gap, the
lender makes losses on the loans. Nature draws investment returns from a cumulative distribution F(R, w), where w
indicates project-specific risk mediated by appropriate diversification to remove unsystematic risk, and hence leaving
largely cyclical elements. The distribution is defined from zero to a maximum return RM. The probability of loss is then:

(5.1)

so a loss to the lender is more likely if the contractual amount due rises (due to higher indebtedness or higher interest
rates); if borrowers' capital falls; or if the distribution of investment returns shifts adversely. But there may also be
unusual circumstances where nature draws investment returns from a ‘disastrous distribution’, with returns at or near
zero (oil shocks, abrupt changes in monetary policy regime, wars, etc.). As explained above, these are subjects of
uncertainty rather than risk. The subjective probability that nature will draw from this distribution is π, where 0 ≤ π ≤
1. Where π > 0, the subjective probability of loss is

(5.2)

a weighted sum of the objective probability that nature will draw an unfavourable outcome from the project specific
distribution F(L(1 + i) −
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K, w) and the subjective probability nature will draw from the disastrous distribution π.

As regards the project-specific distribution, it is suggested that ‘shocks’ if repeated frequently enough (e.g. the cycle)
will be priced into the risk premium on loans, and/or determine the degree of equilibrium quantity rationing of credit.
GH suggest that these premiums will accurately reflect risk, because unfavourable outcomes are sufficiently frequent
for lenders adhering to subjective probability distributions different from the objective to suffer losses, and have to
withdraw from the market. In contrast, market participants do not know the uncertain distribution of disastrous
outcomes, nor can it be inferred from history, and hence subjective and objective probabilities of lenders may not
converge. Competition may drive prudent creditors from the market as those charging risk premiums for low probability
hazards lose business to those ready to disregard it—there is no market mechanism to ensure such risks are correctly
priced.170 This insight clearly depends on the degree to which relationships link borrowers and lenders—strong
relationships could enable the latter to charge higher rates even in the face of a competitive challenge. It also assumes a
liberalized and competitive rather than regulated and/or oligopolistic system. Note under some circumstances
competitive pressure can come from the deposit side as well as the loan side.

GH's main explanations for this phenomenon of disaster myopia are psychological and institutional. The hypothesis is
that creditors' expectations in the case of these uncertain possibilities is characterized by three psychological
mechanisms, the ‘availability heuristic’, the ‘threshold heuristic’, and ‘cognitive dissonance’.171 The availability heuristic
is employed when a person calculates probabilities by the ease with which instances are brought to mind—which
depends in turn on the time which has elapsed since the last occurrence and the intensity of the experience.172 At some
point after the occurrence of a previous crisis, the subjective probability of occurrence becomes so low it is treated as
zero. This is an example of the threshold heuristic, a rule whereby the scarce resource of managerial attention is
allocated. A third factor may be cognitive dissonance, which comes into play when new information becomes available
to suggest that, contrary to prior assumptions, a serious hazard does exist. The mechanism protects decision-makers'
self-esteem when information arises that casts doubt on the wisdom of past decisions, and leads them to ignore or
reject the information. For example, just
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170 Such tendencies might be aggravated by competition for market share, or ‘predatory pricing’ aimed to drive competitors from the market; see the discussion in Ch. 7.
171 See, e.g. Tversky and Kahnemann 1982; Simon 1978.
172 e.g. in assessing probabilities of defaults by ldcs, the ease with which decision-makers could imagine such events would decline as the period since the last default in the

1930s lengthened and as fewer managers who experienced the 1930s remained active.



before the debt crisis (see Ch. 6) in 1980–1, evidence accumulated that ldcs were likely to experience difficulties, but
most banks ignored the signs or explained them away, and supported their opinion with new loans.

These biases may be reinforced by institutional factors, namely the short periods over which performance of loan
officers is evaluated, the rapidity with which staff change position, and the weakness or absence of measures of risk-
adjusted rates of return. There may also be an asymmetry between outcomes for managers and shareholders, due to
salary bonuses. Profits may accrue to managers—losses are paid by shareholders. Since there are agency costs,
shareholders cannot induce managers to act in shareholders' interests. These may lead again to the disregarding of low-
frequency events or ‘disaster myopia’. Agency costs may also arise between banks and supervisors (as explained in
Sect. 2 above). These factors may operate more rapidly at times of intense competition in financial markets (Ch. 7).

Meanwhile, in an obvious extension to the equations above, the probability of the lender becoming insolvent is

(5.3)

where Kc is the lender's capital, so capital adequacy is a crucial buffer to enable lenders to remain solvent. A further
refinement relates to the treatment of borrowers in relation to their capital. At a very high level of borrowers' capital
(K = L(1 + i)), pledged as collateral (assuming its value is stable), borrowers can repay loans even if disaster
supervenes, and no risk premium is necessary. At the other extreme, if capital tends to zero there will be severe moral
hazard, as the borrower has incentives to take risks and the optimal response to lenders is credit rationing by quantity
(this resembles the net asset approach to moral hazard, discussed in Ch. 1, Sect. 2). Between these points are two
boundaries, at one of which borrowers are charged a risk premium, and at the other price rationing changes to
equilibrium quantity rationing. These boundaries are flexible and depend on the subjective probability of a shock as
outlined above, both in terms of the project-specific risk and the subjective probability of a disastrous outcome.
(Meanwhile the objective probabilities clearly also depend on the degree of rationing.)

This hypothesis may explain why, during periods when no major shocks occur in an expanding economy, capital
positions may decline and creditors become more vulnerable to shocks. They lend to borrowers with low capital, allow
outstanding loans to rise, and allow their own capital to fall with no increase in the subjective probability of their
insolvency (capital ratios decline via implicit decisions in an expanding economy, as growth in asset valuations exceeds
growth in retained earnings). One would expect to observe these tendencies in such
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phenomena as declining spreads on debt claims and a lack of diversification173 of claims, with frequent ‘large exposures’
or risks concentrated in one class of customer.

While subjective shock probabilities decline in the way shown, capital ratios decline, default premiums fall, and actual
vulnerability increases, as outlined above. However, perceived vulnerability does not increase (i.e. confidence does not
decline) till a ‘shock’ to confidence occurs. Once such a shock has occurred, a further shock of non-crisis proportions
may be sufficient to cause a sharp increase in credit rationing, entailing an actual crisis. Thus, as in the uncertainty
approach, confidence is crucial and shocks may have consequences that exceed their intrinsic significance. A shock will
have a more serious impact on the risk premium, the higher the initial level of the subjective probability of disaster
(‘vulnerable’ conditions are more susceptible to crises than ‘benign’). An increase in subjective probability also has a
greater effect on credit rationing for weakly than strongly capitalized borrowers—hence ‘tiering’ whereby the range of
default premiums paid by risky borrowers rises, and a significant proportion are quantity rationed.

According to GH, a financial crisis is a condition in which borrowers who in other situations were able to borrow
freely are unable to borrow at any rate, while others who were formerly ‘prime borrowers’ face heavy default
premiums. In terms of the model outlined above, a significant proportion of agents have capital positions below the
‘minimum’ for price-rationing, which may reflect either a sharp increase in subjective probabilities of a crisis, or the
occurrence of a shock that has reduced capital positions. Correspondingly, many prime borrowers become ‘risky’ and
are price-rationed. For newly quantity-rationed borrowers, outstanding loans may be above the level lenders find
acceptable, so no new loans are made and creditors take steps to reduce outstanding loans. When many lenders have
previously made short-term loans in response to (perceived) low probability hazards, ‘runs’ from debtors—including
banks—may occur.174 Units subject to runs encounter liquidity problems that may spill over contagiously to other
similar units. It is not possible to dampen a run by offering to pay higher interest rates, because moral hazard means
that for a quantity-rationed borrower the loan rate is already at the point to maximize the lender's return, and/or
insolvency probabilities are too high to make an offer to pay higher rates acceptable.175

Policy recommendations based on the GH analysis are for direct control of bank capital ratios (i.e. prudential
supervision), but with the
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173 On the other hand, as pointed out by Shafer (1986), there may often be a danger of excessive reliance on diversification rather than detailed credit analysis, especially in
securitized markets where borrower-lender relationships are unimportant.

174 The main exception is when there is only one creditor and when exposures are so large that pressures for public action are strong.
175 i.e. interest rates may be viewed as a risk indicator; see Ch. 6, Sect. 1.



proviso that additional mechanisms may be needed to prevent ‘disaster myopia’—in this context insufficient risk
weights.176 Fixed risk weights, as in the Basle agreement (Sect. 2), may be of assistance in this context, though it is also
important that prudential supervisors remain vigilant to risk-taking (e.g. concentration of risk). The onus is also on the
banks to evolve strategic-planning structures to offset the pressures, arising from the agency costs outlined above,
which drive the bank towards short-termism (Guttentag and Herring 1984b). A major step would be a means whereby
they could ‘learn by experience’, despite turnover of staff.

An extension of the credit-rationing paradigm by Bond and Briault (1983a) differentiates between types of borrower. It
emphasises the ‘control’ aspects of credit rationing (see Ch. 1), which may operate more successfully in the case of
corporations than sovereign borrowers. Their argument starts from the observation that banks cannot directly control
the actions of borrowers, especially when they have many banks (lack of conditionality). In this context, when banks
are concerned about the borrowing policy of an existing debtor, they are likely to apply quantity rationing of credit to
future lending rather than price rationing, given the incentive and adverse selection problems of increasing price
rationing. Such quantity rationing is initially likely to be in the form of shorter maturities rather than quantity limits. For
non-financial companies, this is an adequate signal of loss of bank confidence; they understand it means that less
borrowing should be undertaken and/or less risk-taking, because of the possibility of bankruptcy (and recovery of
assets) if credit lines are withdrawn altogether. Sovereigns do not face the bankruptcy constraint, and repudiation of
debt would involve banks in irrecoverable loan losses. Given this balance of self-interest, the influence of shortening
maturities on sovereigns is likely to be slight. The authors concluded that, given these structural features of banking
markets and the inability to impose conditionality, a central role for banks in sovereign lending was inappropriate. But
the problem may generalize to corporations which are large in relation to banks, which can access bond markets or
where bankruptcy costs are significant (Dome Petroleum, AEG, Olympia and York).

(8) Asymmetric Information and Agency Costs
A further approach to financial crises seeks to reconcile monetarist and financial fragility approaches, and is strongly
based on the theory of the debt contract outlined in Ch. 1. It is much akin to the credit-rationing approach, particularly
in its emphasis on capital/net worth, but not in its focus on overlending or disaster myopia. It also allows a key role for
stock-market crashes, following the financial-fragility theory, but counter to the monetarist approach.
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As noted in Ch. 1, recent work on debt and financial structure focuses on differences in the information available to
parties to a financial contract, and difficulties that can arise when borrowers know more about their credit risk than do
lenders. If lenders cannot distinguish good from bad risks, they will charge a rate that reflects average quality of
borrowers, thus excluding some high-quality borrowers. Meanwhile, as in the ‘equilibrium quantity rationing’
paradigm, lenders may choose to ration credit rather than raise interest rates, in order to avoid adverse selection
(Stiglitz and Weiss 1981) and a sharp exogenous rise in rates can lead to a collapse in credit extension (Mankiw 1986).

In this context, Mishkin (1991) suggested a number of mechanisms whereby these problems can cause financial
instability. First, if interest rates rise due to monetary tightening or merely to balance the credit market, adverse
selection may increase sharply, giving rise to a substantial decline in lending. Second, heightened uncertainty, such that
lenders find it harder to screen borrowers, increases adverse-selection problems. It is suggested that in each case the
impact is greatest on borrowers whose credit quality is difficult to ascertain—who are likely to be low quality (although,
following Diamond and Dybvig 1983 (Sect. 1), this may also include banks, given their non-marketable assets). Hence
an indicator of adverse selection is an increase in the credit-quality spread177 in bond or commercial-paper markets (for
companies) or certificates of deposit (banks).

Again, as noted in Ch. 1, collateral is a means whereby asymmetric information problems may be reduced (as the
lender is then confident of recovering his loan even if the borrower proves to be of low quality). But this means that a
decrease in the valuation of assets (e.g. a stock-market crash provoked by a change in future profit expectations, or the
rate at which they are discounted), by lowering collateral values, sharply increases adverse selection for lenders. Again,
this will impinge more on low-quality borrowers for whom there is asymmetric information.

A fourth mechanism operates via moral hazard. Given asymmetric information and incomplete contracts, borrowers
have incentives to engage in activities that may be to their advantage, but which harm the lender by increasing risk of
default. In particular, there may be an incentive to carry out projects with a higher mean return but also higher risk.178
The agency problem is greater when borrowers have low net worth as they have less to lose from default. Net worth
could decline due to stock-market crashes, as above, as well as due to an unanticipated
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177 That is, the differential of the current secondary market yield of a private sector security over the riskless rate. Ch. 6 assesses trends in these spreads.
178 Other types of moral hazard may include embezzlement, expenditure on perks, undertaking unprofitable investments that increase borrowers' power, or merely not working
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disinflation or deflation that redistributes wealth from debtors to creditors. Such effects are plausibly greater for low-
quality firms that have low net worth before such crises supervene.

Bank failures may have an important role to play in this context, given the comparative advantage of banks in solving
agency problems (Ch. 1, Sect. 4). Relevant considerations include expertise in information collection, giving superior
ability to screen and hence reducing adverse selection; ability to engage in long-term relationships with a general
reduction in agency problems; and lower cost monitoring and advantages in enforcing contracts, reducing moral
hazard. Bank failures or other developments reducing their role in intermediation179 (as in Bernanke's argument in
Sect. 3) may thus reduce credit availability. As noted in Sect. 1, contagious runs affecting solvent banks are another
example of the effects of asymmetric information, and one consequence may be for banks to protect themselves by
increasing reserves as a proportion of assets, inducing a contraction in loans relative to deposits. With no Central Bank
intervention, a bank panic may also decrease liquidity and hence raise interest rates, compounding the adverse-selection
and moral-hazard problems discussed above. If there is a prolonged fall in the money supply, there may be deflation
with further adverse credit-market consequences.

(9) Dynamics of Dealer Markets
As noted in Sect. 1, the core of financial instability has traditionally180 been the liquidity crisis, and such liquidity crises
are best described in the context of the theory of banking as liquidity insurance, originated by Diamond and Dybvig
(1983). A key aspect of this theory is that the risk-sharing deposit contract combined with illiquid assets may give an
incentive for panic runs on banks by depositors, even if the bank is solvent, because of imperfect information
regarding the bank's assets, inability of the bank to sell or cash illiquid assets (i.e. loans) at par, and the ‘first come first
served’181 process whereby claims are distributed to depositors.

Securities markets offer liquidity insurance in a different way. A liquid securities market provides optimal risk sharing
from a security holder's
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179 These may include credit controls or interest-rate ceilings.
180 Bank runs have become less common since the 1930s and the advent of deposit insurance, prompting some to argue that fraud (BCCI), changes in the implicit contract

between banks and authorities (Scandinavia), and asset-price bubbles may be equally relevant.
181 Technically, as well as this ‘sequential service’ feature, there is a need for incomplete markets, i.e. agents are not allowed to trade claims on physical assets after their

preferences for consumption have been realized. But banks specialize in lending to sectors where contracts are incomplete, owing to fixed costs, asymmetric and/or private
information.



point of view, by increasing the ease with which assets may be transformed into cash prior to maturity. The counterpart
to the lower yield on bank deposits than direct investment is that yields are lower in highly liquid securities
markets—and hence the cost of funds is lower for a given maturity, as investors are more willing to hold a claim if they
are confident of its liquidity. A striking illustration of this is that ‘letter stocks’ on the New York Stock Exchange, for
which trading is restricted for a specified period, can have prices 26 per cent lower than otherwise-identical traded
stocks in the same company (Pratt (1988)). Unlike banks there is no guarantee of a fixed rate at which assets can be
liquidated but short-term high-quality debt securities approximate to this. Meanwhile, so long as markets remain liquid,
the issuer of the security benefits from a longer effective maturity than the investor, thus there is again maturity
transformation.182 Market liquidity depends on all other holders not seeking to realize their assets at the same time, in
other words there are externalities to individual behaviour. As noted by Herring (1992), liquidity is likely to be higher in
markets which are broad (a diversity of investors and market-makers) and deep (with sufficient two-way volume to
ensure ability to sell in volume without moving the price).

As is the case for banks, if doubt arises over the future liquidity of the securities market for whatever reason (it could be
heightened credit risk or market risk), it is rational to sell first before the disequilibrium between buyers and sellers
becomes too great, and market failure occurs (i.e. yields are driven up sharply, and selling in quantity becomes
extremely difficult). Such collapses of liquidity in debt markets (and in derivatives markets) may have externalities
similar to bank failures, particularly if illiquidity makes investors unwilling to accept new issues, there is contagion
between markets and if there are creditors who do not have an alternative source of finance.

The nature of such liquidity failure may be clarified by analysis of the role of market-makers, who buy and sell on their
own account, increasing or reducing their inventories in the process,183 at announced bid (buy) or ask/offer (sell)
price.184 A market-maker provides (to buyers and sellers) the services of immediacy and a degree of insurance against
price fluctuations.
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182 Money-market funds active in short-term debt markets are intermediate between banks and markets, offering pooling benefits similar to banks but a greater confidence
about asset values than an individual investor (undiversified and with no cash reserves) would in a securities market. Their liabilities may hence be viewed as ‘near money’
and may be used for transaction purposes.

183 Unless they are able to ‘cross’ individual buy and sell orders.
184 Ho and Saunders (1981) suggest one can also see banks as market-makers in money, making bids on given terms for funds from depositors and offering loans to

borrowers. The difference of bid and ask prices is then the interest-rate spread. However, banks have other functions in payments, maturity transformation, and monitoring
of loans. We suggest treating banks as market-makers would omit too many of these relevant aspects, and hence prefer to treat them separately.



To be able to satisfy buyers of the asset, the market-maker may have an inventory of the asset in question (although the
bonds may be borrowed rather than purchased), together with access to finance for such inventories; the spread must
obviously cover the cost of finance. Particularly in the case where the asset consists of securities, there is a risk of a
capital loss on the inventory through unforeseen changes in prices. These risks may of course be reduced—but rarely
removed entirely—by hedging. Accordingly, the response of market-makers to ‘one-way selling’ where the new
equilibrium price is uncertain is often simply to refuse to quote firm prices, for fear of accumulating stocks of
depreciating securities, which itself generates a collapse of liquidity. Uncertainty is crucial; if there is a clear new market-
clearing price at which buyers re-emerge, the market-makers will adjust their prices accordingly, without generating
liquidity collapse. Bingham (1992) argues that such collapses are particularly likely when returns to market-making are
low, and hence institutions are unwilling to devote large amounts of capital to it.

Market collapse in dealer markets, even in the absence of generalized uncertainty, may result from perceptions of
asymmetric information. The dealer faces a set of customers who are more, less, or equally well informed about
fundamentals relative to him. If the former, he will need to charge a higher spread than in the case of a regular flow of
‘liquidity’ orders from uninformed customers,185 to offset losses made on dealings with ‘insider’ traders whose orders
reflect private information.186 Meanwhile, there are sizeable fixed costs in organizing markets, and volumes of ‘liquidity’
trading usually respond inversely to costs of transacting. The costs of trading depend in turn on the bid–ask spread,
itself related to the volume of ‘liquidity’ trades. This can lead to a virtuous circle of narrowing spreads, new entry of
market-makers, and increased trading. But in the presence of asymmetric information, markets may also enter adverse
spirals leading to market failure (Glosten and Milgrom (1985)). A relative increase in insiders leads market-makers to
widen spreads to avoid losses. This discourages liquidity traders, who withdraw, increasing adverse selection. Some
dealers may cease to operate. Once the insiders are too numerous and if their information is too good, bid and ask
prices may be too far apart to allow any trade.187 Since a wide spread in turn prevents the insider from revealing his
information by trading,
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185 Reasons why such individuals may wish to trade could include portfolio adjustment for hedging purposes (Madhaven (1990) ), uninformed speculation, or to realize wealth
for consumption.

186 Obviously, if incurring such losses the dealer may also restrict quantities at which he is prepared to deal.
187 This assumes liquidity trade is endogenous; if not, there will remain a small number of trades.



shutting down the market will worsen subsequent adverse selection (i.e. the proportion of insiders relative to liquidity
traders) and widen the spread further. The market will stay closed until ‘the insiders go away, or their information is at
least partly disseminated to market participants from some other information source’.188

In both cases (of one-way selling and of acute asymmetric information), the secondary market, in effect, ceases to
function. The associated decline in liquidity of claims is likely to sharply increase the cost of raising primary debt in
such a market (i.e. there will effectively be heightened price rationing of credit), or it may even be impossible to gain
investor interest at any price (quantity rationing).

Conclusions
Seven approaches to financial crises have been outlined, which seek to explain how financial instability may be
triggered. Although partly substitutes (particularly the monetarist versus financial-fragility and rational-expectations
versus uncertainty approaches) these approaches are also to some extent complementary. Uncertainty, credit rationing,
and agency costs may add to understanding of how crises triggered by the earlier macroeconomic mechanisms are
transmitted through the financial system. The theory of dealer markets shows the impact of information asymmetry,
that again may be caused by external factors, in secondary markets. Even the main macro theories may illuminate each
other: a monetary tightening could help trigger a collapse of a financially fragile economy. Finally, the credit-rationing
and agency-cost approaches make some attempt at general reconciliation.

Note that the theories also cast further light on financial fragility in the non-financial sector. In particular, the patterns
described in the financial-fragility, credit-rationing, and agency-cost approaches are clearly evident in the discussion of
corporate and personal default in Chs. 2 and 3, and in the wider implications of fragility noted in Ch. 4.
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188 Madhaven (1990) suggests this implies that circuit-breakers such as market closure are ineffective. An auction may be needed to restart the market.



6 Financial Instability 1966–1990

In this chapter we test the theories outlined in Ch. 5 against evidence from six periods of financial instability since
1973, namely the UK secondary banking crisis of December 1973, the Herstatt crisis of June 1974, the advent of the
Debt Crisis in August 1982, the crisis in the FRN market of December 1986, the equity market crash of October 1987,
and the US thrifts crises of the 1980s.189

Background on wholesale financial markets—in which most of the crises occurred—is provided in Sect. 1. In Sect. 2
the events of the periods of disorder are outlined. Three crises took place largely in international markets; one linked
international and domestic; the other two were purely domestic. It is relevant to note that virtually all occurred in
unregulated190 or liberalized financial markets. Sect. 3 sets these crises in the context of the long-run behaviour of prices
and quantities in the financial markets with a graphical illustration of the 1966–90 period. The behaviour of key
economic indicators as well as market prices and quantities surrounding these events is examined in more detail in
Sect. 4. These sections permit a qualitative evaluation in Sect. 5 of the theories of crisis. The results also cast light on
the behaviour of financial markets under stress and give indications of appropriate policy responses. Sect. 6 draws
together the conclusions, suggesting which aspects of the various theories are relevant under current conditions and
noting potential implications for policy.

It should be noted that the empirical approach of the chapter is largely qualitative, in that a degree of causation is
inferred without rigorous statistical tests, albeit with theoretical support; in addition, the analysis does not probe the
extent to which a combination of circumstances has occurred without precipitating a crisis. In support of this
approach, it is suggested that a more rigorous empirical approach using econometrics is difficult to employ given the
infrequency of crises. (A tentative econometric analysis of the precursors of financial instability is provided in
Appendix 2

189 Certain other crises of recent decades are omitted from the main analysis. However, a brief summary of features of selected further crises is given in Ch. 8.
190 International markets are generally free from regulations on entry, innovation, or activities, although institutions are generally supervised by home regulators and benefit

from a ‘safety net’. Features of euromarkets are summarized in Davis (1992b).



at the end of this chapter.) However, the limitations of the analysis need to be borne in mind.

(1) Wholesale Market Structure and Dynamics
As an introduction, it is noted that many of the events occurred or entailed behaviour in wholesale money markets,
whether in the domestic or international financial markets. It is therefore useful to begin by outlining certain features of
these markets. The key wholesale market in the present context is the international interbank market, although the US
domestic markets for commercial paper and certificates of deposit have also played a role in certain episodes of
financial instability. We introduce the main features of the instruments before going on to discuss aspects of behaviour.
The bulk of the latter focuses on the interbank market, although part of the analysis generalizes; certain separate
considerations relating to the other markets are also noted.191

Briefly, the international or eurocurrency interbank market is an offshore192 market for non-negotiable (and hence illiquid)
bank deposits, usually of a fixed term of under six months (though a significant proportion is at call, i.e. a day's notice,
and certain time deposits can be liquidated at a penalty). The main participants are major international banks (1,000 in
the mid-1980s), although non-banks are not excluded.193 Interbank lending in the US domestic market is largely carried
out in the Fed Funds market, where banks borrow and lend excess reserves among themselves.

Certificates of deposit (CDs) are large-denomination, negotiable, fixed-interest time deposits, again usually with a maturity
of up to six months. They are generally held by non-banks such as industrial companies and money-market mutual
funds. Wholesale CD markets exist both in the US domestic and euromarkets. However, although the CD market has
been of major importance for most of the period studied (1966–90), it is relevant to note that, since the late 1980s, the
US domestic wholesale CD market has been partly replaced194 as a source of bank funding by issues of fixed-rate deposit
notes, having a maturity of 18 months and more and generally swapped into floating rates.
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191 For an overview of current US and international money markets see Stigum (1990).
192 Hence not subject to domestic structural regulations, although banks are supervised by domestic authorities.
193 In practice, companies and institutional investors often prefer the liquidity offered by CDs and other short-term securities.
194 Underlying factors included weakening of bank creditworthiness after the debt crisis (Sect. 2) and the Continental Illinois débâcle (Ch. 8), which weakened the market;

development of interest-rate swaps, which facilitated use of deposit notes; deregulation of deposit rates, which increased banks' ability to attract retail deposits; changes in
reserve requirements, which meant they fell to zero at maturities over 18 months; and decreasing profitability for dealers in CDs. The last point underlines the key role of
market makers to the viability of markets (Ch. 5, Sect. 9).



Finally, Commercial Paper (CP) is a form of short-term unsecured negotiable debt issued by non-banks, notably
industrial and finance companies. Bank holding companies may also issue. Often there is a backup bank line of credit,
to cover the risk that rollover of such debt might be impossible (and hence necessitating fire sales of illiquid assets).
The main investors are money-market mutual funds. As for CDs, a euromarket counterparty has developed
(euronotes).

Moving on to market functions and behaviour, in the international interbank market trading serves several functions.195
First, for any bank the inflow and outflow of funds from deposits or loans will not always match, and interbank lines
form an alternative to holding liquid assets. Since such precautionary balances can be reduced, transactions costs can
be lower. Second, there are intramarginal transfers of liquidity from one bank to another. Since depositors may often
prefer to hold funds with larger rather than small banks, the latter often need to borrow via the interbank market to
finance their lending. Third, interbank trading may be a means of geographical diversification to banks in countries
such as the USA where there are restrictions on branching. Fourth, international interbank lending may be necessary to
enable the currency composition of deposits to match that of loans. Finally, one can identify a global liquidity
distribution function whereby the international interbank market channels funds between market centres.

In this context, banks may be viewed as carrying out screening and monitoring of other banks, which is broadly similar
to non-bank loans (Ch. 1, Sect. 4). The main differences are as follows (see Saunders 1987; Moffett 1986). Continuous
assessment of credit risk between individual banks is costly and difficult, given lack of information about the
borrower's portfolio, and also time-consuming in a market relying on ease and speed. The usual method is to establish
mutual credit lines, to minimize cost and delay in transactions. Such lines will encapsulate longer term credit
assessments, based on factors such as reputation, size, capital, nationality (given ‘country risk’ in the international
markets, including presumed access to a lender of last resort), whether the bank supplies funds two way to the market,
as well as perceptions regarding assets. The line will set a risk premium and also a quantity limit. Such quantity
rationing may be rational in the sense of Stiglitz and Weiss (1981)—Ch. 1, Sect. 3—as in lending to another bank the
bank accepts the risk of the other's portfolio in the context of imperfect information. Reflecting country risk and/or
other identifiable differences between banks, price and quantity limits may also be divided into groups or ‘tiers’. The
continued dominance of the international interbank market over other forms of crossborder financing—at least till
1990196—suggests banks retain
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195 See also Ellis 1981; Bank for International Settlements 1983; Johnston 1983; Jeanneau 1989; Lewis 1991. Many of the features generalize to domestic interbank
markets.

196 Recent evidence suggests that markets in derivative products, notably forward rate agreements and interest rate swaps, are beginning to overhaul the interbank market, as
they are viewed as fundamentally more efficient means of managing interest-rate risk, leaving interbank deposits purely as a funding instrument (Lamfalussy 1992). This
could also be partly a consequence of the initial focus of the Basle Agreements on credit risk rather than market risk. Such off-balance-sheet exposures may heighten
problems of imperfect information over risk of institutions.



comparative advantages over securities markets here (although the scope of the market also entails an intrinsic
advantage in terms of diversification).

As long as banks' credit standing is not in doubt, the international interbank system efficiently directs funds from
surplus to deficit banks. But given the size of the overnight market, as well as facilities for early withdrawal of deposits,
flows of funds can change rapidly. If deposits are switched from international to domestic markets it can continue to
function. But in a crisis funds may not be available if depositors switch deposits between different banks or classes of
banks (i.e. groups that are easily distinguished).

This may be a particular risk if maturities are short and information is imperfect. Indeed, Grunewald and Pollock
(1985) have argued that, unlike the equity market, which prices risk over a continuum, the interbank/money market is
a rationing device that reacts discontinuously to risk. A borrower is either sound and can borrow at market rates, or
cannot borrow at all. Such withdrawals of interbank deposits may cause losses to a bank, affect solvency and liquidity,
and make other banks unwilling to lend. The alternatives are then sale of assets or bankruptcy. In crises, the behaviour
of the interbank market may also lead to systemic problems, given that the quality of one bank's balance sheet is related
to others it lends to.

Reasons for these patterns may lie in the structure of interbank trading as outlined above. Following the logic of
equilibrium quantity rationing of credit, the willingness of a borrowing bank to pay more for funds (because it is
finding them difficult to obtain) may actually lead to it being refused funds at any price, because in the context of
information asymmetry, the request is seen as an adverse signal about its creditworthiness. At times of stress, for
example following receipt of adverse news regarding credit risk or country risk, such judgements may also be applied
to whole ‘tiers’ of similar banks, generating what amounts to contagious runs.

Such behaviour generalizes to other markets, notably domestic interbank markets in countries such as the UK,197 and
in some degree to the US domestic CD and CP markets. For example, CDs and CP also exhibit tiering at times of
stress, and may feature forms of ‘run’ from issuers or groups of issuers. Investors are likely to have undisclosed ‘lines’
or limits to exposure (obviously these are usually one way). But there are also
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arguments that CD and CP markets may be more unstable than the interbank market; institutional investors and
corporate treasurers, who are the main investors in the CD and CP markets, may be even more prone than banks to
‘run’ from issuers or markets in difficulty given their fiduciary responsibilities; they perceive money-market assets as
short-term, liquid, and low-risk; they have less detailed information about the credit risk than banks; they are subject to
more stringent performance criteria; and they have no relationship reasons to maintain the viability of a given market
or borrower. For traded instruments, ‘herding’ by institutions may give rise to volatility of market prices, generating
market risk. As securities markets, the CD and CP markets may also be subject to adverse spirals in market liquidity, as
market makers react to asymmetric information (Ch. 5, Sect. 9) although experience, for example during the 1987
crash, has shown the US CP market's liquidity to be extremely robust. This may relate partly to the number of liquidity
traders.

Some authors like Wolfson (1989) argue that the development of wholesale money markets such as the interbank
market has been both a symptom and a cause of greater instability in the banking sector. The suggestion is that, after
the Second World War, banks in the USA (and UK) had large holdings of liquid government bonds, which could be
sold in order to provide for liquidity needs and/or to increase lending. The rundown of these holdings reduced banks'
ability to manage assets and accommodate loan demand, especially when money was tight.198 In 1961 the negotiable
certificate of deposit was introduced, with a secondary market for its resale (and contemporaneously, the international
and UK interbank markets developed). There thus developed rapidly the technique of liability management,
purchasing liabilities to meet needs for funds. Given the nature of the market as outlined above (as well as domestic US
problems arising from interest-rate ceilings), liability management entailed increased risk. And as will be seen,
wholesale market ‘runs’ played an important part in several of the crises discussed below. Some have argued that the
increasing use of securities markets by banks for their funding requires the authorities to act as ‘market maker of last
resort’ to prevent market collapse at times of stress.

Moreover, the OECD (1991) suggest that investment banks may be particularly vulnerable to wholesale-market runs,
because they lack (presumed) access to a lender of last resort; they have significant short-term money-market funding
requirements which may account for a large proportion of their capital (e.g. for financing leveraged buyouts, ‘bought
deals’ in primary bond markets, or positions in secondary markets) and no stable retail deposit base: their financing
needs change from hour to hour and hence they need flexible funding from a variety of sources; and their
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trading interrelationships with other investment banks are close and complex (across a variety of instruments, markets,
currencies, and time zones).

In such conditions a creditor may not know his exposure to a particular investment bank, nor can the investment bank
calculate its exposure to another, at least intra-day or to the counterparties of others. ‘In a crisis (such as a sharp fall in
securities prices) this ignorance about the full extent of exposure to individual institutions itself generates anxiety, and
may lead lenders and fellow traders to assume the worst about institutions perceived to be in the weakest state’
(OECD 1991: 16). Then, if institutions face funding problems they need to sell securities, aggravating existing
downward pressure on prices and devaluing other assets. Or market liquidity may have declined sharply so ‘liquid
assets’ are unsaleable (compare Ch. 5, Sect. 9). An illiquid investment bank could thus rapidly become insolvent,
bringing others down in its wake (and the crisis then spreads to the banking and payments system). Note also that
many of the points generalize to the investment-banking activities of commercial banks.

(2) Six Episodes of Financial Instability
This section offers an account of the main features of the six periods of financial disorder analysed in this chapter.

(a) The UK secondary banking crisis 1973199

At the end of 1973, several small banks and other financial institutions in the UK faced increasing concern over the
quality of their assets. This led in turn to difficulties in obtaining rollover of short-term money-market liabilities. The
Bank of England, fearing a generalized crisis of confidence, organized a rescue operation (the lifeboat) with the aid of
the major commercial (clearing) banks. The rescue operation continued for several years, as a number of the banks that
initially appeared illiquid proved to be insolvent. But a systemic crisis was avoided.

The secondary banks emerged during the 1960s, and their main business was lending funds obtained in the wholesale
money markets—themselves a relatively recent development at the time—to sectors such as commercial property. The
latter had been shunned by the major clearing banks both for reasons of risk and because the clearers were subject
over this period to either the operation or the threat of credit controls. As a result, they tended to reserve credit for
established business customers. The establishment of secondary banks was at the
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time a relatively easy process, with little examination of the ‘fitness and properness’ of the institution or its managers,
and little formal prudential supervision.

The abolition of credit controls on all UK banks in the reform of 1971—‘Competition and Credit Control’
(CCC)—sharply increased competition in the banking sector, which together with a relaxation of macroeconomic
policy contributed to a rapid increase in lending, a stock-market and property boom. The main clearing banks took
advantage of the liberalization to lend to the sectors previously dominated by the secondary banks. Meanwhile, the
secondary banks' own balance sheets expanded rapidly, balancing money-market liabilities with long-term loans, largely
to property and construction companies.

The authorities acted in 1973 to reduce demand and the rising inflation that had accompanied it, by raising interest
rates and tightening fiscal policy. These led to sharp falls in share and property values, aggravated by the advent of the
oil crisis. These in turn weakened the balance sheets of secondary banks—whose assets were often secured on such
collateral. Deposits began to be withdrawn. To address what was assumed to be a liquidity crisis, the Bank of England
sought mechanisms that would avoid direct money creation or interest-rate reduction (as this would counteract the
thrust of policy). Instead, the clearing banks were persuaded to pool funds for a ‘lifeboat’ operation to save the
financial system from the consequences of widespread failures of the secondary banks, with the Bank providing 10 per
cent. The intention was to recycle deposits which had been transferred from secondary banks to safer havens at the
clearers. Eventually, twenty six banks were supported by up to £1.3 bn in loans. In addition to the lifeboat, the Bank
and clearers sought to obtain additional funds from shareholders of secondary banks; shareholders were persuaded to
agreed to dilution of their holdings; creditors were pressured to forego rights to foreclosure; in some cases,
‘relationship’ banks supported their secondary-bank customers; and direct assistance was provided by the Bank in the
form of credit agreements.

In the course of the rescue, it became increasingly apparent that many banks faced insolvency and not illiquidity. But
most depositors were protected, except for some who were shareholders. The Herstatt crisis of 1974 (see below) made
the Bank sensitive to avoid any default on euromarket loans. The secondary banks who were assisted were obliged to
reduce their operations; several were acquired by other institutions, including the Bank itself. Both the Bank and the
clearers made losses (totalling around £150 mn), although some were later recouped. The crisis was a major stimulus
for the 1979 reform of supervision, which considerably increased scrutiny of those applying for banking licences;
increased resources were also allocated to supervision and a deposit protection scheme was set up.200

FINANCIAL INSTABILITY 1966l1990 153

200 Covering 75% of the first £20,000 deposit at the time of writing.



(b)Herstatt 1974201

As noted in Sect. 1, the eurocurrency interbank market is one of the largest components of international banking
business. Johnston (1983) reported that in the early 1980s two-thirds to three-quarters of banks' total crossborder
liabilities were in the form of claims with other banks (this pattern is also believed to have held in the 1970s).

The interbank market grew rapidly in the early 1970s—foreign currency interbank credits to European BIS reporting
banks rose from $9 bn in 1970 to $21.8 bn in 1974.202 In this context, in 1974, losses by several banks were linked to
rash foreign-exchange dealing and inadequate appraisal of risks. After the generalized floating of exchange rates in the
early 1970s, many commercial banks expanded their foreign-exchange positions. For example, currency instability
increased the demand for forward cover for non-bank firms. Since contracts could not always be matched in the
forward markets, banks would often accommodate their customers by ‘covering’ themselves by spot exchange
transactions plus eurocurrency interbank borrowing. At some banks, internal controls were clearly inadequate, leading
to concentration of risk; in other cases, dishonest dealers rigged the market to their own advantage. Traders often
responded to unanticipated exchange-rate changes by taking further positions in the hope of recovering losses—but
often increased them. The 1973 oil-price increase heightened volatility of markets and disrupted patterns of capital
flows. Several banks were caught by unexpected depreciation in some currencies together with a tightening of US
monetary policy. For example, Franklin National bank in the USA failed in May, as following announcement of
sizeable losses on forex trading, it was subject to runs. In the international interbank market, it lost $700 mn in
liabilities, and $900 mn from domestic non-bank depositors. Foreign-exchange losses also occurred at Lloyds Bank in
Lugano, the Bank of Belgium, and Westdeutsche Landesbank. But the worst failure was at Bankhaus Herstatt in June
1974.

Herstatt had been established in 1955, had 50,000 customers, and had assets of DM 2.0 bn. In the early 1970s, in
common with many other banks, it built up its foreign-exchange business, and the risks it took were the direct cause of
its insolvency. A particular cause of controversy was the way in which the crisis was handled. The bank was closed
abruptly by the German supervisory institution, and the Bundesbank ceased to clear for its account, at a time when it
was heavily engaged in spot forex transactions. This left many payments it had promised over the previous two days in
suspense, especially those to New York, whose business day was only beginning. As reported in Corrigan (1990) ‘when
Chase Manhattan, Herstatt's correspondent bank received word of the closure, it decided not
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to honour $620m in payment orders and cheques drawn on the account. Banks that had paid into Herstatt were denied
the countervalues due to them’. Payments problems increased: Lepetit (1982) notes

In the Herstatt affair, it seems the German authorities wanted to teach speculators, as well as banks dealing with
speculators, a lesson. But the US clearing system nearly collapsed with Herstatt on 26 June 1974; the CHIPS
computer was switched off, and it was necessary for the clearing US banks to barter checks during the whole night
and afterwards to use the impossible device of conditional transfers.

The Herstatt crisis raised questions about banks' international exposure and operations. Initially, confidence fell in the
interbank market, and many banks began to assess their interbank lending in much more detail. They tended to
discriminate sharply between the credit standings of different institutions, causing interbank interest rates to experience
marked tiering. Interbank deposit rates indicated the existence of at least six tiers203 of banks in the euromarket, and the
range of rates also expanded significantly. Up to six weeks after the failure of Bankhaus Herstatt, only the strongest
European and US money-centre banks (prime borrowers) could raise interbank funds at pre-existing spreads.
Substantial tiering existed in other cases, with premiums as high as 2 per cent being faced by ‘risky’ Japanese and Italian
banks and certain smaller banks which relied heavily on interbank funding. It is reported that they were virtually
excluded from the market, suggesting some degree of quantity rationing also. Depositors moved funds from the
eurocurrency market to national markets, the London euromarket shrank temporarily in mid-1974, and interest rate-
differentials between the euro and the US domestic markets widened sharply (see Chart 6.2).

For a while, there was widespread concern for the stability of the international banking system. As reported in Mayer
(1982), the minutes of the US Fed Board of Governors (1974: 41–2) state that:

There was widespread concern in financial circles that such evidence of financial difficulty at a few firms might
represent the tip of the iceberg . . . Lenders responded . . . by tightening their credit standards. In the squeeze that
followed, many lesser-rated borrowers found their access to security markets partially or completely curtailed, and
they were forced to fall back on standby lines of credit at banks. Since banks experiencing these unexpected loan
demands were also finding it necessary to pay sharply higher costs for . . . funds, they increased their own loan
rates . . . Stock prices . . . fell dramatically during the spring and summer period of maximum financial strain. The
composite stock index of the New York Stock Exchange . . . at the low was nearly 50 per cent below the record high
reached in early 1973.

Consequently, in September 1974, the Central Bank governors of the G10 and Switzerland expressed their
commitment to the continued stability of
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the international markets.204 This move did not guarantee automatic lender-of-last-resort intervention, to prevent moral
hazard, but did indicate the willingness of Central Banks to intervene in a crisis. The absence of further banking
failures also helped to stabilize the eurocurrency market by early 1975. Meanwhile, the Central Banks had also learnt
the importance of timing of closures in a global market, and the potential fragility of payments system, where ‘Herstatt
Risk’ remains an important concept, and a test for the robustness of any new systems, to date (Kamata 1991).

After 1974, banks in the euromarket made more use of back-and-forth interbank trading, and set interbank lines and
limits with much greater care. Limits on the amounts or maturities of loans to any particular bank were related to the
borrower's net worth or another quantitative guideline—as they arguably should always have been. However, by the
late 1970s, the typical interbank market range of rates was reduced to only about 25 basis points overall. Memories
were short. In contrast with the situation in 1974, concern was expressed at the narrowness of the range, and it was
suggested that market liquidity had created abnormal compression, with potential for a further crisis. As shown below,
the crisis when it came was largely concentrated in the syndicated credits market.

(c) The Debt Crisis 1982205

During the 1970s, inflation in many countries rose well above the accepted norm; freely floating exchange rates were
widely adopted by industrialized countries; nominal interest rates were volatile and sometimes very high, though real
rates were often negative (Chart 6.6); and there were substantial changes in the pattern of wealth holding, largely
because of sharp increases in the price of oil relative to other commodities and manufactured goods. Many countries
increased their demand for external finance. Meanwhile, the OPEC surpluses were invested through the banking
system206 and not in securities markets207—a major difference from earlier periods of international lending such as the
late nineteenth century and 1920s.208 Partly as a result of these developments, the syndicated credit became the
preferred means for international lending by banks. (A eurocurrency syndicated-credit represents a loan or credit
facility, generally at
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floating rates, which is arranged on behalf of a borrower from another country and is made by a consortium of banks.)
The syndicated credit enabled banks to cope with the demands made on the financial system during the 1970s, by
mobilizing substantial quantities of funds with little complexity or delay. However, viewed in retrospect, the simplicity
of syndicated credits may also have drawn into international lending a wider range of banks than would have been
ideal, while many were made at excessively fine spreads, i.e. there was a form of bull market and slippage in credit
standards.

An outline of the debt crisis must commence a significant time before 1982.209 Following a period of disruption over
1974–5, partly associated with the Herstatt crisis discussed above, conditions in the syndicated-credits market began to
ease in 1976, with lower spreads for prime borrowers and a higher average loan size. Lower spreads210 and longer
maturities for other borrowers followed in 1977 and 1978. Many borrowers began to tap the syndicated loan market
regularly, and a much wider range of borrowers entered the market, including heavy borrowing by ldcs. Feldstein
(1991) notes that in some countries such as the USA, the authorities actively encouraged banks to undertake such
lending, as an adjunct to foreign aid. Some borrowers renegotiated or refinanced loans which had been taken out
under tighter conditions. Virtually all borrowers were able to negotiate successively finer terms. By 1979 the following
conditions were established: high levels of lending, low spreads, little consideration of capital or ability to pay of
borrowers, a wide range of borrowers of varying credit quality obtaining loans (but a concentration of loans in Mexico,
Brazil, Argentina, and South Korea).

Why did spreads not rise to cover risk, as debt burdens rose? Briault and Bond (1983b), Folkerts-Landau (1985), and
others point to such factors as an increasing focus on the part of banks on balance-sheet growth rather than just
profitability; the shift from asset to liability management; the ability to cross-subsidize international business from
profits made in oligopolistic domestic markets and from the ‘insurance’ provided by banks to depositors via
their—often inadequate—capital; regulatory insurance of banks by deposit insurance/lender-of-last-resort (moral
hazard of which may have been heightened in some countries by official encouragement to lending); lack of knowledge
of the extent and maturity of external debts; misjudgements of ldcs' debt-servicing ability in the context of historically
low real interest rates, related in turn to rapid inflation; servicing ability was often lowered by ill-judged
macroeconomic policies, with overvalued exchange rates, fiscal deficits, and monetary laxity (Dornbusch 1986);
misjudgement of the risks of the potential
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correlation between sovereign risks when economic conditions deteriorated; and the intensity of competition in the
market, which kept spreads low.

The oil shock of 1979–81, and subsequent slower world economic growth, damaged prospects for developing
countries. The cost of servicing debt rose sharply as unanticipated alterations to US monetary policy in late 1979,
aimed at reducing inflation (the shift to a system of targeting non-borrowed reserves), lifted dollar interest rates to
unusually high levels and the dollar appreciated strongly. As debt-servicing difficulties emerged—borrowers were only
able to meet high debt-servicing costs by sizeable increases in borrowing—market confidence was increasingly
undermined. Spreads rose for non-prime borrowers, maturities shortened, and the number of ‘new’ credits fell. The
debt crisis effectively began with the ‘shock’ of Mexico's sudden suspension of external debt servicing in August 1982
(due to a lack of ‘control’ by banks over sovereigns, assets could not be directly recovered in the case of such
suspension (Ch. 5, Sect. 7)). Borrowing subsequently became more difficult for a number of heavily indebted
countries, particularly in Latin America (i.e. quantity rationing applied strongly). However, Central Banks intervened to
prevent a crisis in the interbank market by persuading creditor banks to roll over their claims on Mexican banks (Price
1987) and the Fed relaxed monetary policy, reducing interest rates sharply.

The level of ‘spontaneous’ syndicated lending (loans syndicated normally in the market) fell sharply after the middle of
1982, and remained low throughout 1983 and 1984. The level of loans to OECD borrowers did not alter significantly,
but Latin American and Eastern European borrowers virtually disappeared as takers of ‘spontaneous’ credits (though
the latter returned to the market during 1984). Even when ‘unspontaneous’ lending211 is included, the market downturn
is still evident. Ldcs themselves suffered a prolonged economic slowdown in the aftermath of the crisis.

In terms of realized spreads, the effect on general syndicated credit market conditions was only temporary, with the
increase in average spreads in the latter part of 1982 reversed in the first half of 1983 (Chart 6.3), and no clear evidence
of shorter mean final maturities. However, the syndicated loans market demonstrated an increasing tendency to be a
source of funds only for favoured borrowers such as OECD corporations who were price-rationed, while all others
were quantity-rationed (at zero), and thus did not affect observed spreads. This was shown by the relative stability,
from the start of 1982, of both average spreads and mean final maturities for those borrowers still having access to the
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market. From mid-1983, there were even signs of slightly improved conditions for such borrowers, with spreads falling
and maturities lengthening. By 1987, developing countries, evidently still quantity-rationed, accounted for 10 per cent
of syndicated lending, while Eastern bloc countries, which withdrew entirely from the market by the end of the year,
accounted for only 2 per cent. Over 1982–90 most syndicated credits were arranged by companies in OECD countries
(Allen 1990).

The crisis left a number of banks technically insolvent, i.e. the losses from writing off non-performing ldc loans
exceeded capital, often several times. However, the authorities sought to prevent default, for fear of runs by uninsured
wholesale depositors and a financial crisis. Instead, they allowed the loans to be recorded at book value on balance
sheets; required212 banks to lend money to cover interest payments and to roll over existing loans (after initially
providing it themselves); demanded that provisioning against loans be built up and capital ratios be maintained. This
policy of forebearance was largely successful—by 1990 most of the banks had made provisions for substantial losses,
thus facilitating acceptance of lower interest rates and writedowns of principal with ldcs. This outturn contrasts with
the US thrifts case discussed below, where forebearance led to excessive risk-taking.

On the other hand, some commentators would suggest that there were adverse consequences for the lenders. In
particular, following the debt crisis, banks' lower credit standing and higher insurance and capital costs (as well as the
effects of deregulation on the cost of deposits) led to a higher cost of funds relative to major companies. Consequent
disintermediation may have led to a pattern of riskier lending (for example, to commmercial property) as well as desire
for balance-sheet growth, which was one factor that led to the financial-fragility problems outlined in Chs. 2 and 3.
Meanwhile, Feldstein (1991) notes that if credit had been provided via securities markets, the adopted solution would
not have been possible—although this would in any case have caused less risk to the financial system than
concentration of debt in the form of bank loans.

(d) The Crisis in the FRN Market 1986213

The origins of the market in floating-rate notes (defined as medium-term securities carrying a floating rate of interest
that is reset at regular intervals in relation to some predetermined market rate) lie in the 1960s when banks used them
as a means for raising short- or medium-term funds to support their international lending operations. However, a
major spur was given by the debt crisis (outlined above), which led to a sharp
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decline in new lending, as well as in inflows of funds to international banks. As a substitute for syndicated loans (in
bank's asset portfolios and as a liability of sovereigns), FRN issues grew particularly strongly over 1981–5, while the
fixed-rate eurobond market was relatively subdued. The innovation of perpetual FRNs was also popular. The main
issuers of FRNs were governments and banks (companies preferred to issue in the fixed-rate markets). Banks sought
to issue FRNs as subordinated and/or perpetual debt in order to increase their capital bases, but also were attempting
to reduce the degree of maturity mismatch in their international lending. Banks, notably in Japan, also emerged as
major investors in the FRN market, holding a large proportion of paper outstanding.

The FRN crisis began with sharp price falls in December 1986 in the perpetual sector, which have been blamed on
factors such as investors' re-evaluation of the equity characteristics of these instruments; fears that the supervisors,
notably in Japan, would deduct any holdings of bank-issued FRNs by other banks from the latter's capital (thus making
investment unattractive); excess supply of bonds, considering the size of the investor base; underpricing of issues in
relation to risk; and false expectations of liquidity given the size of the market. At the outset of the crisis, it was
expected that the problem might be resolved by an issuing hiatus, followed by adjustment of terms (F. G. Fisher 1988).
But large underwriting exposures undermined the market. Rumours of heavy selling became self-fulfilling and prices
went into free-fall as market makers withdrew, thus increasing potential losses for remaining traders. Short selling
worsened the situation.

A similar crisis hit the much larger dated sector a month later, yields soared, and issuance became virtually impossible.
Although the difficulties of the perpetual sector helped to trigger this, the problems of fears of new supervisory
rulings, oversupply, and illusion of liquidity were also present in the dated sector. As described by Muehring (1987) the
market had been subjected to relentless downward pressure on yields, which fell below Libor in 1986. This tended to
exclude banks as investors (given that their ability to buy FRNs is premised on borrowing funds at Libor) although
they held 80–90 per cent of extant bonds. Lead managers tried to compensate for low spreads with innovations which
relied largely on risky interest-rate plays, while trading also increased sharply in an attempt by investors to maintain
profits—and helped further to compress spreads. Underwriters and investors assumed that risks in the market were
limited due to the coupon reset mechanism and built up large positions, failing to note that profits were largely a
function of the bull market conditions. (There was an illusion of safety in liquidity.) Last, it was assumed that an
investor base existed beyond the banking sector. This was not the case, so short-term speculative demand was
mistaken for genuine end-buyers. After the crisis more and more market makers
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withdrew and liquidity continued to decline. Both the perpetual and dated FRN markets were largely moribund for the
rest of the decade, except for some development of mortgage-related issues.

(e) The Equity Market Crash 1987214

Macroeconomic antecedents: During 1987, participants in financial markets became increasingly concerned with the
persistence of large current-account imbalances between the USA, Japan, and Germany. The fear was that the
imbalances would lead to investor reluctance to hold dollars, entailing downward pressure on the dollar, and higher US
interest rates. In addition there was some increase in world inflation expectations, associated both with a strengthening
in commodity prices, and with the build-up of liquidity in countries such as the UK and Japan with appreciating
currencies; the latter was partly a result of official intervention to stem the dollar's decline following the Louvre accord.
As a result of fears of inflation, monetary policy was tightened in several countries. Market concern was compounded
by the limited macro-economic policy co-ordination that had been achieved. Although the Louvre accord did help
stabilize exchange rates during the first three quarters of 1987, little progress was evident on adjustments to fiscal
policy, particularly in the USA and Germany. Adverse US trade figures for July and August sharply reversed the weak
improving trend which had prevailed since the spring, with damaging effects on market confidence and (in
combination with tighter monetary policy) on interest rates. For example, short-term US interest rates rose from 7
per cent at the end of September to 9 per cent just before the crash. Furthermore, the failure to achieve sustained
reductions in current-account imbalances was highlighted by renewed and public policy discords between the USA and
some other countries in mid-October.

Portfolio imbalance: A notable feature prior to the crash was the widening yield gap between government bonds and
equities in the USA, Japan, and the UK. The main theoretical determinant of equity values is the discounted present
value of expected future dividends.215 The market's valuation of these dividends will depend on the relative
attractiveness of alternative investments, such as bonds. Allowing for risk differentials, the returns on the two assets
should tend to equalize over time. The widening of the differentials after 1986, at a time when inflation was relatively
constant—equity yields falling as prices rose, bond yields rising with inflation expectations, and tighter monetary
policy—implied the need for a portfolio shift at some point to re-establish more normal differentials. In the absence of
a sharp fall in bond yields, such shifts can
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require extremely large changes in equity prices. The fall in equity prices may have represented such a portfolio shift.

A speculative bubble? An explanation of the strong rise in equity prices in 1987 may be couched in terms of a deviation
from the fundamental determinants of value. The reasons for the overvaluation of equities are difficult to identify, but
may have included falls in the number of shares outstanding, owing to buybacks and management buyouts in the
United States; development of programme-trading techniques such as ‘portfolio insurance’ that offered institutions
confidence that gains could be protected against a crash; lower transactions costs and higher turnover, that fostered an
impression of increased liquidity; and the merger wave in many countries. Falling interest rates, buoyant economic
prospects, and strong monetary and credit growth also fuelled share price growth. More generally, in the UK and USA,
but particularly in Japan,216 a speculative bubble may have occurred. The key underlying factor was the belief that
overpriced shares would always find a buyer at current prices and that the level of liquidity would always be the same.
Speculative bubbles throughout history have tended to deflate extremely rapidly, as did the 1987 bubble on 19
October.217

Information failure in the market for liquidity is held by some observers to be a key complementary explanation
(Gennotte and Leland 1990; Grundfest 1991). The suggestion is that the US market suffered during the crash from a
lack of information about a spike in demand for short-term trading activity—related in this case to passive programme
traders—as well as uncertainty about fundamental values. The markets were uncertain about the size of expected
demand for liquidity, the reason why some traders were selling, and price levels at which buying interest might
reappear. This caused a sharp rise in the price of liquidity—it became expensive to buy the immediate right to sell
shares—as bid-offer spreads widened and prices fell. Proponents of this view suggest that better information about
the size and composition of market demand for liquidity might reduce the incidence of crashes.

Systemic risk arose largely from the difficulties of investment banks, notably in the USA and Canada. On the one hand,
several investment banks were left with large tranches of devaluing international equity after they had applied ‘bought
deal’ techniques to primary equity issues. But more generally, to keep the US stock market and index futures market
open, brokers needed to extend massive amounts of credit on behalf of their customers to meet margins calls. By noon
on 20 October, two houses alone had $1.5 bn outstanding. There were fears of commercial banks
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cutting credit lines to securities houses, with potential systemic consequences for the markets and associated payments
and settlements systems. Only a Fed announcement that ample liquidity would be provided (as well as pressure on
banks to keep credit lines open to brokers, backed up by discount loans)218 eventually calmed the markets. In the longer
term, provision of liquidity by Central Banks—expanding the money supply and reducing short term interest
rates—may have helped offset effects of the crash on activity.

There were also ‘fragility’ implications for the non-financial sector, as the equity market crash had sharp consequences
for quantities and prices of credit in capital markets. In the US the yield spread on commercial paper over Treasury
bills had increased over the year prior to the crash, indicating heightened risk, although the corporate bond spread was
relatively stable. Given high levels of leverage in the corporate sector, together with disruption to financial markets, a
number of companies had difficulties obtaining financing. But more generalized fragility—notably among equity
holders in the household and financial sector—was avoided. Margin requirements preventing individuals buying stock
with borrowed funds may have been important in this respect. And life insurers and pension funds—having long-term
liabilities as well as volatile assets—are not subject to runs in the way banks are; although there was also little hint of
risks to banks in the CEJ countries with large equity holdings.

The consequences of the crash for borrowers in debt markets are illustrated by the behaviour of the eurobond market,
where issuance fell sharply and there was marked tiering of yields to sovereign and corporate borrowers, the latter
finding themselves virtually excluded from the markets. Fears of recession led to sharply increased default premiums
on heavily indebted corporate issuers, while the most heavily indebted were quantity rationed (for example, Bell
Resources had to abandon proposed issues). Issuance of equity-warrant bonds, which had been the mainstay of the
eurobond markets in previous quarters, virtually ceased, given the lack of attractiveness of the equity component.
Problems in the eurobond sector, aggravated by the stock-market turmoil, as well as a sharp increase in inflows to
banks on deposit of funds withdrawn from the securities markets, left banks flush with funds. This, and the lack of
alternative opportunities for income, probably contributed to strong competition among banks in the credit markets,
which provided an alternative source of funds to borrowers excluded from the securities markets. The competitive
terms attending new syndicated credits, and the reduced attractiveness of other means of obtaining finance, also
increased the appeal of credits to borrowers. The equity-market crash was initially felt
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to have discouraged syndicated lending on such financings as leveraged buyouts and takeovers, but they soon
rebounded in 1988.

A detailed description of the effects of the crash on the euromarkets, which illustrates the heightened linkages between
markets in the current financial framework, and the links between secondary and primary markets, is given in
Appendix 1, at the end of this chapter.

(f) The US Thrifts Crises219

US savings and loans institutions (or thrifts) are a long-established form of mutual bank, which in the 1980s were
subject to two linked crises, a ‘maturity mismatch’ crisis at the beginning of the decade and a ‘loan quality’ crisis in the
mid- to late 1980s. However, it is suggested that the genesis of these events lies several decades further back.

In the tightening of regulation and compartmentalization of the US financial system which ensued after the crises of
1929–33 (see Ch. 8), thrifts were assigned responsibility for provision of residential mortgages (usually long-term, at
fixed rate) while interest-rate ceilings were imposed on bank deposits. Such a system sought to provide stability and
protection for the institutions. But problems arose as the regulatory structure came to conflict with economic
conditions. Already in the 1950s and 1960s, interest rates were occasionally high enough to result in disintermediation
of deposits to market instruments such as Treasury bills, but in practice rates soon fell and the high denomination of
bills limited depositor interest. Imposition of ceilings on thrifts' own rates—at their own request—in 1966, prevented
their liability rates exceeding asset yields.

In the 1970s the problems became more serious as, first, under pressure from inflation, interest rates rose above the
deposit ceilings (typically around 5 per cent depending on maturity) for long periods and, second, the development of
money-market mutual funds enabled small depositors to shift to money-market instruments. Thrifts thus suffered
increasingly from liquidity problems. To prevent such disintermediation, interest-rate ceilings were progressively raised,
while the institutions switched heavily into wholesale funding (after being permitted to issue unregulated Money
Market Certificates, with a denomination of $10,000, in 1978). This, however, exposed a serious problem of interest-
rate risk owing to the mismatch between the existing stock220 of fixed-rate long-term mortgage assets (often at low
interest rates) and high-interest short-term floating-rate liabilities. This effect was particularly severe after US monetary
policy was tightened in 1979 (while the recession also increased bad debts). Net worth, earnings, and capitalization
declined and failures increased.
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Rather than seeking orderly closure of the whole industry while net worth remained positive, the authorities sought to
enable thrifts to continue in business, in the hope that eventually profitability could be re-established, as new mortgages
at higher interest rates replaced old unprofitable ones. Guttentag (1989) suggests this was due to three underlying
factors: first, a belief that the shock and the industry's exposure was not the industry's fault; second, inadequate
supervisory resources to deal with so many insolvent firms; third, lack of political will to deal with a deferrable
problem—especially since action would probably deplete the deposit insurance fund. The problem was deferrable
because confidence was retained and insolvent institutions were allowed to continue operating.

In acts of deregulation dated 1980 and 1982, thrifts were allowed to diversify assets away from long-term home
mortgages in the hope of speeding the return to profitability, and capital standards—which would otherwise have led
to closure or balance-sheet shrinkage—were relaxed. The level of deposit-insurance coverage was increased in 1980.
Finally, as regards interest-rate controls, they were further eased as permission was granted for issue of high-interest/
low-denomination, money-market deposit accounts in 1982, and interest-rate ceilings were finally abolished in 1986.
As noted by L. J. White (1992) these changes increased the opportunities (related to assets), capabilities (related to
liabilities), and incentives (related to capital) for risk-taking by thrifts in the early 1980s.

Heightened risk-taking was indeed the response, as many thrifts tried to grow out of their problems by rapid
expansion, diversifying into high-yield and high-risk assets such as land, development, construction, and commercial
real estate as well as ‘junk bonds’,221 although there was also considerable expansion in traditional fields of mortgage
lending. Risk was often concentrated in narrow types of business as well as geographically. Real estate was particularly
favoured due to generous depreciation provisions in the tax code at the time. Growth tendencies were particularly
marked in the South-West, which experienced an oil-related boom over 1983–5. Depositors were content to finance
such ventures, given the generosity of US deposit insurance,222 despite increased credit and interest-rate223 risk. With
low capital standards and limited liability, equity holders had little to lose, particularly for thrifts that were technically
insolvent (438 in 1984). Managers, who had often entered the industry de novo or taken over faltering institutions, had
little reputational or monetary capital at risk. And reductions in supervisory budgets, as well as disruptive
reorganizations, over this period meant monitoring of these trends was highly imperfect.
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After declines in commodity prices in 1985–6, as well as overbuilding per se and tightening of tax laws, the office real
estate market began to collapse, and many of the other speculative loans proved non-performing.224 In combination
with low capital ratios, insolvency was widespread—thrifts were unable to sell remaining mortgages on secondary
markets to pay off depositors. There was also evidence of insider abuse, fraud, mismanagement, and unsound banking
practices, such as inadequate credit appraisal, at many of the insolvent institutions, although pursuit of higher yields via
acceptance of high risk was probably the overriding factor. Such problems were compounded by the fact that the
deposit insurer (FSLIC) lacked the resources to wind down all the insolvent thrifts, which were thus left to operate
while taking ever-increasing risks.

Pauley (1989) recorded that at the end of 1988, 360 thrifts were insolvent according to ‘generally accepted accounting
principles’ (GAAP) and another 150 had negative GAAP capital after deducting goodwill. A further 292 had GAAP
net worth of under 3 per cent of assets (compared with the Basle capital standard of 8 per cent). In combination with
those already closed or merged, assets of these institutions amounted to $540 bn. The policy response has been to
guarantee deposit-insurance liabilities225 and set up a corporation (Resolution Trust) to acquire ailing thrifts, closing
them or selling them to other institutions. Meanwhile, remaining thrifts were subjected to tighter capital standards and
limits on types of investment. Reserves were required against risk of future defaults on higher risk assets—which in
turn reduced ability to meet the new capital standards.

The second thrifts crisis occurred without runs, except in Ohio and Maryland in 1985 when a panic took place among
depositors with privately insured thrifts. In Ohio this was triggered by failure of a government securities firm226 with
which a large saving and loan had sizeable investments. The losses exceeded the capital of the thrift and the reserves of
the private guarantee fund, generating contagious runs. The institutions concerned had to be closed by the state
governor till they could obtain federal deposit insurance. It was notable (Gilbert and Wood 1986) that the Federal
Reserve was unable to stop the run by offering liquidity assistance to the institutions, implying a sharp focus of US
depositors on the deposit-protection aspect of the ‘safety net’. The Maryland panic was broadly similar; losses at the
largest institution provoked runs on all privately insured thrifts. In neither case was there a run on federally insured
savings and loans.
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(3) Prices and Quantities in the Financial Markets 1966–90
In order to assess the periods of instability in a comparative manner, and to evaluate economic theory in the light of
them, it is useful to complement description with data which allow one to pinpoint the precursors and effects of the
various periods of disorder on prices, quantities, and other economic indicators. This is provided in the charts in this
section and the tables in Sect. 4. The charts set the crises in context by providing indicators of prices and quantities
over the whole period, thus allowing times of crisis to be contrasted with more quiescent periods. The tables in Sect. 4
focus on developments immediately surrounding the crises. It should be noted that frequent use of US and dollar
markets data in Sects. 3 and 4 is not aimed to imply that these patterns were solely observable in dollar markets or the
USA. They were common elsewhere (see Ch. 8); but the USA was the predominant economy, and US domestic and
eurodollar were the key financial markets for most of the period covered.

Chart 6.1 shows short-term interest rates in US dollars, while Chart 6.2 shows the differential between the risk-free
rate (US Treasury bills) and other rates of the same maturity. A detailed description of these markets and their
relationships is given elsewhere (see Stigum 1990; Jeanneau 1989; and the description in Sect. 1). Suffice to say that
commercial paper

Chart 6.1. US$ short-term rates (%)
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(USCP) rates indicate risks to the domestic corporate sector, certificate of deposit (USCD) rates risks to the domestic
banking sector, while the three-month eurodollar rate (Libor) shows the risks in the eurocurrency interbank market
(where in each case risks may include liquidity and other risks as well as credit risk). The charts indicate a long-term
convergence of rates in these markets as integration of financial markets has proceeded. As well as relativities,
Chart 6.1 illustrates the periods of tightening of US monetary policy (when short rates increased), notably over 1972–4,
1978–80, 1980–2, and 1987.

Chart 6.2. US$ short-term spreads (%)

The periods of crisis are clearly visible in both charts, as an increase in rates on private-sector liabilities vis-à-vis public-
sector risk-free rates. These are related to an increase in perceived liquidity risk and credit risk of domestic and
eurocurrency claims, and also often to declines in Treasury bill yields due to ‘flights to quality’ or loosening of
monetary policy. The crisis of mid-1974, which was centred on the interbank market, is particularly apparent, though
the effects of the debt crisis and the equity-market crash (but not the FRN crisis) are also evident. Other rapid
increases in spreads occurred as a consequence of failures in 1970 (Penn Central), 1980 (silver market), 1984
(Continental Illinois), and 1990 (Bank of New England). The first and third of these are described in Ch. 8.

Chart 6.3 shows the average spread over Libor of new syndicated credits, drawn from the Bank of England's ICMS
database. As would be expected, spreads for ldcs generally exceed those for OECD countries,
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although, naturally, realized spreads do not reflect the exclusion of many countries from the market after 1982. These
are, of course, spreads at issue, so when there are no loans, there are no observations. The widening of spreads after
the Herstatt crisis and associated macro-economic problems is clearly visible. There was then a long-run decline in
spreads after this peak in 1974. The major crisis in the credits market (the debt crisis) is clearly visible in the pattern of
spreads for ldcs over 1982–3, but it had almost no effect on realized spreads for OECD corporations. The rapid
decline in spreads for ldcs after 1983 reflects quantity rationing of countries felt to be poor risks. In contrast, the crises
of 1986 and 1987 appear to have had very little effect on realized spreads in the credits market, which for OECD
borrowers continued an apparent long-term decline.

Chart 6.3. Spreads on syndicated credits (%)

Chart 6.4 shows secondary market yields for eurodollar and US domestic bonds of roughly ten-year maturities, Chart
6.5 the differential of euro and domestic corporate over US treasury rates. The earlier crises of 1974 and 1982 are
clearly apparent in the eurobond market; by contrast, the FRN crisis and the crash are revealed in only minor increases
in secondary-market spreads for private-sector issuers. Meanwhile, US corporate spreads relate largely to the cycle
(Davis 1992a). It is notable that yields on US government bonds (Chart 6.4) barely changed in 1974, while over
1979–82 they increased sharply, and again in 1987–8.
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Obviously these changes are related to US domestic conditions (expected inflation and the relationship between supply
and demand of domestic bonds) rather than financial crises as such, though unstable financial conditions can also
increase yields required on government bonds if there is a flight to short-term assets.

Chart 6.4.US$ long bond yields (%)

Chart 6.6 gives the pattern of real rates in the USA (calculated crudely by deducting inflation in the previous year). The
negative rates experienced in the 1970s, and the extremely high levels of the 1980s (even compared with the 1960s) are
clearly discernible. The rise in real rates provided the background for the ldc and thrifts crises; the Herstatt and
secondary banking crises occurred in the context of negative real rates.

Chart 6.7 shows spreads in the UK domestic markets corresponding to those shown in the US and eurodollar sectors.
During 1973 it is clear that interbank–Treasury bill differentials were extremely high (at other times they have been
negative),227 while the long corporate–government spread was also rising sharply. Although the debt crisis affected UK
banks, the short spread's response was less marked than in 1973. Meanwhile, the long spread appears counter-cyclical
in the 1980s.
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Chart 6.5.US$ long bond spreads (%)

Chart 6.6.US$ real rates (%)
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Chart 6.7.UK long and short spreads (%)

Chart 6.8 shows annual changes in equity prices in the UK and US markets. The occurrence of the 1973 crisis in the
UK amid a bear market is clear; the debt crisis also followed declining US share prices (largely due to the recession),
while the crash of 1987 is apparent for both markets. Chart 6.9 illustrates the behaviour of the secondary dated FRN
market during 1985–8. The steady decline in discounted margins228 prior to the crisis and huge increase in spreads
afterwards is evident. It is notable that a second sharp increase in spreads occurred after the equity-market crash.

Charts 6.10–6.11 give an impression of total volumes of euromarket activity over 1972–91. In Chart 6.10 the decline in
total gross issuance in 1982, after steady growth since 1975, is particularly evident. This was almost entirely reflected in
volumes in the credits market. The crisis in the FRN market and the ensuing dormancy of the market is also apparent.
Finally, the effects of the crash on the eurobond market and its subsequent recovery can be discerned. Chart 6.11
reveals the composition of euromarket activity: the dominance of credits over 1972–4 and 1978–82, and their
subsequent replacement by fixed-rate bonds, the growth of euronotes, and the growth and decline of the FRN market.
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Chart 6.8. Growth of US and UK share prices (%)

Chart 6.9. Discount margins for US bank FRNs
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Chart 6.10. Gross euromarket volumes ($ bn)

Chart 6.11. Shares of euromarket activity

Chart 6.12 shows growth in total credit to the non-financial domestic sectors (public, corporate, household) in the UK
and US domestic markets as a proportion of GNP. Rapid growth in credit is apparent in the
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Chart 6.12.US and UK credit expansion/GNP

Table 6.1. Growth of indebtedness (indices)

Years before crisis t–4 t–3 t–2 t–1 t
International
1974 (growth of
interbank market)a

100 152 201 217 232

1982 (growth of
ldc debt)b

100 124 152 180 200

1986 (growth of
FRN market)c

100 109e 244e 398 502

1987 (growth of
US corporations'
debt)d

100 115 127 142 156

Domestic
1973 (secondary
banking)f

100 113 167 331 523

1980 (US thrifts)g 100 117 133 148 165
1986 (US thrifts)g 100 117 140 152 163

a Outstanding foreign currency interbank credits (reporting banks). Source: BIS Annual Reports.
b Evolution of non-OPEC ldc's external indebtedness. Source: BIS Annual Reports.
c Stock of FRNs outstanding. Source: BIS Annual Reports.
d US corporations' total liabilities. Source: US flow of funds.
e Estimated.
f Lending to property, construction, other financial and HP.
g Balance sheet of savings and loans institutions—assets.

UK prior to the secondary-banking crisis, as well as prior to the later thrifts crisis in the USA. Most recently, a marked
decline in credit growth
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has occurred in both countries, consistent in each case with the recession and financial fragility in the non-financial
sectors (Ch. 4).

(4) A Comparative Empirical Analysis of the Periods of Instability
The tables in this section describe in more detail the behaviour of key economic indicators at the times of the financial
crises. Note that the US thrifts crisis had several phases and no specific period of crisis. Here we focus both on the
‘mismatch’ crises of 1980 and also the ‘loan quality’ crisis, dating it 1986.

Tables 6.1–6.4 examine potential longer term precursors to financial crises. Table 6.1 illustrates the growth of debt
outstanding prior to the crises. The table illustrates the rapid expansion of credit in the preceding years, which as the
accounts above have illustrated (and as emphasized by theories of financial fragility) were an integral part of the crises
themselves.

What was the long-term pattern of spreads prior to the periods of instability? Although data cannot be conclusive
(spreads are determined by a variety of factors), Table 6.2 offers tentative evidence that standards of risk appraisal were
relaxed on each occasion. Interbank spreads in

Table 6.2. Indicators of risk pricing prior to crises

Years before crisis t–5 t–4 t–3 t–2 t–1 t
International
1974: interbank
spreadsa

n/a n/a 2.4 1.3 2.2 3.1

1982: spreads on
new ldc creditsb

1.6 1.3 1.0 0.9 1.1 1.0

1986: spreads on
FRNs for banksc

— 0.23 0.19 0.14 0.17 0.19

1987: spreads on corporate borrowingd

credits 0.6 0.6 0.7 0.4 0.4 0.3
bonds 0.8 0.63 0.02 0.09 0.29 0.99
Domestic
1973: money
marketse

0.9 1.3 1.0 0.8 0.3 1.7

1973: bond
spreadsf

0.7 1.25 1.28 1.21 0.82 0.7

1980: money
market g

0.67 0.28 0.37 1.03 1.15 1.63

1980: mortgagesh 1.1 1.3 1.4 1.2 1.8 2.3
1986: money
market g

1.89 1.66 0.46 0.84 0.57 0.54

1986: mortgagesh 2.7 3.1 2.1 1.4 1.8 2.5

a Eurodollar 3 month rate less US Treasury bill rate.
b Average spread over Libor of syndicated credits to ldcs.
c Average spread over Libor in primary eurodollar dated FRN market for US bank debt.
d OECD corporations; spread over Libor for US dollar credits; over US treasury bonds for eurodollar bonds
e UK interbank–Treasury bill differental.
f Spreads of UK corporate bonds over gilts.
g US CD-Treasury bill spread.
h US fixed-rate mortgages less government bonds.
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1972–3 were below those in 1971; spreads on credits to ldcs and on bank FRNs (except in 1986 itself) declined before
their respective crises. Corporate borrowing, at least on syndicated credits, was made on progressively more generous
terms prior to 1987. Spreads fell in domestic markets prior to 1973 and 1986 too, except for US mortgages prior to
1986 (1980 was an exception—as noted, the main cause was mismatch on existing loans, not overlending per se). Nor
were these patterns only observable in the markets where the crises occurred; for example, as noted in Sect. 2,
interbank margins fell sharply in the 1970s prior to the debt crisis.

Table 6.3 illustrates patterns in banks' capitalization, an important concomitant of vulnerable situations, as highlighted
by theories of credit rationing. The capitalization of banks in both the UK and USA declined prior to the 1974 crisis; in
1982 UK banks' capitalization fell while that in the USA remained low. In contrast, in 1986 and 1987, crises which had
little impact on commercial banks, capitalization increased. The stronger capitalization of banks in recent years is partly
a result of the tightening of prudential regulation and associated increases in required capital ratios. Such regulation
should in principle make banks more resilient to the type of crisis outlined in this book. In domestic markets, UK
banks' capital declined prior to the secondary-banking crisis; and the exceptionally low level of US thrifts' capital in the
1980s is apparent.

Table 6.3. Commercial banks' capital ratios

Years before
crisis

t−4 t−3 t−2 t−1 t

Euromarket
1974: US banksa 6.6 0.4 6.1 5.8 5.7
1974: UK banksb 7.7 7.6 7.3 6.8 6.4
1982: US banksa 5.8 5.8 5.8 5.8 5.9
1982: UK banksb 8.0 7.7 7.4 6.9 6.9
1986: US banksa 5.9 6.0 6.1 6.2 6.2
1986: UK banksb 6.9 7.3 6.9 8.5 8.9
1987: US banksa 6.0 6.1 6.2 6.2 6.9c

1987: UK banksb 7.3 6.9 8.5 8.9 8.5
Domestic
1973: UK banksb 7.9 7.5 7.0 6.3 6.5
1980: US thriftsd 5.6 5.5 5.5 5.6 5.3
1986: US thriftse 3.7 (3.0) 4.0 (3.1) 3.8 (2.8) 4.4 (3.3) 4.5 (3.4)

a All insured commercial banks, capital plus reserves/assets.
b Major UK banks' capital-asset ratios (1974–primary book capital/asset ratio).
c Estimated.
d Net worth/assets ratio–regulatory accounting principles.
e Net worth/assets ratio–regulatory accounting principles (generally accepted accounting principles).
Sources: OECD 1987; Revell 1980; Llewellyn 1988; A. P. White 1989.
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Table 6.4 shows shifts in regime prior to financial crises, the effects of which were acknowledged to be important at
the time of the events (see Sect. 2), and effects of which on systemic vulnerability are highlighted by theories
emphasizing uncertainty. The shift from fixed to floating exchange rates and the US switch to monetary targeting
based on non-borrowed reserves both increased volatility in markets, though the latter was probably more important
for its effect on the level of interest rates. Anticipation of announcement of new measures for banks' capital increased
volatility in the FRN market. The case for a regime shift in equity markets in 1987 is less clear cut, but the data show
that there were increases in volatility which coincided with the widespread introduction of market innovations such as
portfolio insurance (as well as the bull market itself). In the domestic crises, the UK Competition and Credit Control
liberalization increased the volatility of interest rates (as well as unleashing debt growth). For the thrifts the initial crisis
relates to the same change in US monetary policy as the debt crisis; a higher mean and variance of interest rates with
which they were unable to cope. The second crisis was partly triggered by the collapse in primary product prices.

Tables 6.5 and 6.6 examine some factors often held to be directly associated with financial crises. Thus Table 6.5 shows
share-price movements before (and after) the crises, as highlighted by the financial-fragility and agency-cost
approaches. Each euromarket crisis except 1986 was associated with a sharp downwards movement in share
prices—most obviously the crash of 1987, which was centred on the equity market. This entailed declines of 20–30 per
cent in world share prices, and followed a sharp upward movement in share prices over the previous year, which many
have characterized as a speculative bubble. The 1974 and 1982 crises followed sharp falls in share prices over the
previous year. In 1982 an extremely strong recovery in share prices followed the crisis (48 per cent), but in 1974 prices
were flat for the following year. The secondary-banking crisis—but not the thrifts—also occurred in a bear market.
These data suggest that share price weakness may, directly or indirectly, be associated with disorder in financial
markets. Whether it is a causal factor rather than an indicator of deteriorating economic conditions is of course less
clear, though declines in equity prices tend to entail strong quantity-rationing in new issue markets, thus aggravating
funding problems for those quantity-rationed in credit markets. Also, effects on net worth of falling share prices (and
correlated increases in other asset prices) may affect access to credit, by aggravating agency problems (Ch. 5, Sect. 8).
Tables 6.6–6.8 illustrate some other potential causal factors.

First, real monetary growth was low or declining prior to the 1974, 1982, and 1987 crises in the euromarkets, as well as
the UK secondary-banking crisis, suggesting a degree of monetary restraint by the authorities (given
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Table 6.4. Shifts in regime prior to financial crises

Date Event Indicator Statistics Prior period Following period
May 1971a Shift fixed–float-

ing exchange
rates

$/DM exchange
rate

Mean 3.82 2.98

Coefficient of
variation

0.05 0.12

October 1979b Change in US
monetary policy

US Treasury bill
rate

Mean 8.29 12.32

Coefficient of
variation

0.16 0.17

December 1986c Expectations of
Basle agreement
re bank FRNs

US bank FRN
discount margin

Mean 4.75 24.58

Coefficient of
variation

0.23 0.31

November 1986d Introduction of
programme trad-
ing techniques

US share prices Mean 131.9 162.6

Coefficient of
variation

0.07 0.08

July 1971e Introduction of
competition and
credit control

UK Treasury bill
rate

Mean 7.2 7.2

Coefficient of
variation

0.10 0.37

January 1986f Collapse of
commodity pri-
ces

$ oil price (1982
index)

Mean 84.4 47.5

Coefficient of
variation

0.02 0.30

a Observation periods: June 1968–May 1971; June 1971–May 1974.
b Observation periods: Jan. 1976–Sept. 1979; Oct. 1979–Aug. 1982.
c Observation periods: Jan.–Dec. 1986; Jan.–Dec. 1987.
d Observation periods: Nov. 1985–Oct. 1986; Nov. 1986–Oct. 1987.
e Observation periods: Jan. 1969–June 1971; July 1971–Dec. 1973.
f Observation periods: Jan.–Dec. 1985; Jan.–Dec. 1986.
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Table 6.5. Share pricea movements and financial crises (% changes)

Crisis 12 months prior 1 month prior 1 month after 12 months after
International
1974 (June) −14.3 0.0 − 7.8 + 2.9
1982 (August) −15.4 0.0 + 11.7 +48.1
1986 (December) +20.0 + 1.4 + 6.4 − 3.1
1987 (October) +18.0 −12.1 −12.5 1.0
Domestic
1973 (December) −35.1b −17.8b − 1.5b −51.5b

1980 (December) +23.8 + 0.07 − 0.4 − 7.3
1986 (December) +20.0 + 1.4 + 6.3 − 3.1

a US Standard and Poor's 500-share
b FT–30 share index

the prevailing level of inflation), and concurring with the descriptions in Sect. 2. Thus, in 1974 real M1 fell in three of
the four quarters, ending with the crisis period; in 1982, real money fell in the four quarters before the crisis; in 1987,
real monetary growth was negative in the period of the crisis, having decelerated consistently over the previous four
periods. In the UK in 1973, real monetary growth had fallen from 15 per cent to 11 per cent prior to the crisis; US
monetary policy was consistently tight over 1980–2 for the thrifts, with the marginal reserve requirement increased in
spring 1980. The FRN crisis and the later US thrifts are exceptions: monetary growth was consistently rapid over the
preceding year. The FRN crisis was a localized rather than general macroeconomic phenomenon; the later thrifts crisis
was driven more by regional and regulatory factors, although the dollar appreciation up to the end of 1985 did entail a
monetary tightening.

Table 6.6. Developments in US monetary growth prior to crises

Crisis US monetary growth (M1) (real, change on same quarter a year before)
t−4 t−3 t−2 t−1 t

International
1974 (Q2) 2.8 − 0.3 − 2.4 − 3.5 − 5.0
1982 (Q3) 3.2 − 1.4 − 1.0 − 0.2 1.3
1986 (Q4) 8.5 8.7 10.0 11.1 14.3
1987 (Q4) 14.3 12.0 7.2 3.8 − 1.5
Domestic
1973 (Q4) 15.0a 13.1a 10.9a 13.6a 11.2a

1980 (Q4) − 5.1 − 6.0 − 9.0 − 5.8 − 5.1
1986 (Q4) 8.5 8.7 10.0 11.1 14.3

a UK monetary growth
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Consistent with the money data, short-term interest rates (Table 6.7) were increased before the 1973, 1974, and 1987
crises, and were high prior to the debt crisis. (Real rates, in contrast, were quite low except in 1982 and 1986,
suggesting cash-flow effects for debtors—or other types of risk than

Table 6.7. Official short-term interest rates prior to crises

Crisis Nominal (and real) US federal funds rate, quarterly
t−4 t−3 t−2 t−1 t

International
1974 (Q2) 7.8 (2.2) 10.6 (3.7) 10.0 (1.6) 9.3 (−0.6) 11.3 (0.7)
1982 (Q3) 17.6 (6.7) 13.6 (4.0) 14.2 (6.6) 14.5 (7.6) 11.0 (5.2)
1986 (Q4) 8.1 (4.6) 7.8 (4.7) 6.9 (5.2) 6.2 (4.5) 6.3 (4.9)
1987 (Q4) 6.3 (4.9) 6.2 (4.1) 6.7 (2.8) 6.8 (2.6) 6.9 (2.5)
Domestic
1973 (Q4) 7.1a (0.3) 8.9a (1.4) 8.7a (0.1) 9.7a (1.5) 12.0a (2.0)
1980 (Q4) 13.6 (0.9) 15.0 (0.8) 12.7 (1.9) 9.8 (−3.1) 15.9 (3.3)
1986 (Q4) 8.1 (4.6) 7.8 (4.7) 6.9 (5.2) 6.2 (4.5) 6.3 (4.9)

a UK bank rate

credit risk—were most important.) As for the economic cycle (Table 6.8), the data show that in the euromarkets, the
1974 and 1982 crises came several quarters after the turning-point in GNP. The FRN and equity-markets crises came
amid rapid economic growth—as did the later thrifts crisis for the US economy as a whole (rather than regions). The
timing of the euromarket crises in relation to the cycle suggests that they were not causal factors in relation to GNP; if
anything the contrary (i.e. weakened economic activity may have created the conditions in which the crisis could
occur). In contrast, the UK secondary-banking crisis and the initial US thrifts crisis occurred closer to the turning-
point.

Table 6.8. Developments in real GNP prior to financial crises

Crisis Real US GNP growth, change on same quarter a year before
t−4 t−3 t−2 t−1 t

International
1974 (Q2) 5.4 4.1 3.1 0.1 0.2
1982 (Q3) 3.4 0.3 −2.7 −2.2 −3.3
1986 (Q4) 3.8 4.0 3.4 2.5 2.3
1987 (Q4) 2.3 1.8 3.1 4.1 5.1
Domestic
1973 (Q4) 4.6a 9.5a 5.4a 5.4a 3.2a

1980 (Q4) 0.3 1.3 −0.8 −1.4 0.3
1986 (Q4) 3.8 4.0 3.4 2.5 2.3

a UK GNP growth
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Table 6.9. Changes in the flow of lending during crises (%)

Change in gross flow Quarter of crisis on
previous yeara

Following yeara on
quarter of crisis

Year beginning crisis
on previous year

International
1974 (Q2) Credits − 8.6 − 40.8 −38.0

Fixed-rate bonds + 15.2 + 60.7 + 43.8
FRNs — — —
Interbank claimsb − 44.8 − 57.8 − 82.7

1982 (Q3) Credits − 25.7 − 49.2 − 50.0
Fixed-rate bonds + 28.3 − 17.2 + 19.4
FRNs − 43.7 + 62.5 + 16.4
Interbank claimsb + 37.4 − 75.5 − 44.1

1986 (Q4) Credits + 78.1 +117.4 +214.4
Fixed-rate bonds − 7.1 − 9.4 − 5.3
FRNs − 31.2 − 68.0 − 75.1
Interbank claimsb +120.4 − 34.4 + 66.1

1987 (Q4) Credits + 49.4 − 3.5 + 39.7
Fixed-rate bonds − 40.0 +101.1 + 9.5
FRNs + 23.5 + 17.0 + 30.2
Interbank claimsb − 17.5 − 45.0 − 43.4

Domestic
1973 (Q4) UK lending to

property, construc-
tion, finance houses
and other financialb

+ 13.1 − 93.6 − 59.1

Other bank lending
to UK residentsb

+ 1.0 + 1.4 + 11.4

Domestic private
bond issuesb

− 47.7 − 88.2 − 86.3

1979–1980 1980–1981 1981−1982
1980 US thrifts' asset

accumulationb
− 7.2 − 32.0 + 59.0

US banks' asset
accumulationb

− 12.8 + 11.5 + 1.8

Domestic private
bond issuesb

+ 15.1 + 12.5 + 13.7

1984–1985 1985–1986 1986–1987
1986 US thrifts' asset

accumulationb
− 48.6 + 5.5 + 13.8

US banks' asset
accumulationb

+ 19.9 + 0.9 − 32.7

Domestic private
bond issuesb

+ 52.3 + 61.5 − 10.1
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a quarterly averages
b net flow
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Tables 6.9 and 6.10 show quantity and price developments in the major markets at the times of the crises. Regarding
the euromarkets, as might be expected, Table 6.9 shows that the markets directly concerned in the crisis were worst hit
in each case: interbank claims fell by 45 per cent in the quarter of the crisis of 1974, compared with the previous year;
credits by 26 per cent in 1982, FRNs by 31 per cent in 1986, and bonds by 40 per cent in 1987. It is also evident that in
1974, 1982, and 1986 the crises were prolonged in the market concerned; there was no rapid recovery. Thus, interbank
claims declined by a further 58 per cent in the year following the 1974 crisis, compared with the quarter of the crisis
itself; credits by a further 49 per cent in 1982, and FRNs by 68 per cent in 1986. In contrast, the fixed-rate bond
market recovered strongly in the year after the crash (doubling issuance), showing that the crisis was rapidly overcome
and its effects largely concentrated in the fourth quarter of 1987. In domestic markets, the sharp fall in UK lending to
property and construction, as well as other financial institutions, in 1973, is evident from Table 6.9. As for the thrifts,
longer term data shows a sharp deceleration in lending during the ‘maturity mismatch’ crisis not echoed elsewhere, and
in the year before the ‘credit quality’ crisis.

Table 6.9 also gives indications of effects in other markets. Did quantities decline (suggesting systemic dimensions) or
increase in order to substitute for the worst-hit market? Patterns for the earlier crises suggest some degree of
contagion (though of course general economic conditions also affected issuance). The secondary-banking collapse
extended to the bond market, but did not strongly affect bank lending more generally—although intervention by the
authorities may have helped to sustain bank credit. In 1974, the euro credits market declined sharply along with
interbank claims over all the sub-periods analysed. By contrast, fixed-rate international bond issuance remained
buoyant, largely due to activity in foreign bond markets (the eurobond market was severely depressed). In 1982, there
was an initial increase in fixed-rate bond issue and interbank claims in the quarter of the crisis, but comparing the year
beginning the crisis with the previous year, only the fixed-rate bond market showed any increase (the beginning of the
securitization process). The FRN crisis appeared to be more localized. In the quarter of the crisis, credits and interbank
claims increased sharply, while fixed-rate bonds declined marginally. Over the longer term, similar patterns were
observable. Again, in 1987, activity in the credits market increased sharply, while bond issuance plunged, and issuance
of FRNs also recovered. Over the following year, there were increases in all but interbank claims. Finally, there appears
to be no strong relationship between lending by thrifts and other sectors.

These data suggest that in no case was contagion pervasive (though of course not all borrowers could freely substitute
between markets). One can none the less distinguish between 1973/74/82 on the one hand and
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1986/87 on the other, in that a greater substitutability between instruments (i.e. a lesser degree of contagion) is
apparent during the later crises, possibly because the markets were more developed—or conversely that systemic
effects were more muted in these cases. Saunders (1987) also found little evidence of contagion between groups of banks
in the interbank market in the euromarket crises of the early 1980s.

Table 6.10 shows in more detail the price responses to the crises, for example, the sharp increase in Libor relative to
US Treasury bills (illustrating stress in the interbank markets) in 1974. It is notable that secondary-market yields on
fixed-rate bonds and (to a lesser extent) spreads on new syndicated credits also increased over this period, suggesting a
degree of contagion229 between markets and concomitant price rationing of credit. The UK secondary-banking crisis
also had clear effects on interbank spreads, spreads on trade bills, and corporate bonds.

The other crises are less clear-cut in terms of price responses. During the debt crisis, average realized spreads on
syndicated credits did not increase, suggesting the existence of quantity rationing of credit to account for the decline in
lending shown in Table 6.9. Fixed-rate bond yields increased, suggesting concerns over default risk, but the increase in
borrowing over the year of the crisis suggests there were still willing investors and borrowers at these rates. Finally,
although interbank claims declined sharply, there was no strong increase in Libor compared with the US Treasury bill
rate. As with syndicated credits, this may imply some quantity rationing. For the 1986 crisis, there was little detectable
effect in markets other than the FRN market.230 (Some slight upward pressure on spreads on credits is also apparent.)
Table 6.10 also shows the sharp contrast between the period before and after the crisis. In October 1987 the increases
in yields on fixed-rate bonds is apparent. Pricing in the credits market appears unaffected, but Libor relative to US
Treasury bills increased sharply from 1 to 1.9 per cent, perhaps reflecting perceptions of risks in international banking
relative to domestic government paper. It is notable that the US Treasury bill rate itself fell sharply after the 1987 crisis,
reflecting relaxation of monetary policy and the flight to quality by investors. A similar pattern is evident after the
advent of the debt crisis. Finally, since the US thrifts crisis is less clear cut in terms of timing, it is omitted from the
table.
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Table 6.10. Changes in interest-rate relationships during crises (%)

Month t−12 t−3 t−2 t−1 t t+1 t+2 t+3 t+12
International
1974 (June)
creditsa 0.1 0.3 0.5 0.5 0.7 0.6 1.3 0.9 1.2
fixed-rate
bondsb

1.8 1.8 1.9 2.0 2.2 3.0 3.1 3.6 1.2

FRNsc — — — — — — — — —
inter-
bankd

1.6 1.2 2.3 3.3 3.9 5.7 4.8 4.0 0.9

US
Treasury
bill rate

7.2 8.0 8.2 8.4 8.2 7.8 8.7 8.4 5.2

1982 (August)
creditsa 1.0 0.9 1.1 0.9 1.0 0.9 0.9 0.9 0.7
fixed-rate
bondsb

− 0.3 0.9 0.7 1.6 2.8 3.2 3.7 3.2 1.1

FRNsc — — — — — — — — —
inter-
bankd

3.3 2.4 3.3 2.5 2.5 3.6 2.7 1.7 0.9

US
Treasury
bill rate

15.6 12.2 12.1 11.9 9.0 8.2 7.8 8.0 9.4

1986 (December)
creditsa 0.3 0.3 0.4 0.3 0.6 0.3 0.6 0.6 0.3
fixed-rate
bondsb

1.3 1.2 1.3 1.4 1.4 1.2 0.9 1.0 1.2

FRNsc 0.03 0.06 0.07 0.07 0.07 0.12 0.12 0.24 0.38
inter-
bankd

0.9 0.7 0.7 0.6 0.7 0.6 0.7 0.8 0.1

US
Treasury
bill rate

7.1 5.2 5.2 5.4 5.5 5.5 5.6 5.6 5.8

1987 (October)
creditsa 0.4 0.7 0.2 0.3 0.3 0.4 0.3 0.4 0.3
fixed-rate
bondsb

1.3 0.8 0.7 0.6 0.9 1.4 1.2 1.3 0.6

FRNsc 0.07 0.32 0.28 0.25 0.2 0.32 0.38 0.36 0.28
inter-
bankd

0.7 1.0 1.0 1.1 1.9 1.6 2.1 1.2 1.2

US
Treasury
bill rate

5.2 5.8 6.0 6.4 6.4 5.8 5.9 5.7 7.3

Domestic
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1973 (December)
corporate
bondse

0.75 0.66 0.87 0.56 1.01 0.8 0.92 1.27 2.18

trade
billsf

0.4 2.0 1.5 1.4 2.2 3.5 2.3 3.4 2.0

inter-
bankg

−0.4 0.9 — — 1.5 — — 3.2 0.9

UK
Treasury
bill rate

8.5 11.3 11.0 12.9 12.8 12.4 12.2 12.4 11.3

a Average spread over Libor (US dollar credits)
b Secondary market–private sector eurodollar bonds minus US treasuries
c Secondary market–discounted margin over Libor (US banks' dollar FRNs). The discounted margin is a measure of return from an FRN

relative to that on its index rate (Libor), calculated by discounting future cash flow on a money market basis.
d 3 month eurodollar rate less US Treasury bill rate
e UK corporate–government bond yield differential
f Trade bill–Treasury bill differential
g Interbank–Treasury bill differential
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Table 6.11. Summary of features of periods of instability

International crises Domestic crises
1974 1982 1986 1987 1973 1980 1986

Monetary
Prior
monetary
tightening

yes yes no yes yes yes (no)

Occurred
beyond cyclical
peak

yes yes no no no yes no

Banking panics yes no no no yes no no
Aggravated
downturn

no yes no no yes (yes) no

Caused reduc-
tion in money
supply

no no no no no no no

Financial Fragility
Prior
‘displacement’

(no) yes (no) (no) yes (no) yes

Accumulation
of risky debt

yes yes yes (yes) yes no yes

Occurred at
cyclical peak

no no no no yes no no

Speculation yes yes yes yes yes no yes
Distress selling
in credit
markets

no no (yes) no yes no no

Deflation/
increased real
rates

no no no no no no no

Rational expectations
Bubble in
asset/security
prices

no no yes yes yes no yes

Uncertainty
Regime shift yes yes yes (yes) yes yes yes
Competitive
innovation

no yes yes yes (no) (yes) no

Evidence of
crowd
psychology
(low risk
premiums)

yes yes yes yes yes no yes

Credit-rationing
Declining risk
premia

yes yes yes yes yes no yes

Declining
‘capital ratios’

yes yes no yes yes yes yes

Increased
quantity
rationing

yes yes (yes) (yes) yes no no
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Long-term
quantity
rationing

yes yes (no) no yes no no

Increased price
rationing

yes yes yes yes yes no no

Concentration
of risk

(yes) yes (yes) yes yes yes yes

Intense com-
petition be-
tween interme-
diaries

yes yes yes yes yes yes yes

Agency costs
Rising risk
premiums be-
fore crisis

yes no no (yes) yes no no

Falls in asset
prices

yes yes no yes yes no yes

Disinflation no yes no no no yes no
Dynamics of dealer markets
Cumulative
collapse of
liquidity in
secondary
markets

no no yes (yes) no no no

General
International
transmission

yes yes yes yes no no no

Intervention of
authorities

(yes) yes no yes yes yes yes

Contagion be-
tween markets

yes yes (yes) yes yes no no
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(5) The Theory of Crises Viewed in the Light of Empirical Evidence
This section assesses the realism of the theories of financial crisis in the light of the six periods of instability outlined
and illustrated in Sects. 2–4 above. The results are summarized in Table 6.11. These suggest that while all of the
theories have important contributions to make to the understanding of recent financial disorder, none are
all-embracing and a form of synthesis would seem to be called for. Some attempt at this is made in the concluding
section of the chapter.

(a) Financial Fragility
Some but not all of the mechanisms highlighted by this approach seem validated by the evidence. Apart from the initial
thrifts crisis, there clearly was rapid accumulation of debt in each case; interbank positions in 1974, third-world debt in
1982, FRNs in 1986, corporate debt in 1987, debt of property and construction in the UK in 1973 and in the USA in
1986. The nature of the risk concerned differs of course; in most of the crises, concerns were centred on credit risk;
the earlier thrifts crisis was largely a question of interest-rate risk; in the FRN crisis market and liquidity risks were
perhaps crucial (none of the banks who had issued FRNs had any financial difficulties); in 1987, it was a mixture of all
types. Again, these accumulations were accompanied by speculation. ‘Speculative’ underwriting exposures were a
particular problem during the crash, while the secondary-banking and later US thrifts crisis was directly related to
speculative lending. Foreign-exchange speculation caused the 1974 crisis. The ldc debt crisis arguably also had a
speculative side, banks always wishing to earn spreads, while expecting to be able to exit at the next rollover date
(despite the fact that borrowers needed new credits to cover their interest-payment obligations). The same false
expectations of liquidity of course helped to create the conditions for the equity-market crash. The FRN market
collapsed after speculators had become the main holders. Finally, there was in most cases evidence of declining risk
premiums. Adopting Minsky's terminology, some of the episodes could at least partly be characterized as speculative
or Ponzi financing.

On the other hand, apart from the secondary banking and initial thrifts, the crises did not tend to occur at cyclical
peaks and thus possibly help cause the following downturn. This may imply that risk premiums were sufficient to
cover ‘normal’ cyclical patterns but not uncertain events. But it may partly be due to the policy response (for example,
the loosening of monetary policy in 1982 and 1987). This may also account for the absence of widespread distress
selling and of deflation with concomitant increased
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real rates. Equally, wealth effects on consumption, which were widely feared in 1987, turned out to be minor, perhaps
because investors had not fully taken into account the previous rise in share prices. As regards a ‘displacement’, for the
domestic crises, one (but not the only) trigger was often a change in regulation: CCC in the UK; deregulation of thrifts'
rate ceilings231 and then lending powers for the USA. In the international crises, the existence of a prior ‘displacement’,
triggering rapid growth in debt and of accompanying monetary innovation is more debatable. Arguably the 1974 crisis
was triggered by the ‘displacement’ of the switch to floating exchange rates. The period of the debt crisis opened with
the displacement of the oil shock, though its precise links to the crisis (the need for balance-of-payments financing) are
less direct than in the theories of financial fragility. The relevant ‘displacement’ for the other crises is less clear, though
it might be suggested that securitization was a key factor. Innovations with significant monetary effects have been a
feature of the 1970s and 1980s (money-market mutual funds in the USA; high-interest cheque accounts in the UK).
The former was of particular importance in the earlier thrifts crisis.

(b) The Monetarist Approach
It can be argued that rapid inflation did underlie some of the periods of instability outlined. In particular, rapid inflation
in the 1970s reduced real interest rates, encouraging ldc borrowing and leading to mismatch problems of US thrifts.
Inflationary pressures helped generate property booms in the UK (1973) and USA (mid-1980s).

Again, the influence of monetary tightening232 on the international crises of 1974, 1982, and 1987 and domestic crises
of 1973 and 1980, together with the fact the 1974 and 1982 crises occurred after cyclical peaks (see Table 6.6) lends at
least partial credence to monetarist views of financial crisis. However, it is less clear that the crises caused a reduction in
the money supply, thus aggravating the contraction. The nearest to this may have been in 1974, when the reduced
supply of short-term interbank credit may have influenced the price of credit (syndicated credits) to final users.233 The
debt crisis may have worsened the recession of the early 1980s, due to the effects on global demand of the reduced
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ability of ldcs to purchase imports, and indirectly due to monetary contraction arising from the cutoff of credit. The
UK secondary-banking crisis probably worsened the cyclical situation in 1973–4. Loosening of monetary conditions
generally helped to prevent adverse macroeconomic changes after the 1987 crisis.

Bank panics were not a feature of most of the crises, though the withdrawal of deposits from UK secondary banks and
insolvency of Herstatt in 1974 (and the accompanying collapse of Franklin National in the US domestic markets) had
many of the features of a panic. The lack of panic may again be partly attributed to the role of Central Bank
intervention, particularly in 1982 and 1987 when the bankruptcy of some borrowers was feared. On these occasions,
relaxations of monetary policy also helped to offset any tendency for monetary contraction. It was the initial absence of
strong intervention in 1974 that led to the Herstatt crisis, and necessitated the statement by Central Banks in
September that they stood ready to offer support to the international markets. The US thrifts crises and ldc debt did
not generally involve panics, owing to deposit insurance and the practice of forebearance in leaving non-performing
loans on balance sheets at book value.

(c) Rational expectations
As noted above, several of the crises had features resembling speculative bubbles and runs. However, particularly in
the case of bubbles, it is less clear that they were ‘rational’ in the sense that returns increased exponentially in order to
encourage risk-averse individuals to remain in the market concerned. The bubbles (for example in 1987) are more
reminiscent of irrational bubbles, where agents were prepared to remain in the market regardless of the pattern of
excess returns, so long as they were not strongly negative. A degree of irrationality may have been present, which
manifested itself in the belief that the fundamentals had changed—and that the agent would always be able to exit first
(the illusion of liquidity). Such hypotheses are of course difficult to test formally. Rational-expectations theory of runs
again seems somewhat too precise to characterize the respective crises, given that seemingly trivial causes led funds to
be withdrawn (from lower rated banks in the interbank market, the FRN, and equity markets) and in each case many
lenders/investors were left with disproportionately large losses. Only in the later US thrifts could it be suggested that
speculation was in some degree ‘rational’, given the low capitalization of firms and protection of deposit insurance.
Note, however, that this generally negative view of rational expectations in financial crises is not aimed to imply that
agents in
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financial markets do not usually take all relevant information into account—rather that given uncertainty and imperfect
information, rational choices ex-ante may still lead to crises ex-post—and ex-ante irrationality cannot be ruled out.

(d) Uncertainty
Most of the mechanisms outlined in Ch. 5, Sect. 6 under the heading of uncertainty had a role to play in these crises: a
shift of regime with unforeseen consequences, evidence of crowd psychology in lending, and competitive innovation.

In terms of a regime shift, the regulatory changes in domestic markets were a key stimulus to the 1973 and 1986 crises;
the direct cause of the 1974 crisis was the shift from fixed to floating exchange rates, the dynamics of which were
unforeseen by market participants. Similarly, the banks prior to the debt crisis, and thrifts prior to their mismatch crisis,
did not foresee the possibility of a second oil shock, the deep recession, and the new US monetary policy which drove
up interest rates so sharply and increased their volatility. The evidence of a regime shift is weaker for the FRN market;
the problem was rather uncertainty of the potential dynamics of the market that was already in existence, though
expectations regarding the Basle guide-lines may qualify as a partly unforeseen influence. Finally, and again rather
tenuously, the crash showed an unforeseen possibility for equity prices to fall suddenly by a large proportion, thus
weakening the asset backing (and increasing the debt/equity ratio) of corporations with international debt outstanding,
as well as financial intermediaries holding large equity positions.

Reduced risk premiums for uncertain events, which could be characterised as ‘herding’, was evident in each episode:
lending to property and construction in 1973 (UK) and 1986 (USA); lending on the interbank market in 1974 without
careful assessment of credit risk and risky practices in foreign-exchange markets; similar risky lending to ldcs, even
when new loans were needed to pay interest on existing ones; launching of ever-greater volumes of FRNs at lower and
lower spreads; and the crowd psychology of an equity-market bubble and speculative debt finance dependent on high
equity values. In each case lenders (or intermediaries) were comforted by the knowledge that others were making the
same judgements, and/or they assumed risk was diversifiable; in each case they were proved wrong, and risk premiums
proved too low in retrospect. Only for thrifts in 1980 was there no such movement; instead, economic developments
made safe loans risky for the lenders, given the nature of their funding.
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Innovation played a key part in the international crises of the 1980s—and in most cases there was a flaw in the
market's understanding of the innovation. In the case of the debt crisis, the main innovation was the syndicated credit
together with sovereign lending itself234 as outlined; the securities-market crashes of 1986 and 1987 were even more
fundamentally linked to innovation, which provided at least part of the driving force behind the move to crisis
conditions. The FRN market, as noted, was characterized by a wide variety of innovations which attempted to
compensate for declining spreads.235 Investors may have failed to understand market or liquidity risks in the market, or
even the nature of the instrument. The equity-market crash has been linked to numerous innovations (programme
trading, portfolio insurance) which gave rise to an illusion of liquidity. Similarly, in the eurobond market any illusions of
liquidity on issues of less than top quality or featuring financial innovations were shaken by turbulence at the time of
the crash. Effects of innovation were less clear in the other cases, though the development of money markets was a
vital precursor to secondary banks and Herstatt; and the advent of money-market mutual funds in the 1970s
aggravated the disintermediation problems suffered by the thrifts.

(e) Credit Rationing
Like uncertainty, credit rationing has been a widely observed feature of recent financial crises, generally following an
earlier relaxation of credit standards. Increased risk premiums (i.e. price rationing of credit) for classes of institution
affected is evident from the charts and tables, as spreads over risk-free rates increased. There is also, however, some
evidence of quantity rationing for lower quality institutions. This was evident for secondary banks in 1973; also in the
interbank market after 1974, while many banks were subject to price ‘tiering’, the lowest class often finding themselves
excluded from the market altogether. Similarly, in 1982, the most indebted ldcs were excluded from the granting of
voluntary credits. The decline in interbank lending despite rates being constant may also suggest quantity rationing. In
contrast, deposit insurance ensured thrifts were not rationed in the 1980s, and could continue making speculative
loans.

In the later crises, quantity rationing was again evident. The FRN market virtually closed for new issues in 1986, as did
the equity-warrant eurobond sector in 1987, and only top-quality borrowers could gain access to the straight eurobond
sector. Brokers and securities houses with equity
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exposures initially faced severe quantity rationing of bank credit. However, banks in 1986 and corporations in 1987 did
not find themselves excluded from credit altogether, but instead shifted to other, more expensive, markets, namely the
straight bond and euronote markets in 1986 and the syndicated credit and domestic bond and loan markets in 1987.
Again, such quantity rationing as there was only remained for a relatively short time. Though these partly reveal the
lesser severity of these crises, notably in respect of credit risk, they also suggest a declining segmentation of the
markets, which makes a closing of all sources of credit for a borrowing sector less likely.

Guttentag and Herring also highlight declines in borrowers' and lenders' capital ratios together with concentration of
risk—somewhat more precise forms of Minsky's ‘fragility’. Declining capital ratios for banks were certainly evident
prior to the secondary-banking, Herstatt, ldc, and thrift crises, especially if risks are correctly weighted. Low
capitalization exacerbated the crises when they did occur. Concentration of risk was also apparent, particularly in the
secondary-bank, thrifts, and ldc debt crises, although especially for ldcs it was not recognized as such. In the initial
thrifts crisis, such concentration was effectively enforced by regulation which locked them into their specialization in
long-term fixed-rate housing finance. Again, in the equity-market crash, there were concerns over heavily indebted
corporations (especially those involved in speculative takeover plays) as well as security brokers and investment banks
that had taken on concentrated risks (such as large underwriting exposures). However, international banks were in a
much stronger condition in 1986 and 1987, thanks to pressure by supervisory authorities to improve capital ratios.
Intense competition between intermediaries was also present in each crisis and helped to prompt risky behaviour.

Finally, the fact that monetary tightening and credit rationing (and/or shifts to more expensive markets) were both
features of the 1973, 1974, 1982, and 1987 crises lends some credence to the Greenwald and Stiglitz view of the
monetary transmission mechanism (Ch. 4, Sect. 5).

(f) Asymmetric Information and Agency Costs
The distinctive features of agency-cost theory highlighted in Table 6.11 are increases in risk premiums prior to the
crises, collapses in asset prices, and strong disinflation or actual deflation. The data suggest that at least one of these
features was generally present, except for the FRN crisis, thus lending some support to the agency-cost approach.
Rises in risk premiums, notably for banks, were marked even before the crises of 1973 and 1974, thus arguably
indicating increasing vulnerability. Sharp falls in
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share prices preceded or accompanied the 1973, 1974, 1982, and 1987 crises, while collapses in commodity and
property prices triggered the secondary-banking crisis and the thrifts' ‘loan quality’ crisis of 1986. Finally, the strong
disinflation of 1979–82 in the USA underlay the ldc debt crisis and the thrifts' ‘interest rate mismatch’ crisis.

(g) Dynamics of Dealer Markets
A final theoretical contribution in Ch. 5 relates to the determinants of behaviour of dealer markets in the presence of
uncertainty and/or asymmetric information. The informal description of the FRN crisis suggests it was triggered by
various bearish fundamentals (rumours of supervisory rules), re-evaluation of the characteristics of the instrument and
excess supply of bonds in relation to end investors; ‘large underwriting exposures undermined the market . . . rumours
of heavy selling became self-fulfilling and prices went into free-fall as market makers withdrew . . . worsening losses for
remaining traders’. The closeness to the Glosten and Milgrom (1985) description is striking. It is evident that the crisis
did not arise from general perceptions of credit risk, but rather that in the circumstances of declining trading and
perceptions of information asymmetry, remaining as a market maker became increasingly unprofitable. Hence liquidity
collapsed. The associated rise in yields demanded on the instrument meant that primary market activity also became
unviable, i.e. there was a form of contagion from secondary to primary markets.

Elements of a Glosten/Milgrom adverse spiral were clearly also present in the crash, as in the description of a sharp
rise in the price of liquidity, following uncertainty about the size and nature of expected demand—dealers were
uncertain how much would be ‘liquidity’ trade and how much ‘insider’ trade. But, as noted, the systemic risk went
much wider, and by several other transmission mechanisms. The description of the eurobond market's behaviour at
the time of the crash (Appendix 1 at the end of this chapter) again indicates the validity of the mechanisms highlighted
by the theory of dealer markets.

(h) General Issues
We conclude with observations on issues common to several of the theories. For example, international transmission
was a feature of each euromarket crisis (the crises were not confined to one national market). This is partly to be
expected; the euromarkets are an important conduit for international capital flows; they also involve commercial and
investment banks from all the major countries, which if involved in similar
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business would all be hit in a systemic crisis. The effects of the debt crisis are an example of this. Transnational effects
of financial crises are also, however, increasing due to the growing integration of domestic and international markets,
with the same borrowers, intermediaries, and lenders active in each. This has reduced the insulation of domestic
markets from shocks originating in international or other domestic markets, as the 1987 crash illustrated. On the other
hand, lack of contagion between markets in recent years may imply that internationalization—and development of
hedging—enables shocks to be more widely diffused and dissipated.

Intervention by the authorities was highlighted by most of the theories as the immediate solution to financial crises
when they occur. These were not felt to be events that the market can sort out painlessly for itself. Decisive
intervention (by the US Fed and other Central Banks) was particularly apparent in the equity-market crash, but was
also evident after the debt crisis and the 1974 débâcle. The lifeboat in 1973, regulatory changes, and ‘bailouts’ for
thrifts were the response to the domestic crises. Only the FRN crisis was felt sufficiently localized to blow itself out.

Lastly, in terms of contagion between markets, it was shown in Sect. 5 that this was a feature of all the international
crises to some extent, although in the FRN crisis it was largely confined to the market itself (effects of the perpetual
FRN market on the dated market) and in no case were all the markets simultaneously affected. Nevertheless, the 1974
interbank crisis accompanied sharp declines in syndicated credits, which, though partly resulting from the
macroeconomic situation, also resulted from the loss in confidence in international markets and banks' funding
difficulties. The debt crisis also closed the eurobond market to ldcs and led to sharp falls in interbank claims; the crisis
in the eurobond markets in 1987 was itself a result of contagion from the equity markets, though contagion to other
euromarkets and to domestic government bond markets was more muted. The secondary-banking crisis, in its cyclical
context, may also have caused contagion; the thrifts crises were more insulated.

Conclusions
Subject to the limitations of the qualitative approach adopted, the analysis of Chs. 5 and 6 offers several types of
conclusion; first, it allows one to assess whether the crises were ‘unique events’ or have common features; second, it
allows one to analyse the link between fragility and systemic risk; third, it allows one to evaluate theories of financial
crisis under current conditions: which factors should be highlighted, which

FINANCIAL INSTABILITY 1966l1990 197



discarded, and whether a synthesis is possible. This allows an assessment to be made of implications for the authorities
and market participants. The data and descriptions presented in Ch. 6, informed by the theoretical summary in Ch. 5,
suggest that the crises studied were not unique events but had discernible common features. Perhaps the most
important of these common features of financial instability in the past two decades were the following:

• They followed rapid accumulation of debt and substantial speculation in assets; crowd-like behaviour among
lenders, declining risk premiums, and concentration of risk were features of this accumulation.

• They followed a shift in regime which had unforeseeable or unforeseen consequences (i.e. not merely a cyclical
downturn).

• Structural changes in financial markets leading to heightened competition often preceded the crises (Ch. 7).
• Innovation was often an important concomitant, as were declining capital ratios of lenders and borrowers.
• They often followed a period of monetary tightening (necessitated by inflationary pressures) and/or recession.
• They were accompanied by sharp increases in price and quantity rationing of credit, but this did not always

prevent rationed borrowers from obtaining credit elsewhere.
• They sometimes entailed a collapse of liquidity in securities markets.
• For crises in the euromarkets, international transmission was strong and rapid.
• Contagion between markets was limited—in no case were all markets strongly affected.
• Action by the authorities prevented the crises from having serious systemic and macroeconomic consequences,

although in some cases (notably the US thrifts) the cost of doing so has been immense.

As regards the link from financial fragility to systemic risk, the analysis suggests that it is close but not simple. In
particular, transmission of fragility in the non-financial sector to financial institutions requires low capital ratios, low
risk premiums, and lack of diversification of claims. The later US thrifts and the ldc debt crises are good examples.
This suggests one reason why financial fragility discussed in Chs. 2 and 3 has not led to widespread systemic risk is that
bank capital ratios have been maintained and (except in the USA) risk diversified across the economy. But there
remains a question whether the safety net, arguably extended in the USA in 1990 to monetary policy, encourages debt
accumulation on a ‘ratchet’ basis that will lead eventually to a genuine crisis (Wolfson 1989; Kane 1985) or rapid
inflation (Friedman 1990). Moreover, experience of smaller countries such as Norway, Australia, and Sweden (Ch. 8),
shows how fragility can in some circumstances lead directly to systemic risk.
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Meanwhile, the FRN crisis shows that securities-market failure at least does not require financial fragility in a
traditional sense. The market collapsed without any perceived increase in credit risk of the (major global) banks which
had issued claims; it was more a case of dynamics of dealership markets reacting to asymmetric information, which in
turn paralysed the primary market. (The discussion of the eurobond markets in the wake of the crash (Appendix 1 to
this chapter) again shows how market-maker behaviour can influence primary activity.) The earlier US thrifts crisis
resulted largely from interest-rate risk and not credit risk.

Turning to a review of theory, a synthesis would stress the monetary and ‘fragility’ precursors of financial crises, while
emphasizing the role of uncertainty in the conditions for crisis, the likelihood of credit rationing, often arising from
asymmetric information/agency problems, or declining secondary-market liquidity, as a consequence of such crises,
and the importance of intervention.

Put more precisely, a synthesis of the theory of financial crises applicable to conditions in contemporary financial
markets, drawing on economic theory and recent experience, should offer predictions regarding the preconditions,
causes, nature, and consequences of financial crises. For example, a long period of relatively calm conditions with
intense competition between financial institutions, increasing and concentrated debt accumulation at increasingly low
risk premiums (partly as a consequence of these), financial innovation, and declining capital ratios may constitute the
preconditions for a financial crisis. Deregulation often figures as a precondition in domestic markets but at most indirectly
in international markets. Supervisory pressure to maintain capitalization and prevent excessive risk-taking may help to
prevent unstable conditions from arising, while forebearance on such matters may aggravate them. The crisis may be
triggered by a tightening of monetary conditions and the unforeseen consequences of a shift in regime (including the
unforeseen properties of financial innovations). It may be accompanied by a sizeable deviation of asset values from
their fundamental determinants (a speculative bubble). The crisis may entail runs, panics, or declines in asset values
which lead to sharp increases in price and quantity rationing of credit, as well as reductions in liquidity of securities
markets.

However, it may not lead to strong contagion between markets, further monetary contraction, and economic recession,
although to prevent these effects the authorities may have to intervene firmly and decisively. Not that such
intervention is always required. Some crises are localized enough not to offer systemic risks, either because the
institutions involved are sufficiently robust or because the market concerned is relatively unimportant. Indeed, some
would argue that minor crises may be salutary in leading intermediaries and the authorities to tighten up control and
supervision. What the theories appear to omit is a role for
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structural change in financial markets as a forerunner of crisis. This issue is dealt with in Ch. 7.

The analysis of this paper has implications both for the authorities and for market participants in deregulated financial
markets (drawn mainly from the recommendations of the theoretical paradigms).

For supervisors, it is suggested that the common features of financial crises identified above could be of assistance in
helping to assess when heightened vigilance and examination of financial institutions' balance sheets are required.
Theory and experience suggest that such examinations could cover not only capitalization but also concentration of
risk, implications of innovations, indirect exposures, and potential liquidity of intermediaries' assets and liabilities (both
loans and securities) in crisis situations (Guttentag and Herring 1988). Given that supervisory regimes covering many
of these aspects have been developed and refined recently (including enhanced international co-operation), the
possibility of serious crisis may be judged to have been reduced. However, some additional factors could also be
considered. In particular, there could be a greater focus on macroeconomic indicators of crisis, such as growth of debt,
gearing of creditor sectors, asset prices, and aggregate spreads. Other relevant factors include intensity of competition,
the strength of control mechanisms over borrowers, and vulnerability to crises in other national and international
markets.

Moreover, supervisors still need to be vigilant to ensure not only that the institutions they supervise are not becoming
subject to ‘disaster myopia’ but also that they are not becoming complacent themselves, accepting prevailing
judgements of risk which may have become distorted by a period of calm and intense competition. A possible
indicator of such myopia is declining risk-premiums (Table 6.2). Fixed rules, e.g. risk-weighted capital adequacy, offer
some discipline against this, although not a complete one, as long as other aspects of supervision remain discretionary.
Thirdly, market-based systems to reduce information asymmetries and hence risk (reduced depositor protection to
ensure adequate risk monitoring by wholesale depositors, rating agencies, and greater disclosure) may have a useful
role to play. Fourth, given the link to financial fragility, an equalization of the tax treatment of debt and equity to reduce
tendencies to overindebtedness will help minimize systemic risk. Finally, as shown by the US thrifts, forebearance may
be far costlier than immediate closure.

Securities market regulators need to be aware that financial instability may affect them as well as banks, and that
markets may be a more general transmission mechanism of instability to banks. Two main types of problem have been
noted: collapse of liquidity in securities markets and failure of a major institution (although links between them are also
possible). The first may be minimized by developing robust market
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structures (via encouragement of standard instruments, as well as policy to reduce transactions and related costs), the
second by appropriate capitalization. Both will be helped by stable macroeconomic policy and—according to some
commentators—use of a ‘market maker of last resort’. Bingham (1991a) notes that robustness will also be increased by
inducing dealers to monitor one another, while actions to spread the cost of safetynet operations across them will be of
assistance in this context.

For macroeconomic policymakers, the relationship of crises to shifts of policy regime and turning-points in the tightness of
policy implies, first, the need for policy to seek to avoid conditions, such as rapid inflation or a currency crisis, which
may necessitate such sudden shifts or tightening of policy. Second, should such changes be required, there is a need for
vigilance for financial stability. Third, knowledge by market participants that the lender of last resort is available if
needed is crucial. Herstatt became far worse due to lack of confidence in the safety net, although generally its presence
prevented ‘true’ crises on the lines of 1866 in the UK and 1933 in the USA (Ch. 8).

Of course, its use should be sparing and bank management (and their shareholders) who have made mistakes should
always be sacrificed. Otherwise the existence of the lender of last resort may actually induce the development of
financially fragile conditions that its use is aimed to counteract. Moreover, care is needed in distinguishing cases of
illiquidity from insolvency. Seeking to save the US thrifts via liquidity assistance, for example, would entail shovelling
Central Bank resources into a bottomless pit. Again, use outside the banking sector, to assist investment banks or
securities markets, may generate moral hazard, though it clearly should not be ruled out. In addition, policymakers
must bear in mind that in certain circumstances, such as a depreciating currency, a broad-based lender-of-last-resort-
response with lower interest rates may not be easily sustainable (Summers 1991). Nor may it be desirable in the context
of rapid inflation.236 The potential for such a dilemma makes alternatives such as use of commercial banks as proxies,
as well as sound prudential policy to minimize the need for intervention, all the more essential.

For market participants, several of the same implications apply as for regulators. They need to examine market
conditions frequently in the light of the factors identified above, perhaps by use of strategic planning divisions, in order
to assess the likelihood of crisis situations and the consequent appropriateness of their pricing of risk (Guttentag and
Herring 1984b). How assured are their credit lines? How strong is their asset backing? Has their exposure to credit or
liquidity risk been increasing? Again, a closer focus on gearing, asset prices, etc., at a macroeconomic level in relation to
historic experience, may be a useful
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indicator of whether risk is being underpriced. Depositors and investors also need to be aware of potential
risks—though as noted above this may require limitation of depositor protection and of moral hazard created by
intervention. Private rating agencies may have an important role to play in monitoring firms' exposures, as well as
taking a longer and broader view. However, there will always be limits to the benefits of disclosure due to inherent
difficulties in assessing bank portfolios.

Although financial crises by their nature are rarely foreseen, often being triggered by a seemingly extraneous event, this
synthesis of the economic theory of crises offers material for econometric investigation of the causes of financial crises.
The rather ad hoc results in Appendix 2 (at the end of this chapter) suggest a role for monetary tightening, the cycle,
rapid credit expansion, and bond spreads, consistent with the theories discussed in the text. In addition it is suggested
that qualitative analysis of conditions in financial markets at a given time in the light of the results can be fruitful in
offering certain pointers for vigilance. For example, in an earlier work on this issue, dating from 1989,237 the author
concluded that the following were of potential concern:

• the level in private-sector indebtedness, particularly in the UK and USA but also in other countries, beyond the
range of historic relations with income and/or asset valuation,238 as discussed in Chs. 2 and 3.

• the tendency of investment banks to take on large exposures, often of a sizeable proportion of their capital,
during LBOs and other transactions.

• low spreads on syndicated credits for OECD corporations (see Chart 6.3).
• the rise in global inflation and the need for tightening monetary conditions.
• the intense competition among financial intermediaries (partly as a consequence of excess capacity), which

often focuses on market share rather than profitability of transactions, as discussed in Ch. 7.239

An analysis of broad prospects as seen from the time of writing (early 1995) is provided in the conclusion.

Appendix 1:Euromarkets During the 1987 Crash240

Following the crash, the volatility in global equity markets rapidly spread to the eurobond market. Syndication activity
came to a standstill while
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trading in the secondary market was very thin. In the week ending 24 October, new issues in the international bond
markets amounted to just $1.4 bn compared with a weekly average of near $4 bn over the previous year. As was the
case in most bond markets around the world, secondary-market eurobond prices and yields fluctuated violently on 20
October as collapsing share prices led to a reassessment of fixed-income securities. Prices of long US Treasuries, which
dropped to 88 on 19 October because of the uncertainty caused by the crash, rose to 99 on the next day to close at 95.
During that week yields on 30-year Treasuries fell from 10.5 per cent on the 19th to 9.9 per cent on 26 October as
investors moved to the relative security offered by government fixed-income markets and Central Banks injected
liquidity in the financial system. The sharp price swings made it extremely difficult for dealers to quote realistic prices,
and volatility in the eurobond market also made it difficult for investors to evaluate spreads, leading them to require
higher risk premiums, and causing most euromarket yield curves to steepen. Dealers reported difficulty in launching
new eurodollar bond issues (which are mainly swapped) because of the wide disparity in yields between eurobonds and
domestic government bond markets.

The crash had the immediate consequence of reducing liquidity in the eurobond markets and accentuated the problems
of oversupply. Because of the small size of issues relative to those in domestic markets it had always been difficult to
keep eurobonds liquid, and volatility left traders without recourse to their usual methods of evaluating bonds and
protecting their inventories; volatility made it virtually impossible to assess yield spreads and harder to hedge by selling
US Treasuries short, because of the drying up of stock lending by US investors to investment banks. As a result of the
lower liquidity, differentials widened, deal sizes were curtailed, and bid/offer spreads widened. For example, the most
liquid sovereign issues, which traded in $5 mn blocks at bid/offer spreads as low as 10 basis points before the crash,
saw block sizes reduced to $1 mn on 30 basis point spreads.

The collapse of equity prices brought activity back to the swap market although most transactions were in the secondary
market. The bond market rally led corporates to try to arrange low-cost fixed-rate funding in exchange for floating-rate
funding. Asset swappers also entered the market in order to take advantage of the widening spread between euro-
issues and domestic government bonds. The substantial price declines suffered by a number of corporate euro-issues
meant that it was relatively cheap for swappers to purchase bonds producing a high yield in exchange for lower yielding
bonds. Swaps could then be rearranged on the basis of these newly acquired bonds. However, the US dollar primary
swap market made little use of the available windows owing to a number of factors: first, absolute swap rates fell
sharply in line with domestic
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government markets but the excess of supply over demand for fixed-rate funds pushed swap spreads to record high
levels; second, bond yield volatility made it hard to hedge positions; third, hedging problems were compounded by the
inability of dealers to borrow Treasuries because holders were concerned about the creditworthiness of investment
banks and therefore demonstrated a strong preference for retaining them; fourth, the lack of issues on the euromarket
failed to provide counter-parties on the fixed-rate receiving side; and finally, the swap market was destabilized by
concerns about counterparty risk. By the end of November, swap spreads had returned to pre-‘Black Monday’ levels
but primary-market activity remained minimal.

Overwhelmed by orders to sell, the largely London-based market for dollar-denominated Japanese equity warrants came
to a standstill for a day and a half. The major market makers had little choice but effectively to cancel trading in the
days following the crash, because a significant proportion of the underlying stocks on the Tokyo stock exchange had
moved to their limits and were not traded. Average warrant prices fell from an index value of 409241 in the week prior
to the crash to 192 (a 53 per cent decline) by the end of the following week. Trading reopened with much wider
spreads (from 75 basis points to 2 percentage points) and with reduced lot sizes (from 50 to 25 warrants). The stock-
market crash led to a massive sell-off of Japanese equity warrants by foreign investors. Japanese investors and
institutions reportedly purchased most of the warrants because they were more optimistic about local equity prices
than were foreign investors. As a result, much of the warrants market, traditionally based in London, effectively shifted
in Tokyo. The primary and secondary markets for Swiss franc convertible bonds, mainly used by Japanese companies,
also dried up. The major market makers agreed to halt trading as some bonds fell to steep discounts of as much as 25
per cent below a par issue price. Yields on some convertible bonds which had been issued with coupons as low as
25–50 basis points at par moved up to reach almost 6 per cent, higher than equivalent maturity straight Swiss franc
denominated bonds.

In the weeks following the crash, only a handful of top-rated sovereign and supranational borrowers were able to take
advantage of the international rally in fixed-income markets. The lesser liquidity of eurobonds (which has always been
a feature of this market) caused eurobond prices to lag behind domestic issues and spreads to widen significantly over
their domestic equivalent as yields generally fell (although this was somewhat less pronounced for top-rated sovereign
issues). The same phenomenon occurred for corporate bonds, more particularly for second-ranking corporates, and
meant that domestic markets offered less expensive
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financing for all but top-quality issuers. Initial uncertainty over the economic situation also caused a sharp widening of
corporate–government spreads in both domestic and eurobond markets. While eurobond activity weakened, some
domestic bond markets such as the US market saw very strong issuing activity in the weeks following the crash as
issuers took the opportunity offered by bond market rallies to lock in cheap fixed-rate funding. Because of the
prevailing exchange-rate uncertainty, the marked tiering of funding costs according to credit quality, thin secondary-
market trading, and the resulting lower liquidity, the fixed-rate bond sector remained depressed in spite of the fall in
short- and long-term interest rates. Nevertheless, by mid-November, the situation had become calmer and primary
and secondary-market activity more orderly. The higher yield available on eurobond issues (especially eurodollar paper)
began to attract some investors away from their domestic markets. By the end of the quarter, even Japanese warrant
prices had improved by significantly more than the underlying share prices on the Tokyo stock exchange (index value
of 305 at the end of December), while trading lots and spreads reverted to more normal levels.

Appendix 2: Prediction of Systemic Risk: A Simple Econometric Test
In order to assess the precursors of financial instability, econometric tests were carried out to find the determinants of
an indicator of turbulence in banking markets, namely sharp increases in the spread on short-term bank liabilities.
Results were generated for an international spread (Treasury bill–eurodollar or ‘TED’) and US domestic spread
(certificate of deposit–Treasury bill spread).

The independent variable is the probability that there will be a sharp rise in the spread of short-term bank liabilities
(interbank offer rate/certificates of deposit) over the risk-free rate (Treasury bills). Historically, such increases have
been a major indicator of financial instability (Chart 6.2); for example, for the eurodollar spread, rises of over 50 basis
points occurred in the following quarters:

69 Q1 79 Q3
69 Q2 79 Q4
70 Q2 Penn Central 80 Q4
73 Q1 81 Q3
73 Q3 82 Q3 debt crisis
74 Q2 84 Q2 Continental Illinois
74 Q3 Herstatt/Franklin 87 Q2
78 Q4 87 Q4 crash
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Estimation employed the logit estimator, where probability of crisis, P = 0 for periods when the spread did not rise 50
basis points and P = 1 when it did. The dependent variable is log (P/1 − P). The independent variables were entered
as four lags in a general equation, differenced for stationarity where appropriate, then being restricted to those which
remain significant. The independent variables chosen were the following:

Short-term and long-term spreads (dependent spread and long bond quality spread—BAA corporate less Treasury bond)
and changes in share prices; these proxy the ‘agency cost’ hypothesis, that heightened vulnerability of borrowers and
asymmetric information tends to precede an actual crisis.

The level of interest rates and real monetary growth to show the effects of monetary tightening on the probability of crisis.

Economic growth to give the relationship to recession.

Credit expansion to show whether crises occur in the context of rapid expansion in credit that comes to a abrupt halt.

Note that in a logit framework the lagged dependent variable cannot be defined (it would take the log of zero) and
therefore the framework is not a full vector autoregression. Results—taking a generous approach to statistical
significance—were as follows (‘t’ ratios are in parentheses): International

R2 = 0.18, log likelihood = −37.3, correct predictions = 86% Domestic

R2 = 0.41, log likelihood = −22.4, correct predictions = 93%
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The consistent results are that high short spreads, rapid credit expansion, and decelerating monetary growth tend to
precede periods of instability. These are consistent with a number of the theories outlined in Ch. 5, notably the agency-
costs, financial-fragility, and monetarist approaches. In the international estimate there is also a clear relationship
between increases in the long spread and crises. In the domestic case, recession enters, albeit at a low significance level,
while the relation with the long spread is more complex: a saw-tooth pattern seems to emerge. This could reflect a
different timing of the crises in domestic as opposed to international markets.
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7 Systemic Risk and Financial Market Structure

Chs. 5 and 6 identified a number of features common to most periods of financial instability in recent decades,
including debt accumulation, unanticipated shifts in policy or regulatory regimes, financial innovation, monetary
tightening, credit rationing, and international transmission. These observations were felt to validate to some extent the
various theories of financial crisis that have been proposed in the literature, in particular those emphasizing financial-
fragility, monetary, uncertainty, credit-rationing, and asymmetric-information/agency-cost aspects of crises. On the
other hand, no one theory was able to explain financial instability; features of several had to be jointly present in order
for a situation of financial instability to arise.

This chapter explores the hypothesis that many of the factors underlying heightened systemic risk can be adequately
subsumed in an industrial organization framework, with particular reference to the role of an intensification of
competition among financial intermediaries following market developments which reduce entry barriers. The analysis
is set largely in terms of commercial banking, but is also applicable to other types of intermediary, notably investment
banks. The approach seeks both to encompass the mechanisms highlighted by existing theories of financial crisis,
particularly those relating to uncertainty and imperfect information, and also to extend them by focusing on certain
structural aspects that have hitherto been generally neglected by theorists, and which can be discerned in many, if not
all, cases of financial instability. (In other words, it seeks to complement and not substitute for the analysis of Chs. 5 and 6.).
It is suggested that the hypothesis could provide additional policy recommendations and also useful leading indicators
of potential situations of instability as well as fragility, both for regulators and for market participants themselves. Such
results may be of particular relevance, given the rapid changes occurring in many financial markets, notably in certain
EC domestic markets after 1992, and in Eastern Europe as former command economies liberalize.

It is noted that the potential importance of the linkage from easing of entry conditions to financial instability is well
known to practitioners, for example Broker (1989), writing for the OECD Expert Group on Banking, noted that ‘the
painful experience of some countries (following deregulation) suggests the need for safety measures to ensure the
stability of the



system by preventing competition . . . becoming destructive’. Suzuki (1987) noted the absence of ‘destructive
competition’ among Japanese financial institutions during the high growth period prior to 1973. But the dynamics of
competition amongst intermediaries in financial markets following reduction in entry barriers are rarely assessed
analytically or discussed in contexts other than deregulation, when in fact a wide variety of developments, including
innovation and technical progress, as well as sharp changes in demand for credit itself, can lead to changes in entry
conditions to financial markets.

The chapter is organized as follows: Sects. 1 and 2 respectively assess the relevant aspects of the theories of financial
crisis, and briefly introduce recent developments in the theory of industrial organization. In Sects. 3 and 4, a synthesis
between these approaches is developed which explores the transmission mechanisms between changes in entry
conditions and systemic risk. Evidence for the mechanisms highlighted in the synthesis, drawn from the various
periods of financial instability of recent decades, is presented in Sect. 5, while in Sect. 6 consideration is also given to
features of periods of new entry and intense competition when instability did not develop. The final section draws
together the conclusions, suggests implications for regulatory policy, and highlights the potential uses that could be
made of the mechanisms outlined, as well as suggesting some areas where reductions in entry barriers may require
heightened vigilance by regulators and market participants.

(1) Theories of Financial Crisis
A comprehensive literature survey is provided in Ch. 5. Here, at risk of slight repetition, we offer a selective summary,
with emphasis on the role of structural changes in patterns of intermediation in the development of crisis situations.
Do changes in competitive conditions among intermediaries have a role to play?

Theories emphasizing debt and financial fragility consider financial crises to be a key feature of the turning-point of the
business cycle, a response to previous ‘excesses’ of borrowing which can operate through a variety of financial markets.
Amongst the key components of the theory are, first, the concept of a displacement—an exogenous event leading to
improved opportunities for profitable investment—and, second, monetary financial innovations which partly offset
increases in interest rates caused by excess demand for finance during the fixed investment boom. However, sharp
increases in demand for credit mean interest rate increases eventually occur, which leads to ‘fragility’. Features of
fragility include an increase in debt finance, a shift from long- to short-term debt; a shift from borrowing which is
adequately covered by cash flow to borrowing not covered at all
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by it; a heightening of speculative activity in asset markets; and a reduction in margins of safety for financial
institutions. Further rises in interest rates, perhaps due to policy tightening, lead on to financial crisis.

There is clearly little explicit consideration of market structure. Declining risk premiums, for example, are held to be
purely cyclical phenomena, though the involvement of structural factors in the process, e.g. the setting up of new credit
institutions during the upturn which disappear in the crisis, is not ruled out, and financial innovation is explicitly
recognized as an important component. Apart from this, however, the theory is consistent with an unchanged
industrial structure of financial markets during the development of financial fragility.

The monetarist approach emphasises banking panics, that may cause monetary contraction. Banking panics arise from a
public loss of confidence in banks' abilities to convert deposits into currency. This may be caused by failure of an
important institution, which may in turn stem from failure of the authorities to pursue a steady and predictable
monetary policy. However, the approach does not take the further step back to assess how a key bank could get into
such a vulnerable condition. The underlying assumption seems again to be of a relatively static financial market
structure.

Theories of crisis focusing on uncertainty define it as pertaining to future developments not susceptible to being reduced
to objective probabilities242 (e.g. financial crises) and also providing opportunities for profit in competitive markets.
Responses to uncertainty, for example by lending officers in banks, may be to apply subjective probabilities to
uncertain events plus a risk premium. But agents often tend to judge such probabilities by the actions of others
(i.e. herding) which can lead to financial instability if the crowd proves to be wrong. Meanwhile, supernormal profits
can only be earned by innovation when there is uneven information and uncertainty. This may lead to crisis if
deteriorating balance sheets follow the innovation process or firms fail to understand the properties of innovations
(perhaps due to lack of experience). Uncertainty itself may thus be raised by the innovation process. In the presence of
uncertainty, adverse surprises may trigger shifts in confidence, affecting markets more than appears warranted by their
intrinsic significance: hence a crisis.

In this paradigm, the process of competition is highlighted, as well as the interactions between players. But there is no
precise description of the links between levels of uncertainty, competition, and innovation. Does heightened
competition increase uncertainty (other than via innovation?). Are uncertain events largely exogenous to market
processes or endogenous?
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Paradigms of credit rationing suggest financial crises are characterized by abrupt increases in rationing. Extending the
theories stressing uncertainty outlined above, a further distinction is made between ‘normal’ systematic risks, such as
recession, and financial crises—the latter being subject to much greater uncertainty as outlined above. In the case of
recession, it is suggested that risk pricing is accurate, because unfavourable outcomes are frequent enough to ensure an
over-optimistic intermediary is driven from the market (this does, however, assume a suitably long time horizon). But
for financial crises and other uncertain events there is no such presumption; competition may drive prudent creditors
from the market, as they are undercut by those disregarding the likelihood of financial crisis for reasons of ignorance
or competitive advantage.

As well as competition, various psychological factors underlying this pattern of ‘disaster myopia’ may be identified,
notably a tendency to calculate probabilities by the ease with which past occurrences are brought to mind, which
declines with time, as well as institutional factors such as short periods over which loan officers are assessed, and
asymmetry of outcomes for managers and shareholders. These tendencies, which imply declining subjective probabilities
of shocks during periods of calm, may lead to declining capital positions, loosening of ‘equilibrium’ price, and quantity
rationing of credit, and hence increased objective vulnerability of creditors to shocks. Subjective and objective
probabilities may thus during a period of calm drift further and further apart, until a shock caused by an uncertain
event leads to an abrupt increase in credit rationing, triggering a crisis, as lenders become aware of their imprudence.

Again, in this paradigm there is some discussion of competitive conditions in markets. The existence of imprudent
creditors, which eventually forces others to emulate their short-termism, is an important part of the process; but it is
not specified whether they are new entrants, nor is there any discussion of the extent to which innovations and other
changing demand and supply conditions may influence the process. Nevertheless, we consider the credit rationing
framework to be a useful one, and employ it in Sects. 3 and 4 to clarify the nature of the developments made by the
industrial analysis.

Asymmetric-information and agency-cost theory, as outlined in Ch. 5, is not applied to structural change in the financial
system, although, as discussed below, agency costs per se are important components of the transmission mechanism
outlined here from heightened competition to instability. Dynamics of dealer markets, again, discuss behaviour of
secondary markets in response to changes in relative information, rather than competitive conditions among
intermediaries per se (although their withdrawal can help destabilize the market).
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In sum, extant theories of financial crisis tend to suggest a potential importance for changing industrial structure and
levels of competition, but generally do not specify them explicitly. Most of the theories are consistent with a steady-
state financial system, subjective to various cyclical, monetary, or other (largely exogenous) shocks. Can theories of
industrial organization help further to illuminate the nature of financial crises? We now go on to outline potentially
relevant points.

(2) Recent Developments in Industrial Economics and their Applica-
tion to Financial Markets
While traditional industrial economics (Bain 1956) tends to distinguish perfectly competitive from oligopolistic markets
by reference to barriers to entry such as economies of scale, the new industrial economics, as it is often termed, lays
stress on the important of sunk costs as an entry barrier to markets, i.e. costs which cannot be recovered in leaving the
market (for a summary see Mayer 1985). If there are sunk costs, entry can always in principle be deterred by
incumbents. Sunk costs may develop over time (e.g. by reputation, relationships, and expertise) or may be created by
means of strategic competition (product differentiation, advertising, etc.). Regulations preventing entry can be
conceptualized as an extreme version of such barriers. In contrast, economies of scale are not seen as an entry barrier,
because in the absence of sunk costs another firm, perhaps in a related sector, can set up production and enter the
market in a hit-and-run manner (the ‘contestable markets’ paradigm). Seeming oligopolists can be disciplined by this
potential competition to act in a perfectly competitive manner, while in a market without economies of scale, a decline
or elimination of sunk costs may tend to a perfectly competitive market per se.

Davis (1988b) applied these concepts to the primary eurobond market and suggested that they offered useful insights
into market behaviour among financial intermediaries (for a summary see the Appendix to this chapter). However,
what is most crucial at this stage is an understanding of these paradigms per se. For this reason, we now go on to
discuss the approaches of contestable markets and strategic competition in somewhat more detail (features of standard
perfect competition, which are also an important component of the argument, are taken as known). We also note the
potential importance of non-profit-maximizing behaviour (managerial theory of the firm). Those already familiar with
these theories should move on to Sect. 3.

According to the theory of contestable markets (see Baumol 1982 and the review in Spence 1983) many seeming
oligopoly situations may be
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characterized by competitive behaviour on the part of existing firms, because of the potential for new firms to enter in
a ‘hit and run’ manner in response to excess profits. Contestable markets may thus benefit both from efficient
industrial structures and competitive behaviour. In order to induce competitive behaviour there has to be an absence
of significant lags between a decision to enter and entry occurring, an instant response of demand to changing prices,
and an absence of losses on exit due to sunk costs (for example, capital specific to the industry that cannot be used if the
firm decides to withdraw). The entrant knows that if the incumbent has sunk costs, it will always be worth the
incumbent's while to deter entry.

According to this theory, economies of scale need not be a barrier to entry; firms can produce at minimum efficient
scale for a short period and sell (storable) output over a long period. Obviously, if there are neither economies of scale
nor sunk costs, the paradigm collapses to that of competitive equilibrium. Entry into oligopolistic industries is often
assumed to be easier for established firms in related industries than for new firms, given the frequent importance of
economies of scope (joint costs); such ‘cross entry’ is typically ignored in the more traditional approach but is
obviously important in financial markets. The degree of ‘contestability’ will of course change over time with shifts in
parameters such as demand, technology, and regulation. Some have argued that contestable markets typify deregulated
financial markets such as that for residential mortgages in the UK (see Davies and Davies 1984), although deregulation
alone may not be sufficient to eliminate the importance of sunk costs as barriers to entry.

Others, in contrast, have suggested that the ‘contestable markets’ approach may perhaps be best regarded as a
benchmark or welfare standard, as well as being valuable for highlighting the role of sunk costs. They would argue that
not many markets in the real world fit the assumptions, notably that there are no sunk costs (or that they are equal
between entrants and incumbents) and that an entrant can come into a market and set up at full scale before existing
firms respond to changing prices (see Shepherd 1984). Where sunk costs such as expertise, relationships, and
reputations243 are important, as in most financial markets (Ch. 1), demand will not respond instantaneously to prices.
Nor are firms identical, as the theory implicitly assumes. We outline two alternative theories of firm behaviour in the
presence of sunk costs.

A key element in a dynamic approach to industrial analysis is recognition of the discretion of firms to deviate from short-
run profit maximization, particularly in the case of multiproduct firms in situations of oligopoly (such as banking and
finance in many countries). As well as from
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sunk costs themselves, which offer excess profitability, enabling currently unprofitable activities to be cross-subsidized,
discretion arises from the divorce of ownership from control in public companies, which enables managers to change
the objectives of firm behaviour. This is the familiar form of agency costs for providers of external finance introduced
in Ch. 1. Such behaviour is limited by the possibility that the share price of a firm that is not profit maximizing will
decline, the firm be taken over, and the managers sacked. In the financial sector, deregulation has permitted more
‘discretion’ to firms to merge and to enter new markets,244 although to the extent that it reduces entry barriers, it has
also tended to reduce excess profitability from oligopoly, which was a source of discretion.

It has typically been assumed in managerial theories (such as Williamson 1970) that, given discretion, managers will aim to
maximize an objective such as sales revenue growth, which enters the managerial utility function, rather than profit
maximize in either short or long run. In the context of the discussion of Chs. 1 and 2, there are agency costs weakening
shareholders influence over managers. Such problems may be particularly severe in oligopolistic and relatively
uncompetitive financial sectors, where managers benefit from a great deal of ‘free cash flow’ and are not subject to the
takeover sanction—often at the authorities' insistence. Indeed, behaviour of financial institutions (seeking growth in
balance-sheet size or market share) suggests that managerial utility maximization may be a common objective. On the
other hand, substitutability of profit and growth should not be exaggerated. Profits are likely to be essential for growth,
given the use of retained earnings to invest in extra capacity and—particularly in financial markets—the need to
accumulate reserves in order to maintain capital adequacy, and cover losses due to default.

The focus in the ‘new industrial economics’ (see, for example, Tirole 1989) is rather different from the managerial
theory of the firm literature, in that discretion is used for strategic purposes (where a ‘strategic move’ is one designed
to induce another player to make a choice more favourable to the strategic mover than would otherwise occur) and the
principal goal of managers is again assumed to be (long-run) profit maximization. The following paragraphs show
applications of the theory of strategic competition to entry deterrence.

The traditional theory of industrial structure (‘limit pricing’) suggested that price or output levels of the incumbent
could discourage entry, whereby existing firms sell as a price level just below that at which an entrant can obtain
adequate profits. This may be unrealistic, as the incumbent firm may reduce its output in the event of entry. Instead, in
order to deter entry, the incumbent(s) typically vary instruments that
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have a lasting and irreversible effect on cost or demand conditions—that create sunk costs. The incumbent commits
himself to a course of conduct that would be detrimental to an entrant. Short-run profit maximization is traded for the
long-run benefits of avoiding entry.

On the cost side there could be overcapitalization, such that the output produced by the incumbent could have been
produced more effectively with a low level of capital, or more variable factors of production. The same may hold for
research expenditure, where high levels may offer a credible threat to entry.245 By a further strategic move, a firm may
be able to raise rivals' costs, for example by setting high wage rates in the industry. Pre-emptive patenting is a fourth
approach on the cost side that could be used in strategic entry deterrence; though patents tend to lack force in finance,
as products are easily copied in such a way as to avoid infringing patents. Finally, if there are intertemporal dependencies of
cost—the ‘experience curve’ whereby a firm's cost level is a declining function of its cumulative output (experience
itself being a sunk cost)—then even price or output choice can deter entry. An application to financial markets is
accumulation of information regarding borrowers and market dynamics, which helps reduce risk of loss.

On the demand side, firms may act strategically by advertising, product differentiation, or brand proliferation to deter
entry. Again, there may be intertemporal dependencies on the demand side, arising from sunk costs such as
relationships and a reputation built up by being first or by being ‘trustworthy’ (Radner 1986). Again, there is a clear
relation with the theory of debt outlined in Ch. 1. It should be emphasized that entry barriers built up over time in this
way need not be due to active planning on the part of the firm, but may result from historical accident due to short-
run profit-maximizing behaviour (Salop 1979). The analysis, which applies to cases of perfect information on existing
firms' behaviour, can be extended to imperfect information, i.e. informational asymmetries such that the entrant is unable
to predict the incumbent's responses. In such cases, limit pricing may be used to deter entry since the potential entrant
is ex hypothesi uncertain about the cost level of the incumbent. An incumbent may signal with a low price to indicate
efficiency, whether he actually is efficient or not. Predatory pricing in cases of imperfect information, i.e. selling at price
below marginal cost, may be a worthwhile way of building up a reputation as a committed fighter for markets, thus
deterring competition, especially if the incumbent is active in a series of markets.
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In application of these concepts to the behaviour of intermediaries in the primary eurobond market, Davis (1988b)
found that the market shared both contestable and non-contestable features (see Appendix). Of course, one aspect of
financial market conditions not tested in the eurobond market is that of stuctural regulation, prevalent in domestic
markets, which can act similarly to sunk costs as a barrier to entry or activity. Equally, while strategic mechanisms such
as innovation and product differentiation are stressed in the discussion above as a barriers to entry, they may also act as
a means of entry if a new firm, for example, uses an innovation to help it gain a clientele from other firms.

(3) An Industrial Approach to Financial Instability
Bringing these analyses together enables one to outline an approach to financial instability based on the industrial
dynamics of competition in financial markets, which both encompasses most of the features outlined in the theories of
financial crisis (Ch. 5) and extends their analysis by explicit discussion of structural features. Evidence is presented
below (Sect. 5) which indicates the relevance of some of the mechanisms discussed for recent periods of systemic risk.

The approach is developed in detail below, but its essential features may be summarized as follows: periods of financial
instability, which may culminate in crises, are often preceded by changes in conditions for entry to financial markets.
Such developments lead to heightened competition in the market concerned, whether due to actual new entry (tending
to perfect competition), effects of potential new entry on the behaviour of incumbents (heightened contestability),
competitive responses of incumbents to the threat of entry (strategic competition), or indeed ‘managerial’ growth
maximization. Such heightened competition may provoke reductions in prudential standards (which may be
manifested in lower prices and higher quantities in credit markets, as well as declining capital ratios), especially in the
absence of appropriate prudential supervision. This in turn can lead on to financial instability. In effect, the market may
overshoot the level of competition which is sustainable in long-run competitive equilibrium, and various market
imperfections and distortions (many of which are discussed in the existing literature on financial crisis) can be adduced
to explain this.

(a) Declining Sunk Costs of Entry
The new industrial economics, as summarized in Sect. 2, stresses the importance of irrecoverable costs as barriers to
entry, which prevent the achievement of competitive equilibrium (in the absence of economies of
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scale) or contestable markets (given economies of scale). In the presence of sunk costs, prices in equilibrium may
exceed competitive levels, as incumbents gain supernormal projects from their protected situation (often, but not
necessarily, with the aid of collusion). In capital markets, this might be manifested in high underwriting costs of new
issues; in banking markets by large spreads between deposit and loan rates. In each case credit availability might be
below equilibrium levels.

Such an equilibrium may be disturbed by any developments which change the sunk costs of entry, and thus lead to
heightened potential for entry. In unregulated markets (such as the euromarkets), sunk costs might decline due to
product innovation by entrants (which enables them to overcome barriers arising from the reputation of incumbents
with existing products); establishment of new markets (such as wholesale or interbank markets) which offer funds to
banks lacking branch networks to collect retail deposits; technological advance, that may reduce the need to set up
subsidiaries in a major centre; and market developments that devalue the advantages built up over time by incumbents
(e.g. loss of reputation due to a debt crisis, or new types of borrower with whom they lack established relationships).
Note that each of these entails a shift in demand conditions or market technology. Similar factors will apply in
domestic markets, with one important addition, namely the possibility of structural deregulation.246 In effect, this may
change ‘sunk’ costs of entry from infinity (where regulation bars entry) to a low level at which entry becomes attractive.
In this case, underlying demand for financial services, which was suppressed by regulation, comes to the fore. Note
again that, in each case, ‘entry’ need not be from outside—it may be between market segments by existing firms, or
remain a threat rather than a realization.

(b) Results of Declining Sunk Costs
Following the discussion in Sect. 2, consequences of lower entry barriers can be outlined for three cases: no economies
of scale or sunk costs after the barriers fall; economies of scale and no sunk costs; economies of scale and a reduction
in sunk costs. However, as discussed in (c) below, all are likely to have similar consequences for market behaviour.

First, in the absence of economies of scale and of sunk costs, in the new state of the world, heightened competition is
likely to arise via actual new entry, which drives prices and quantities of credit from an imperfect towards a perfectly
competitive level. Alternatively, in the presence of
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economies of scale, but lacking sunk costs of entry, potential competition will lead the incumbents to adopt prices and
quantities similar to those in competitive equilibrium, i.e. the contestable markets paradigm will apply. Third, when
sunk costs are reduced but not eliminated there will again be some effect on prices and quantities; both entrants and
incumbents are likely to engage in strategic competition, varying instruments that have a lasting effect on supply and
demand conditions and which seek to change the behaviour of competitors. As in other industrial markets, this may
include innovation or product differentiation (so as to reduce the niches available to entrants), overcapacity, and higher
factor costs. In the presence of imperfect information, price competition may also take on strategic aspects. More
generally, predatory pricing or even price wars may be used in order to seek to influence rivals' behaviour. Any prior
collusive agreements are likely to be weakened or destroyed in such cases.

It is suggested that competition in financial markets is likely to exhibit features of all three of these paradigms (see the
discussion of the primary eurobond market in the Appendix). On the one hand, there is likely to be new entry
following declines in sunk costs, which will reduce profitability for all intermediaries. Prices of financial services are
likely to fall. But as suggested in Ch. 1, Sect. 4, there remain some economies of scale, for example those resulting from
risk pooling, and hence the number of firms may be limited. Finally, some advantages for incumbents related to sunk
costs (such as reputation, relationships, private information, and expertise) are likely to remain. They are likely to
engage in some strategic competition to defend their positions, such as predatory pricing. Although such behaviour is
not totally successful (their profitability declines) it may succeed in confining new entrants to certain segments of the
market and in maintaining a distinction between leading incumbent firms, who retain large shares of the market, and
new entrants whose share is relatively small.

(c) Consequences of Increased Competition
The effects of heightened competition are similar in each of the cases outlined above: declining profitability, lower
prices, and increased quantities. In financial markets, lower profits entail reduced ability to maintain capitalization as a
cushion against shocks, while lower prices and increased quantities may entail provision of loans at lower risk
premiums or to riskier borrowers. Such effects may be traced for both banking and securities markets.

At a most basic level, in a banking market where credit is rationed by price (see Ch. 1, Sect. 3), an increased availability
of credit is likely to entail lower risk premiums throughout the market. Given a
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downward-sloping demand curve, borrowers who were previously inhibited from taking on any or more credit for
reasons of cost may increase their borrowing. Such a tendency may be particularly marked if new intermediaries price
at below market-clearing levels in order to gain initial market share in the face of the various advantages of reputation,
information, etc. enjoyed by incumbents. But lower prices and increased quantities are also likely to arise in cases of
heightened contestability (as entrants reduce prices in response to the threat of entry) and via strategic competition
(such as predatory pricing by incumbents).247 Heightened competition is also likely to lead to a shift in bargaining
power from the intermediary to the borrower; the former may be forced to accept lower profits to keep relationships,
preserve its reputation, and maintain the value of information it has collected about a firm.

Loosening of credit rationing is also likely for borrowers who are initially in a situation characterized by quantity
rationing. On the one hand, any tendency for slow adjustment of rates to market conditions (with consequent
disequilibrium quantity rationing of credit) is likely to be eliminated. More seriously from the point of view of risk and
profitability, a situation characterized by equilibrium quantity rationing (resulting from asymmetric information
between borrowers and lenders) is also likely to be disturbed. New entrants seeking market share, or incumbents
seeking to reinforce their own positions, may seek to satisfy the credit demands of those who are quantity rationed,
although rationing was a profit-maximizing strategy in the pre-entry situation. It is likely that the boundary between
those who are price rationed and those quantity rationed will shift in favour of the former, although information on
those previously rationed remains imperfect and/or their capitalization or collateral is inadequate. Such a tendency will
be particularly marked if new credit markets (e.g. junk bonds) become available to those previously confined to
banking markets, since equilibrium quantity rationing depends on the existence of some market segmentation. Note
that loosening of equilibrium quantity rationing may entail increased risk although risk premiums remain the same or
even increase, so long as quantities increase.

Competition may also have an effect on the liabilities side of balance sheets. Banks will compete more aggressively for
deposits, reducing the spread between deposit and loan rates. Prudent banks will need to follow their more aggressive
competitors, or lose their deposit bases. Such competition may sharply reduce profitability, as higher rates are paid on
the whole stock of deposits and not merely at the margin.
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The discussion above is set largely in terms of banking, but similar arguments may apply to securities markets.
Heightened competition is likely to lead to a reduction in underwriting margins in primary markets, which thus
increases risk. Securities houses may take on greater risk, so as to obtain a greater share of the fees involved in bond
issuance; for example, by undertaking bought deals, where the lead manager takes the whole of a new issue on to his
books, before selling it on to investors. (Bought deals may also act as a barrier to undercapitalized firms, i.e. their
introduction may itself be a form of strategic competition.) Secondary-market dealers may reduce bid/offer spreads
and raise quantities at which they are ready to trade, hence increasing vulnerability to changes in fundamentals. They
may also run exposed positions on their own accounts.

Finally, heightened competition may lead financial-market participants to reduce their capitalization. If the mean return
to capital when operating in a prudent manner is reduced sharply by new entry, there may be a temptation to increase
leverage, thus offering a higher mean return at a cost in terms of greater risk of bankruptcy. In many cases the
intermediary will have little choice, as competition reduces profitability from which capital may be built up.

(d) Need Competition Cause Instability?
One objection may immediately be posed to any attempted linkage between the above description of the industrial
behaviour of financial markets and financial instability, namely the existence of a competitive equilibrium in which
financial firms make normal profits, risks are adequately covered in loan pricing/underwriting margins and capital
adequacy is maintained. In such an equilibrium, risk premiums would be sufficient to cover losses over the economic
cycle, and borrowers for whom information or collateral were inadequate would be quantity rationed in an equilibrium
manner. Any excess intermediation capacity would be eliminated as returns to equity fell, and capital would be
reallocated. It might be thought that the shift to such an equilibrium from an imperfectly competitive or oligopolistic
market (where insufficient credit was advanced and intermediaries gained monopoly profits) should not be a cause for
vigilance, but instead a pure welfare gain, at least if one abstracts from any financial fragility in the non-financial sector
(Chs. 2–4).

However, although there may be benefits when comparing different equilibria, the benefits may be at least partly offset
by losses in the transition. The reasons why it may be the case, especially if prudential supervision is weak or absent,248
are basically the factors outlined in the
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‘uncertainty’, ‘credit rationing’, and ‘agency cost’ approaches to financial crisis, as well as aspects of the theory of
finance outlined in Chs. 1 and 2.

Because of factors such as the importance of information and uncertainty in financial markets, several of which arise
from the nature of the debt contract (Ch. 1), the effect on declining market power on the value of bank franchises;
certain features of newly competitive markets per se (short time horizons, competition for market share, oligopoly
dynamics) and any inadequate or ill-directed regulation (including any tendencies to retard removal of excess capacity),
financial markets for which entry barriers are sharply reduced may be prone to levels of competition which prove, at
least ex-post, to be excessive. This may entail risk premiums below those needed to cover losses, excessive leverage,
and a relaxation of prudential standards. In such conditions, banks may be particularly vulnerable to runs leading to
bankruptcy. Because of externalities between financial firms such as contagion, as well as the key role of banks in
monitoring loans in the presence of asymmetric information for borrowers unable to access other types of finance
(Ch. 5, Sect. 1), such potential failures that arise from excessive competition are a public policy issue in a way that they
are not in other industries.

In addition, although examples of their operation in other industries, such as retailing and estate agency, are
common,249 such problems of excessive competition are usually worked out by merger and size adjustment. There may
also be some bankruptcies, but they may not be as widespread as in the financial sector.250 A basic reason is the
heightened risk of contagious runs, given liquid liabilities and illiquid assets of financial institutions, as outlined in Ch.
5, Sect. 1. An additional reason for this distinction may be that, in other industries, creditors have a strong incentive to
monitor firms' management as pressures on their solvency increase. Indeed, creditors' monitoring should encourage an
orderly process of exit and discourage owners from recouping their losses by continuing to invest in the industry. In
finance, the responsibility is largely taken by the regulators, who as discussed below may have inadequate resources or
may seek to avoid exit of firms to bolster their own positions. A further distinction may be between primary and
secondary markets. The analysis below is largely set out in terms of primary markets; however, analogies for dealer
markets can generally be envisaged. In Sect. 6 the issue of competition among market makers in London after Big
Bang is assessed. Why were disruptive bankruptcies avoided?
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(e) Excessive Competition in Financial Markets
Given the importance to the chapter of the link from competitive adjustment to instability, it is worthwhile to clarify its
nature more formally. We would suggest that one way to formalize the concept of excessive competition and the ways
in which it comes about is to use the framework of credit rationing and ‘disaster myopia’ as presented by Guttentag
and Herring (1984a) (GH). As detailed in Ch. 5 and recapitulated in Sect. 1, the nub of their argument is that the
background to financial crises is often an excessive loosening of price and quantity rationing of credit; that unlike
normal cyclical developments (‘project-specific risk’), where risk is correctly priced, for uncertain events such as
financial crises there may be a tendency for underpricing of risk (subjective and objective probabilities of crises to
deviate), owing to competition as prudent lenders are undercut; and that additional psychological and institutional
mechanisms may also help explain the ‘disaster myopia’ phenomenon. It is of course also essential that the non-
financial sectors be receptive to increased credit. Reasons why this may be so are outlined in Chs. 2 and 3.

The GH analysis provides an introduction of the excessive competition concept and suggests excessive competition
can occur autonomously during a period of calm, though a crucial ingredient is ‘imprudent creditors’ who force others
to emulate their short-termism. We suggest that an industrial analysis, integrating the lessons of the other theories of
crisis, provides a broader and more convincing set of underlying factors and transmission mechanisms, and Sect. 5
points to identifiable counter parts to them in recent periods of financial instability. Indeed, the GH analysis itself may
be best interpreted in industrial terms. Imprudent creditors can only undercut in the presence of low sunk costs, where
loans must be priced similarly by all lenders, i.e. loans from all lenders are seen as identical. Were this not the case, the
prudent could protect themselves by charging higher rates or quantity rationing. And one way of motivating the
prudent/imprudent distinction is in terms of incumbents and entrants. The next section outlines the transmission
mechanisms one by one, relating them in each case to the GH framework developed in Ch. 5. We note that several or
all of them may be simultaneously operative.

Before commencing, some assumptions are needed regarding capital adequacy regulations. Why do they not restrain
banks from ‘excessive competition? First, equity markets may be as bullish about prospects as banks themselves, and
hence provide the necessary equity. Second, rapid growth generates retentions, even if these will be negated later by
need for provisions. Third, in some cases capital regulations may stimulate risk taking (Ch. 5 Sect. 2). Fourth, regulators
may not be aware of excessive competition in their calculations—an issue discussed further below.
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(4) Structural Reasons for Overshooting

(a) Information
As discussed in Ch. 1 (see also Chant 1987), banks may be characterized as

monitors and enforcers of loan contracts . . . managing risk is performed by acquiring non-marketable securities for
which the institution takes the responsibility for screening information about the borrower. The value of these
assets is specific to the institution . . . which has gained the information required . . . and understands the problems
with respect to enforcement. These dimensions of the customer relationship must be built up over time. The value
of these claims would be less for an outside party who has not gained the knowledge embodied in the customer
relationship.

To the extent that new entrants can induce borrowers to switch away from established credit relationships or offer
extra credit (by offering lower prices), such information-based linkages will be weakened and existing information
devalued. Conceptually, new lenders may be seen as ‘cannibalizing’ existing market information and structure, to the
detriment of existing lenders. In terms of theories of intermediation (Ch. 1, Sect. 4), monitoring is weakened and it is
also possible that ‘commitment’ breaks down. Despite this, however, new lenders are still likely to lend on the basis of
inadequate or asymmetric information during the initial stages. They have no time or reputation to develop
‘commitment’ relations and must perforce rely on ‘control’. Thus, for both types of lender, entry may lead to a
lowering of credit standards.

In terms of the framework developed in Ch. 5, Sect. 7, excessive competition arises from imperfections in lenders'
knowledge of the risk factors relating to the project-specific distribution, namely the amount borrowers have
outstanding to all creditors, and especially for new entrants, the distribution of project-specific returns. These lead to a
deviation of subjective and objective probabilities of shocks. Lenders may expose themselves to both unsystematic and
systematic risk as a consequence.

(b) Uncertainty
Uncertainty may be increased by new entry. Incumbents may be unable accurately to predict the responses of new
entrants to changing conditions, and their existing knowledge of market dynamics will be rendered less useful.
Entrants, inexperienced in the market, will face even greater uncertainty. Unaware of the dynamics of supply and
demand
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in the market, they may be prone to herd-like behaviour, all lending to the same type of client. When the market itself is
new, all firms will face uncertainty.251

More generally, the effects of uncertainty discussed in the theories of financial crisis summarized in Ch. 5 will be
heightened when the industrial structure of the market becomes fluid. For example, it was noted how competition may
cause firms to make inadequate provision for uncertain events such as financial crisis, because firms making such
provisions are undercut by those disregarding such possibilities for reasons of ignorance or competitive advantage.
New entrants may be particularly prone to such undercutting. Sufficiently short time horizons may even make firms
disregard the better anticipated systematic risks such as the economic cycle in their risk appraisals, thus again, via the
process of competition, helping to reduce the prudential standards for the whole market. Hit-and-run entry, as
predicted by the theory of contestable markets, must by its nature have a short time horizon.

Again, theories of financial crisis stressing uncertainty noted that profits are earned in competitive markets by
innovating where there is uneven information and uncertainty. But instability may follow heightened innovation if it
leads balance sheets to deteriorate and/or if intermediaries fail to understand the properties of their innovations.
Tendencies for innovation are heightened during periods of intense competition in markets as firms attempt to use
innovation to gain a stable clientele, and it was noted above that innovation and product differentiation is a key
instrument for strategic competition by both incumbents and entrants. Meanwhile, even if the innovator is able to
control risks, his profits may draw in unsophisticated firms at just the time when returns are falling and risks increasing
(Corrigan 1990).

In terms of the GH framework, the general case of uncertainty is a reduction in the subjective probability of a
disastrous outcome relative to the objective probability, which is provoked by these various mechanisms and may also
entail the psychological effects described by GH. But it may go further and lead to an unjustified reduction in
subjective expectations of unfavourable project-specific/cyclical outcomes. This may especially be the case for hit-and-
run entrants who disregard the long term, for new entrants in general, and for all participants in new financial markets
(e.g. for innovative products) and newly deregulated markets, where cyclical patterns have not yet been established. It is
relevant to add that the deviation of subjective and objective probabilities helps to explain a potential paradox in the
paradigm suggested here, namely that, given
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falling sunk costs, entry occurs but, despite an (objective) deterioration in market conditions, no exit until it is too late.

(c) Features of Industrial Competition
Besides the features outlined above, which are of particular importance in financial markets, there are several more
general features of competitive processes that may cause overshooting of competitive equilibrium. Firms earning
normal profits on their existing products may all be simultaneously attracted to situations offering potential for
growth, but individual firms are unable to predict in advance whether rivals will follow. Such tendencies will be
particularly marked if there is no clear ordering of firms in terms of likelihood of success. Once investments are sunk,
entry decisions may be difficult to reverse. Moreover, if there are sunk costs, firms may find it optimal to stay in the
market for some time even if they make losses, as they will lose sunk costs of reputation etc. if they leave.252 During this
period they may be vulnerable to adverse conditions in financial markets.

Competition for market share as stressed by managerial theories of the firm—an approach frequently adopted both by
entrants and incumbents, or in new and developing markets—may lead to cumulative reductions in market prices until
it is checked by losses for participants and withdrawal or retrenchment. Such competition may persist if some
participants can cross-subsidize253 their operations from others making excess profits elsewhere (i.e. there is a market
failure elsewhere) and they are relatively immune to takeovers, as is the case for banks in most countries. As well as in
prices, such competition may be manifested in strategic moves (excessive innovation, r&d, or product differentiation)
which, given the mechanisms outlined above, may also have systemic consequences.

Implicitly, competition for market share entails disregard not only for the probability of disaster but also a degree of
undercutting of the profit-maximizing response to the project-specific/cyclical distribution. Evaluation of loan officers
over a short period on the basis of current lending performance, as highlighted by GH, is typical of market-share-
oriented financial institutions, as in the UK in the late 1980s. The project-specific distribution will not be disregarded in
the long run, since market-share competition implies a desire to remain in the market rather than risking bankruptcy;
but disregard in the short run may be enough to cause difficulties.
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(d) Regulatory Features
An appropriate response to excessive competition in financial markets includes more stringent prudential regulation, as
discussed in Ch. 5 and in the conclusion to this chapter. Thus even maintenance of a pre-existing regulatory regime
may be insufficient to counteract it. In addition, inadequacies in regulation may heighten tendencies to excessive risk-
taking. For example, if deposit insurance covers all deposits, and premiums do not adequately reflect the relative risks
of different types of institution, it may promote undercapitalization and risk-taking by intermediaries, even if they are
profit maximizing rather than seeking market share.

Overshooting may also be caused by excessive provision of lender-of-last-resort facilities. If it is known that all firms
getting into difficulties will be saved, competitors (in particular, new entrants) will have incentives to take excessive
risks, ignoring the externalities imposed on other intermediaries (who may help finance the lender of last resort) and on
the lender of last resort itself. Moreover, lenders in the interbank market may not have the correct incentives to
discriminate between banks (by price or quantity rationing) and discourage risk takers.254

Third, innovations that may lead on to financial instability may themselves be responses to regulations such as credit or
interest-rate ceilings. Eisenbeis (1986) suggests CDs and off-balance-sheet activities should be seen in this
light—although their use by banks not subject to such regulation (e.g. in the UK), and the fact that their use has no
general association with instability, runs counter to his thesis.

Fourth, regulators may seek to prevent ‘non-systemic’ failures or retard exit of institutions in their sector, partly to
protect their own reputations, thus leaving firms with low equity to pursue high-risk strategies (Kane 1991). It may also
be inappropriate and destabilizing to retain regulatory restraints on incumbent firms when new entrants are not subject
to them, and hence the end result of competition is to leave the incumbents inviable.

In the regulation case, excessive competition can arise despite knowledge by lenders of the true probabilities of shocks in
the project-specific/cyclical case and even the distribution of disastrous outcomes. Low capitalization relative to risk is
the consequence. Implicitly, moral hazard due to regulation leads lenders to seek risk in the same way as for
uncapitalized borrowers in the case of private-sector lending (Ch. 1), where need to curtail risk gives rise to incentives
for quantity rationing by lenders.
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(e) Value of Bank Franchises
Extending this analysis, it has been shown by Keeley (1990) that deregulation may lead directly to incentives for risk-
taking by financial institutions. The mechanism follows the logic of corporate finance theory. In a regulated market,
where banks have a degree of market power in making loans, the bank's charter (franchise, licence) is a capital asset
(since it allows the bank to make excess profits). Deregulation, which facilitates new entry, or which liberalizes rate-
setting on bank liabilities, reduces the value of the charter, especially for banks in protected local markets that rely on
non-price competition to attract funds. Technological change facilitating disintermediation via securities markets will
have similar effects. Abstracting from local markets, such effects may also impinge more heavily on the value of
charters when banking systems have an atomistic market structure (e.g. the USA) than when they are oligopolies
(Europe), and for foreign than for domestic banks.

When charters are valuable, banks have incentives not to risk failure by reducing capital or increasing asset risk, if (as
seems likely) transfer of charters is costly or impossible (i.e. there are high bankruptcy costs). However, to the extent
that lender-of-last-resort or mispriced deposit-insurance protection is present, there is a partial offset to this,
stimulating risk-taking till the marginal value of the put option associated with the safety net equals the marginal loss
from losing the charter. Conversely, when charters have low value there are incentives to take risks independent of the
moral hazard created by the safety net. In other words, the argument as regards levels of risk-taking is not dependent
on the safety net, but the latter makes overshooting more likely.

The concept of the franchise may be broadened to include the various sunk costs built up by incumbents in financial
markets identified above, notably relationships, reputation, and expertise. The devaluation of these (unsaleable) assets
can lead to excessive risk-taking similar to devaluation of franchise. In terms of the framework, the incentives
identified here can lead to excessive competition despite knowledge of the project-specific/cyclical shocks.

(f) Previous Market Situations
It is appropriate to consider at this point whether a distinction should be made between different types of competition
and market structure prior to reduction of entry barriers, and the way in which entry barriers are removed. Are firms
that were previously uncompetitive (e.g. in domestic markets) more prone to excessive competition than those in
competitive markets (e.g. the euromarkets)? Is deregulation more likely to provoke risk-taking than other types of
easing (technological progress, innovation,
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new markets)? These are partly empirical questions, addressed in Sect. 5 below, but some considerations can be
suggested.

On the one hand, firms used to operating in uncompetitive markets may be more cautious in entering new markets
than more competitive rivals. On the other hand, they are also likely to be X-inefficient and may thus find it hard to
adapt to sudden changes in competitive conditions. They may be of inefficient size, having previously been protected;
this means failures or consolidation are likely. They may have poorly developed credit monitoring.255 The process may
entail incentives to risk-taking as franchises are devalued. Furthermore, as regards deregulation, in the short term,
uncertainty is likely to be greatest in the case of deregulation of a previously uncompetitive market, because the
dynamics of supply and demand in a competitive situation are totally unknown. In contrast, a decline in barriers to
entry in an established competitive market at least occurs in the context of known competitive behaviour. ‘Disaster
myopia’ may occur in each case, but for deregulation there may also be ignorance of the cyclical behaviour of loan
losses. In the medium term, given the changes likely to arise from new entry itself as outlined above, it may be wrong
to distinguish these cases.

(g) Summary
Sections 3 and 4 have sought to develop a framework for analysing the development of financial instability based on an
industrial-organization approach to the process of competition between financial intermediaries. Broadly, it suggests
that declining sunk costs of entry may lead to increased competition, which due to various imperfections and market
failures may become excessive in relation to long-run competitive equilibrium and lead on to financial instability.

While being distinct in its primary focus on structural aspects, the framework also seeks to encompass the mechanisms
and predictions of existing theories. Thus uncertainty, imperfect information, features of regulation, as well as more
general aspects of the competitive process, are among the mechanisms that help lead competition to become excessive
after declines in entry barriers. Such competition is likely to lead to reductions in credit rationing, entailing increased debt
growth, as well as reduced capitalization, which leaves the financial system vulnerable to shocks such as abrupt monetary
tightening, which increase agency costs of lending. These may provoke sharp increases in credit rationing and collapses in
liquidity in dealer markets.
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(5) Financial Instability: A Re-Examination
In this section the evidence of the various recent periods of financial instability discussed in Ch. 6 is briefly reappraised
to judge the realism of the mechanisms identified in Sects. 3 and 4. To avoid excessive repetition, the accounts are
abbreviated—the reader is referred back to Ch. 6 for a complete assessment. We note that there are many other recent
examples of similar episodes, in countries such as Norway, Australia, New Zealand, Canada, and Spain. Several of
these are outlined in Ch. 8.

(a) The Secondary-Banking Crisis
A number of industrial features can be discerned in accounts of the UK secondary banking crisis (see Reid 1982). For
example, the sunk costs of entry to banking markets were diminished by the development of wholesale money
markets, which reduced the need for banks to develop a retail deposit base and an expensive branch network.
Moreover, the deregulations of 1958 (liberalization of fund raising) and 1971 (Competition and Credit Control) eased
access of the secondary banks to wholesale funds per se and funds from UK clearing banks, respectively. These
reductions in entry barriers precipitated the development of secondary banks, while granting of licences was also at the
time a relatively unregulated process. The scale of new entry can be judged from the fact that 87 new firms obtained
banking licences in 1967–70 and a further 46 in 1970–3.

The development of secondary banks permitted increased and concentrated lending to property and financial
companies, which had previously either not existed, or whose demand for funds had been credit rationed for reasons
of risk and regulation (direct controls on bank credit). There was thus evidence of ‘herding’ to a new group of
borrowers where, due to lack of relationships, information links, etc., entry barriers were low. However, once the
market developed, and following the 1971 deregulation, clearing banks themselves also began to lend to property
companies, as part of the more general expansion of their balance sheets. (This could also be seen as a form of
strategic competition: pricing low to compete with new entrants.) Leverage of borrowers increased sharply; many loans
were backed by assets such as equities and property which proved in retrospect to have unsustainable market values.
Following the monetary tightening and general economic crisis of 1973–4 such collateral devalued rapidly.

The collapse of the secondary banks was at the centre of the crisis. They had, arguably, lent on inadequate information
regarding systematic risk, i.e. the vulnerability of their loans in the case of a normal cyclical
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downturn (though it could be argued that the oil crisis was an unprecedented occurrence), as well as taking on
unsystematic risk by concentrating their risks, not building adequate capital, and relying on what proved to be unstable
sources of funding in the wholesale markets.256 As new entrants to the deposit market with no market power, they
would also lay little value on depreciation of their banking franchises.

(b)Herstatt
This 1974 crisis can be viewed on two levels: the interbank market which funded the banks concerned and the forex
market in which the initial losses were made. The rapid development of the international interbank market entailed
rapid new entry to the market, thus compressing spreads,257 while the relative novelty of the market itself and lack of
experience by lenders probably led to inadequate appraisal of risks. Certainly, the reaction of lending banks in the
interbank market to the crisis—where information was imperfect to discriminate sharply between risk classes, and
where information was more readily available to limit the amounts or maturities of loans to a particular bank to their
net worth or other quantitative guide-lines—were policies that prudent lenders should have carried out in any case.
Evidently, desire to increase assets and market share had driven spreads too low and led lenders to disregard the
potential for instability.

In the forex market, the switch to floating exchange rates increased opportunities for profit (as non-financial firms
sought forward cover) thus attracting new entrants and leading existing firms to increase their exposures. Given
technology and the availability of interbank wholesale funds, sunk costs of entry were evidently low, and competition
for business was fierce. Extremely risky practices,258 such as banks covering forward transactions by spot transactions
plus eurocurrency borrowing, were common. On the one hand, it appears that many banks failed to understand the
dynamics of the forex market: perhaps understandably, given the long history of fixed rates. On the other hand,
heightened competition was a factor driving them to make little allowance for risk. The crisis was precipitated by
failure of the Herstatt bank in Germany, due to foreign-exchange losses, following unexpected depreciation of
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some currencies and a tightening of US monetary policy. That the problem was more widespread is shown by the fact
that many other banks also suffered losses.

(c) The Debt Crisis
The growth of lending to ldcs in the 1970s again showed many of the features outlined above. The development of the
syndicated credit reduced the sunk costs that banks needed to incur in order to enter the international markets, as a
single deal could involve many banks with only one set of documentation, credit appraisal, etc. Small banks could rely
on credit appraisal and monitoring made by larger banks having relationships with borrowers. Meanwhile, the deposits
of oil exporters after 1973 provided a ready source of funds and the deficits of oil importers led to sharp increases in
the demand for external finance.

All these features encouraged rapid new entry to the market, after it had recovered from the disruption of 1974–5
associated with the Herstatt crisis. An account of the development of indebtedness (Johnston 1983) illustrates the
relaxation of standards of risk appraisal which followed:

Spreads for prime borrowers began to decline in 1976 while loan size increased; lower spreads and longer maturities
for other borrowers followed in 1977 and 1978. Many borrowers began to tap the market regularly, and a wider
range of borrowers entered the market, including ldcs. Some borrowers renegotiated or refinanced loans taken out
under tighter conditions, despite increasing ratios of debt to exports.

A number of accounts note the industrial-organization features that underlay these patterns. Bond and Briault (1983b)
suggest that during the 1970s banks competed aggressively for deposits and loans, stimulated by factors such as an
increasing focus on balance-sheet growth rather than merely profitability; a shift from asset to liability management; the
ability to cross-subsidize international business from profits made in oligopolistic domestic markets; misjudgement of
the risks, notably the potential correlation of sovereign risks in a recession, the lack of conditionality to sovereign
debtors, and the potential for tightening of US monetary policy. One reason risks may have been misjudged was that
participants in syndicates were often new entrants lacking adequate information, who were willing to leave risk
appraisal to the lead bank, while the latter, having a small share of the risk and gaining fee income from the deal, had
incentives to underplay the risk. Moreover, the growing intensity of competition itself tended to reduce spreads
(suggesting sunk costs were low). Finally, banks were misled by the short maturities of their loans into believing that
they could always reduce or eliminate their exposures at the next rollover date (an ‘illusion of liquidity’). This was
dependent on
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other banks filling the gap, which in 1982 they proved unwilling to do, in the wake of the worsening of market
conditions culminating in the Mexican default.

(d) The Crisis in the Floating-Rate Note (FRN) Market
The invention of the floating-rate note long predates the bull market and crisis that occurred in 1986, but a major spur
to development of the market was given by the debt crisis, which led to sharp declines in syndicated credits,
necessitating development of markets in substitute instruments (as well as for banks themselves to rebuild their capital
by issuance of subordinated debt). Increased demand led to new entry of investment banks as intermediaries;
competition to offer finer terms to borrowers led to downward pressure on yields, which fell below Libor in 1986.
This tended to exclude banks as investors, since their interest in FRNs was premised on obtaining Libor (at least over
the medium term) although they held 80–90 per cent of extent bonds. This pattern suggests intermediaries lacked
information on the investor base or otherwise failed to understand the underlying behaviour of the market.

Lead managers sought to compensate, by innovation (as well as employing innovation as a means of strategic
competition between themselves), which relied on risky interest-rate plays, while heavy trading by investors in an
attempt to maintain profits further compressed spreads. Intermediaries (and investors) assumed risks were limited by
the coupon-reset mechanism and built up large positions, failing to note that profits and liquidity were largely a
function of bull market conditions. The market entered a crisis at the end of 1986, with falling prices, a collapse of
liquidity and a complete halt to new issues following the rumours of new capital adequacy guide-lines (deducting
holdings of bank FRNs from bank capital), excess supply of bonds, re-evaluation by investors of the equity
characteristics of perpetual FRNs, and perceived illiquidity of innovative products. (All of these could be seen as
causing heightened information asymmetry.)

(e) The Equity-Market Crash
The crash itself may be seen largely as a speculative bubble in asset markets, and as such it was partly divorced from
the type of changes in industrial structure stressed above, (though it is notable that in the USA it was preceded by
strategic innovations such as portfolio insurance, which were promoted heavily by investment banks aiming to attract
institutional investors such as pension funds to their fund management services, and may have given investors
‘illusions of liquidity’). However, systemic risks
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associated with the crash arose from debt claims, and events in these markets did have an industrial angle. We assess
first underwriting exposures, and then leveraged situations.

One of the principal concerns of the markets at the time of the crash was associated with underwriting exposures,
notably following the sale of part of British Petroleum by the UK government. US and Canadian investment banks,
seeking market entry, undertook ‘bought deal’ type underwriting, despite the considerable length of time over which
the risk would be held, namely one week compared with less than a day for normal deals, and their rather low
capitalization in relation to such risks. Such firms appeared ready to sustain considerable risk to enter the market and
gain the sunk cost of a reputation for successful underwriting (it should be noted that sub-underwriting is not possible
in the USA). As a result of their exposures to rapidly devaluing unsold equity, commercial banks threatened to cut
credit lines to the securities houses concerned. The situation was aggravated by heavy requirements for credit by
securities houses more generally, on behalf of customers to meet margin calls. Only the intervention of the Fed (the
announcement that liquidity would be provided) and the UK announcement of a support price for BP helped to calm
the markets.

A second feature of debt markets prior to the crash was the rapid buildup of debt by the corporate sectors of a
number of countries (see Ch. 2). Associated developments included the development of the junk-bond market (which
reduced the incidence of equilibrium quantity rationing in banking markets), wider access to eurobond markets by
firms of low credit quality, and innovative debt-financing methods such as the leveraged buyout, all of which were
introduced as part of a process of strategic competition and new entry by investment banks, and to a lesser extent
commercial banks. These changed market conditions led to further increases in competition among suppliers of funds,
and to what proved in some cases to be inadequate risk appraisal.

The main casualties of the crash in terms of leveraged firms were those whose loans were backed by (overvalued)
equity claims, typically following acquisitions undertaken during the speculative period. Some found themselves
quantity rationed in credit markets and a few had to default. But generally the price of debt increased and many
borrowers were driven to more expensive markets (bank lending rather than bonds).

(f) The US Thrifts Crises
The initial crisis for thrifts (1980–2) was caused largely by the effects of changes in US monetary policy and adverse
economic conditions on a heavily regulated industry, where risks were heavily concentrated on the intermediaries
(funding fixed-rate loans with floating-rate deposits).
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However, an important industrial feature was the growth of money-market mutual funds, whose entry to the deposit
market was facilitated by declines in sunk costs resulting from technology, as well as deregulation and growth of money
markets. Because their rates were not subject to ceilings, these provided important competition for the thrifts when
monetary tightening drove up interest rates, effectively disintermediating them from deposit markets. As a result of
thrifts' initial problems, deposit rates were deregulated, as were lending powers (thrifts were empowered to offer
adjustable-rate mortgages and non-housing loans). Capital standards were relaxed.259 Lower interest rates also afforded
some relief.

A further, more serious, crisis followed, beginning in 1985–6. Although the collapse of primary product price was a
key factor in this,260 thrifts evidently also lacked the expertise and information required to lend prudently outside their
traditional fields (even if one excludes those thrifts which deliberately sought risky loans as a gamble, prompted by the
moral hazard offered by deposit insurance). In particular, they financed the high volume of what proved to be
speculative real-estate investment, which both proved unprofitable itself and drove down the prices of existing real
estate, often below the value of mortgage debt. They also invested heavily in junk bonds. Again, this is an example of
new and undercapitalized entrants to markets (when barriers to entry caused by regulation are removed) acting in a
herd-like manner, concentrating risk, demanding inadequate risk premiums, and operating price rationing of credit
when quantity rationing might have been more appropriate. It also reflects the response to excessive safety-net
protection, and the devaluation of franchises given increased competition.

(g) Summary
The industrial features of the crises discussed above, and numerical evidence on entry are summarized in the tables.
They show that most of the industrial features highlighted here were present in each case, and new entry was rapid.
Three caveats are in order. First, we note that, depending on the nature of the cost function, some entry without
systemic implications can be expected to arise normally with economic growth. A judgement must be made whether
actual entry exceeds this level; however, a reasonable benchmark may be entry in relation to longer term patterns of
entry, which in all sectors has been fairly slow. Second, there will come a point when a new intermediary is sufficiently
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Table 7.1. Industrial Aspects of Financial Instability

Secondary
banks

Herstatt Ldc debt FRNs Crash Thrifts

Reduction in entry barriers due to:
deregulation Yes — — — — Yes
innovation — — Yes Yes Yes Yes
new markets Yes Yes — — — —
technology — Yes — — Yes Yes
developments
in existing
markets

— — Yes Yes — Yes

New entry of
firms

Yes Yes Yes Yes Yes Yes

Entry of new
market by ex-
isting firms

Yes — — — — Yes

Lower prices
in credit mar-
kets (declining
risk premi-
ums)

Yes Yes Yes Yes Yes Yes

Low or de-
clining capital-
ization

Yes Yes Yes — Yes Yes

Higher quan-
tities in credit
markets (in-
creasing in-
debtedness of
borrowers)

Yes Yes Yes Yes Yes Yes

Exploitation
of safety-net
protection

— — — — — Yes

Low value of
banking
franchises

Yes — — — — Yes
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established that some of the imperfections (information and uncertainty) specific to new entry may cease to operate. In
our judgement this requires experience of a full cycle, i.e. longer than the period shown. Third, entry is of course not
the only feature highlighted in this chapter as indicating increased competition. In contestable markets, prices may fall
without entry occurring; strategic competition may be manifested in heightened innovation, etc., as well as predatory
pricing. There may also be ‘managerial’ competition for market share by existing firms.

Table 7.2. Indicators of Market Entry Prior to Instability

Years t−5 t−4 t−3 t−2 t−1 t
Secondary
bankinga

1973 +29 +29 +12 +12 +11 +11

Herstattb 1974 +27 +26 +12 +17 +17 + 4
Debt crisisc 1982 + 7 +15 − 7 + 6 +57 −23
FRNd 1986 +15 −10 − 3 +25 + 1 − 9
Crash
(loans)e

1987 −25 −72 −16 −28 + 5 +45

Crash
(bonds)f

1987 +13 0 − 5 +19 +15 − 6

Thrifts 1986g (*)
a New authorizations of banks (interpolated).
b Net increase in number of US banks with overseas branches (source: Brimmer and Dahl 1975)—data for other countries not available.
c Net increase in book runners in syndicated credits to ldcs.
d Net increase in lead managers in FRN market.
e Net increase in book runners in syndicated credits market.
f Net increase in lead managers in eurobond market.
g In this case there was new entry to non-traditional markets (adjustable-rate mortgages and non-housing loans) by the whole thrifts sector

due to deregulation, which occurred at t−4(*).

(6) New Entry Without Instability
It is relevant also to consider the features of periods of deregulation and new entry that occurred without provoking
instability among financial institutions and markets, to see what distinguishes them. The mortgage market in the United
Kingdom was traditionally the preserve of the building societies, banks often having been constrained from expansion
into this market by direct controls on lending. However, the abolition of such controls in 1979–80, together with the
loss of lending opportunities elsewhere (due to the debt crisis and domestic economic downturn) led to rapid entry by
the banks. Once permitted to enter by deregulation, banks found it easy to vary their scale of involvement in
mortgages via transfer of staff (i.e. they could easily exit from the market as well as enter, implying low sunk costs and
contestability). Given new technology and innovations of credit scoring and securitization, new centralized mortgage
lenders (without branch networks) were also able to gain access to the
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market.261 New entry led to increased gearing of mortgage borrowers and (given increasing house prices) extremely
rapid growth in mortgage debt outstanding (Ch. 3).

Although there was new entry and growing debt, and (as noted in Chs. 3 and 4) this sector has been the locus of
considerable financial fragility for the personal sector, several features of this market may have helped prevent
generalized instability for financial institutions. First, both existing firms and new entrants were adequately capitalized
(as well as being subject to firm supervisory oversight), thus affording a protection against loan losses and reducing
incentives to make excessively risky loans. Insurance companies in many cases stood ready to guarantee the ‘top slice’
of loans. Second, mortgage interest rates remained higher than wholesale costs of funds to a greater extent than they
had in the 1970s when credit was rationed (since credit had previously been ‘disequilibrium’262 quantity rationed, new
entrants did not need to offer significantly lower rates to gain business). Risk premiums were thus maintained.
Mortgage loans are in any case variable rate, in common with deposits, so there is no mismatch, unlike the thrifts,
though credit risk remains. Third, supply constraints on housing helped prevent rapid falls in house prices even when
policy was tightened, although some falls have occurred, as noted in Ch. 4. Fourth, apart from the deregulation of
building-society lending in 1986, neither group of institutions was shifting radically into new areas of business in which
they might be unaware of the dynamics. Finally, banks often already had relationships with customers to whom they
were making mortgage loans. Such failures as have occurred have tended to be new institutions lacking experience and
relationships or small institutions seeking rapid growth. Most of these features contrast with the US thrifts crisis.

Big Bang in the City of London entailed the entry of international banks and securities houses to the UK stock exchange,
which together with the abolition of separation of agency and market making led to creation of a large number of
integrated securities operations. There was evidently excessive entry in relation to potential market capacity, because
most firms were soon making losses, while the relative success of previous incumbents suggests a role for sunk costs
related to intertemporal advantages and strategic competition.263 However, despite the crash and the initial reduction in
the stock of gilts, firms up to 1992 either remained in the markets or withdrew quietly without any disruptive
bankruptcy or systemic risk.

A number of features may help explain this situation. First, the firms have always been adequately capitalized and
firmly supervised. Many are
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subsidiaries of international firms with profitable (oligopolistic) business elsewhere. Most firms entered by acquisition
of existing firms and hence did not suffer from poor information on entry. Many had experience of dealership
elsewhere, such as US and Japanese investment banks, or firms active in the secondary eurobond market.

Finally, and perhaps more tentatively, outturns suggest that for experienced and diversified firms, risks in secondary-
market trading may be better controlled than those in primary issuance or bank lending (which helped provoke most
of the crises discussed above).264 This could be conceptualized in terms of position risk (where a ‘position’ is a holding
of financial instruments, whether long (positive) or short (negative)). In primary debt markets (underwriting) and in
banking (loans) such exposures are common, and (in the case of banks) long term, although diversification, hedging,
and risk pricing should offer protection. In contrast, market makers tend to unwind positions as rapidly as possible;
and they tend to hold balanced long and short positions, which removes undiversifiable risk. While losses are
frequently made, they can often be recouped rapidly (e.g. after the crash). Particularly in a market where entry is
restricted and hence there are some monopoly returns, there may also be longer term cross-subsidization of ‘good
times’ and ‘bad times’.

Not that experience shows that secondary dealing is riskless; cases of losses especially by new and inexperienced
entrants are common, usually due to their ignoring position risk. Cases of UK and Japanese corporate treasurers
indulging in dealership (Tateho Chemicals, Allied Lyons) are notorious. Herstatt is another example. It can be
suggested that, with the risk of runs and contagion, acceptance of such position risk can pose a particular danger for
commercial banks (which are increasingly active dealers in markets such as securities, forex, swaps, futures, options,
and forward-rate agreements).

The key features distinguishing the deregulation of UK mortgages and Big Bang thus appear to be adequate
capitalization, firm supervision, and reasonable levels of information for entrants. However, it cannot be ruled out that
absence of instability may also result from a fortuitous absence to date of sufficiently severe shocks in these markets
(the crash not-withstanding).

Conclusions
This analysis offers the following conclusions, which complement those of Ch. 6:
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• Many of the factors which are held in theory to underlie the development of systemic risk can be analysed in
the context of theories of industrial organization, while industrial organization can itself contribute to further
understanding of the genesis of instability.

• Examination of situations of instability reveals that a number of the factors highlighted were both present and
helped to explain aspects of its development such as the growth of debt and declining risk premiums.

• Notably, one can trace reductions in entry barriers, due to such factors as deregulation, innovation, new
markets, technological advance, and developments in existing markets, followed by actual new entry of firms,
entry of new markets by existing firms, competition for market share, predatory pricing, and other competitive
responses by incumbents to the threat of entry.

• Consequences are as predicted by the theory as outlined, namely declining risk premiums, increasing
indebtedness, and (generally) low or declining capitalization.

• The transmission mechanism between entry and instability includes features such as lower levels of
information, heightened uncertainty over market responses, and herd-like behaviour among lenders, as well as
the more general consequences of heightened competition in terms of prices and quantities.

• Even when instability has not resulted, it is suggested that the industrial approach illuminates some supply-side
reasons for development of fragility in the non-financial sectors.

Given the results, it is relevant, first, to consider how excessive competition can be prevented—or its effects
minimized—while retaining the benefits of efficient markets. Obviously, risk can be minimized by extremely strict
structural regulation, such as market segmentation, and direct controls on prices and quantities of credit, but this may
cause inefficiency which more than offsets gains in terms of risk reduction.

The main conclusions for regulation are largely similar to those in Chs. 5 and 6, namely that some form of ‘regulatory’
insurance such as the lender of last resort and deposit insurance remains vital to prevent systemic risk, but to prevent
associated moral hazard it is necessary to enforce prudential regulations such as capital adequacy requirements
together with direct limits on risk exposures of those involved, e.g. limits on large exposures or concentration of risk
on particular borrowers. There is an important additional element, namely that closer monitoring of banks is needed
following structural change, to the extent that it increases incentives to take risks. Regulatory structures developed
during periods when competition was restrained may be quite inadequate.

In addition, some form of learning mechanism, so that previous mistakes are not repeated, would be useful both to
supervisors and
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participants. As for other mechanisms for controlling and monitoring risk, credit-rating agencies may have an
important role to play complementary to the regulatory authorities in assessing financial fragility. Finally, a central risk
office may help overcome inadequate information on lending to individual customers—if all lenders co-operate. As
noted in Ch. 1, these are more common in the less competitive bank-dominated countries than Anglo-Saxon financial
systems.

As well as buttressing various approaches to regulation, the results may also be of direct use to regulators and to
market participants. Although the regulatory mechanisms noted above should in principle be effective against
‘excessive’ competition, even if it were not detectable ex-ante, some problems may arise. First, late detection of such a
situation may require regulation to impose higher costs than early detection; second, the implications of changing
prices and quantities may on occasion be ambiguous; and third, there may be a tendency (‘disaster myopia’) whereby
perceptions, even of regulators, may be distorted by a period of calm financial conditions (or competition itself) so that
they accept prevailing judgements of risk and thus fail to detect excessive competition. In effect, regulators are also
subject to a deviation between subjective and objective probabilities of crisis. To avoid the problem of late detection, a
leading indicator should be useful, while to interpret changing market conditions, and to help prevent disaster myopia,
even an additional coincident indicator (in addition to prices and quantities of credit themselves) should be of
assistance.

It is suggested that a sharp focus on the industrial dynamics of competition in financial markets can provide such
indicators, supplementing the microeconomic and macroeconomic indicators highlighted in the conclusion to Ch. 6.
Note that these are system properties that may help predict problems in (some) individual institutions. Their use
implies a greater focus on system properties than may occur at present. First, changes in sunk costs of entry must
occur in advance of associated entry, while even the latter is likely to take time before it impacts on prices and
quantities of credit. These suggest that such changes have leading indicator properties and will signal that changes in
capitalization etc. should be monitored particularly rigorously.265 Second, even if not detected in advance, changes in
sunk costs of entry and associated new entry or other adjustments may help regulators to interpret changes in prices
and quantities such as rapid growth of lending and declining spreads (e.g. the extent to which they are likely to be
associated with deteriorating information, heightened uncertainty, and associated over-shooting of competitive
equilibrium, rather than being an orderly
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removal of oligopoly rents). Third, by offering an extra indicator, focus on industrial dynamics may help minimize
disaster myopia. Finally it should be noted that in each case it is important for regulators to understand the market
structure and type of competition (and hence sunk costs, economies of scale, and associated technology) in each of the
markets for which they are responsible, as this will influence the way in which the various transmission mechanisms
and excessive competition per se will manifest themselves.

Going beyond use of traditional regulatory instruments, a number of analysts (Kane 1991; Wojnilower 1991) suggest
the authorities should seek to monitor excess capacity in financial markets and try to remove it, before it leads on to
excessive risk-taking by firms no longer able to operate profitably.266 Changes in entry conditions give advance warning
that excess capacity may be about to arise, before the adverse consequences supervene.

Furthermore, due to the close relationship highlighted between structural change and fragility in the non-financial
sector, the results may also be of assistance to macroeconomic policymakers. For example, observation of increased
credit growth, together with heightened structural change, may indicate that credit is being directed to increasingly
vulnerable borrowers, rather than being part of the normal process of economic growth, and that this may cause
difficulties in the next downturn.

Use of the results need not be confined to ongoing regulation and macro policy. The design of policies of deregulation,
as well as of responses to new developments, may be aided by consideration of market dynamics. For example, will
opening up some currently uncompetitive EC markets as the Single Market develops—when Europe will witness both
cross-border and functional deregulation—lead to fragility and instability? Monitoring of entry and other structural
adjustments to change may help prediction. Second, how should Eastern European countries liberalize? Sudden
elimination of entry barriers may not be the most appropriate solution, unless strong safeguards against systemic risk
are in place.

Appendix: The Industrial Economics of the Primary Eurobond Market
Davis (1988b; 1992d) assessed whether theories of industrial organization offered insights into the behaviour of the
primary eurobond market in the 1980s. It is useful to recapitulate some of these conclusions in the context
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of this chapter, to enable the reader to assess in more detail the contribution industrial economics can make to analysis
of financial-market behaviour. More generally, a number of the features highlighted generalize to the behaviour of
international syndicated bank lending and institutions in ‘Anglo-Saxon’ financial systems—but not to those of
Germany and Japan (see Ch. 1, Sect. 5).

Davis concluded that, on the face of it, the market appears to have many of the features of a contestable market. On
the side of contestability, capital costs, in terms of dealing rooms, finance for underwriting, expertise, etc., may be high,
but those specific to eurobonds are rather low, because they can be adapted from other sectors such as corporate
bonds. There are a wide variety of well-capitalized firms and investment banks ready to contemplate entry. Entry can
be rapid, as can withdrawal. It is thus clear that contestable market features help to explain some of the behaviour of
firms in the eurobond market, i.e. that it is highly competitive, especially within the individual currency sectors, despite
the market structure.

It is, however, harder to explain purely in the context of the theory of contestable markets why some firms' eurobond
operations have continued to be successful while others have been unable to establish themselves, why there has been
no significant decline in market concentration over time despite continual new entry, and why profitability has declined
so steeply. Certain features of eurobond market structure, interpreted in the light of other aspects of the new industrial
economics, may help to explain these tendencies. There may be significant entry barriers to the upper echelons of the
industry, resulting from intertemporal dependencies on the demand and cost side and from strategic competition.
Dealing first with intertemporal dependencies, the advantages of established firms may include accumulated expertise,
reputation, and relationships. Offered the same price for an issue, borrowers will choose an existing firm, given their
reputation for successful launches, to avoid all the disadvantages in terms of future borrowing costs should an issue
fail. Similarly, investors tend not to deal with a new house if they are doubtful about its tenacity—and skilled market
staff will not join a firm even for high salaries if they are unsure whether it will remain in the market.

Recent experience suggests that these advantages of existing firms can only be offset if there is a large savings surplus
in the home country, where entrants have strong relationships with investors, where there is a desire and ability to
invest in euromarket instruments and/or a lower cost of capital. For much of the 1980s, this was the case for Japanese
firms (Aliber (1984) suggested this factor also enabled Japanese banks to undercut US banks in the eurocurrency
markets). These enable such entrants to charge a lower price than incumbents at the same profit margins. Implicitly,
there are two types of new entry, one with a secure
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customer base wishing to increase its portfolio share of eurobonds, and one assuming ‘speculatively’ that business can
be taken from other houses or that a suitable share of any incremental business can be obtained. This would explain
the pre-eminence of various investment banks over the years and the inability of many new entrants to gain
profitability. Implicitly, exit costs exceeded costs of entry, largely due to the sunk costs of contacts, reputation, and
privileged access to information on market movements (on the demand side) and expertise (on the cost side) built up
over time.

In addition, incumbent firms have actively carried out strategic moves. They have, in effect, invested in excess capacity,
though whether this was deliberate or accidental is harder to judge. Predatory pricing has been widely used by both
incumbents and entrants to the eurobond markets. Development of specialized expertise, for example in swaps, is a
further form of strategic investment. Established firms tended to scoop up the talent in the market which is still in
second-tier houses—without which they found it difficult to survive. The introduction of ‘bought deals’ by certain
houses led to a significant increase in capital requirements.

It may be suggested that competition in provision of market analysis and in research and development was also aimed
at increasing market share and discouraging entry. Strong and timely market analysis may enable a firm to retain its
investor base. Such analysis by some firms obliged others to gather similar information to protect themselves, or
attempt to enter the market. Such duplication is arguably a deadweight cost to society. Meanwhile, the invention of new
financial instruments may enable an institution both to make initial gains by charging high fees and, by virtue of its
developing expertise, to make long-term excess profits. Even if high prices are not charged, an innovation may give an
investment bank an advantage in gaining mandates, which may enable losses to be converted into ‘normal’ profits.
Again, the private benefits to the successful innovator may exceed social benefits even if the latter are positive, because
many innovations, particularly on the product development as opposed to the process/new technology side, do not
offer strong benefits to investors aside from existing instruments. In some cases they may worsen the situation for
market participants by reducing liquidity. The large potential private benefits to innovation lead to a high and perhaps
excessive level of such innovation—including duplication of effort to the same end, at considerable resource cost.

The decline in profitability can also be explained by other factors relating to the nature of trade in the eurobond market
between borrowers and intermediaries. Which side bears the larger sunk costs? Borrowers may find it in their interest
not to break a relationship with an investment bank, as the latter may stabilize the bond price and maintain an orderly
aftermarket, ensuring a good reception of future issues. If it seeks too low
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a spread, its issue may fail, thus damaging its chances of making further issues. On the other hand, rules of the AIBD
require firms to make markets, and other firms may be ready to make markets in the relevant issue. Borrowers are
increasingly sophisticated and thus have less need of information that the intermediary can offer, particularly as lead
manager performance can be monitored in the grey market—i.e. information asymmetries are becoming less. Nor do
they require a particular investment bank with whom they need to maintain a relationship. Indeed, borrowers having a
high reputation among investors are increasingly ready to deal with several firms rather than merely a ‘house’ bank.
The investment bank wishes to maintain relationships in order to ensure future business, to preserve its reputation,
and to maintain the value of any information it has gathered about the firm in question—which is obviously
unsaleable. Once these factors are taken into account, together with the tendencies to rapid new entry, intense
competition, and the high elasticity of demand for eurobonds, it is evident that the balance of advantage is increasingly
to the borrower. The investment bank is unlikely to be able to squeeze monopoly rent from a relationship. Similarly,
the investor base of the market has tended to change from private account holders to institutional investors. They have
considerable countervailing power against intermediaries, as placing power is an essential part of dealers' strength to
win mandates and again institutional investors' sophistication entails symmetric information. It is more in the
investment banks' interest to maintain relationships.
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8 Ten Further Financial Crises

Given the focus of the analyses in Chs. 6 and 7 on six major periods on instability since 1970, it is useful to outline the
events of other selected periods of crisis.267 Such an approach serves several purposes; first, it indicates the generality or
otherwise of the mechanisms outlined in a wider range of financial markets (common features of the events are
summarized in Table 8.1); second, it may offer additional insights into the links between fragility and systemic risk;
third, by offering a wider sample, it facilitates a broader analysis of the different types of crisis. Given the degree to
which some of these events have been studied, the accounts are inevitably partial; further details can be obtained from
the references.

(1)Overend Gurney (1866)—UK
The Overend Gurney crisis268 is generally agreed to be the last major financial crisis in the UK. The company
concerned was a large bank specializing in discounting short-term bills on behalf of commercial bankers, founded in
the early nineteenth century from the amalgamation of two banks that had been active since the eighteenth century.
Although in the early nineteenth century the company had been conservative in its operations, new management
desiring rapid growth led to the firm becoming less circumspect in lending mid-century. From 1858 the bank started
lending on bills of low credit quality and on unsound collateral. A more general shift of 1861 (the act authorizing
limited liability) led to flotation of a large number of speculative non-financial companies. These in turn paid their
contractors via the innovation of ‘finance securities’ on which discounts—and hence profits for Gurney and other
discount houses—were large. In addition, Gurney accepted equity interests for what proved to be unrepayable loans
advanced to ironworks and shipping companies, although only a few analysts were aware of these problems. Losses led
to incorporation in 1865, in an attempt to attract capital.

267 All but two are events of recent decades. For a longer term perspective, albeit in each case written with a particular theoretical approach in mind, see Kindleberger 1978,
1988; Friedman and Schwartz 1963; and Mishkin 1991.

268 See Batchelor 1986.



But in early 1866, against the background of a rise in bank rate from 3 per cent at the time of flotation to 8 per cent at
the end of 1865, there came the collapse of a firm of contractors, Watson, Overend and Co. and two other companies
with which Overend Gurney had ties. These three drew on paper issued by each other and discounted with Overend
Gurney. Further minor failures followed. On 10 May 1866, Overend was compelled to seek assistance from the Bank
of England. The Bank refused, and on the same day Overend Gurney was declared insolvent.

Runs on all London banks followed the next day, as depositors, in particular country banks, sought cash (not merely
transferring deposits to other banks). The Bank of England, drained of notes, hesitated over whether to make its usual
purchases of newly issued government debt. This information made the panic far worse. ‘No one knew who was
sound and who was unsound’,269 as provincial bankers feared all discount houses—who also held finance
securities—and London banks had equally poor balance sheets (a case of contagion in the presence of imperfect
information) A number of basically solvent banks failed, as well as others who were genuinely bad risks. However, the
next day, after a suspension of the Bank Charter Act which forbade the Issue Department to augment the note supply,
the Bank gave assurances that it would freely provide support to the banking system, albeit at a high interest rate. This
broke the panic. Commentators such as Schwartz (1986) suggest the Bank learnt from this that it had to accept the
responsibility of being lender of last resort, freely providing funds to illiquid banks at a penalty rate, and the public
understood that the Bank had accepted the responsibility. This has prevented the recurrence of such generalized panic
in the UK.

As regards macroeconomic counterparts, real GNP was flat in 1866 and rose only 1 per cent in 1867, while real
investment fell 9 and 12 per cent (Mitchell 1981). These data suggest that the crisis did not lead to a major economic
collapse, though it may have prolonged the recession.

(2) The Stock-Market Crash and the Great Depression
(1929–1933)—USA
Much ink has been spilt over economic and financial developments in the USA (as well as elsewhere) in the late 1920s
and early 1930s; here we merely note some key economic developments, focusing on the USA, and summarize some
of the arguments regarding cause and effect. Many of the latter actually stimulated the development of theories of
financial crisis outlined in Ch. 5.

The 1920s saw a rapid economic expansion, which in combination with financial innovations such as investment trusts
led to a stock-market
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bubble. Stock-market speculation was financed by rapid increases in borrowing.

There was a large and broad-based expansion of private debt in the 1920s; outstanding corporate bonds rose from $26
bn in 1920 to $47 bn in 1928 (over 50 per cent of GNP). Small businesses and households increased indebtedness
sharply; outstanding mortgages rose from $11 bn in 1920 to $27 bn in 1929.270

Monetary policy was tightened from mid-1928 onwards, to seek to curb the stock-market boom. Initially, higher
nominal interest rates had little effect, as stock-market lending remained profitable, though general prices began to fall
and demand began to weaken.

The stock-market collapse coincided with minor events such as the Hatry crisis in London; but it appeared more to be
the deflation of a speculative bubble, where prices had departed from fundamentals.271

The crash led to a sharp tightening of credit, which was initially counteracted by the Fed as lender of last resort.

Industrial production began to fall sharply in 1929–30.

The fall in stock prices spread to commodities, which led to widespread default on international and domestic bank
loans and depression in commodity exporting countries.

Beginning in 1930 there was a flight to quality in the bond market—cutting off a source of credit—and an increasing
number of bank failures. The number of banks halved over 1929–33. As well as deteriorating loan quality owing to the
recession, crash, and commodity price falls, banks suffered from cash withdrawals and from outflows of gold from the
USA.

The nominal money supply contracted over 1931–3 while high-powered money increased, reflecting the flight to cash.

Prices fell sharply, increasing pressure on debtors holding debt contracts written in nominal terms, with the debt
service/GNP ratio rising from 9 per cent in 1929 to 20 per cent in 1933.

Among debtors, insolvencies were severe for small businesses, farmers, mortgage borrowers, and state and local
government. Only large corporations were relatively immune.

The wave of bank failures came to a climax in March 1933, resulting in a panic and closure of all banks. The Fed did
not respond as lender of last resort, nor did the banks act as a ‘club’ to suspend cash payments to depositors, as they
often had in the nineteenth century when the Central Bank did not exist (they now considered maintenance of stability
to be the Fed's responsibility).
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Among the causal factors, monetarists emphasise the contractionary monetary policy and decline in money supply;
Keynesians note mainly an orthodox recession based on the multiplier/accelerator process, accompanied by higher
interest rates following policy tightening; financial-fragility theorists focus on the rise in indebtedness, market bubble,
crash, commodity price falls, and wave of bank failures.

As for the causes, there is disagreement over the transmission of the crisis. Three main explanations have been
advanced to account for the transmission of bank failures to the macroeconomy (Haubruch 1990). According to the
monetarist view (Friedman and Schwartz 1963; Hamilton 1987), the decline in the stock of money that resulted from
the panic was the main cause. Without this, the failures might not have had major effects. For Keynesians (Temin
1976), the banking panics were part of the wider process that started with a decline in autonomous spending, and if
they had not occurred the Depression would still have supervened. But for finance theorists (Bernanke 1983) the crisis
affected the economy by reducing the quality of financial services, in particular the intermediation of credit. This
entailing a rising cost and increased rationing of credit that made it difficult to continue or establish businesses or
farms (see also Ch. 5, Sect. 2). Financial-fragility theory (I. Fisher 1932, 1933), in line with this, also emphasizes the
effects of nominal debt contracts, the burden of which sharply increased the rate of business failures and hence of
bank failures. Summers (1991) notes that all of these effects were aggravated by an absence of automatic stabilizers
(i.e. increase in government expenditure relative to taxation in a recession). Before the Second World War, a 1 per cent
decline in GNP generated a 0.95 per cent fall in disposable income, whereas since 1945 it has only generated a 0.39 per
cent fall.

The Depression was, of course, a global rather than purely US phenomenon. Developing countries that had borrowed
heavily in the 1920s, and/or were dependent on commodity exports, together with advanced countries that sought to
maintain fixed exchange rates (such as France and Germany), were hardest hit.272 A major feature in Continental
Europe was failure of major universal banks such as the Austrian Kreditanstalt, owing to collapses in the value of their
equity holdings. In addition, countries such as the USA, with a structure of small and poorly diversified banks, suffered
more runs and panics than those with nationwide branch systems, such as Canada and the UK.

The US regulatory response was to tighten regulation of banks and thrifts. Entry controls were imposed, asset and
liability composition restricted, capital requirements imposed, self-dealing restrictions tightened,
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and deposit insurance was introduced. Besides seeking stability, some of these regulations sought to reallocate credit to
‘socially desirable’ purposes such as housing. Some analysts such as Kane (1985, 1986) and Wolfson (1989) attribute to
these restrictions the difficulties US institutions underwent in the 1970s and 1980s in the context of high inflation and
innovation (compare the discussion of savings and loans in Chs. 6 and 7).

(3) The Yamaichi Rescue (1965)—Japan273

A rapid expansion took place in the Japanese economy over 1958–61, entailing declining interest rates and growth in
investment. Unsurprisingly, the stock market was buoyant, and securities houses expanded their business on the back
of this by developing the innovation of investment trusts, which enabled individuals to participate in the boom. They
also traded actively on their own account, financing stock purchases by borrowing from banks, finance houses, and the
call market where the investment trusts placed their liquid deposits. Such borrowing was aided by a contract used to
secure funds called ‘unyo azukari’, where, for a fee, retail customers allowed their securities to be used as collateral.
Meanwhile, capitalization of the securities houses was rather low. Hence, as noted by Corrigan (1990), funds were
sourced in a wholesale, collateral in a retail market.

A tightening of monetary policy in 1961 in response to a balance-of-payments deficit caused the stock market to peak
in mid-year and start to fall. The securities houses sought to stem the fall by buying stocks, but further policy moves in
1963 (the US tax on capital outflows and the increase in Japanese reserve requirements) overwhelmed the effect of this.
The securities houses set up a support operation for the equity market in 1964274 to which the Bank of Japan lent ¥70
bn to buy stocks. But its resources were overwhelmed by sale of stock by investment trusts and of inventory by
securities houses (i.e. free riding). A further holding operation, with an even larger loan from the Bank of Japan, again
failed to stem the fall, and securities houses continued to suffer large losses. These resulted largely from interest
payments on their loans which exceeded declining commission income, aggravated by losses on inventory. In May
1965 Yamaichi declared default on its loans, and although banks were willing to reschedule, the retail owners of
collateral began to panic and withdraw their assets from ‘unyo azukari’ accounts for fear of loss. Such runs threatened
to spread to other securities houses, while the banks remained heavily exposed to the securities industry. The response
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was special access by Yamaichi to unsecured loans from the Bank of Japan channelled via the banks ‘for maintenance
and fostering of the credit system’. Another house also had to be supported. The longer term response was a
tightening of regulation, with strict licensing of securities firms, separation of brokerage and dealing, high capital
requirements, and segregated customer accounts.

(4) The Penn Central Bankruptcy (1970)—USA275

Although commercial paper (CP) markets—markets for short-term tradable liabilities of highly-rated companies—are
long established in the USA, a crucial event in their evolution was the advent of the certificate of deposit (CD) in 1962,
which led to a rapid expansion in US money markets and in the freedom of banks to bid for deposits and loans. As
outlined in Ch. 6, Sect. 1, the CD facilitated development of liability management among banks. In the light of the
expanded powers offered by CDs, banks proved eager to expand their business more generally, opening credit lines to
other financial institutions and ‘nurturing the epidemic growth of the commercial paper (CP) market, even though
their generosity in granting the securing credit lines on which the market depended came at the expense of their own
loan business’.276 Meanwhile, experiences such as the credit crunch of 1966, which threatened to lead to a cut-off of
business credit (as market rates exceeded CD ceilings) prompted non-financial firms to seek both committed lines of
credit with banks and alternative sources of funds such as CP. Indeed, many banks formed holding companies to issue
unregulated CP to circumvent CD interest-rate ceilings. Finally, a lowering of interest rates in 1968, partly to offset the
fiscal tightening that year, led to an explosion of credit ‘as lenders were encouraged to be more aggressive’,277 as well as
rising inflation. Interest rates began to rise as monetary policy was tightened, but rather than operating strongly on
demand for credit, the eventual blockage came on the supply side, as political pressures mounted on banks not to raise
the prime rate further. Lending became unprofitable and growth of loans ceased in late 1969. Spreads on CP and
bonds rose and the stock market fell sharply.

It was in the aftermath of this ‘credit crunch’ that Penn Central Transportation Company failed278 and defaulted on its
$200 mn outstanding CP. Issuance of CP declined sharply; companies unable to roll over their CP had to turn to banks
to obtain credit; while companies found
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borrowing in all markets more expensive. The authorities feared a wave of corporate bankruptcies; one ground for this
was that lenders would ration credit owing to shortage of funds; the other was that they would particularly ration
borrowers driven from the CP market, due to their inability to screen good from bad borrowers, since they lacked a
relationship. The authorities' response was suspension of interest-rate ceilings on short-term CDs (to enable banks to
obtain funds) and indications that the discount window was available for banks needing reserves to extend loans to
companies. Large-scale business failures were avoided, though firms found their borrowing capacity sharply reduced,
and the cost of credit increased.

(5) The Continental Illinois Bank Failure (1984)—USA
The Continental Illinois279 bank, one of the largest US banks, suffered from non-performing loans arising from the ldc
debt crisis and the weakness of commodity prices, after a rapid and concentrated increase in lending both to ldcs and
the energy sector in the early 1980s. Partly due to the US regulations against interstate banking, it was also forced to
rely heavily on wholesale deposits, 40 per cent of which were from the international markets, and 16 per cent domestic
interbank deposits.

In 1984, after a period when the bank had to pay a higher price for its wholesale deposits, large depositors began to
withdraw funds, as concern about the quality of its loan portfolio grew. The Penn Square failure of 1982 was important
background to the crisis, as uninsured depositors suffered losses. The run started in the international interbank market,
as Japanese, European, and Asian banks began to cut credit lines and withdraw overnight funding. Only later did US
non-banks begin to follow. Such withdrawals reached $8 bn per day, outstripping liquidity and capital. The run
continued despite an announcement by the Federal Deposit Insurance Corporation that all of the bank's liabilities were
guaranteed. Fearing systemic risk if the bank failed—adverse rumours had already caused difficulties at Manufacturers'
Hanover bank—the authorities instituted a major rescue operation. This entailed a $5.5 bn line of credit arranged by
twenty-eight banks, $2 bn of new capital infused by the Federal Deposit Insurance Corporation and a group of
commercial banks, and discount window funds from the Fed (with $4.5 bn in discounts being done in the week
beginning 16 May). Partly as a result of this, there was no contagion to other institutions or markets. While the bank
was not explicitly nationalized, the government placed a representative on the executive board of the bank.

TEN FURTHER FINANCIAL CRISES 251

279 See Goldstein et al.1991; Saunders 1987.



(6) The Canadian Regional Banking Crisis (1985)280
As outlined in Ch. 2, the Canadian economy entered a boom in the later 1970s and beginning of the 1980s, which led
to heavy borrowing by firms active in energy and in agriculture. This came to an end in the recession of 1982 for the
economy as a whole. But the primary sector failed to recover from the recession of 1982, and was doubly hurt by the
weakness of commodity prices in 1985.

Among the banks that profited from the boom were a number of small regional banks including the Northland and
Canadian Commercial (CCB) banks. They had expanded their lending with the assistance of wholesale money-market
funding, and their exposure was concentrated on real estate and energy in Western Canada. In March 1985 CCB told
the Bank of Canada that provisioning for loan losses, as required by the regulator, would wipe out its capital. Fearing a
loss of confidence in the banking system if the bank were allowed to fail, the Central Bank assembled a support
package of C$225 mn with contributions by the ‘Big Six’ major banks, the government, and deposit insurers as well as
itself. The reason for rescue of the small bank rather than its closure seems to be fear that the public would overreact,
especially as bank failures were rare in Canada and the US Ohio/Maryland thrifts crises (Ch. 6) occurred at the same
time.

The Northland Bank had been receiving liquidity assistance from major banks since 1983, and its agreement for this
expired in June 1985. It then turned to the Bank of Canada for liquidity, at the same time as the crisis at CCB. As the
problems became public knowledge, retail depositors began to run both from the troubled banks and other similar
institutions, while the major banks withdrew money-market support, leaving liquidity support to the Central Bank. A
supervisory report in the September on the state of loan portfolios indicated insolvency, and the Central Bank
withdrew support. All depositors were covered by the government, even beyond the insurance limit, partly ‘because
officials had encouraged investors to maintain deposits’.281 The cost of this was C$900 mn. Some echoes of the crisis
continued for the rest of the year to trouble small Canadian banks; Mercantile Bank of Montreal needed liquidity
support and then takeover; Morguard Bank of Vancouver was also taken over; Continental Bank of Toronto suffered a
loss in confidence when profits fell but was able to re-establish its reputation after a period of liquidity support by the
Central Bank and major commercial banks.
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(7) The Collapse of the High-Yield (Junk) Bond Market
(1989)—USA282

As noted in Ch. 2, US corporate finance in the 1980s was marked by a rapid growth in leverage, much of which was
associated with the issuance of high-yield bonds. Whereas there had always been low-rated or speculative bonds on the
market—often a result of loss of credit rating by firms (‘fallen angels’)—in the early 1980s, the investment bank Drexel
Burnham Lambert set out to create a market for bonds that would have low credit ratings at issue. An additional
stimulus was the decline in the private placement market, as life insurers sought greater liquidity (Crabbe et al.1990).
Initially, the market was largely a source of finance for small emerging companies which could not easily find credit
from other lenders, while offering equity-like risks and rewards to investors seeking high yields. But the market also
attracted takeover and LBO activity, often enabling corporate raiders to take over large companies from a small asset
base. Drexel undertook to make markets in the securities, aided by certain savings and loans and insurance companies
having close relationships with the firm.

Initially, other US investment banks sought to distance themselves from the market, but were eventually attracted by
the high profitability of primary issuance activity. Savings and loans and insurance companies were keen investors,
since the market offered equity-like returns together with the guarantees and security associated with bonds. Also, they
were partly forbidden by regulation from investing directly in equities. Bush and Kaletsky (1990) suggest that junk
bonds enabled such institutions to offer higher yields to retail investors and gain market share at the expense of more
prudent competitors, thus increasing the onus on them to hold junk bonds too. It is a matter of controversy whether
risk was underpriced in the market; while the yields seemed generous enough to compensate for realized defaults, these
occurred in the context of a period of prolonged economic expansion.283 High leverage, the high prices paid for
companies (whose security thus depended on inflated asset values), and accounts and prospectuses based on an
indefinite continuation of expansion, gave grounds for caution. It can be suggested, in effect, that junk bonds
dispensed with the credit analysis284 usually performed by banks, leaving investors to rely on liquidity and diversification
to protect themselves. As discussed below, the former proved an illusion; as did the latter (given high defaults) to some
degree.

By 1989 the market had reached a value of $200 bn and issues were still proceeding briskly. These included part of the
financing of the $25 bn
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RJR/Nabisco takeover, the largest yet (see Borio 1990b). But the market was weakened by a number of factors. There
was a default at Campeau, a Canadian conglomerate that had financed purchases of US retailers by junk bonds; the
government's savings and loan bail out bill ordered thrifts to dispose of all junk bonds; and finally there was the failure
of Drexel Burnham Lambert in early 1990. As a consequence, prices fell rapidly, liquidity collapsed, and new issues
dried up—resemblance to the FRN crisis discussed in Chs. 6 and 7 was close. It is notable that the market failure
occurred without a tightening of monetary policy or a recession, though the later slowdown in the USA weakened the
market further. No intervention was felt necessary to rescue Drexel—whose failure was felt to pose no systemic
threat—nor the market itself. Issuance was near zero throughout 1990, though a recovery was apparent by the end of
1991.

(8) Instability in Australia in the Late 1980S285

Except for a brief period in the mid-1970s, the Australian banking system was tightly ‘structurally’ regulated from the
war till the early 1980s, with interest-rate controls on deposit and loan rates, limits on maturities of interest-paying
deposits, portfolio regulations enforcing holdings of government securities up to a certain proportion of the balance
sheet, requirements to hold special deposits with the Central Bank, and frequent imposition of credit ceilings. Entry
controls had facilitated formation of an oligopolistic cartel which tightly rationed credit; such credit as was granted
went only to the most creditworthy borrowers. Banks also cross-subsidized favoured classes of customer and did not
compete directly for deposits. The credit rationing in turn minimised the need for supervision. But profitability was
increasingly threatened by expansion of relatively lightly regulated non-bank financial institutions (such as building
societies, merchant banks, and credit unions) which were free to innovate. This in turn led the tightening of monetary
policy via credit controls to impinge ever harder on banks, for a given effect on the economy.

Deregulation removed the controls mentioned above, and led to reintermediation and a sharp increase in competition
between banks, intensified by a cyclical upturn and entry of foreign banks to the market.286 Banks turned from asset
management to liability management in wholesale markets in order to fund expansion of lending, with the aim of
protecting market share. Lending was to a much wider range of borrowers
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in terms of credit quality, although mainly in the corporate sector. Banks lacked relationships in such lending. Equity
markets provided banks with capital to back sharply increased assets. Loans were often secured on inflated prices of
relatively illiquid assets—notably property, or no security at all, while spreads were low. Risks increased sharply,
particularly with the banks' lack of experience in credit monitoring, and a decentralization of lending power to local
managers. Supervisors were not geared to the extent of competition (although, in their defence, no depositors lost
money, nor was the national safety net required). The result was escalating loan losses and bad debts. Such losses were
aggravated when monetary policy was tightened in 1988/9.

Financial fragility led to a number of failures, some of which threatened to spread more widely. The State Bank of
Victoria failed when its merchant bank subsidiary, Tricontinental, incurred A$2 bn losses: 70 per cent of its loans were
bad—largely to construction, small business, and corporate raiders. Commentators saw it as an ‘end lender’ ready to
take loans others reject. The state government was unable to bail out the bank, so it was sold to the nationalized
Commonwealth Bank. The State Bank of South Australia had sought to grow rapidly in both domestic and
international financial markets, with a particular focus on property transactions. The largest losses were outside its
home area, in unfamiliar markets. The state government recapitalized the bank after its failure. Tasmania Bank was
another state bank in difficulty (absorbed by the Savings Bank of Tasmania).

Perhaps the most serious problem arose from failure of the Pyramid Building Society, a private non-bank institution
with AS2½ bn in assets, the second largest society. The society got into difficulties with commercial property lending,
when prices slumped in Victoria. Also, it had funded assets at very high interest rates, with the profitability of loans
arising from upfront fees—and hence growth; it had doubled in size over 2–3 years. Once rumours started, it began to
lose deposits, with the state government eventually being forced to close it. Building societies that had not diversified
from their traditional business faced much less acute difficulties in terms of profitability. Nevertheless, runs occurred
at the same time as this crisis on two other former building societies, the Bank of Melbourne and Metway Bank,
although the causes appeared to be unfounded rumours (i.e. contagion) rather than unsoundness.

It should be noted, however, that none of the major four national banks, with their strong retail deposit bases, got into
difficulty. Not-withstanding large losses, all their Basle ratios remained over 8 per cent (average 9.7 per cent in 1991).
Nor was overall confidence lost in the banking system; the difficulties were generally managed in an orderly fashion.
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(9) The Swedish Finance Company Crisis (1990)287
As in many other countries, the Swedish banking sector was tightly regulated for much of the post-war period, with
prohibitions on entry (no new banking licences were granted from 1945 to 1983), quantitative restrictions on credit,
and exchange controls. Banks were obliged to hold a proportion of government bonds on their balance sheets, in the
interests of cheap financing of the budget deficit; and credit was provided to the housing sector on a privileged basis.

The tight regulation of banking gave rise to growth of a non-regulated sector, the finance houses. Although these
originated in the 1920s and 1930s, specializing in consumer and small company loans, in the 1970s and 1980s they
expanded first into factoring and leasing, and then lending to small- and medium-size firms, circumventing controls on
banks. Their number rose from 67 in 1970 to 292 in 1988, with assets of SEK171 bn.

Heavy regulation of banks also led to development of direct finance. The Swedes introduced a commercial paper
market in 1980. Initiated by banks—the first deregulation was of CDs—it was further stimulated by issuance of short
term Treasury bills in 1982. Industrial companies, housing finance institutions, and government agencies were heavy
users of the market. By 1990 there were 270 programmes valued at SEK160 bn, making the market the third largest in
Europe. Finance houses could not issue commercial paper, but required a bank to make markets in their promissory
notes (company investment certificates, CIC). However, market participants considered CICs identical to CP, although
banks were not obliged to provide backup liquidity, or make markets. Further deregulation of banks (Englund 1990)
entailed, first, abolition of liquidity ratios—which were 50 per cent in 1983—followed by abolition of other controls,
and the end of exchange controls in 1989.

The deregulation of finance created a structural expansion in markets which, along with the upturn of the cycle, caused
an economic boom, rapid growth of the financial sector, and increasing asset prices. Banks grew particularly strongly,
balance-sheet size increasing from 90 per cent of GNP in 1985 to 200 per cent in 1989. Mergers raised banks'
competitiveness. Banks regained market share of consumer credit from finance houses, whose margins narrowed and
whose numbers fell sharply. Many of the finance houses turned to higher risk lending, such as highly-leveraged
commercial real-estate transactions and financing of investments in shares; banks supplied the bulk of their funds via
CICs.288 When
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growth in asset prices faltered, a crisis occurred in the finance company sector at the end of 1990. The initial casualties
were Nyckeln Holdings—which suffered severe credit losses when customers defaulted due to falling real estate
prices—and Beijer Capital, its major shareholder, which was also highly leveraged. The proximate cause of Nyckeln's
default, even before credit losses became known, was inability to roll over its CIC programme. After the failure, Beijer
Capital's programme was cancelled by banks, and it failed. The sizeable and unprecedented losses to creditors of these
firms caused a ‘shock’ that spawned rumours that several finance houses were in difficulties, and the CIC market dried
up; banks refused to allow rollover. Many finance houses were forced to sell assets; others sought emergency bank
loans. Three defaulted on their programmes. One underlying factor may have been inadequate monitoring of the
finance companies' lending by the banks, which largely financed them and in a number of cases owned them. The crisis
left banks nursing heavy losses. The Swedish Bank Inspectorate reportedly lacked resources and authority to supervise
the companies.

The potential volatility of CP markets has strong parallels with Penn Central described above. This became even more
apparent with the collapse of the broader commercial paper market which followed; for several months even well-
managed non-financial companies, whatever their nature, found it difficult to raise CP. Whereas spreads had been very
low prior to the crisis (10–15 basis points over the risk-free rate), suggesting inadequate credit appraisal, defaults led to
an extreme flight to quality, with wide spreads and all but the highest quality issuers excluded. Some recovery in the CP
market was apparent by July 1991. Meanwhile, the banking sector, facing increasing losses on property exposures,
lurched into greater difficulties, similar to the pattern described below for Norway.

(10) The Norwegian Banking Crisis 1990–1991289

During the post-war period up to the mid-1980s, Norwegian banks were tightly regulated both in the quantity and
price of credit offered. Financial deregulation, which came to Norway in 1984, with abolition of credit ceilings, sought
to shift from this over-protected and isolated regime to one where banks, exposed to competition, would provide
lower cost financial services, as well as becoming more efficient in anticipation of integration of financial services in
Europe. This coincided with strong oil revenues and expectations of continuing real-income growth, boosted by
expansionary macroeconomic policy, as well as deregulation of other
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aspects of the economy such as housing tenure and retailing. (Thus there were a number of ‘displacements’). Banks
responded by lending aggressively and expanding rapidly; lending was particularly focused on services, households290
(consumer and mortgage credit, including home equity loans, via mortgage financing companies), construction, and
commercial property (notably retail). Such an approach was encouraged by rapid increases in property prices and tax
breaks to borrowers; all interest was deductible for households as well as companies; in addition, a law fixed
households' borrowing rates to a certain maximum level, which ensured negative real rates, the circle being squared for
banks by vast quantities of low-cost liquidity from the Bank of Norway. Also, formerly specialized institutions such as
savings banks entered new markets, and foreign banks entered the credit market, but remained marginal players.

After the fall in oil prices of 1986 a recession began, while the government tightened policy to compensate for a
devaluation. It fixed the exchange rate, in effect switching the regime from one of negative to positive real rates.
Interest rates rose especially sharply for households, as the law restricting interest rates was abolished. The
consequence was a prolonged slowdown, with consumption falling each year in 1987–9 and house prices declining 40
per cent over 1988–91, although lending continued to grow for some time after the downturn in GDP. The impact on
banks came in two waves. First, new service companies with little asset backing began to default. But then the collapse
in property prices led to growing credit losses by banks, particularly with the concentration of risk in this area (90 per
cent of losses were on loans to companies rather than households).

It was apparent that banks, accustomed to an over-regulated system, could not cope in a fully liberalized environment.
They lacked internal controls on lending; often separate loans could be obtained from different branches without the
head office being aware of total exposure; and many loans lacked adequate collateral. Diversification was poor, partly
as a result of the specialization of the economy in sectors such as oil and fish farming. Government agencies often
lacked resources to supervise lending, and there were few means to check borrowers' credit quality. Meanwhile,
securities trading turned in heavy losses during the 1987 crash.

One response to the losses was a series of mergers to remove excess capacity;291 but profits were reduced by
rationalization costs, while purchasers often discovered unexpected bad debts in the merged banks. Although
difficulties began in 1987–8, notably affecting regional banks, the problems came to a head in 1990–1, as in 1990 the
three main national banks made combined losses of over Nkr3 bn; by late 1991 their capital
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had fallen from Nkr7.4 bn in 1990 to 2 bn. The government set up a Bank Insurance Fund of Nkr5 bn in early 1991,
but it was already half used up when Christiania Bank, the second largest, announced in October that third quarter
losses would wipe out the bank's share capital. Losses on the real-estate portfolio, on equity holdings, non-performing
loans, and restructuring costs were held responsible. The Central Bank announced that it would provide ‘an ample
supply of liquidity to Christiania and the rest of the banking sector’. A short time later, the largest bank declared it had
insufficient capital to meet regulatory requirements. At the time of writing, the consequence seems likely to be effective
nationalization of major banks.

Conclusions
This summary of ten further periods of instability confirms the generality of many of the features highlighted in Chs. 6
and 7 (see Table 8.1). In particular, accumulation of debt, speculation in assets, monetary tightening, and credit
rationing/runs occurred frequently. In addition, changes in market structure, such as new entry, innovation, or changes
on the demand side, often preceded the crises, whether a consequence of deregulation (Sweden, Norway, Australia) or
a more autonomous development (1866, 1929, Japan, Penn Central, junk bonds). As well as buttressing the analyses
highlighted in Chs. 5–7, the broader sample of crises offered by this chapter enables further similarities and distinctions
between episodes of instability to be drawn.

(a) Securities Market Collapse (FRNs, Junk Bonds, Penn Central, Sweden)
A fully functioning primary debt securities market can suddenly dry up and cease to offer funds to borrowers, while
secondary markets become much thinner, spreads widen, and prices plummet. It is suggested that these events
constitute a syndrome similar to bank runs to which securities markets may be subject when under stress. Quantity
rationing of credit becomes pervasive and liquidity dries up. This can be more or less serious for the economy,
depending on whether borrowers have alternative sources of credit (FRNs), restricted alternatives (junk bonds,
Sweden), or potentially none without action by the authorities (Penn Central). Note that the crash is in principle
another example of such a collapse, although it was arguably not as much of concern for cutting off a source of
(equity) finance as for the other reasons outlined in Chs. 6 and 7.
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Table 8.1. Summary Table

UK USA Japan USA USA Canada USA Australia Sweden Norway
1866 1929–19-

33
1965 1970 1984 1985 1989 1989 1990 1990

Debt ac-
cumula-
tion

yes yes yes yes yes yes yes yes yes yes

Asset
specula-
tion

yes yes yes — — — yes yes yes yes

Concen-
tration of
risk

yes yes yes — yes yes — yes yes yes

Regime
shift

yes yes — — — — — — — yes

New entry — yes — — — — yes yes yes yes
Innova-
tion

yes yes yes yes — — yes — yes —

Monetary
tightening

yes yes yes yes — — — yes — yes

Declining
capital ra-
tios

yes yes yes — yes yes yes — — yes

Credit ra-
tioning/r-
uns

yes yes — yes yes yes yes yes yes yes

Contagion
between
markets

yes yes — — — — — — — —

Interna-
tional
transmis-
sion

— yes — — — — — — — —

Action by
the au-
thorities

(yes) — yes yes yes yes — yes — yes

Dysfunc-
tion of fi-
nance/E-
conomic
collapse

(yes) yes — — — — — — — —
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Some of the general theories of rapid changes in credit availability as outlined in Ch. 5 are clearly applicable to these
crises, notably the ‘credit rationing’ and ‘agency cost’ paradigms for primary markets, and the ‘dealer market’ approach
to secondary markets. However, in Bank for International Settlements (1986a) it is suggested there are additional
reasons for these events. A number of factors may prompt institutional investors to rush to sell assets in the event of a
credit failure: the fiduciary role of investors; the fact that they see their holdings as short-run low-risk high-liquidity
assets; that they may have less detailed information than would a bank to base a credit decision; and less of a
relationship reason to support a particular borrower or keep a particular market functioning.

(b) Deregulation (Australia, Sweden, Norway, Later Savings and Loans)
Several of the periods of instability followed an earlier deregulation of structural controls on financial markets, which
led inexperienced bankers to overlend, resulting in difficulties when monetary tightening or recession supervened.
Particularly in Scandinavia, prudential supervision was insufficiently developed to cope. Note, however, that only a
minority of the crises can be traced so directly to deregulation—it is wrong to suggest that it underlay all of the
financial difficulties of recent decades.

(c) Disintermediation and Reintermediation (Secondary Banks, Sweden,
Australia, Earlier Savings and Loans)
Although indirectly related to deregulation in some cases, the cases where a financial sector develops outside the
regulated sector are distinct. In the cases of the secondary banks, Sweden, and Australia, it was the disintermediating
sector which got into difficulties as the main banks were deregulated and able to outcompete them on a level playing-
field. In the case of savings and loans, the money-market mutual funds caused problems for depository institutions,
owing both to interest-rate regulation and the nature of their balance sheets, while the funds remained viable after
deregulation. It is notable that in Australia, the UK, and also Canada, the major banks remained stable despite
difficulties elsewhere.

(d) Failure of a Single Large Institution (Overend Gurney, Continental Illinois)
When an institution that is regarded by markets as being at the core of the financial system fails, it can trigger
contagious failures out of proportion to its size, in a way that an ‘outside’ institution (as Herstatt seemed to be) may
not. This explains the crisis in the UK in 1866 and the trouble US regulators went to in order to avoid failure of
Continental Illinois in 1984.

TEN FURTHER FINANCIAL CRISES 261



Such a pattern leads commentators to talk of institutions that are ‘too big to fail’; though the authorities seek to avoid
such discussion, for fear of moral hazard.

(e) Commodities and Property (Secondary Banks, Later Savings and Loans,
Canada, Australia, Sweden, Norway)
The frequency with which instability has been associated with lending to these sectors illustrates their heavy demands
for capital and uncertain returns, given the extreme cyclical instability of prices. Lending concentration exposed banks
to high levels of risk, both systematic and unsystematic. There are clearly also elements of Minsky's ‘Ponzi lending’, in
that loans must come upfront, often long before cashflow from the projects become positive. Again and again banks
have developed loanbooks with highly concentrated exposures to these sectors.

(f) International Debt
Although the ldc debt crisis is the only international lending crisis covered here, it is relevant to note that such events
have recurred frequently through history, with the debt crisis of the 1930s being a further prime example. There are
often elements of the commodity crisis as outlined above, but added are the difficulties of sovereign risk incurred in
foreign currency to often widely dispersed creditors. The bankers' current caution over Eastern Europe can be
interpreted in the light of such experiences—though not their losses on domestic lending made since the debt crisis.

(g) Equity-Market Linkages (1929 Crash, Japan, 1987 Crash, Norway)
Although sharp declines in equity prices have been frequent events, difficulties for financial institutions seem to stem
from particular associated patterns of circumstances. For example, difficulties may arise from innovations which
enable institutions to profit from the boom, and entail debt exposures. Investment trusts in both 1929 and Japan, and
the associated recycling of money back into the market, made their purveyors vulnerable when ‘leverage went into
reverse’. Meanwhile, the use of programme-trading techniques prior to the crash offered investors—including financial
institutions—an illusion of liquidity and protection against declines in the market. Another phenomenon linking equity
markets to financial instability is when there are equity holdings on banks' books, as in Continental Europe in the
1930s and the Norwegian events discussed above. Although losses in 1990–1 on securities holdings by Japanese banks
did not appear (to date) to have threatened their
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solvency, the difficulties they cause for the capital adequacy of the banks is thought to be an important component of
credit tightening and consequent financial fragility in the early 1990s.

It is suggested that these categories move in the direction of a ‘typology’ of financial crises. In combination with the
more general features highlighted in Chs. 5–7, they should be of additional assistance to regulators or bankers
monitoring developments in financial markets, in recognizing potential instability at an early stage. To such a typology
can be added some of the distinctions already made in the text, for example between ‘runs and walks’ (withdrawal of
immediate access to credit versus refusal to roll over longer term credits for firms in difficulty), ‘quiet and noisy crises’
(crises where losses are hidden and institutions allowed to continue versus those where they abruptly go out of
business), and the concept of ‘cyclical/financial-fragility’ crises such as the Great Depression—and, to some degree,
the situation in many advanced countries in the early 1990s.
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9 Experience of the Early 1990s

Introduction
Chs. 9 and 10 were written for the revised and extended version of the book in mid-1994. This chapter seeks to
provide further evidence on the importance of the mechanisms of financial fragility and instability, and of the
appropriateness of the framework for analysis provided in the book itself, based on experience over the recessionary
period of 1990–3. The following chapter outlines some extensions and corollaries of the overall analysis of the book in
the fields of banking and securities markets.

This chapter is structured as follows: in the first section we assess experience of financial fragility over 1988–93, using
as material various indicators at a macroeconomic level. Following the analysis of Ch. 4, a general pattern of financial
fragility is sketched and traced in the data for a number of countries. In this context, particular focus is laid on the
interrelation between asset prices and credit, as well as the potential importance of moral hazard and adverse selection.
The second section complements this analysis by sketching the results of a number of more detailed studies of issues
in financial fragility that have been made at a national level, and which are none the less considered to have a broader
applicability. In the third section, four further periods of systemic risk, namely the banking crises in Finland, Sweden,
and Japan and the collapse of activity in the ECU bond market in 1992, are analysed in the light of the framework for
analysis developed in Chs. 5 and 7. The degree to which they confirm the generality of the phenomena outlined earlier
in the book is considered in a final part of this chapter.

(1) Financial Fragility over 1988–1993
The period from 1988 to 1993, of boom followed by recession, has been a crucible for assessment of the validity of
concerns regarding the macroeconomic implications of financial fragility—the subject matter of Ch. 4 of



the book, albeit drawing also on the analyses of Chs. 1–3 and on the concept of ‘debt deflation’ outlined in Ch. 5. To
summarize, one is seeking evidence for ‘allocative effects of imperfections in capital markets which can imply spillover
effects between disruptions in financial markets and subsequent economic activity’ (Sijben 1994), and which may entail
substantial changes in expenditure without the interest rate changing. It should be borne in mind that in conventional
‘IS/LM’ macroeconomic theory, which assumes perfect capital markets, such real/financial interactions would be
limited to effects of the money supply on prices, and interest rates on real expenditure (see the discussion in Ch. 10
Sect. 4). In real business-cycle models, economic fluctuations are generated solely by exogenous shocks to the real side
of the economy, such as changes in consumer preferences and production technology.

The upturn in the business cycle was, as noted in Chs. 2 and 3, accompanied by rising debt and evidence of increased
vulnerability to bankruptcy on the part of households and companies. Various reasons for this, both on the supply and
demand side, were suggested, and as noted in Ch. 4, a link could be postulated between borrowing itself and the
amplitude of the 1980s' upturn. However, it is also worth bearing in mind that the theories of Kindleberger and
Minsky outlined in Ch. 5 suggest there is an inherent link between financial excesses and the cycle, with a form of initial
stimulus to borrowing leading to steady increases in vulnerability over the upturn, which is intensified by further
borrowing. Their theories are, however, disputed by those wishing to retain the postulate of rationality of economic
agents.

It will be recalled that, in the light of the theories of debt, corporate and personal financial fragility (Chs. 1–3), a
number of mechanisms may be conceived whereby financial fragility on the part of households and companies may
have macroeconomic consequences in a downturn (Ch. 4). The most important of these are falls in demand for credit
due to fear of bankruptcy, which may accentuate cyclical fluctuations in saving and investment; limits to the supply of
credit caused by capital adequacy problems of banks or increased risk aversion of lending officers following loan
losses; interactions between lending, balance sheets, and asset prices; contagious failures in the corporate sector; and
insolvency of individual banks.292 It may also weaken the resolve of the authorities to pursue a counter-inflationary
monetary policy, thus risking ‘validation’ of increased gearing levels, as well as diminishing incentives to control fiscal
deficits.

In extreme cases, such fragility may link directly to financial instability, via the mechanisms of the debt deflation, as
outlined by Fisher (1933)
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(Ch. 5).293 A shock to a highly indebted economy, implying significant default on interest and repayment obligations,
can generate ‘distress’ sales of assets, declining asset prices, a fall in the money supply as loans are repaid, consequent
falls in general wages and prices, rising real debt burdens, calling of loans, contagious bank failures, and a collapse of
economic activity. In effect, excessive debt and deflation reinforce each other and drive the economy into a downward
spiral. Due to the banking crisis, the process may be reinforced by severe credit rationing for wide groups of borrowers
dependent on banks (Bernanke 1983). The Great Depression, as outlined in Ch. 8, is an example.

To provide material and help further to develop the analysis of the 1988–93 period, Tables 9.1–9.13 provide
comparative data for key macroeconomic and fragility indicators over this period for the G-7 countries, together with
Norway and Australia, whose banking crises and some details of related macroeconomic developments are provided in
Ch. 8, and Sweden and Finland, whose banking crises are discussed in the following section of this chapter. Given data
revisions and changes of definition, the data are not always entirely congruent with those given in Chs. 2–3.

Table 9.1.GDP Growth (%)

1988 1989 1990 1991 1992 1993
UK 4.9 2.2 0.5 −2.4 −0.5 2.0
USA 3.9 2.5 0.8 −1.2 3.4 2.9
Japan 6.3 4.9 4.8 4.3 1.4 0.1
Canada 5.0 2.4 −0.1 −1.7 0.7 2.4
France 4.5 4.3 2.6 0.8 1.2 −0.9
Germany 3.6 4.0 4.8 3.6 0.8 −2.4
Italy 4.1 2.9 2.2 1.3 0.9 −0.7
Sweden 2.7 2.5 1.4 −1.7 −1.7 −2.1
Norway −0.5 0.6 1.7 1.5 3.3 2.6
Finland 4.9 5.5 0.0 −7.0 −3.8 −2.6
Australia 4.4 4.5 1.1 −0.8 2.4 2.3

Note that the data in the tables are purely descriptive and cannot prove which particular mechanisms were at work in
any particular country. However, in combination with contemporary accounts, and recent analyses (Sect. 2), we would
suggest they enable a fairly clear picture of the nature of fragility at a macroeconomic level to be drawn. The contrast to
be considered in the tables is between countries that experienced financial fragility in some degree (Norway, Sweden,
Finland, Japan, UK, USA, Australia), those with less severe difficulties (France), and those with very little (Germany,
Italy).
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Table 9.2. Interest Rates (%)

1988 1989 1990 1991 1992 1993
UK 10.3 13.9 14.7 11.8 9.6 5.6
USA 7.6 9.2 8.1 5.7 3.5 3.0
Japan 3.6 4.9 7.2 7.5 4.6 3.1
Canada 10.4 12.1 11.6 7.4 6.8 3.8
France 7.5 9.1 9.9 9.5 10.4 8.8
Germany 4.0 6.6 7.9 8.8 9.4 7.5
Italy 11.3 12.7 12.4 12.2 14.0 10.2
Sweden 10.1 11.5 13.5 11.8 18.4 9.1
Norway 14.3 11.5 11.9 10.9 7.7 5.7
Finland 10.0 12.7 14.0 13.1 13.3 7.8
Australia 11.9 16.8 14.8 10.5 6.4 5.1

Table 9.3. Corporate Debt/GDP (%)

1988 1989 1990 1991 1992 1993
UK 36.9 44.7 45.6 45.1 45.6 44.1
USA 44.9 45.7 45.0 43.4 42.1 40.8
Japan 123.6 130.6 135.8 143.1 145.3 147.0
Canada 52.2 54.3 55.8 57.9 58.5 60.3
France 58.4 63.1 66.3 70.5 70.8 63.3
Germany 47.5 48.8 49.2 49.7 59.5 65.0
Italy n/a n/a 47.9 49.5 52.2 52.4
Sweden 151.9 168.6 163.0 175.5 185.1 191.1
Norway n/a n/a n/a n/a n/a n/a
Finland 67.8 71.1 76.8 84.8 84.7 77.4
Australia 73.3 67.8 67.6 64.3 61.8 56.8

Table 9.4. Personal Debt/GDP (%)

1988 1989 1990 1991 1992 1993
UK 65.6 69.6 73.5 75.3 74.9 73.3
USA 63.8 65.3 66.1 67.0 67.1 67.9
Japan 57.3 61.8 63.8 63.0 62.9 63.6
Canada 35.2 36.9 38.7 41.6 44.3 45.6
France 45.6 47.7 46.7 43.1 42.9 46.9
Germany 53.1 53.3 51.7 51.0 53.7 57.8
Italy n/a n/a 21.6 22.6 23.2 23.6
Sweden 67.2 66.0 62.08 58.9 58.3 57.6
Norway 89.6 88.6 86.0 81.7 78.6 73.9
Finland 50.7 57.5 57.8 56.6 57.7 55.0
Australia 49.1 46.2 47.4 49.1 51.3 52.0
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Table 9.5. House Prices (% p.a.)

1988 1989 1990 1991 1992 1993
UK 25.6 20.9 −1.3 −1.4 −3.8 −2.5
USA 6.1 4.7 0.4 8.3 1.9 2.0
Japan 7.6 17.3 10.7 −5.6 −8.7 −4.7
Canada 18.4 12.7 −3.7 3.8 1.7 1.6
France 10.8 −7.3 −8.7 −6.0 −4.7 2.4
Germany 4.6 −2.0 20.9 16.0 8.9 −0.7
Italy 6.4 13.9 16.5 6.4 2.8 n/a
Sweden 25.4 18.1 10.6 19.8 −11.4 −3.8
Norway 2.8 −7.3 −8.7 −6.0 −4.7 2.4
Finland 36.3 22.1 −6.1 −14.7 −18.2 −7.3
Australia 32.1 19.5 4.6 4.0 1.2 1.8

Table 9.6. Commercial Property Prices (% p.a.)

1988 1989 1990 1991 1992 1993
UK 17.6 −2.8 −14.4 −27.7 −30.1 5.9
USA 1.8 0.7 −7.0 −17.5 −13.1 −5.3
Japan 3.0 4.8 4.1 −6.9 −19.0 −18.3
Canada 12.7 9.7 −3.3 −9.0 −13.1 −12.7
France 7.2 22.6 16.9 −13.1 −18.1 −12.5
Germany 12.9 37.3 21.5 11.5 −23.9 −8.4
Italy 26.6 26.1 51.7 −7.9 −14.0 −15.3
Sweden 20.1 13.3 2.9 −42.9 −12.5 −20.0
Norway −10.4 −15.6 −9.1 −16.5 −7.7 2.4
Finland 26.6 17.7 −4.3 −14.2 −21.6 −3.0
Australia 30.0 5.3 −23.6 −19.1 −29.0 −10.4

Table 9.7. Corporate Financial Balance/GDP (%)

1988 1989 1990 1991 1992 1993
UK −1.6 −4.2 −4.1 −1.4 −1.3 0.4
USA −0.9 −0.8 −0.3 0.6 0.3 0.2
Japan −4.6 −6.8 −9.1 −6.9 −6.0 −3.2
Canada −1.7 −3.2 −2.7 −1.8 −1.0 −0.8
France −1.2 −2.0 −1.9 −1.4 0.4 1.9
Germany −0.9 −1.6 −1.6 −2.8 −4.8 −2.8
Italy n/a n/a −8.2 −5.4 −5.2 n/a
Sweden −6.2 −9.5 −10.1 −5.4 −2.3 n/a
Norway −6.6 −4.3 2.1 1.9 n/a n/a
Finland −4.3 −6.3 −7.6 −5.3 −3.4 0.9
Australia n/a n/a −11.4 2.2 −3.5 −1.8
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Table 9.8. Personal Saving Ratio (%)

1988 1989 1990 1991 1992 1993
UK 5.7 7.2 8.6 10.1 12.3 11.4
USA 4.4 4.0 4.2 4.8 5.3 4.0
Japan 14.3 14.6 14.1 15.0 14.3 n/a
Canada 9.5 10.2 9.3 9.5 9.5 9.2
France 11.0 11.7 12.5 13.1 13.9 14.1
Germany 13.9 13.4 14.7 14.5 14.0 13.4
Italy 19.5 19.3 20.9 21.0 20.1 18.2
Sweden −4.8 −4.9 −0.6 3.4 8.1 7.2
Norway −2.4 0.9 0.9 2.5 5.0 n/a
Finland 1.1 2.6 3.8 8.4 10.4 9.5
Australia 6.6 7.0 6.5 6.3 4.9 3.7

Table 9.9. Business Failures

1988 1989 1990 1991 1992 1993
UK 9,427 10,456 15,051 21,827 24,425 20,825
USA 57,100 50,400 60,700 88,100 97,100 85,600
Japan 10,122 7,234 6,468 10,723 14,069 14,654
Canada 8,031 8,664 11,642 13,496 14,317 n/a
France 35,052 41,723 47,118 52,965 57,796 63,187
Germany 10,562 9,590 8,730 8,445 9,828 12,900
Italy n/a n/a n/a n/a n/a n/a
Sweden 5,567 6,879 9,887 17,378 21,219 n/a
Norway 3,047 3,479 2,896 3,769 4,446 5,218
Finland 1,812 2,009 2,823 5,323 6,316 5,986
Australia 8,504 7,435 8,552 13,700 n/a n/a

Table 9.10. Personal Bankruptcies

1988 1989 1990 1991 1992 1993
UK 8,507 9,365 13,987 25,640 36,794 36,712
USA 549,700 616,900 718,500 872,500 898,700 799,700
Japan 7,819 5,550 5,292 9,066 10,728 10,352
Canada 25,817 29,202 42,782 62,277 61,822 n/a
France n/a n/a n/a n/a n/a n/a
Germany 5,374 5,053 4,540 4,477 4,290 4,800
Italy n/a n/a n/a n/a n/a n/a
Sweden 847 835 909 1,046 1,230 n/a
Norway 844 1,057 918 1,157 1,303 n/a
Finland 735 708 755 930 1,032 960
Australia n/a n/a n/a n/a n/a n/a
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Table 9.11. Bank Provisions (% of assets)

1988 1989 1990 1991 1992
UK 0.3 1.6 1.0 1.3 1.5
USA 0.6 1.0 1.0 1.0 0.8
Japan 0.1 0.0 0.0 0.1 0.1
Canada 0.6 1.2 0.4 0.5 1.1
France 0.5 0.5 0.5 0.5 0.7
Germany 0.2 0.5 0.5 0.4 0.4
Italy 0.6 0.5 0.5 0.5 0.7
Sweden 0.9 0.9 0.4 −3.4 −2.0
Norway 1.5 1.6 1.8 3.5 2.0
Finland 0.6 0.3 0.3 0.0 −0.1
Australia 0.4 0.5 0.9 1.2 1.1

Source: OECD

Table 9.12. Bank Post-Tax Profit (% of assets)

1988 1989 1990 1991 1992
UK 0.93 0.06 0.38 0.23 0.14
USA 0.81 0.48 0.49 0.52 0.93
Japan 0.3 0.24 0.19 0.15 0.11
Canada 0.79 0.45 0.77 0.76 0.36
France 0.26 0.19 0.18 0.2 0.06
Germany 0.24 0.22 0.22 0.24 0.22
Italy 0.52 0.7 0.77 0.79 0.62
Sweden 0.27 0.38 0.16 2.0 0.21
Norway −0.27 0.14 −0.7 −3.07 −0.28
Finland 0.5 0.19 0.26 −0.84 −2.67
Australia 0.73 0.68 0.39 0.43 −0.09

Source: OECD

Table 9.13. Bank Interest Margins (% of assets)

1988 1989 1990 1991 1992
UK 3.3 3.1 3.0 3.0 2.9
USA 3.5 3.5 3.5 3.6 3.9
Japan 1.2 1.0 0.9 1.1 1.3
Canada 3.2 3.2 3.0 3.2 3.1
France 2.3 2.0 1.9 1.7 1.6
Germany 2.1 2.0 2.0 2.0 2.1
Italy 3.3 3.3 3.4 3.5 3.7
Sweden 2.4 2.2 2.1 2.1 2.2
Norway 3.0 3.5 3.2 3.1 3.5
Finland 2.1 1.8 2.0 1.6 1.2
Australia 3.0 2.9 2.7 2.6 2.3

Source: OECD
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A general pattern of fragility can straightforwardly be outlined (see also OECD 1993; Borio et al.1994), and traced in
the data in Tables 9.1–9.13 (titles shown in italics). At risk of slight repetition of the analysis of Chs. 2–3, GDP growth
(Table 9.1) was rapid during the mid- to late 1980s, aided by factors such as lax monetary policy, with low interest rates
(Table 9.2) after the stock market crash, as well as the oil counter-shock's effects on real incomes. Given tax relief on
interest payments at high marginal rates, post-tax real interest rates for households and companies would often be
negative, encouraging borrowing. But there is also the familiar pattern of financial liberalization (Ch. 1), which led
initially to an adjustment in balance sheets, as consumers and (in some cases) companies adjusted to their desired levels
of debt, from which they had often previously been restrained by credit rationing. This adjustment is shown by growth
in indicators such as corporate debt/GDP (Table 9.3) and personal debt/GDP (Table 9.4). Rises in interest obligations
would typically ensue. Partly owing to the boom and lax monetary policy, but also to willingness of banks to offer
housing loans and finance commercial property and mergers, house prices294 (Table 9.5) and commercial property prices
(Table 9.6), as well as share prices, rose rapidly, often to levels exceeding those justified by any reasonable expectations
of economic growth and sectoral demand—in other words, having many characteristics of a bubble.

Both the adjustment in balance sheets itself and the property boom intensified GDP growth, as for example
expenditures (consumption, investment, merger financing) were driven up relative to income as indicated by the
corporate financial balance295/GDP ratio (Table 9.7) and the personal saving ratio (Table 9.8). It has rightly been pointed out
that liberalization is itself a loosening of monetary policy, which necessitates higher interest rates than would otherwise
be the case. Note also that property lending, property prices, and economic growth can interact with each other, given
that, first, credit tends to boost asset prices; second, property at or near current market prices is used as collateral for
further loans; third, there is typically an effect of property investment on output (notably for construction); and, fourth
there is the effect of improved expectations of economic growth on the future profits discounted in property prices,
which gives a further incentive to invest in this area296 (for an analysis of the lending—commercial property prices link
in the 1970s and 1980s, and its relation to macroeconomic
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which hence varies with expected economic growth and interest rates.



developments see Borio et al.1994). Particularly in conditions of optimism regarding future income growth that such
economic conditions may engender, this pattern in turn could lead households and firms to accept further growth in
corporate debt/GDP and personal debt/GDP, and hence interest burdens, beyond that initially sought when rationing
constraints were eased. This may be helped by the fact that in boom conditions business failures (Table 9.9) and personal
bankruptcies (Table 9.10) remain at relatively low levels.

Tightening of monetary policy, with increases in interest rates due to fears of rising inflation would often trigger the
end of the boom, although idiosyncratic shocks such as effects of the collapse of trade with the Soviet Union (Finland)
or effects of tax reform (Sweden), as well as a natural decline in borrowing as agents reached their desired balance-
sheet patterns often also played a role. GDP growth would slow, thus together with higher interest rates triggering a
fall in house prices and commercial property prices, as well as equity prices, a decline in corporate cash flow and
personal income. Under pressure from such developments, which reduce net worth and raise the interest burden, the
personal and corporate sectors would cut expenditures sharply, not merely to ensure current obligations could be
covered, but also to adjust balance sheets to reduce such obligations. Obviously, they would otherwise fear cut-off of
credit and financial distress.

This effort would be most apparent in sharp rises in the corporate financial balance/GDP ratio and the personal
saving ratio, as well as issue of corporate equity. The degree to which balance sheets actually adjusted (given changes in
the denominator) would be indicated by corporate debt/GDP and personal debt/GDP ratios. Despite efforts at
adjustment, a rise in business failures and personal bankruptcies would tend to accompany such patterns. In some
circumstances, notably where owing to default by borrowers banks face heavy provisioning needs (Table 9.11) and low
profits (Table 9.12), this demand-side effect could be aggravated by supply-side constraints on bank loans, apparent for
example in rising interest rate margins (Table 9.13) or spreads and credit rationing, often to an extent that goes beyond
that which would be warranted by the increase in credit risk (or at least, entailing a sharp rise in spreads as previously
excessively narrow spreads were returned to normal levels). Supply-side credit constraints would mean expenditures
would be further restrained. Quantity rationing by banks of customers solely dependent on them for credit would have
a particularly strong leverage. But note also that the deterioration in borrowers' net worth that would accompany
falling asset prices would make all lenders, including securities markets, less willing to extend credit owing to fear of
moral hazard and adverse selection (Bernanke and Gertler 1989). For all these reasons, a marked credit slow-down
would be a key feature of the prolonged recession. In the wake of the onset of recession,
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interest rates might be reduced, to prevent fragility turning to debt deflation.

Few of these patterns would be present in an economy not subject to financial fragility, i.e. with no build-up of debt or
asset-price bubble. In particular, one would anticipate a lower degree of fluctuation in financial balances and saving,
and for a lesser increase in defaults for a given change in GDP. The banking sector would be relatively unaffected by
the recession, and without an overhang of debt to unwind, recovery from recession would be rapid—as indeed was the
case in countries such as Germany in 1994.

Various comparative points regarding country experience may be made from examination of the individual tables. As
regards GDP growth, it is apparent that the deepest recessions in the early 1990s were in the UK, Sweden, and
Finland.297 Smaller declines in activity occurred in USA, Canada, and Australia; recession came much earlier in Norway,
due to the fall in oil prices in 1986 (see Ch. 8) and later in Germany, Italy, and France than elsewhere. However,
performance should also be judged relative to trend growth, on which basis Japanese growth in 1993, for example, was
exceptionally low. In fragile economies, recessions also tended to be longer, reflecting the time taken to reduce the
burden of debt by cutting expenditure and raising saving.

Easing followed by tightening of monetary policy is apparent from the pattern of interest rates in a number of
countries during the boom and shortly before the recession, notably the UK, USA, Japan, Sweden, and Finland. In
several cases, such patterns were admitted in retrospect to entail policy errors, for example the low rates in the mid-
1980s in Japan, which were held to generate the asset-price boom. In the case of the USA and Japan, a further
relaxation occurred quickly after fragility emerged, to ease difficulties for borrowers and lenders, whereas in the UK,
Sweden, and Finland it occurred much later—in fact, when the currencies' links to the ERM were broken in 1992. The
recession was correspondingly deeper in those countries.

As regards corporate debt/GDP, long-run trends in the major countries were commented on in Ch. 2; Finland, Japan,
and Sweden showed exceptionally high, and rapidly growing ratios over the boom. Growth was also apparent over
1988–90 in the UK, USA, Canada, France, and Germany. Given the extremely rapid growth of real GDP over this
period, the growth of nominal credit was clearly quite exceptional. And with debt growing faster than production, a
rising burden of interest payments would be implied. Over the recession, downward adjustment of debt ratios was
apparent in the USA, while debt ratios fell throughout 1988–93 in Australia. Declines in the UK were slight, while
ratios fell in France and Finland in 1993 only. Given the sharp recessions in Scandinavia, flat debt
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ratios are often consistent with falls in nominal debt (indeed this is a symptom of debt deflation, as discussed below).
Note that German data after 1992 include eastern Germany; the data are consistent with relatively constant leverage in
western Germany.

Personal debt/GDP ratios rose sharply in 1988–90 in the UK and Japan, and to a lesser extent in the USA and
Canada. Note that unincorporated businesses are included in the personal sectors in the UK and Japan, so part of the
rise may relate to lending to such small businesses, although the bulk was in each case loans for house purchase. In
none of the G-7 countries did the personal sector as a whole reduce gearing over the recession; Norway and Sweden,
where financial distress was widespread and banks became insolvent, are the main examples of declining debt ratios; in
Finland, as for companies, falling nominal GDP ensured debt ratios were maintained despite falling debt; elsewhere
ratios remained on a plateau.

House prices rose by at least 20 per cent over 1988–9 alone in the UK, Japan, Canada, Sweden, Finland, and Australia,
having also risen sharply earlier in the decade. As noted above, this pattern accompanied rises in personal debt/GDP
ratios, although as shown in Ch. 3, debt/wealth ratios were often flat. Falls in house prices over the early 1990s,
implying a risk of ‘negative equity’ positions for highly leveraged households, were most marked in the UK, Japan,
France, Norway, Sweden, and Finland. Prices in the USA, Canada, Australia, and Germany did not experience such
major declines. Note, however that the nationwide indices quoted may mask larger falls in particular regions, notably in
the UK and the USA.

Patterns of commercial property prices, which cover major metropolitan areas, are even more common across
countries; there was virtually an OECD-wide pattern of boom298 and bust in this market over the period shown, which
paralleled patterns of credit expansion. That said, prices were already falling in Norway in 1988, and growth had
already slowed markedly in the USA and Japan, in the case of the former because the withdrawal of special tax
provisions in 1986 had made commercial property investment less attractive. The disposal of real-estate assets held by
the Resolution Trust (the body set up to restructure the thrift industry) may have accelerated price falls in the USA
(Davidson 1993). Prices fell in all countries except Germany in 1991 and in all countries in 1992. Only in the
previously worst-hit countries, the UK and Norway, was some recovery apparent in 1993.

The corporate financial balance/GDP ratio indicates the degree to which companies adjusted their financing and
expenditure in the recession, in
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response, inter alia, to declines in cash flow and the level of gearing, and possibly credit rationing. Taking the difference
between the largest deficit observed and the out-turn for 1993 as a measure of adjustment, some quite exceptional
turnarounds occurred, such as 4.5 per cent of GDP in the UK, 6 per cent in Japan, 8 per cent in Sweden, 7 per cent in
Norway and Finland, and 10 per cent in Australia. To the extent financial factors forced such changes, fragility would
help to explain the sharpness of the recession.

Similar comments apply to the personal saving ratio. The pattern of rising saving in recession to avoid financial distress
was intensified in some countries by widespread negative housing equity, which meant sales of assets rather than
reducing expenditure was virtually ruled out as a means of avoiding financial distress. In effect, illiquidity of assets was
sharply increased. In the UK, increases in saving equivalent to 7 per cent of personal income occurred, in Sweden 12
per cent, Norway 7 per cent, and Finland 9 per cent, and a large part of this may be attributed to financial fragility
(desire for precautionary saving owing to fear of unemployment may also have played a role, of course). Particularly
since in most cases personal disposable income was weak, this implied marked falls in consumption, the largest
component of GDP; and as noted, these countries experienced the sharpest recessions. A lesser increase in the saving
ratio was apparent in the USA and France, but elsewhere the saving ratio was flat or declining in recession, notably in
Germany and Italy. Of course, the ‘permanent income’ theory of consumer behaviour (Ch. 2) anticipates that saving will
fall in a recession, as consumers run down assets or borrow to make up shortfalls in transitory income, thus stabilizing
the economy, but this typically only occurred in the absence of fragility. Given the importance of consumption to
aggregate demand, this effect of increasing saving is an important destabilizing effect of fragility at a macroeconomic
level.

In any recession, business failures will tend to rise, but the scale of the increase in 1990–3 was exceptional in countries
such as the UK, Sweden, and Finland; that is, the countries where increases in corporate gearing, volatility in
commercial property prices, and declines in GDP itself were most marked. Major rises in business failures also
occurred in the USA, Canada, France, and Australia. Failures in Norway picked up once a recovery began, after the
banks were nationalized, suggesting a tightening of credit terms. Comparing the data with Table 9.1, it is apparent that
in both Germany and Japan failures in the boom of 1988 were comparable with the recession itself, while in recession,
the rate of failure tended not to rise till the slow-down was well advanced. This may relate to the benefits of
relationship banking in helping support borrowers (Ch. 1), although note that there are also major contrasts between
these two cases, in that Japan experienced acute financial fragility (Sects. 2 and 3), while Germany did not. A marked
feature of the pattern in the UK compared with other recessions was that business failures soared as soon as the
recession began,
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as banks seemingly sought to realize losses rapidly (Joyce and Lomax 1991). Elsewhere crystallization of losses was a
slower process.

Personal bankruptcies rose sharply in the UK and Canada, and to a lesser extent in Japan and Scandinavia. In most
countries, this suggests a lesser vulnerability of persons than companies, although it should be borne in mind that
mortgage foreclosure does not entail bankruptcy in most countries. Problems in the housing market were often severe;
in the UK, for example, the proportion of mortgages over six months in arrears rose from 1 per cent of the stock in
1988 to 3.5 per cent in 1992. In the USA, by contrast, foreclosures rose only from 0.27 per cent in 1988 to 0.34 per
cent in 1991.

As regards the experience of banks, the major losses experienced by banks in Norway and Finland, together with sharp
declines in profits in the UK, Japan, Australia, USA (till 1991), and France are apparent. Data for Sweden are distorted
by government subsidies; in their absence the out-turn would resemble that for Norway and Finland. Bank profits in
Germany and Italy, which were unaffected by fragility, experienced no decline. As regards underlying factors, it is
apparent that provisioning needs were a major cause of the fall in profits in the UK, Norway, and Australia. In Sweden
and Finland loans were written off without any provisions being made. Meanwhile marked declines in the interest
margin put pressure on French banks.299 Widening of overall margins, to rebuild capital and/or in response to higher
risk is most apparent in the USA, Japan, and Norway. As discussed below, such data may mask forms of quantity
rationing of credit.

To conclude, the data seem to show broadly similar patterns, consistent with the predictions of the theory of financial
fragility and the early stages of debt deflation, in most of the countries studied except Italy and Germany. Nevertheless,
it is apparent that in terms of macroeconomic data such as balance-sheet adjustment, defaults, asset-price declines, and
depth of the recession per se, fragility was most severe in the UK, Norway, Sweden, and Finland; however, in Japan the
full effect of the recession may not be apparent at the time of writing.

(2) Studies of National Experience of Financial Fragility
There follows a summary of selected studies of national experience, which supplement the largely descriptive analysis
above, and are considered to cast further light on the general macroeconomic causes and consequences of fragility.
Several of them address the question of the balance of supply and demand factors in the reduction in credit growth.
Note that experiences
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of the banking sectors in Finland, Norway, Sweden, and Japan, where the consequence of fragility in the non-financial
sectors was clearly systemic risk in terms of actual or threatened wholesale insolvency of banks, are covered in more
detail in Ch. 8 (Norway) and in Sect. 3 below (Sweden, Finland, and Japan).

In the USA, a distinctive feature of the 1980s increase in credit was that it was asset based (commercial property,
LBOs, take-overs) and not focused on increased fixed investment (Friedman 1993). Akhtar (1993), summarizing a
detailed set of studies of the 1989–92 credit slow-down, acknowledged that credit rationing probably influenced the
recession, but was only one of a number of such causal factors, such as tight fiscal policy, the defence run-down,
adjustment of construction to previous over-building, and declining private-sector confidence. He noted that credit
growth for the non-corporate business sector fell most sharply,300 followed by the corporate sector, then the household
sector. A similar ranking applied for bank credit growth. Thus small businesses were hardest hit (Hamdani et al. (1993)
provide evidence of credit tightening for small US firms).301 Home mortgage lending continued to grow over 1989–92,
while business property lending collapsed. The decline in credit extension by depository institutions was greater than
that by non-depository sources, largely due to the collapse of lending by savings and loan institutions302 (Ch. 6). Bank
credit per se expanded modestly, and among non-depository sources, finance company, commercial paper, and life
insurance lending growth was very slow, while junk bond issuance collapsed (Ch. 8), although bond and equity
issuance proceeded at a brisk pace. The weakness of non-depository lending implied firms unable to issue bonds or
shares were unable—or unwilling—to substitute out-of-bank credit.

Akhtar suggested that reductions in demand for private-sector credit—both in terms of the recession itself and the
correction of balance-sheet weakness—probably dominated overall credit movements, but that supply problems,
related to tighter capital standards, bank capital difficulties (owing to the need to provision against loan losses caused
by default and falling asset prices), balance-sheet difficulties of lenders, and perceptions of lower credit quality of
borrowers,303 contributed importantly to the slow-down (see also Cantor and Wenninger (1993) and Hancock and
Wilcox (1992)). Supply factors were felt to be particularly important for the corporate sector, where Akhtar calculated
that the effect of the recession together with the previous overshooting of equilibrium balance-sheet
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positions was insufficient to account for the slow-down in credit which did occur. However, for households, recession
plus balance-sheet correction more than accounted for the observed decline in credit expansion. Further evidence of
supply constraints was that banks with weak capital positions and which had engaged in high-risk lending in the mid-
1980s reduced lending over 1989–92 much more than other banks. Supply constraints were particularly important in
certain regions, such as New England, Mid-Atlantic, and West South-Central. Supply constraints were considered to be
verified by prolonged increases in both price304 and non-price rationing of credit, together with increased collateral
requirements. However, note that besides reflecting a desire to rebuild capital and tighten previously loose lending
standards, these might occur as borrower quality decreased without any change of attitude on the part of banks.

The Federal Reserve considered these effects sufficiently serious by 1991 to feel the need to ease monetary policy.
They stated that policy easing was being carried out ‘to foster a turnaround in the economy . . . continued weakness in
the monetary aggregates and further restraint on credit availability, especially at banks, also were important indicators
of the need for additional policy easing’. Indeed, it is acknowledged that the low interestrate policy pursued over the
next three years was aimed partly at enabling banks to recapitalize themselves by profiting from holding bonds, in the
context of a steeply upward-sloping yield curve. The importance of credit-supply factors, in addition to the need to
correct balance sheets, may help to explain why the easing of monetary policy seemed to have relatively little effect on
output per se or credit growth for some considerable time.305 A notable feature of the recession is that not only did
credit growth take some years to pick up, but also company financing was focused on securities issuance.

In Japan, the Ministry of Finance (1993), assessing the causes of the ‘bubble economy’ in the late 1980s, noted the way
that exchange-rate considerations—in effect, desire to prevent the yen becoming overvalued—after the Louvre
Accord led the Central Bank to maintain interest rates at levels too low for domestic balance, which in turn helped to
generate a bubble. They also identified a so-called ‘land myth’, namely that land was an unbeatable investment the price
of which could not fall, and which helped generate an asset-price bubble.

An interesting interpretation of the Japanese bubble economy has been provided by Hargraves et al. (1993). They
maintain that a flow-of-funds explanation, focusing on the interaction of households', companies', and
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banks' demand and supply of funds, can provide important clues as to why real estate and share markets in Japan
overheated much more than most of their overseas counterparts. From the beginning of the 1980s, Japan faced a
growing pool of investable funds relative to traditional domestic investment opportunities, as corporate fixed
investment slowed to a rate which was commensurate with internal fund generation. Companies initially switched
deposits from banks to gensaki deposits and the euromarkets. Meanwhile, households shifted funds from bank deposits
to insurance and pensions, in search of higher returns and to provide for old age, which the latter invested in securities,
including corporate securities, government bonds, and overseas securities. Banks were thus already under pressure on
the liabilities side early in the decade.

But after 1985, several of the existing outlets for saving were closed, as overseas securities were seen as excessively
risky after the appreciation of the yen began after the Louvre Accord, and government deficits declined. The excess
supply of saving was exacerbated by lax monetary policy, which made bank deposits even less attractive to households.
Excess supply boosted the price of domestic shares and increased the attractiveness of securities issuance by
companies (especially in the form of bonds with attached equity warrants). The funds accumulated by companies as a
result of equity issuance were invested to a considerable extent in financial assets,306 mainly large bank time-
deposits—protected by government guarantee, and on which terms had now been deregulated—as well as real-estate
investments and financial assets. Banks, given the inflow of deposits and low interest rates, together with continuing
lack of corporate loan demand and low issuance of government bonds, channelled assets into real-estate loans, directly
and via non-bank banks (see Sect. 3). Given a relatively fixed supply of land, prices rose sharply. However, because the
increased lending did not flow to the economy more generally (in contrast to other countries such as the UK and
USA), general inflation did not ensue.

The authors suggest that this pattern307 entailed a failure of corporate control mechanisms, in that households indirectly
financed the bank deposits and real-estate investments that they had sought to avoid. Traditionally companies' use of
funds was overseen by banks, but the shift of companies to other forms of finance, and increasing reliance on internal
funds, had weakened this control mechanism (Hoshi et al.1989). Take-overs were absent as a control mechanism in
Japan, given the cross-share holdings in the Keitetsu groupings, while the other firms in the group did
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not pressure firms for higher dividend payments, which could have aided market discipline by ensuring a market test
for investment.

However, Nakajima and Taguchi (1993) dissented from the implicit suggestion in the flow-of-funds approach, that
there was any inevitability to lending to real estate. They note that many banks in Japan and elsewhere adopted more
selective strategies for credit granting and remained sound. Rather, they suggest that mismanagement occurred in
troubled banks, largely as a consequence of moral hazard arising from the safety net (see Sect. 3(c)).

In the downturn of the early 1990s, there were severe falls in profitability for all types of non-financial firms,
accompanying a rise in the interest burden from 53 per cent in 1988 to 72 per cent in 1992 (Aglietta 1994). An
additional difficulty for firms was the need for refinancing with conventional debt of maturing bonds with equity
warrants attached. These had been issued at the peak of the boom, but where due to falling equity prices, the warrants
had not been exercised. As regards the issue of credit rationing in the downturn, according to the Ministry of Finance
(1993), the imposition by the authorities of quantitative limits on real-estate lending in 1990 to cool the boom clearly
induced forms of disequilibrium quantity rationing (Ch. 1). Also banks' lending attitudes became more cautious, with
much less emphasis on collateral and more on cash flow. By 1994 there was considerable evidence of willingness to let
customers go bankrupt. As noted by Dawkins (1994), the largest of these was Muramoto Construction, which failed in
1993 with debts of ¥590 billion. But a year earlier it was not shown as a bad debt on banks' annual accounts.

In the UK, Smith and Sterne (1994), using micro-data, noted that there was a wide dispersion in debt levels across
different individuals and companies prior to and during the recession, which means that the aggregate data for the
personal and corporate sectors presented above may underestimate the problem of financial fragility. Indeed, in the
UK, the relative lack of adjustment of debt ratios over the recession was felt to show that the personal sector in
aggregate found current ratios sustainable. But a significant proportion of the personal sector, which was heavily
indebted and which suffered disproportionate falls in house prices, experienced so-called ‘negative equity’, meaning the
value of their mortgages exceeded that of their houses (Paisley 1992). Such borrowers, even if they did not default,
would be unable to access further credit and made a major contribution to the decline in consumption over the
recession.308

For companies, the level of the average debt ratio per se was again considered at most a partial indicator of potential
financial distress. More
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relevant was felt to be the fact that its growth over the 1980s also entailed major and growing variations in leverage
between firms; analysis showed an increase in diversity of leverage in the 1980s, with many small firms in the upper tail
of the distribution, an extremely rapid rise in leverage for such firms, and particularly severe falls in profitability for
them over the recession. Such firms with extreme levels of gearing were much more likely than average to cut
investment and employment, or indeed to fail, thus leading to potential spillover effects on other firms. These firms
would often be either young or in sectors such as construction and services that had been relatively unscathed by the
recession of the early 1980s, and hence in each case had no previous or recent experience of financial difficulties.

An interesting development, noted in Davis (1993a) and discussed further in Ch. 10, is that net external corporate
financing over the early 1990s was almost wholly obtained from securities markets, with bank debt being repaid. As
noted above, similar patterns were apparent in the USA. No doubt this partly reflected favourable market conditions
for bond and equity issuance, and desire for balance-sheet restructuring towards fixed-rate debt and equity. But it
appears contrary to the finance theory of Ch. 1 (Diamond 1991), which suggests that banks' role as monitors becomes
more important in recession. A possible reconciliation is that only large and creditworthy firms could access market
finance, with restricted financing opportunities and financial distress among a subset of smaller or higher-risk firms,
dependent on bank finance (see Bank of England 1993a).

King (1993), analysing the experience of the UK in an international context, put emphasis in his analysis of the
recession on the role of rising household debt, concentrated on a subset of the population (typically young home-
buyers), backing illiquid assets (i.e. residential real estate). In such circumstances small shocks to the economy could
lead to a phenomenon of cumulative redistribution of wealth from debtors to creditors, as indeed occurred during the
disinflation and recession of the early 1990s. Given the higher saving propensities of creditors (older households)
compared to debtors (younger households), major macroeconomic effects on consumption could ensue,309 as the
indebted cut back sharply and creditors do not raise consumption sufficiently to make up, with further feedback effects
ensuing. The situation would be aggravated if banks absorbed interest income by raising their margins so as to make
provisions, although Table 9.13 gives little evidence of this in the UK. A sharp and protracted recession was the
consequence. King's analysis is in effect an extension of the Fisher (1933) debt-deflation story outlined in Ch. 5 to
allow for such distributional effects, and indeed he suggests that similar patterns were present in the Great Depression
in the USA.
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As regards interest-rate policy in the UK, it was acknowledged in retrospect that rates were too low in 1987–8 as the
authorities sought to shadow the DM at a rate the markets considered too low, and the opposite occurred in the ERM
period of 1990–2. The former aggravated the debt build-up, the latter the recession and financial fragility, and indeed
forecasts prepared in August 1992 just before the ERM crisis showed a risk of a falling price level in 1993. In another
parallel to Japan, there was clearly a naïve faith among the population that house prices ‘could not fall in nominal
terms’, since they had not done so since the war.

Berg (1994) suggested that shifts in personal saving, related to changes in asset prices, debt, and taxation, were decisive
in determining patterns of economic activity in Norway, Sweden, and Finland (as well as Denmark). He suggested that
financial liberalization, high tax rates, and tax incentives to borrowing induced the collapse of saving observed in the
Nordic countries in the mid-1980s, as balance sheets adjusted to desired levels. This was crucially linked to asset prices,
which rose in response to higher demand for tangible assets (financed by borrowing) and created further collateral.
This also meant that leverage itself was relatively constant during the debt buildup—as in the UK and USA—although
the debt/income ratio310 and the interest burden soared. And with a frequently negative saving ratio, consumption
often exceeded income, generating a boom (and current account problems). Koskenkylä (1993), meanwhile, also
highlights a causal role for loose monetary policy.

Monetary tightening to protect the exchange rate, falling inflation, tax reform aimed at reducing both marginal rates
and interest deductibility together sharply raised real interest rates. This occurred at a time when debt accumulation
was in any case levelling off at desired levels, it coincided with a shift from investment in tangible to financial assets,
and triggered the collapse in house and property prices, which was worsened by the recession. Widespread ‘distress
selling’ of houses and flats, as well as of commercial property, aggravated declines in asset prices. Rises in spreads
between loans and deposits and reductions in credit availability were widespread in the Nordic countries (Berg and
Galvenius 1994), again worsening the situation. Indeed in Finland, Söderström (1993) suggests that a full-blown debt
deflation began,311 while in Denmark, a third of households had negative equity in 1993.
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To summarize Sects. 1 and 2, experience over 1988–93 tends to confirm the validity of the mechanisms outlined in
Ch. 4, notably the role of adjustments in saving and falls in asset prices, as means whereby the risk to individual
solvency from financial fragility may spill over onto the broader economy. The interrelation between debt and asset
prices has been suggested to be particularly important in the context both of the upturn and downturn of the cycle, in
much the same way as is stressed by Minsky and Kindleberger (Ch. 5). The national studies highlight a number of
additional factors that could be added, notably the shocks that may be generated by interest-tax reform, the role of
exchange-rate/interest-rate policy in aggravating a credit cycle, the role of income and asset-price expectations, and the
relevance of the distribution of indebtedness within the non-financial private sectors. Overall it is suggested that the
data and studies presented in Sects. 1 and 2 suggest that there is a clear pattern of a cycle of fragility, consideration of
the features of which should be of assistance in assessing the implications of future economic trends.

(3) Systemic Risk 1991–1994
Following the style of Ch. 8, this section outlines four further periods of significant financial instability, with a risk of
major liquidity crises, observed during the early 1990s, and assesses their congruence with the framework for analysis
developed in the book. The first three complement the analysis of fragility in Sect. 1 by outlining banking difficulties in
Finland, Sweden, and Japan. Corresponding banking problems in Norway and Australia are covered in Ch. 8. Note
that less acute banking problems also arose in the early 1990s in the UK (see Bank of England 1993d), the USA (see
Kaufman 1994), and France (see Aglietta 1994), but these were considered sufficiently idiosyncratic and localized not
to be considered as potential financial crises. Meanwhile, the fourth crisis covered, the ECU bond collapse, was a
failure of liquidity in debt securities markets akin to that of the FRN market (Ch. 6), junk bonds, Penn Central, and
Swedish CP (Ch. 8).312

(a) The Finnish Banking Crisis (1991–1993)313
In the mould of the CEJ financial systems described in Ch. 1, the Finnish economy is heavily dependent on bank
intermediation as a source of finance, with two-thirds of total credit risks assumed by deposit banks and
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banks holding sizeable equity stakes in non-financial enterprises. Till the mid-1980s there was heavy ‘structural’
regulation of loan rates and quantities of credit, so competition among banks tended to involve the building of
extensive and costly branch and ATM networks, with a risk of over-capacity.

As in Norway and Sweden, the Finnish banking system was deregulated in the mid-1980s. Foreign entry was permitted
in 1983, thus increasing competition for domestic banks. The key deregulations, however, occurred in 1986–7 as banks
were allowed freely to determine the interest rate on new loans; the Bank of Finland ceased to issue quantitative
guidelines on credit expansion; money markets were created via exemption of bank CDs from reserve requirements;
and capital movements were liberalized by allowing non-financial companies to conduct long-term foreign borrowing.
On the macroeconomic side, the Finnish economy grew rapidly up to 1989, with both monetary and fiscal policies
being rather loose, particularly in the light of the easing of monetary policy implied by liberalization itself. The strength
of the upturn was underestimated by the monetary authorities, by their own admission; exchange-rate stability was the
overriding objective. As in other countries, the fall in oil prices in 1986, the long period since the last recession, and the
world-wide easing of monetary policies after the stock market crash led to euphoria and rapid growth in borrowing,
which both generated and was stimulated by rising property values.

Besides general macroeconomic conditions and deregulation, borrowing was stimulated by the continuation of
previous borrowing incentives, including generous tax deductibility of interest payments for households at high (70%)
marginal tax rates. Equity remained relatively disadvantaged by the tax system. Bank deposits remained tax exempt,
giving rise to an implicit subsidy for banks. In these circumstances, the removal of rationing constraints on credit
expansion led to a massive stock adjustment, as borrowers sought to shift towards their desired balance-sheet
positions.

As in Norway, bank-supervisory resources were inadequate and staff inexperienced in the issues of risk evaluation
required in the wake of liberalization. Supervisory judgements could even be challenged in court, hence making the
supervisors unwilling to intervene except in the most clear-cut cases. The opaque nature of bank–corporate
interconnections associated with Finnish universal banking hindered an accurate assessment of risk. Again, banks
engaged in exactly the forms of excessive competition outlined in Ch. 7, including intense competition for market
share, inadequate allowance for profitability, lax credit analysis (worsened by the rapid growth in total lending, which
made continuous assessment of customers' exposures difficult), excessive trust in stability of collateral values, and pure
risk-taking in real estate and share investments. Borrowers themselves apparently underestimated the risks on foreign-
currency and floating-rate loans.
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The economy began to slow in 1990, as debt burdens and a slight monetary tightening began to impinge on
expenditure. Asset values started to fall, and loss of competitiveness (owing to inflation) reduced exports. In such
circumstances, a supply-side shock to the macroeconomy—the collapse of trade with the Soviet Union in 1991—was
sufficient to trigger an economic crisis and major financial instability. Real GDP fell by 7 per cent in 1991 and by 3.5
per cent in 1992, with corporate profitability being acutely affected. In an—ultimately vain—attempt to protect the
value of the markka in the context of worsening balance-of-payments problems, interest rates were kept high. This, in
combination with the low rate of inflation and a reform of tax deductibility gave rise to very high real interest rates.
These factors exerted strong downward pressure on asset prices.

Low corporate profitability and declining household incomes, together with high debt-service burdens arising from the
level of interest rates, led to an increasing burden of non-performing loans for banks. In 1991, 1.5 per cent of loans
were written off and banks' profits became negative for the first time since the war. In 1992 the situation worsened and
4.8 per cent of loans were written off. Non-performing loans (at least three months in arrears) were by then 16.3 per
cent of balance sheets. Loans to real estate and construction companies were particularly vulnerable, with those to
households and manufacturing less affected (Pensala and Solttina 1993). Banks' net interest earnings were further
squeezed by a shift by depositors into money-market-linked accounts, while most loan rates remained tied to an
administered base rate which was held by the central bank well below money-market rates. Overall losses of banks
hence mounted from 5 billion Markka in 1991 to 22 billion Markka in 1993—equivalent to 5 per cent of the value of
assets.

The first liquidity crisis, in 1991, hit the SKOP Bank, which is the central institution of the savings banking sector, and
the Central Bank stepped in as lender-of-last-resort. But the bank was found on closer examination to be insolvent.
Meanwhile, losses accumulated in savings banks, as well as in commercial and co-operative banks. The savings bank
sector, which had expanded its balance sheets most aggressively in the late 1980s, was particularly badly hit by the
crisis, with large numbers of the eighty-one banks in this category experiencing solvency problems by 1992. They
accounted for 40 per cent of total credit losses in that year.

The government's response was to set up a government guarantee fund (GGF), in 1992, to supplement the existing
mutual deposit insurance funds, accompanied by a declaration that ‘the stability of the Finnish banking system would
be secured under all circumstances’. The SKOP bank was later sold to the fund by the Central Bank, although many of
the bad loans remained on the Central Bank's balance sheet. The solution adopted by the GGF for savings banks was
to merge a total of forty-one banks, both healthy and troubled, into a single new bank, so as to ease administration
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of support and restructuring, and use as far as possible the capital resources of the sector in lieu of public assistance.
The GGF also supported a merger of STS and KOP Bank, to forestall failure of the former, by taking over a large part
of STS's bad assets.

As regards the new bank formed of the forty-one savings banks, a quarter of the staff were dismissed, loans in foreign
currency and to high-risk branches were reduced, and off-balance-sheet items reduced. However, credit losses were
larger than expected, owing to the unforeseen depth of the recession, while the bank became more dependent on
wholesale funds, indicating liquidity risks. But there was increasing criticism of the support of an ‘unfair competitor’
and maintenance of excess retail banking capacity with public funds. Therefore in late 1993 it was decided to sell the
sound parts of the bank to four major banks, and for the non-performing assets to be transferred to a public holding
company, Arsenal Ltd. According to Nyberg (1994), this is likely to entail a risk totalling 43 billion Markka, and losses
of 15 billion Markka—over 3 per cent of 1993 GDP—to add to the 40 billion Markka, or 8 per cent of GDP (120 per
cent of end-1990 bank equity) already spent on the banking system as a whole (Koskenkylä 1993).

By 1994, the overall situation was improving, due to a slow economic recovery, lower interest rates which enabled
banks' margins to widen, gains on securities holdings, and growing securities and foreign-exchange commissions.
Nevertheless, concern was expressed about how structural adjustment of excess capacity was to be achieved, since
bankruptcies were ruled out. There were also worries about the possible effects of the disposal of real estate on a still-
fragile market, as well as effects on competitors of ‘unfair competition’ from non-financial companies owned by the
holding company. There are also fears that a pick-up in credit demand could meet with strong rationing. But there
seems little suggestion that the entire rescue was in any way unwarranted. As noted in Sect. 2, actual bank failures
could have led to a full-blown debt deflation.

(b) The Swedish Banking Crisis (1991–1993)
The economic background to the Swedish banking crisis has already been spelt out in the description of the finance
company crisis (Ch. 8), as well as the data shown in Sect. 1 of this chapter. It shares many characteristics with the
Finnish and Norwegian crises. Most crucially, following liberalization of interest-rate controls and of quantitative
guidelines on credit expansion, Swedish banks expanded their stock of loans by 140 per cent between 1985 and 1990,
with lending expansion concentrated on real estate and construction. The overall share of credit to the private sector in
their portfolios rose from 46 to 60 per cent. Meanwhile the portfolio share of government bonds fell from 25 per cent
in 1983 to 11 per cent in 1992, while short-term finance for large companies tended to switch to the commercial
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paper market. Banks switched to reliance on CDs rather than retail deposits to finance rapid expansion, thus entailing
a narrowing of margins and a less stable customer base. Competition for market share was intense. The links to the
analysis of Ch. 7—and the description of the development of wholesale markets outlined in Ch. 6—are clear.

In an interesting analysis of this ‘industrial competition’ process from the point of view of organization theory, Engwall
(1994) suggests that deregulation led to banks adopting modes of behaviour similar to large industrial companies, with
a much greater focus on marketing as opposed to control of risk, and on market shares and growth. Top managers
sought to increase their ratio of revenues to costs, while disregarding the fact that, unlike in manufacturing, neither
revenues nor costs are certain till the loan is repaid, and indeed that focus on this ratio at the time of granting a loan
could entail a severe increase in risk (indicating limitations to rationality of the banking organizations). Furthermore,
banks tended to copy each other in both products and strategies, a practice which, given the liquid nature of the
banking product, could be realized much more readily than could similar approaches in manufacturing. Because of the
ease with which strategies could be implemented, uncertainty, and the easy observability of actions with a small number
of competitors, banks felt under ‘organizational stress’ to carry out certain actions such as finding insurance companies
to add to banking (which often generated difficulties later) or to compete for customers, particularly the largest ones,
lest they fall behind competitors. Engwall suggests that the lesson to be drawn is to deregulate gradually in industries
where the core product is liquid, although Japan's experience of instability following gradual liberalization is not
encouraging (see below).

Banking difficulties were preceded by several developments: the global economic downturn; a tax reform reducing
interest deductibility (which induced a sharp fall in property prices); high interest rates in the context of the policy of
pegging to the ECU and the further ‘shock’ of the finance company crisis of 1990 (Ch. 8), which hit confidence in
financial institutions generally and led weak finance companies to increase bank borrowing.

The banking crisis began with large provisions in late 1991 by Nordbanken, which was 80 per cent government owned
and the second largest commercial bank. Despite a capital injection at that time, it had to be restructured in September
1992, with the government buying back the 20 per cent private-sector share. The bank was split, with a so-called ‘bad
bank’, the Securum AB, wholly owned and capitalized by the government, being set up to take over 60 billion Krona
of bad debts from Nordbanken, with the government providing 34 billion Krona of equity to the good and bad banks.
Also in 1992 Forsta Sparbank, a savings bank group, received loan guarantees, and Gota Bank, the fourth largest bank,
declared bankruptcy, as its parent, an insurance company, could not sustain a recapitalization. In December 1992, the
government took Gota
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over. Non-performing assets of Swedish banks at end-1992 were Kr99 billion, and write-offs and guarantees Kr70
billion, while housing loan institutions accounted for a further Kr30 billion, a total equivalent to 14 per cent of GDP
and 13 per cent of loans, 48 per cent of which were property-related.

A bill for support of banks was approved by parliament in December 1992, offering unlimited state support to ensure
banks could meet their obligations. The Ministry of Finance sent letters to counterparties of Swedish banks underlining
this commitment. A bank support authority was set up to administer the support operations; some banks proved able
to issue shares. By 1993, the total cost of rescues was 4.5 per cent of GDP, accounting for 100 per cent of end-1990
total bank equity. The corresponding figure for Norway was 4 per cent of GDP.

(c) Banking Difculties in Japan (1991–1994)
As explained in Sect. 2, low interest rates after the Louvre Accord to help stabilize the yen, together with the pattern of
flows of funds and financial liberalization, helped to prompt a surge in bank lending. Given low corporate demand for
bank loans, real-estate developers, non-bank banks, small and medium-sized firms, and households were the main
recipients of bank loans, and according to the Japanese Ministry of Finance (1993), ‘frameworks for effective risk
management and compliance with the principles of self accountability [remained] inadequate’, with banks competing
for market share in loans. Nakajima and Taguchi (1993) maintain that a large number of banks made management
errors in overlending to real estate due to three factors: growth inertia (banks had become used to growing rapidly
prior to deregulation, so found it difficult to slow down); bandwagon effects (managerial risk being felt to be
minimized if competitors are emulated); and moral hazard arising from the safety net,314 which led banks to assume
they would be rescued by the authorities or other banks in case of difficulty and hence increased the incentive for risk
taking in the manner familiar from the US savings and loans crisis (Chs. 6 and 7), while (corporate) depositors had little
incentive to monitor banks' risk taking.315

Direct lending to property and construction rose from 9.4 per cent to 14.9 per cent of banks' balance sheets between
1981 to 1991; but many other loans had a significant indirect real-estate content. For example, banks often channelled
credit through separate or subsidiary ‘non-bank banks’ such as mortgage companies, able to engage in property-related
business from which the parent bank was excluded. Such non-bank banks had ¥67 trillion in loans in 1991, a fourfold
increase on 1986, 63 per cent
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of which were secured by real estate and 41 per cent to property and construction companies. Banks' exposures to
these institutions rose from near zero in 1981 to over 10 per cent of their total loan books in 1991. Despite the
increased riskiness of the balance sheet over the 1980s, it does not appear that margins widened to allow for risk,
consistent with the presence of moral hazard.

Monetary policy was tightened in 1989 to counteract the risk of a spillover of asset-price increases into general
inflation, while in 1990 quantitative restrictions were applied to lending for real-estate purposes. Together these
provoked sharp falls in equity and real-estate prices in Japan from their 1990 peak. These in turn led to increasing
difficulties for Japanese banks, given, as noted above, that a large proportion of loans were secured by real-estate
collateral, were lent directly to real-estate companies, or were lent via non-bank banks to similar customers. Non-
performing loans increased further as the economy as a whole went into recession in 1991. Meanwhile, because banks
are allowed to count 45 per cent of unrealized capital gains as capital, the fall in equity prices led to difficulties of capital
adequacy independent of loan losses. Also since accounting rules require that equities be recorded at the lower of book
and market value, falls in equity prices had to be booked as losses. Total bad debts of the twenty-one largest banks
amounted by early 1994 to ¥13.7 trillion (3 per cent of GDP), and possibly double that using Anglo-Saxon accounting
standards. (This would be the case, in particular, if restructured loans at low or zero interest rates to support troubled
borrowers were to be included in bad loans. These were estimated in 1994 to amount to ¥7.5 trillion.)

As in the USA (Sect. 2), monetary policy was relaxed sharply in response to the banking crisis and the recession, with
the discount rate falling to 1.75 per cent in 1993, while fiscal policy was eased via four supplementary budgets over
1992–4. The Bank of Japan announced it would provide liquidity support for any institution needing temporary
assistance after announcing a net loss due to provisions. To prevent a credit crunch, lending by public financial
institutions was sharply increased. Banks were also allowed to count subordinated debt as capital, and accordingly
raised ¥2.2 trillion in 1992–4. Limits on ratios of dividends to net profits were relaxed and banks no longer had to
declare losses on equities in interim reports—both of which reduced incentives to sell equity assets and thus eased
downward pressure on share prices.

But perhaps the most important measure was taken by the banks themselves, with the encouragement of the Ministry
of Finance, to set up a Cooperative Credit Purchasing Company (CCPC) in early 1993. The motivation is that fiscal
regulations in Japan require banks to sell loans before associated losses may be written off and thus become eligible for
tax deductibility. Since there is no secondary market for loans in Japan, such an institution allows an alternative route to
tax deductibility
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for non-performing property-backed loans, whereby the bank transfers the collateral to the CCPC and receives a
performing loan in return once the collateral is sold. However, the bank remains liable if the CCPC cannot sell the
collateral for the agreed market value. In 1993/4, ¥3.8 trillion were sold to CCPC at an average discount of 54 per cent.

Some banks' situations were improving in 1994, with a widening of interest margins, while aggregate hidden reserves
were considered sufficient to cover currently known losses. But real-estate prices were still falling in the first quarter of
1994, and stood 40 per cent below their peak in Tokyo. In contrast to Scandinavia, bad debts were still rising sharply at
this time, having climbed by 55 per cent in 1993 (Dawkins 1994). And bad debts were unevenly distributed; small
banks, long-term credit banks, and trust banks were particularly badly affected. Some estimates suggested that even if
the equivalent of up to 80 per cent of ‘core’ profits are written off per year, it would take three to seven years to write
off sufficient non-performing loans to bring the problem under control. During the adjustment process two risks were
considered likely to be important. One was constraints on credit availability, and indeed as noted in Sect. 2, there was
evidence that by 1994 customers were being allowed to go bankrupt by banks much more readily than in the past. The
other was, conversely, of high-risk lending during the transition by institutions with limited capital in the familiar
manner of the US Thrifts (Ch. 6).

The non-bank banks such as mortgage institutions remained in particular difficulty, with indirect exposures of the trust
banks being an additional cause for concern. In July 1994, Nippon Mortgage, one of the largest property-backed
lenders, announced it would file for bankruptcy, the third largest corporate collapse in post-war Japanese history, as 90
per cent of its loans were non-performing (Baker 1994). Sumitomo Trust, its main parent, faced losses of ¥90 billion.
This treatment contrasted strongly with that of the Japan Housing Loan Company, the largest of the housing loan
companies, which had reached a restructuring agreement with creditors under which its founding bank shareholders
suspended all interest due, and other creditors reduced loan rates by 2.5 per cent.

But given confidence in the ability of the authorities to keep difficulties under control, a systemic crisis still seemed
unlikely at the time of writing (1994). In order to ensure this, officials were active in seeking to ensure bank
restructuring, rescues by parents, and mergers occurred without failures or losses (the take-over of Toho Sogo bank by
Iyo Bank was an example of such ‘marriages’). The Bank of Japan even put together a rescue passage for two small
credit asociations in December 1994. This was seen as a major policy reversal, given strong resistance by the public to
use of public money to rescue banks. It was thought to be testing the waters of public opinion for the possibility of the
need to rescue a major bank at a later stage. In one case in 1993, however, a small credit association was
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allowed to fail. Indeed, despite financial instability, the ongoing process of liberalization and desegmentation of the
Japanese banking system is set to proceed, and liberalization of deposit rates was to be completed in 1994.

(d) The Collapse of the ECU Bond Market (1992)
Turning from banks to securities markets, the last crisis concerned the market for eurobonds denominated in
European Currency Units (ECUs) at the time of the 1992 crisis of the European Exchange Rate Mechanism (ERM).
As will be seen, there are strong parallels with the crisis in the FRN market (Ch. 6).

Whereas traditionally the ECU bond market had been dominated by retail investors, generally content to buy and hold
the paper, the use of the market by major European governments, together with the beginning of the European
Monetary Union (EMU) process, made the market increasingly attractive to wholesale investors, including major
institutional investors, Central Banks, and own-account traders at securities houses and banks. Indeed, confidence in
the market, in the light of expectations of EMU became so strong that ECU yields fell below the theoretical yield on an
equivalent basket of bonds. The early 1990s also saw a rapid growth in issuance, and new entry by underwriters. These
developments were complemented by a significant new entry of market-makers to the sector. However, the forty-four
market-makers—the number registered with ISMA—always gave a false impression of the actual amount of activity in
the market. Market sources suggest that at most there have been twelve ‘serious’ market-makers who regularly offered
two-way prices.

According to Euromoney (1992), the ECU sector became prey to forms of overcompetition typical of the euromarkets
in earlier years (see Davis (1988b) and Ch. 7), as new entry became excessive in relation to the business, both in the
primary and secondary markets. Rather than seeking profit, banks were seeking long-term strategic advantage, keen to
make their reputations and establish relationships in what was expected to develop into Europe's bond market.
Accordingly, there is evidence of underpricing of deals, with the underwriter accepting low or zero profits in order to
‘buy’ market share, and accepting large, long-term underwriting positions. In the secondary market, new entry led to a
narrowing of bid–ask spreads and an increase in maximum size of trades. Bid–ask spreads were further compressed by
client access to inter-dealer brokers. Securities houses would often seek to make their money from own-account
trading, without developing a client base, taking on large and risky secondary-market positions. The market-makers
could be caricatured as ‘treating a euromarket like a government bond market’—perhaps unsurprisingly given that
many of the large, liquid issues were ECU government bonds. The market also suffered from other structural
problems, namely that it was difficult to
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hedge, given the cash-market liquidity was greater than that of the MATIF futures contract; and the lack of a post-ten-
year swap curve which would have permitted asset swapping.

The uncertainty created by the Danish and French referendums regarding prospects for EMU led to heavy selling in
the market in mid-1992, both by institutions and by market players seeking to unload positions following previous
excesses—and engendered a collapse of activity and progressive withdrawal of market-makers from active trading. The
crisis occurred in stages. The Danish ‘no’ vote led to an initial reduction in liquidity, with sizeable losses by market-
makers. The second crisis occurred late in July, when a one-day suspension of the obligation to make markets was
followed by a resetting of spread and size guidelines in an attempt to encourage dealers to make markets. At the end of
August, as liquidity fell further, the conditions were further relaxed. But although in the wake of this, four remaining
dealers made prices for a few hours, the initiative to restore liquidity collapsed and liquidity remained poor for some
months. During this period of turmoil bid–ask spreads widened sharply, and ECU bond yields rose to well above their
theoretical levels. Notably at ten-years, primary issuance declined to near-zero from June onwards. As for FRNs, the
collapse had little relation to credit risk—it was rather a sharp increase in market risk, associated in turn with
uncertainty on the future valuation of bonds, which led in turn to liquidity risk (i.e. difficulty in selling), as described. In
effect, the problem in ECU was reported to have started with heavy selling of twenty-year Italian bonds (perhaps the
most vulnerable to market risk), and spread. With relatively little futures liquidity to enable hedging, and lack of a swap
curve so far out, liquidity difficulties rapidly emerged.

As in earlier collapses of debt-market liquidity, once there was a shock to confidence—i.e. an increase in uncertainty
that leads players to adjust their decision processes rather than merely their current opinions—it took a long time to
rebuild. The turnover data show that turnover remained as high in the third quarter as in the second but halved in the
fourth. The Bank of England (1993c) suggest that high turnover in the third quarter was due to heavy selling by
market-makers trying to unload unprofitable positions rather than genuine end-demand. Although there was a slight
pick-up in 1993, turnover did not recover the 1992 level. Uncertainty spread from secondary to primary markets,
making issuance difficult. Other reasons for the protracted nature of the crisis can also be adduced. For example, the
reputation of market-makers was tarnished and their relationships with institutions devalued. Second, the market-
makers (and underwriters) themselves, having been left with inventories of bonds in the collapses, were cautious about
future activity. Countervailing factors that made the market relatively resilient were the commitment of governments to
the markets, via their own issues and their desire to shift or retain ECU business in their own financial centres.
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It is suggested that the ECU bond crisis was akin to the FRN crisis discussed in Chs. 6 and 7. The collapse occurred in
a market for an instrument that is itself a financial innovation, whose properties in periods of stress had not yet been
evaluated. Institutional investors rather than retail clients were the main investors in the market. The crisis followed a
bull market in the instrument, which entailed heavy issuance in the primary market, declines in yields and yield spreads
relative to other securities, rising trading volumes, and narrowing secondary market bid–ask spreads (as ‘liquidity
trading’ increased). New entry of intermediaries, and intensification of competition among existing intermediaries, was
a feature of the crisis; contemporary accounts suggest that their activities accentuated the narrowing of spreads and
reduction in prices, partly in furtherance of non-profit maximizing objectives in the short term (‘strategic competition’
for market share). However, rapid growth in debt did not lead to higher leverage of borrowers; rather, creditworthy
borrowers chose to substitute between markets.

The bull market led to clear overconfidence in the market, with prices overshooting fundamental values, large
underwriting exposures and position taking, disregard of differences in instruments' characteristics, and liquidity being
expected to remain high despite structural problems such as lack of hedging opportunities and of a government willing
to support the market. These patterns indicate a collective self-deluding failure on the part of market participants to
attach more than a low probability to a crisis of the type that emerged. A ‘shock’ to such confidence, caused by an
uncertain event (referendums), led to a major re-evaluation of the securities' value.316 The consequence was heightened
uncertainty (both for investors and market-makers), an increase in selling, withdrawal of market-makers, and widening
of spreads. In each case these culminated in a collapse of liquidity and of market prices that made primary issuance
virtually impossible—effectively a form of quantity rationing of credit was imposed—and which persisted for some
time, though the (creditworthy) borrowers could obtain funds at a higher price elsewhere. Also the capital adequacy
and liquidity cover of financial intermediaries in relation to losses incurred generally proved sufficient to prevent their
collapse in the wake of the market. Probably partly for this reason, the authorities did not feel it necessary to intervene
decisively.
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(e) An Assessment of Recent Periods of Financial Instability
Features of the four periods of financial instability discussed in this section are summarized in Table 9.14. There are
strong parallels between the first three crises, and between them and that in Norway outlined in Ch. 8. They all
followed a liberalization of finance, which triggered intense competition among banks for market share, lower credit
standards, excessive trust in

Table 9.14. Summary Table of Financial Instability

Finland Sweden Japan ECU bonds
1991–2 1991–2 1992–4 1992

Debt accumulation Yes Yes Yes Yes
Asset speculation Yes Yes Yes —
Concentration of risk Yes Yes Yes —
Regime shift Yes Yes Yes Yes
New entry/competi-
tion

Yes Yes Yes Yes

Innovation — — — Yes
Monetary tightening Yes Yes Yes —
Declining capital ra-
tios

Yes Yes Yes —

Credit rationing/
runs

Yes Yes Yes Yes

Contagion between
markets

— — — —

International trans-
mission

— — — Yes

Action by the au-
thorities

Yes Yes Yes —

Dysfunction of fi-
nance/economic
collapse

— — — —

collateral values, and in some cases pure risk taking. It can be argued that a factor underlying this pattern was the
reduction in franchise value of banks to which deregulation gave rise, and which reduced the potential costs of risk
taking. The pattern in turn led to excessive and concentrated growth in lending to real estate. Monetary tightening and
economic slow-down, together with unforeseeable regime shifts such as the collapse of the Soviet Union (Finland) and
the tax reform (Sweden) caused a fall in real-estate prices, which devalued collateral at a time when borrowers' cash
flow was under pressure. There was clearly often also a broader feedback effect of lower credit and property prices on
the economy itself, which worsened the situation. Loan losses led to declining capital ratios, which led to wholesale
bank insolvency in Scandinavia, and the threat of it in Japan. Some borrowers clearly faced a tightening of credit
rationing. Governments were heavily involved in damage limitation, which has proved extremely costly in Scandinavia.
As regards theory, the crises featured elements of the financial fragility, monetarist, uncertainty, credit-rationing and
agency cost theories, and of industrial competition.
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The fourth crisis was different again, in being less linked to fragility and liberalization and more to the consequences of
seemingly unbounded market risk on the functioning of a market-maker structure patronized largely by institutional
investors. The ECU crisis, like its forerunners in junk bonds, FRNs, Swedish CP, and Penn Central, offers credence to
the parallel drawn in Ch. 5 Sect. 9 between market-liquidity collapse and bank runs, using the ‘liquidity insurance’
paradigm, although the crisis followed increases in generalized uncertainty regarding equilibrium prices rather than
asymmetric information317 between investors and market-makers. The forerunners of the collapse, as for the other
market-liquidity crises, follow quite closely the predictions of uncertainty, credit rationing, and industrial theories, for
example the role of intense competition among market-makers, innovation, deviations of prices and quantities from
fundamentals, excessive optimism regarding liquidity given structural conditions, and the role of shocks in sharply
reversing confidence. On the other hand, although debt growth preceded the events, its incidence was not always
related to the cycle and credit risk in the way predicted by theories of financial fragility.

Conclusions
Experience of the early 1990s decisively confirms the generality of the phenomena outlined in Chs. 4–7, as well as the
theoretical framework developed to account for such phenomena. The mechanisms whereby financial fragility spills
over onto the real economy, as outlined in Ch. 4 arose in a large number of countries over 1988–93; bank lending to
(or secured by) real estate, macroeconomic effects of real-estate prices, and volatility of saving were central to the
patterns of growth and recession, and indeed interacted with each other to worsen the situation. An interesting feature
is that at least three of the banking crises of the 1990s combine financial fragility and systemic risk, in a way that is
common to the crises in Norway and Australia discussed in Ch. 8. Indeed, like these other instances, the crises were
akin to the first stages of the Minsky–Kindleberger debt deflation (Ch. 5), albeit forestalled, unlike the Great
Depression (Ch. 8) by government intervention. Although the ECU bond crisis was in many ways different, it still has
many of the features of systemic risk, notably a sharp decline in liquidity following a shock, which threatens solvency
due to structural weaknesses in the market concerned. This form of liquidity failure in debt-securities markets is
considered important given the ongoing process of securitization. The implications of the phenomenon are assessed
further in Ch. 10.
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10 Analytical Issues Arising

Introduction
This chapter provides a selective summary of recent work in a number of areas relating to debt, fragility, and instability.
First, four issues relating to bank debt are probed, namely real-estate lending, pricing of risk, the putative decline of the
banking sector, and the ‘credit channel’ of monetary transmission. Following this, issues in securities markets relating
to derivatives, market-liquidity risk, and the relation of institutional investors to financial instability are outlined. In a
final section, the linking issue of risk in payments and settlements systems is considered. In each case, the aim is to
provide the reader with a basic discussion of the relevant issues and with references for further reading on the topic
concerned.

(1) Bank Lending to Finance Real Estate
The patterns outlined in Chs. 4 and 9 pinpoint real-estate lending as a major source of banking difficulties, and
indirectly of financial fragility for the wider economy. The analytical issue raised is why banks are so prone to undertake
what proves in retrospect to be overlending to this sector, and what could be done to alleviate the problem. Lewis
(1994) points out that there are a number of underlying characteristics of property which make it hazardous for
lenders. For example, the heterogeneity and legal complexity of property rights results in higher transactions costs,
greater information asymmetries, lower marketability, and greater risks than in most other asset markets. As property
investments are long term and highly geared, their profitability is vulnerable to interest-rate swings, particularly when
financed by floating-rate debt. The markets may be subject to bubbles, as developers follow the lead of others and
mistake temporary rises in rents for permanent ones. The long time-lag from planning to completion, with inelastic
short-run and elastic long-run supply of property leads the market to alternate between shortage and excess supply,
often over a period in excess of the normal business cycle.



But besides these fundamental characteristics, Lewis (1994) suggests that the market's instability may be aggravated by
behaviour of lenders. As emphasized in Ch. 9, there is a strong correlation in countries such as the UK between
lending to property and construction companies, and property prices. Banks seem vulnerable to ‘loss of memory’ in
this market, as in the UK, Australia, and the USA, where they made repeated losses in the mid-1970s and the late
1980s. In the 1980s in the UK, they also provided funds to property at the same time as institutional investors were
withdrawing, thus taking on more of the total risk than in previous property cycles.

Besides the general factors underlying growing bank lending outlined elsewhere in this book (deregulation, lax
monetary policy, and competition among financial institutions, in particular), some authors suggest that banks may
have chosen to lend to real estate in the 1980s, partly for lack of any alternative. The case is made by Hargraves et al.
(1993), and outlined in detail in the section of Ch. 9 relating to Japan. It is suggested that banks faced a decline in
demand for funds by traditional borrowers in Japan, the UK, and the USA, while savers shifted from bank deposits to
indirect security investment in pension and mutual funds and insurance companies. These put banks' funding and
lending markets under pressure and encouraged a shift by banks into riskier investments, by in effect recycling funds to
asset markets such as those for real estate.

In addition to these negative factors relating to other forms of lending, banks may find real-estate lending per se
attractive for a number of reasons. For example, there is the issue of collateral, which is readily available in the form of
the building itself. As noted in Ch. 1, taking security may in theory reduce risk of lending by providing insurance if the
borrower's cash flow fails as well as helping to select lower-risk borrowers. But unlike other loans, the cash flow to repay a
property loan is not independent of the collateral, with changes in vacancy rates or rental values being immediately
reflected in the resale value of the building. Also collateral for property loans is highly specific and potentially illiquid; a
situation in which ‘control’ exerted by banks may be ineffective (Davis 1993a). Note also in this context that, unlike
traditional lending, banks do not have access to ‘private information’ from property borrowers that is unavailable to the
market, in the way they are with most corporate customers, and entry to property lending by new banks is relatively
easy for this very reason. It is hence questionable whether banks have a comparative advantage over other sources of
finance for such deals. Since the length of property cycles tends to exceed that of the business cycle, with waves of
development at irregular intervals, a bank can easily become overoptimistic. In seeking accurately to evaluate risk a bank
needs a very long—or an international—perspective. This point helps to explain why new entrants to markets are
particularly vulnerable. Moreover, it should be noted that banks tend to enter property-lending contracts which may
oblige them to continue to

ANALYTICAL ISSUES ARISING 297



finance property after market conditions change, given a long lag between commitment and drawdown.

But Lewis (1994) suggests that the most important reasons for overlending are strongly related to the ‘industrial’
analysis of Ch. 7, notably the fact that the large value of property loans makes them suitable for rapid expansion of
bank balance sheets in a phase of competition for market share, despite the accompanying dangers of balance-sheet
concentration. Property loans generate sizeable front-end fees that boost profits immediately, in advance of loan
exposure, thus encouraging ‘disaster myopia’ and disregard of later risks. Collective desire by banks to grow helps in
itself to generate syndicates and suitable interbank funding to back expansion of property lending, in a way that would
be difficult for individual banks. As noted in recent studies of psychology, groups are particularly vulnerable to lapses
of rationality, as noted by Lewis (1994: 15): ‘Psychologists studying decision-making in groups have found that group
members are willing to make decisions involving greater risks than their individual preferences—behaviour they refer
to as “risky shift” behaviour. In particular, group behaviour is marked by the suppression of private doubts, pressures
towards uniformity, close-mindedness, downplaying of warning signs and the illusion of invulnerability (Buchanan and
Huczyniski (1985), Arnold et al. (1992))’.318 We consider this an interesting extension of the ‘disaster myopia’ paradigm
of Guttentag and Herring (1984), outlined in Ch. 5, and the related psychological underpinning.319

Complementing these explanations for banks' behaviour must be explanations why depositors did not demand higher
yields to offset increases in risk. Although lack of information regarding banks' behaviour is one possible line of
argument, more convincing is the case made in Ch. 5 that depositors have no incentive to discipline banks if they are
protected by an explicit or implicit safety net (Hargraves et al.1993). Absent the removal of such protection, the burden
of preventing a repetition of overlending must lie with the banks themselves, their owners, or the regulators.

In this context, Lewis (1994) suggests various ways to remedy the problems of the real-estate market. For example, as
discussed in the section

298 ANALYTICAL ISSUES ARISING

318 A related point, noted by Sijben (1994), is the tendency of individuals to disregard low-probability, high-cost events by, for example, building on flood plains.
319 For a recent survey of ‘behavioural finance’, with many further insights into possible sources of market irrationality, see De Bondt and Thaler (1994), who instance the

importance of overconfidence (that people overestimate their knowledge and ability); non-Bayesian forecasting (excessive weight given to similar or recent events in forming
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decision-making). Note that many of these may lead to poor credit-granting or liquidity-holding decisions, threatening financial fragility, e.g. fads/fashions/social norms for
leverage. The discussion of organization theory in Ch. 9 Sect 3, during the discussion of the Swedish banking crisis, is also of potential relevance.



below, better information on aggregate loan volumes, sectoral lending, and sectoral provisioning may help. But to the
extent the errors are due to aberrant group behaviour on the part of banks, direct regulation might be advocated, such
as severe limits to debt-to-equity ratios, limits to the portfolio share of property loans, or even banning property-
lending altogether. As discussed in the following section, higher capital weights on property loans could be justified
economically by their high systematic-risk content. More desirable may however be better corporate governance by equity
holders of well-capitalized banks320 to prevent banks taking excessive risks with their equity assets (Gorton and Rosen
(1992) make similar suggestions). Opening up of banking to take-overs would seem to be a precondition for greater
leverage by equity holders over bank managers. (This point is discussed further in the Conclusion.)

(2) Pricing of Bank Risk
Although loan losses are obviously a normal aspect of banking business, the episodes depicted in this book have clearly
shown periods when risk pricing has gone awry; and heavy losses have been incurred. This section discusses how loans
should be priced, and reports results of research (Davis 1993b), based on actual data for a major UK bank321 over
1976–91, which shows how in this case past data on loan losses, correctly interpreted, could have helped warn of the
losses incurred in the late 1980s and early 1990s.322

As outlined in Ch. 1, the expectation that some borrowers will default lies behind a bank's pricing and diversification of
risks (as well as quantity rationing of credit, where appropriate) which are aimed to minimize the variability of
distributable earnings over the cycle. In normal circumstances, a diversified portfolio of loans with appropriate spreads
which reflect this expectation generates enough income to offset losses without call on own resources. An additional
buffer is provided by the return on equity, which at (say) 20 per cent and with a 4 per cent equity/assets ratio adds 80
basis points to losses that can be incurred without showing an overall deficit; given dividend payments—and
reinvestment of retentions—are discretionary, this can be devoted to loan losses when circumstances require.

To meet unanticipated losses, however, a bank may need to go beyond its profits and draw on its reserves
or—ultimately—its shareholders' funds
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in order to provision323 against loan losses. Such capital, which is built up either from retentions or new equity issues,
forms a buffer against insolvency during periods with temporarily high losses. As discussed in Ch. 5, the Basle Accord
on capital adequacy imposes minimum standards for internationally active banks' capital adequacy, based on a method
of weighting assets according to their risk. One criticism of Basle that was noted in Ch. 5 is that no explicit account is
taken of covariances between risks, which could make contributions of sectoral loans to portfolio risk higher (if
sectoral losses are highly correlated with the rest of the portfolio) or lower (if they are uncorrelated). This is the basis of
the analysis outlined in this section, which estimates a model of both total and sectoral provisioning. It relates total
provisioning to macroeconomic aggregates, and sectoral provisioning to the total by means of simple equations thus
show how strongly sectoral losses are correlated with aggregate losses.

Aggregate provisioning was found to be related to GDP, interest rates, bankruptcies, and corporate gearing
(Table 10.1). The importance of gearing offers an explanation for the failure of simpler approaches to capture the
increase in risk at the end of the 1980s. Addition of a term in past loan growth proved highly significant in boosting
provisions. This implies that, as suggested in Ch. 7, rapid balance-sheet growth increases future provisioning sharply. Meanwhile,
there are significant differences between industrial sectors in the mean and variance of related loan losses (Table 10.2),
and the most vulnerable sectors often covary most strongly with losses on the total portfolio, indicating high systematic
risk, and hence a need for high spreads. In particular, a 1 per cent rise in total losses over 1976–91 implied an average
increase in losses on property of 1.9 per cent, while at the other extreme, provisions for loans to the chemicals, mining,
and motor vehicle sectors tended to fall. The most volatile sectors—property and construction, as discussed
above—often had a high and rising portfolio share over the 1980s, and given overall losses incurred in the early 1990s,
it can be suggested that spreads were probably inadequate. Using this model, Davis (1993b) shows that due to previous
experience of losses in lending to UK property and construction in the mid-1970s, and if it had been possible to
forecast the depth, length, and incidence of the 1990–2 recession, the combined model of aggregate and sectoral losses
could have helped predict the pattern of losses and warned the bank to adjust its portfolio and/or spreads. He also
showed that the beta coefficients could be used to weight the individual portfolio shares to give a summary index of
the vulnerability of the portfolio, which showed that there was a sharp increase in overall risk over the 1980s.
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Table 10.1. Econometric Equations for Provisions 1976 H2–1991 H2 (Half-Yearly Data)

Key PROV = New and increased provisions TC = No. of extant companies
BS = Bank balance-sheet total KB = Stock of company bank borrowing
RR = Real interest rate KS = Company capital stock at current replacement

cost
GDP = Real GDP
CL = Company liquidations WO = Write-offs

Cointegrating vector

R2 = 0.8; SE = 0.24; DW = 2.6; DF = −7.3; ADF = −3.4
Dynamic equation

R2 = 0.78; SE = 0.23; DW = 1.5; LM(2) = 4.1; RESET(1) = 0.03;
NORM(2) = 1.8; HETERO(1) = 1.9; CHOW(4) = 3.8
Forecasts

Actual Forecast
90 H1 0.61 0.42
90 H2 0.82 0.59
91 H1 0.02 0.33
91 H2 0.41 0.28

Other results of interest were that at an aggregate level, the distribution of annual losses was indicated to be skewed
and not normal, since the ‘worst case’ in an individual period was well beyond two standard deviations above the mean
level of provisions, the conventional measure of significance (Table 10.3). Hence loan pricing based on a normal
distribution of losses would tend to underprice risk. Moreover, if actual losses were cumulated over time, artificial
calculations based on assumed spreads show that even a slight underpricing of risk, which might appear justified by a
backward-looking perspective, can lead to calls on capital, or the need for sharp increases in spreads.

The degree to which the results generalize depend on the view taken of how ‘typical’ this bank is, and how diversified
across the entire economy. In Davis's view it fulfilled these criteria adequately. On the other hand,
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although the sectoral covariances were reasonably stable over time, shifts in response to economic conditions could
not be ruled out. In other words,

Table 10.2. New and Increased Provisions as a Percentage of Sectoral Lending (UK Bank)

Mean (%) SD (%) Max (%) Beta coefficienta t-value
Agriculture 0.19 0.12 0.45 0.8 (4.6)
Mining and quarrying 0.25 0.36 1.5 −1.4 (2.0)
Construction 0.66 0.55 2.83 0.9 (6.3)
Food, drink, and to-
bacco

0.20 0.19 0.83 1.1 (4.0)

Chemical and allied 0.23 0.28 1.15 −0.3 (0.1)
Metal manufacture 0.23 0.27 1.29 1.4 (2.2)
Electrical engineering 0.43 0.30 1.11 0.8 (3.5)
Other engineering 0.58 0.60 2.84 1.3 (4.4)
Shipbuilding 0.88 1.2 5.84 0.6 (1.0)
Motor vehicles 0.43 0.50 1.91 −0.4 (0.7)
Textiles, leather, and
clothing

0.71 0.52 1.97 1.0 (2.8)

Other manufacturing 0.55 0.44 1.95 0.9 (4.8)
Property companies 0.67 0.8 3.13 1.9 (7.3)
Transport and com-
munication

0.73 1.0 6.10 1.0 (4.6)

Central/local govern-
ment

0.03 0.09 0.46 — —

Retail distribution 0.64 0.44 2.04 0.7 (3.3)
Other distribution 0.44 0.31 1.27 0.7 (3.4)
Insurance and pen-
sions

0.09 0.24 1.3 — —

Other financial 0.42 0.60 2.75 1.9 (2.8)
Professional/scientif-
ic/miscellaneous

0.59 0.43 2.15 0.7 (6.3)

House purchase 0.06 0.06 0.2 0.9 (4.9)
Other personal 0.76 0.64 2.83 0.6 (6.3)
Total excluding finan-
cial and personal (TE)

0.54 0.36 1.8 1.1 (25.6)

GRAND TOTAL (GT) 0.49 0.30 1.62 —
a Coefficient β in regression: Δln (sectoral provisions) = α + β Δln (total provisions)

the analysis cannot be used mechanistically without a view of structural developments in the economy and of financing
patterns. The results imply that collection of sectoral data on loans, provisions, and write-offs is helpful to banks'
pricing decisions, which should be taken on a portfolio basis, with due allowance for systematic as well as total risk of
individual loans. Data on spreads and returns as well as losses would help an assessment of the accuracy of risk pricing.
Similar analysis of firm size as a determinant of risk might be a useful supplement.

The analysis also casts light on the limitations of the current Basle capital adequacy agreement, since the covariances
shown are not taken into
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Table 10.3. Losses as a Percentage of total sectoral advances (UK Bank)

Mean (%) SD (%) Mean + 2 SD Max (%)
Agriculture 0.012 0.007 0.026 0.032
Mining and quarrying 0.001 0.002 0.005 0.009
Construction 0.046 0.042 0.13 0.203
Food, drink, and tobacco 0.004 0.003 0.01 0.011
Chemical and allied 0.003 0.006 0.015 0.03
Metal manufacture 0.001 0.001 0.003 0.005
Electrical engineering 0.009 0.006 0.021 0.024
Other engineering 0.028 0.04 0.108 0.208
Shipbuilding 0.002 0.003 0.008 0.014
Motor vehicles 0.003 0.005 0.013 0.018
Textiles, leather, and
clothing

0.013 0.010 0.033 0.04

Other manufacturing 0.022 0.018 0.058 0.075
Property companies 0.054 0.076 0.206 0.265
Transport and commu-
nication

0.013 0.018 0.049 0.105

Central/local govern-
ment

0.00001 0.00001 0.00021 0.001

Retail distribution 0.041 0.027 0.095 0.107
Other distribution 0.022 0.015 0.052 0.063
Insurance and pensions 0.00003 0.001 0.00203 0.007
Other financial 0.005 0.008 0.021 0.038
Professional/scientific/
miscellaneous

0.085 0.078 0.241 0.395

House purchase 0.007 0.008 0.023 0.039
Other personal 0.115 0.085 0.285 0.361
Total excluding financial
and personal

0.360 0.241 0.842 1.199

GRAND TOTAL 0.487 0.304 1.095 1.615
Annualized 0.974 — 2.19 3.23

account. Authorities are of course free to set higher risk weights for risky sectors, but are not allowed to compensate
by reducing them for uncorrelated sectors, where risk is highly diversifiable. They would thus risk putting their banks
at a competitive disadvantage by adopting this approach.

(3) The Future of Banking
In the wake of the period of financial fragility and instability experienced in the 1970s and 1980s, but also as a
consequence of structural developments (as outlined in Ch. 1) that may entail a shift in comparative advantage from
intermediated to direct finance, an important issue is whether
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banking is in decline, and if so, what are the consequences. This section assesses this suggestion from three widely
diverging points of view, first by considering the profitability of banking, second by measuring the changing share of
banks in various aggregates at a macroeconomic level, and third by noting recent studies that offer evidence on banks'
uniqueness (and thus offer evidence that banking may have a secure future).

(a) Evidence from Rates of Return
In support of a hypothesis of decline, Llewellyn (1992) cited factors common to many OECD countries relating to rates
of return to banking business such as a decline in banking profitability, loss of credit rating, related higher costs of capital,
pressure to cut costs and dividends. He summarizes briefly the main secular pressures on banking as: increased
competition and contestability after deregulation; technology inducing lower transactions and information costs in the
capital market; financial innovations producing a wider range of capital-market instruments, and more complete capital
markets; lowering of entry barriers to banking; a process of unbundling of financial assets into constituent parts (such
as origination and financing of loans), which has facilitated new entry and increased competition; ‘asymmetric
competition’ whereby owing to regulation entry of non-bank financial firms to banking is easier than for banks to
diversify into non-bank financial business; excess capacity in banking; unsustainable cost structures; erosion of
endowment profits (on low-interest accounts); declines in the value of the bank franchise owing to loss of information,
monitoring, and reputation advantages; and less protective regulation. He notes that although some of these points are
cyclical, or relate only to the adjustment to a liberalized environment, many are clearly permanent.

A number of these points—and notably the existence of excess capacity—are highly contested and inherently difficult
to evaluate. But the overall picture is clear, and congruent with that emerging elsewhere in the book. Besides their
relation to the process of deregulation and overlending in the 1980s, Llewellyn (1992) suggests that these tendencies
are usefully analysed in the context of the theories of intermediation outlined in Ch. 1,324 whereby, for example, banks'
information advantages over markets are being undermined by development of rating agencies, better information-
processing technology, and disclosure laws. And losses in recent years cast doubt on banks' comparative advantages as
delegated monitors, enforcers of contracts, and institutions partaking of information advantages. Shifts of higher-
quality borrowers to the capital market, by leaving banks with the more difficult-to-evaluate risks, may have put more
stress on their credit-evaluation
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function than it was able to bear.

Llewellyn suggested that these changes have reduced banks' advantages vis-à-vis capital markets, non-bank financial
companies, non-financial companies, and their in-house banks. Spurred additionally by the capital adequacy
regulations, the banks' response has been a contraction in traditional banking in favour of fee-earning financial services
business, changes in the ethos of banking towards return in equity rather than asset growth, consolidation, and a
relative shift of financing to the capital market.

(b) Evidence from Balance Sheets
Clearly Llewellyn's argument does not imply that banks themselves will disappear as institutions, but rather than
traditional banking as described in the theoretical paradigms of Ch. 1 will diminish in importance. This tends to be
confirmed by analysis of the data. These show that there is certainly a falling shares of bank loans and deposits both in
intermediation (relative to non-banks such as pension funds and mutual funds) and in total financial assets (including
direct finance). For example, in the USA, insured deposit liabilities fell from 47 per cent of financial institutions'
liabilities in 1980 to 33 per cent in 1990. As shown in Table 10.4, similar patterns are apparent for shares of banking in
the financial sector in the UK, Japan, and France, but not in Germany. But shares of banks in total assets tend to be
stabler, except in France (Table 10.5).

Table 10.4. Banks' Relative Importance in the Financial Sector

1980 1993
UK 0.62 0.54
US 0.33 0.24
Germany 0.83 0.82
Japan 0.60 0.48
France 0.86 0.73

Note: Bank assets as a proportion of assets of all financial institutions

Table 10.5. Banks' Relative Importance in Total Assets

1980 1993
UK 0.25 0.25
US 0.11 0.09
Germany 0.38 0.38
Japan 0.26 0.22
France 0.39 0.27
Note: Bank assets as a proportion of all financial assets
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But two points need to be added. First, this decline in share of assets or liabilities relative to the rest of the financial
sector is a long-term phenomenon, as noted in Goldsmith (1985) and the Appendix to Ch. 1, and thus not only related
to difficulties banks have faced in the 1980s. Second, as noted by O'Brien and Browne (1992), bank assets have tended
to hold their own relative to GDP, while other financial institutions have increased their share, suggesting an important
continued role for bank finance.

Moreover, the size of the balance sheet is a poor measure of the output of banks as institutions, since it excludes
off-balance-sheet items and fee-earning services, which also contribute to banks' functional importance to the
economy. Kaufman and Mote (1994) show that the simple addition of trust services, non-bank subsidiaries, and bank-
operated mutual funds to balance sheets goes some way to eliminating the decline in banks' share of financial services
in the USA. In addition, there are sources of bank income which are unrelated to owning or managing assets, but are
none the less often related to banks' traditional advantages in credit evaluation, such as lines of credit, letters of credit,
futures, options, and swaps, as well as activities based on ‘unbundling’ of financial assets, including origination of loans
which are later securitized (cf. Ch. 1). The increasing importance of these is reflected in an increase in the share of bank
income accounted for by non-interest income (for cross-country data see Vesala 1993).

Boyd and Gertler (1994) sought to adjust US bank assets systematically for off-balance-sheet activities. One method is
to transform those services involving credit risk—loan commitments and letters of credit—into asset equivalents using
their Basle risk weights, thus giving a level of assets that would give the same risk exposure. An alternative is to assume
all sources of non-interest income offer the same rate of return as net interest income, and calculate implicit
non-interest-earning assets which may be added to the balance sheet. Using these methods, virtually all the decline in
bank ‘assets’ share in the USA disappears. Of course, to gain an accurate picture, a similar approach should be adopted
for other financial institutions. Alternatively, it can be argued that stock-based measures using actual or estimated
balance sheets are in any case inferior to flow-based ones as measures of output.325 In fact, calculation of both total
receipts of banks and of total receipts net of interest payments (a proxy for value added) as a share of similar measures
for the financial sector give a constant share of banks in the rising share of value added of the financial sector in GDP.

On the basis of these measures, Kaufman and Motte (1994) conclude that there is little evidence of a decline in
banking, though they acknowledge that the sector might have grown faster in the USA had it not been restricted from
certain activities by regulation.
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(c) Evidence from Studies of Banks' Uniqueness
Concluding this section on a more theoretical note, a comment made at the end of Ch. 1 is that theory is far ahead of
empirical evidence in proving the hypotheses that banks have informational or other advantages on the asset side that
make them unique, and which would thus underpin their survival. Recent research has made progress in this direction,
which is thus circumstantial evidence that banking functions are likely to retain their importance.

Emerging direct evidence of comparative advantages of banks over other forms of finance include signalling effects of
bank-lending relationships on the cost of other forms of finance, as other providers of external finance appear to take
existing lending relationships and the associated agreement on the part of the firm to be monitored as a positive signal
about firm quality. James (1987) shows that the announcement of a bank loan agreement tends to have a positive effect
on the overall valuation of the firm. James and Wier (1990) also give evidence that underpricing in initial public
offerings of shares is much less for firms with established borrowing relationships, as it gives information about the
firm's market value. These observations are clearly consistent with monitoring advantages for banks. Fama (1985) and
James (1987) show that borrowers and not depositors tend to bear the tax of reserve requirements. This suggests that
borrowers obtain services from banks which are not obtainable elsewhere, otherwise they would shift to avoid the
burden of the tax. Elliehausen and Wolken (1990) show the importance of bank-lending relations to small firms and
reliance of such firms on banks which are geographically close. Complementary research by Hannan (1991) shows that
there exist local banking markets in which lenders have monopoly power and are able to raise interest rates on loans
when they desire. This implies that imperfect substitutability is an important empirical phenomenon. Regarding the
value of banking relationships, Slovin, Sushka, and Polonchek (1993) found that borrowers from Continental Illinois
Bank (Ch. 8), had negative excess stock returns during its crisis and positive returns during the bank's rehabilitation.
The size of the excess returns varied with the importance of the relationship between the bank and the borrower.
Petersen and Rajan (1994) similarly found positive effects of close and committed banking relationships on firms'
value. Meanwhile, Berger and Udell (1992>) show that securitization has not changed the importance of banks as
monitors of debt claims holding illiquid assets, partly because the loans which are securitized are often held by other
banks rather than direct investors. These studies suggest that banks do have a clear comparative advantage over other
sources of finance, for certain types of transaction.

To summarize, banking clearly faces major challenges in the 1990s (Sect. (a)), but at the time of writing seems likely to
retain its comparative
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advantage in monitoring (Sect. (c)). This will be used for a shrinking proportion of on-balance-sheet loans to risky
borrowers, and a broadening group where the bank originates the loan, guarantees it or otherwise uses its relationships,
reputation, and expertise, without an on-balance-sheet commitment, as outlined in Sect. (b). Some possible
implications of structural changes in banking for monetary policy and the macroeconomy are noted in the next section.

(4) The Credit Channel of Monetary Policy Transmission
Imperfect substitutability between bank and market credit, particularly for households and small firms, was stressed in
the theories of debt in Ch. 1 and of corporate finance in Ch. 2, as well as in the section above on the potential decline
of banking. It is also an important factor underlying the macroeconomic consequences of banking difficulties, as
emphasized by Bernanke (1983) and discussed in Chs. 4, 5, and 9. This section discusses the use made of such
imperfect substitution in recent developments in monetary economics, relating to the so-called credit transmission of
monetary policy, and the implications of fragility, financial liberalization, and a decline of banking for such transmission
mechanisms.

The traditional view of monetary transmission relies on the effects monetary impulses may have on equilibrium in
asset markets. For example, in the simple textbook IS/LM case there are only two assets, money and bonds. Money is
special because of its unique characteristics as a means of payment. Bank loans, by contrast, are assumed to be perfect
substitutes for bonds, and can therefore be ignored as a separate category. In this framework, a change in the money
supply is considered to affect ‘the’ interest rate (i.e. the bond yield) to an extent dependent on the interest elasticity of
the demand for money. Its effect on a (closed) macroeconomy is then dependent on how expenditures respond to a
higher interest rate. Typically the bulk of the adjustment is assumed to occur via investment spending. Changes in
investment in turn lead to more general changes in economic activity and/or the price level. In the context of such a
model, monetary aggregates (in effect, bank deposits) are held to be useful intermediate indicators of the stance of
monetary policy, if demand for them is stably related to nominal output and (to a minor degree) to interest rates. There
is assumed to be no substitute for such deposits for transactions; they are the source of banks' uniqueness. Otherwise
banks are passive channels of short-term saving to long-term investment, because the paradigms of investment which
underlie the above description of theory are those of a perfect capital market, where firms may borrow and lend freely
at prevailing market rates in order to determine their spending decisions, and there is perfect substitutability between
bonds and loans (and equities) as means of borrowing.

308 ANALYTICAL ISSUES ARISING



The link to the themes of this book may be introduced by consideration of ways in which capital markets are not
perfect, as outlined in Ch. 1, so there may be imperfect substitution between forms of credit at a macroeconomic level.
Banks would then be implied to be special because they offer the economy a third distinct asset, namely credit, to add
to money and bonds. As a consequence of imperfect substitutability for important classes of borrowers such as
households and small firms, factors affecting the amount of new credit channelled through banks may have important
effects on output, employment, and investment. As noted by Bernanke (1993), the basic assumptions needed for credit
to have a separate effect on the economy from money is that banks do not consider loans perfect substitutes for
securities in their portfolios and that loans and bond issues are not perfect substitutes for companies due to capital-
market imperfections. It need not entail quantity rationing of credit per se. A draining of reserves induced by Central
Bank open-market policy, assuming that the reserve constraint binds on banks, then leads not only to a reduction in
money (bank liabilities) and a rise in interest rates, but also to a parallel contraction in bank assets (Bernanke and
Blinder 1988). As loans and securities are not perfect substitutes among bank assets, and assuming initial portfolio
balance, both will tend to be reduced,326 with banks reducing new lending and failing to renew old loans. Effects on
bank credit will of course be inevitable if banks have few securities. If firms are unable to substitute from bank loans to
other sources of credit or to retentions, their real behaviour will be affected to an extent which will differ from that
which would be generated by the money channel—the rise in money market rates—alone. The incidence of this
separate credit effect will be indicated by the deviation of the cost of bank finance from money-market rates which is
generated by the monetary contraction. This deviation may entail not merely changing loan spreads but also non-price
terms (collateral and loan-to-value ratios) and quantity rationing. These patterns imply in turn that banks play an active
rather than passive role in monetary transmission, and banks are special for their assets and less so for their liabilities. As
noted by Dale and Haldane (1993), the degree of uncertainty of the reaction of the economy to monetary policy is greater
when the credit channel is taken into account. The response of loan rates to official rates will depend on responses of
both banks and borrowers, which may in turn vary over the cycle and through time.

Whether loan rates change more or less than money-market rates will depend on structural and cyclical features such
as competition between banks to make loans and between borrowers for such bank loans. Corporate–banking
relations and costs of adjustment will also enter the picture.327 The degree of imperfect substitutability between types of
finance becomes more important to monetary policy in the light of the analysis.
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Central Banks will need to monitor structural changes in financial markets that may ease the access of borrowers to
alternative sources of credit to banks as discussed above, such as securitized loans, as well as improvements in
monitoring and screening technology that may shift the balance of comparative advantage between markets and banks,
as outlined in Sect. 3 above. The characteristics of the credit channel may also be affected by the degree of imperfect
substitutability on the part of banks between loans and other assets, the means whereby banks may fund themselves
independently of reserve assets, or even shifts in banks' risk aversion.

Financial liberalization—notably abolition of credit controls and removal of barriers segmenting types of financial
business—could weaken the credit channel by leading to a growth of substitutes for bank credit. Equally, Romer and
Romer (1990) have stressed that the credit channel may have weakened in recent years, because of such developments
as the reduction in reserve requirements, which enable CDs to be issued in order to make loans, growth in the scope of
commitment lending that the bank is contractually committed to make regardless of credit-market conditions (Morgan
1994), ability of banks to securitize assets, and development of alternative sources of credit. Financial liberalization may
also affect the credit channel by altering the scope of corporate–banking relations, by enabling firms to escape more readily
from the confines of a close banking link. This may in turn lead the economy to be more unstable, or equivalently to
increase the leverage of monetary policy, if it leads firms to be more likely to be liquidity-constrained in their
investment, or to lessen the ability or willingness of relationship banks to cushion client firms against the interest-rate
cycle. Reserve requirements affecting the costs of banking relationships may have a direct role to play in this process.

Financial fragility will affect the credit channel in a number of ways. If, as experience of the early 1990s suggests, it
affects banks' willingness to lend, thus impacting on the cost of credit, it will have macroeconomic consequences that
will need to be taken into account in monetary policy setting. In particular, shortages of bank capital arising from the
need to provision against non-performing loans may lead banks to seek to contract credit independent of the risk of
borrowers, even in periods of easy money (Bernanke and Lown 1992), or to adjust loan rates less than money-market
rates in order to recapitalize. This would lead the credit channel to generate less lending at a higher cost than money-
market rates would indicate. Bank failures may obviously have an important role to play in the macroeconomy, given
the comparative advantage of banks lending to certain classes of borrowers, and corresponding non-transferable
information and customer relationships. As noted by O'Brien and Browne (1992), more intense competition between
banks may induce banks to reduce their cushion of reserve assets. This could in turn make banks expand or contract
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lending to the customers who remain dependent on them more rapidly in the light of cyclical conditions and
consequent perceptions of risk. For such borrowers, cyclical swings in asset values will also have a greater influence on
bank credit supply in a more liberalized environment, given their effect on collateral values.

The argument of Sect. 3 was that banks may retain a degree of uniqueness, which implies that the credit channel will
retain its importance. This would be particularly the case for small firms, on whom, as the remaining type of borrower
solely dependent on banks, monetary tightening seems likely to bear to an increasing extent, and on whom any effort
by banks to raise profitability in the wake of loan losses will bear disproportionately. But it should be borne in mind
that even if banks' uniqueness were to fade, monetary transmission would still arise via an alternative credit channel
also stressed in Ch. 4. This is the effect of monetary policy operating via asset valuations, which affect company
balance sheets and hence availability of external finance generally, given the associated increase in moral hazard and
adverse selection in the presence of asymmetric information. These effects impinge on all firms seeking external
finance and not just those dependent on banks (Mishkin 1991; Gertler 1988; Bernanke and Gertler 1989).

(5) Issues Relating to Derivatives
This section seeks to outline some of the key issues relating to derivative instruments, in the light of the concerns for
financial stability that have been raised following heavy losses by financial and (especially) non-financial companies
from derivatives trading (see Bank of England 1993b; IMF 1993). A derivative may be defined as an asset or security
whose value depends on one or more basic instruments or variables in a contractual manner. It is important to stress
at the outset the wide variety of instruments which are covered by the title ‘derivatives’. Among the most important
distinctions are between instruments traded in organized markets and those traded over the counter (OTC), and
between contracts that impose obligations (such as futures, swaps, and options (for writers)) and those providing
choice (options (for buyers)).

The emerging consensus among economists and policy-makers is that derivatives are beneficial in facilitating the
dispersion and management of risks, which would otherwise remain on the balance sheet of a single institution, to those best
able to assume them. Thus, for example, banks might lay off interest-rate risk to institutional investors, which have
long-term liabilities and are thus able to absorb it, or institutions themselves might hedge against movements in
exchange rates, asset prices, and yields, which have of course been sizeable in recent decades. As a consequence of the
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wider distribution of risk to willing holders, overall financial stability should be increased. Risk management is not the
only use of derivatives, however; in the case of swaps, derivatives can be used to reduce the cost of borrowing by
enabling borrowers to take advantage of comparative advantages in different markets. By increasing linkages between
market segments, derivatives may also help to diffuse the impact of shocks on market volatility across the domestic and
international financial system, instead of allowing it to remain concentrated in a single market. There is certainly little
evidence of the contrary hypothesis, namely that they amplify the effects on volatility of such shocks across the
financial system. Note, however, that other developments which have accompanied that of derivatives, such as
increased institutionalization and internationalization of portfolios, may increase volatility (see Sect. 7). Institutional
investors may use derivatives markets in their portfolio strategies as the cheapest means of shifting between markets
and/or currencies. But it would not be correct to see derivatives as the original causal factor; in their absence, markets
in the underlying instrument would be used instead.

Certainly there are some potential causes for concern regarding the development of derivatives markets, although it is
important to stress that these do not tend to entail new risks—rather, familiar risks are combined in novel ways. Issues
of potential concern include the concentration of market-makers, especially in over-the-counter markets, which increases
the potential for destabilization resulting from the failure of one of them. Concentration for derivatives is, for example,
far more acute than the concentration of the dealers in the foreign-exchange market. The second is the relatively recent
development of the market. As noted in Ch. 5 Sect. 6, for all players, a relatively new market poses the danger that risk will
be underpriced, since the market has not yet experienced all possible contingencies, such as failure of a major player. A
related point is that institutions need a certain level of expertise in trading derivatives, particularly given the inherent
complexity of the instruments themselves. The notable losses incurred by non-financial corporations over the early
1990s illustrate the consequences of miscalculation, and the ease with which high leverage can be obtained; and losses
following speculation by US money-market mutual funds in 1994 illustrate the potential for retail investors to be put at
risk. In some cases losses by inexperienced traders may entail risks to market-making banks via their counterparty
exposure. The rapid growth of the derivatives markets more generally is likely to mean that a proportion of the players
are relatively inexperienced, having entered quite recently. In this context, a counter-argument to the concern about the
concentration of market-makers noted above is of course that it is desirable for players to have expertise. Given a
shortage of such expertise it may be best for the market to be dominated by firms that have it.

Counterparty risks in derivatives markets are potentially a cause for concern,
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although in practice losses in this field have to date been relatively minor, perhaps because of the generally high credit
standard demanded of counterparties by most banks in the markets. Market risk is obviously a potential source of loss,
but expertise in monitoring and managing risk internally, and in hedging positions has enabled most major players to
avoid losses, at least till the bond-market turmoil of 1994.328 In this context, there is disagreement whether marking-to-
market or LOCOM (lower of cost or market) is the most prudent valuation technique. The former has advantages in
showing actual exposures at any moment in time, but ability to trade out of them depends on liquidity. LOCOM, by
taking a deliberately cautious stance, may be more appropriate in markets where liquidity cannot always be relied upon,
such as the OTC markets. Another source of concern in this area is that the models used to price derivatives often
prove inaccurate during periods of exceptional volatility, such as the 1992 ERM crisis, either because their structural
assumptions regarding the distribution of volatility prove inaccurate or because the future was expected to resemble
the past in terms of variances and covariances. An important element of judgement is needed to know when to ignore
the models and hence avoid losses during such periods.

Another concern is the liquidity risk in certain derivatives markets, notably the OTC markets, discussed in more detail
in the following section. Demands made on derivatives for hedging can at times make liquidity disappear. For example,
market-makers for OTC derivatives seeking to cover open positions may find it difficult to do so in their own markets,
because such tailor-made instruments lack liquidity almost by definition. On the one hand, they may try to take an
opposite position in organized derivatives markets. But although organized markets tend to be more robust than those
in OTC products, there remains a risk that liquidity may not be there when there are major shocks—at the very time
when hedging against illiquid OTC exposures is most essential.

There is some academic evidence that the existence of derivatives does not lead to heightened volatility in markets for
the underlying securities,329 and may indeed reduce it.330 However, it may be best to remain agnostic on this point, since
strong a priori reasons can be adduced for volatility transfer, notably if liquidity in the market for the underlying
instruments is reduced by the growth of the derivatives market, or if the perceived ability to hedge via derivatives leads
to more risky trading or investment strategies
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328 Huge losses were booked by experienced and established US investment banks during this episode.
329 e.g. Broad, Goodhart, and Sutcliffe (1992) found that the advent of futures trading in the London Stock Exchange did not increase the volatility of the spot market;

Edwards (1988) suggested that the introduction of stock index futures and options in the USA did not increase market volatility except for a short time on future's expiry
day (the ‘witching’ hour).

330 Skinner (1989) found that individual stock returns decreased slightly after the introduction of option trading.



in the underlying cash markets (this was a concern linked to so-called portfolio insurance strategies prior to the 1987
stock market crash, see Ch. 6). Also, to the extent that derivatives have tended to benefit the price of the underlying
instrument, given heightened confidence that exposures may be hedged, a collapse in derivatives-market liquidity
would be likely to have deleterious consequences for the market for that instrument.

The main regulatory difficulty at present in the oversight of the derivatives markets is the degree of transparency, given
such exposures are typically off-balance-sheet, and consequently the difficulty both for counterparties and supervisors
in assessing the risks which are assumed by individual institutions.331 As discussed elsewhere in the book, imperfect
information regarding exposures has throughout the history of banking been a source of bank runs and panics. As well
as at the level of individual institutions, there are difficulties in assessing the development of the market as a whole, and
hence, for example, exposures at a sectoral or national level. This is a particular problem for OTC derivatives. Given
the potential risks to which major players in derivatives are exposed, many commentators suggest that it is essential
that several members of the board have the expertise to monitor the standard of reporting of derivatives exposures. The
encouragement of bilateral netting is another important development, as it can significantly reduce counterparty risks.
Legal risks and uncertainties in this area need to be cleared up. Banks also need to be encouraged to set strict
counterparty limits and price transactions so as to enforce them. The development of clearing houses may also merit
encouragement (see Sect. 8). Evaluation and testing of risk models by supervisors is a task of some urgency. And the
volume of banking flows that may be generated by derivatives markets makes robust payments systems yet more essential.
Note finally that credit risks on most derivatives are covered by the Basle Agreement on Capital Adequacy discussed in
Ch. 5; a consultative paper covering market risks (including those for derivatives) has been prepared by the Basle
Supervisors Committee.

(6) Market Liquidity Risk
In Chs. 6, 8, and 9, successive instances have been outlined of liquidity failure in secondary debt markets—the FRN
crisis, Penn Central, Swedish commercial paper, junk bonds, and ECU bonds. Such collapses, it was suggested in the
theory of Ch. 5 Sect. 9, may entail systemic risk in the same way as bank failures, with contagion to other markets and
difficulties for dependent borrowers resulting. Given the growing importance of securities markets, this section seeks
to outline in more detail some of the difficulties
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331 BIS (1992), the ‘Promisel’ Report laid great emphasis on disclosure or derivatives exposure, as well as Central Bank monitoring of overall market developments.



that such collapses may cause, and notes some potential remedies (see also Davis 1994b).

Whether collapses of secondary debt securities markets are a cause for concern depends on effects on primary
markets, access of borrowers to alternative sources of finance, importance of continuing liquidity to the solvency of
investors, and contagious effects on other markets. For example, funding difficulties of intermediaries are a potential source
of instability. As noted by Bingham (1991), one reason why securities-market liquidity is of greater concern than in the
past is that banks are more actively engaged in securities business, including not only issuance but also trading,
underwriting, and providing back-up facilities. Hence a securities-market collapse could lead to a liquidity crisis for a
bank, either directly (if it relies on the relevant market for funding, or is unable to meet commitments to provide back-
up facilities due to ‘contagious’ illiquidity in its own wholesale markets) but also indirectly (if suspected losses from
underwriting or market-making, as clearly occurred for the FRN crisis and the ECU market collapse, lead to doubts
on the part of depositors regarding its solvency). Bank failure may in turn lead to contagious runs and a systemic crisis.
Equally, failure of a major securities house could occur during a market-liquidity crisis. There could be withdrawal of
bank credit lines as a consequence of perceptions of exposure to the market concerned, loss of confidence in the
wholesale money markets where such firms obtain much of their funding, collapse of liquidity in those markets, or
demands by banks for greater collateral at a time when its asset value is falling sharply. As noted by OECD (1991),
investment banks may be particularly vulnerable because of their heavy and ever-changing demand for credit, sole
reliance on wholesale sources, lack of access to a lender-of-last-resort, and multiple credit and counterparty exposures,
such that solvency may be difficult to judge. Sale of assets to cover funding needs may itself depress the value of other
holdings, or be impossible due to the market-liquidity crisis. Note also that net liquidity requirements imposed on such
institutions by regulators to ensure investment banks survive such crises assume a reasonable amount of market liquidity is maintained
(capital requirements are of course an additional line of defence). The collapse of Drexel Burnham Lambert after the
failure of the junk bond market is a classic example of the way an investment bank may collapse.332 Failures of
investment banks could in turn lead to further defaults, given the varied and sizeable exposures of firms to each other
in several markets. Such failures may extend not only to other investment banks but also to banks and the payments
system. This was the fear that led the Fed to offer liquidity to the markets—in effect, to support the investment
banks—in the wake of the 1987 stock market crash (Ch. 6).
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332 The declining value and liquidity of its holdings of junk bonds, in the wake of a collapse of liquidity in the junk bond market—in effect, they turned into loans—led to a
downgrade of its own debt by the rating agencies and consequent inability either to roll over its commercial paper or to obtain substitute bank finance.



A second reason for concern is that securities markets are increasingly relied on as repositories for liquidity, with liquid
securities acting as a substitute for lower-yielding cash or demand deposits and a complement to matching of liabilities
by assets over the longer term. Such liquidity may be sold to provide funding, or instead used as collateral for loans.
Sharp declines in liquidity may lead to cash-flow difficulties due to inability to sell, or increased difficulties obtaining
credit due to the lower value of collateral. Bankruptcies and defaults may ensue.

Third, the process of securitization has entailed a much greater reliance on securities markets by a range of institutions.
Banks may rely on ability to securitize assets in order to realize liquidity as well as holding larger securities portfolios
themselves. Money-market mutual funds find liquidity of money markets essential in order to maintain ability to offer
fixed-price liabilities—as tends to be the case. The fear is that a departure from fixed prices would lead to an
immediate ‘run’ on the fund which would itself aggravate a market-liquidity crisis by forcing the fund to seek to sell its
assets. In many countries, there are a wide range of non-bank financial institutions such as finance houses, whose
funding (as in Sweden) relies mainly on securities markets, and whose default following securities-market collapse may
lead to wider difficulties in the financial sector. And, there is the increasing reliance on securities markets by non-
financial companies, which may have reduced the scope of their links with banks and hence find it difficult to obtain
alternative forms of credit (the fear of the Fed at the time of Penn Central, see Ch. 8).

Fourth, the difficulties may arise just as readily in derivatives markets. As noted in Sect. 5 above, trading has tended to
concentrate in a few institutions, heightening the risk to market liquidity from problems at one of them. Meanwhile, as
noted by IMF (1993), of credit, market, and liquidity risk in derivatives markets ‘the most difficult to counter is
liquidity risk’. They note that demands made on derivatives for hedging can easily make liquidity disappear. For
example, market-makers for OTC derivatives—who tend to be banks333—seeking to cover open positions find it
difficult to do so in their own markets, because such tailor-made instruments lack liquidity almost by definition. On the
one hand, they may try to take an opposite position in organized derivatives markets—which assumes that liquidity is
there. Alternatively, they may synthesize an opposite position in cash and underlying securities by using dynamic
hedging techniques. But these techniques may generate liquidity problems in the exchange or the often-thin market for
the underlying securities, as they mandate sales when prices fall and vice versa, leading to risk of a collapse of the price
or a breakdown of trading. Second, banks are tending to use markets in derivative products,
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333 Banks are reportedly attracted to dealing not just by the direct returns to such activity but also by the ability it gives to increase the menu of interest-rate and currency-risk
management instruments that they can offer to their clients.



notably forward-rate agreements and swaps, to manage their own interest-rate risk, instead of the traditional interbank
markets. Besides exposing banks to interest-rate risk, the collapse of liquidity in derivatives markets may entail
heightened uncertainty over banks' exposures (given that derivative exposures are in any case off balance sheet) and
thus heighten the potential for runs. Finally, to the extent derivatives have tended to benefit the price of the underlying
instrument, given heightened confidence that exposures may be hedged, a collapse in derivatives-market liquidity
would be likely to have deleterious consequences for the market for that instrument.

There were evidently some difficulties in derivatives markets at the time of the September 1992 ERM crisis, as certain
institutions found the traditional option-pricing model inappropriate in the context of the extreme shifts in currency
values at the time (Cookson and Chew (1992)). This was accompanied by a collapse in liquidity in OTC markets and
major losses by some institutions—albeit usually offset by gains from foreign-exchange trading.

All of these difficulties may be intensified by the risk of contagion between markets, as in the FRN and Swedish CP
crises, which may lead market-liquidity failure to impinge much more widely than its initial source.

This analysis poses a number of questions for policy-makers. First, can these events be predicted? Issues raised in this
context include whether there are a priori indicators that market prices, spreads, and deal sizes are out of line, whether
it would be useful to seek to assess deviations from fundamentals, to consider the risks to prices that could hold in
certain eventualities (such as a shift away from EMU, in the case of the ECU market crisis described in Ch. 9), or when
markets are sufficiently related to make contagion likely. Second, what is the appropriate regulatory response to
market-liquidity risk? Can robust market structures be devised that would prevent such collapses, and are supervisory
regimes for market-makers and under-writers able to cope with this type of occurrence? Bingham (1992) makes a
number of suggestions in these areas. Issuance of standardized benchmark securities by governments, and avoidance
of interest-rate instability as a by-product of monetary policy334 are strategies that can be helpful to liquidity. He
suggests that robustness of intermediaries requires adequate capital and efficient clearing and settlement,
encouragement of adequate management and control procedures, that firms be induced to monitor each other,
and that there be a spreading of the cost of safety-net assistance across market participants. An obvious additional
point is that both intermediaries and end-users of securities markets must diversify their sources of funds and of
liquidity so as to protect themselves against problems in individual markets. Crisis scenarios could play an important
role in such calculations.
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334 Volatile and unpredictable interest-rate movements may undermine the profitability of market making, by increasing position risk as well as driving away liquidity traders.



More controversially, robustness may also require some limits to competition between market-makers, possibly via
designation, recognition, and licensing rules (note that many of the crises were in unregulated markets with free entry,
such as those for eurobonds). The point is that only if there are some economic rents associated with market-maker
status will firms be willing to devote sufficient capital to prevent frequent liquidity collapses. An alternative to limits on
entry in this context are low levels of disclosure and ability to post indicative prices. There is of course a balance to be
struck between adequacy of returns and oligopolistic abuses, which might lead to high fees, wide bid-offer spreads, and
risks of price manipulation.

In the case where crises none the less occur, in what circumstances should central banks intervene as ‘market-makers-
of-last-resort’? Clearly, moral hazard may arise for securities markets in the same way as for banks, with imprudent
underwriting and market-making practices being followed on the assumption that liquidity will be maintained; non-
financial companies would also be more willing to increase leverage via securities markets. Hence such responses
should not be automatic. Equally, if it chooses to act as market-maker, the central bank must be sure the market is
‘illiquid’ and not ‘insolvent’, otherwise it may buy the whole stock of securities in a vain attempt to re-establish liquidity.
In many cases the failures were better used as salutary lessons in prudence for the market. On the other hand, where
failure threatens ‘core’ markets such as those for government bonds intervention is clearly essential, although their
breadth and depth is likely to itself make such failure less likely.

Finally, the instability shown poses a general issue whether it is appropriate to rely heavily on securities markets to
provide finance, as the on-going development of securitization, institutionalization, and the decline of banking seem to
imply. Banks should in principle have a comparative advantage in overcoming asymmetric information between
borrower and lender, as well as being able to maintain credit lines. If increasing numbers of borrowers rely solely on
securities markets, which are vulnerable to liquidity failure, then financial and macroeconomic stability could be
threatened.

(7) Institutional Investors and Financial Instability
A possible role for institutional investors such as pension funds, mutual funds, and life insurers in financial instability
has already been identified both in Ch. 6 and in the section above, in relation to their role in provoking bank runs in
wholesale money markets and liquidity risk in debt markets more generally. Also Ch. 9 Sect. 2 presented a flow-of-
funds analysis of the Japanese banking crisis which highlighted the role of institutions in channelling household saving
to companies without concern for corporate
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governance and the appropriate investment of funds. This section considers further ways in which institutionalization
may increase risk of financial instability, namely by provoking securities-market volatility and by putting pressure on
banks' profits. Given the ageing of the population and the consequent funding difficulties of social security, which
make the growth of institutional investors an ineluctable process (Davis 1995), such patterns may warrant attention.

(a) Volatility in Securities Markets
Fully anticipated (conditional) levels of securities-market (or derivatives-market) volatility should not in themselves be a
danger to financial stability, assuming players can hedge or diversify as necessary. However, there may be cause for
concern in relation to systemic risk if certain institutions underestimate the degree of market volatility or are
ill-prepared for sudden changes in it,335 particularly if other institutions are believed to have heavy credit exposures to
them. On the other hand, unprecedented peaks in unconditional volatility, or shifts in covariances between yields, may
lead even experienced players into difficulty, and may also have adverse effects on market liquidity, thus rendering
hedging difficult.336 It is thus worth analysing the possible existence of a link to institutional investors.

For example, extending the discussion of Ch. 6, some commentators in the USA blamed the interaction between fund-
managers' portfolio insurance and index-arbitrage337strategies for causing volatility at the time of the 1987 crash. Basically, it was
considered that computer-driven sell orders for futures, which are a normal feature of portfolio insurance (or ‘dynamic
hedging’) strategies when prices fall, helped drive the market down much faster than would otherwise have been the
case. The initial wave of selling of futures is thought to have driven futures to a discount to the market itself (known as
backwardation) as well as reducing stock prices themselves and triggering further portfolio insurance-related sales of
futures. The backwardation, seen as a market failure in the futures markets, encouraged index arbitrageurs to sell
stocks and buy futures, thus leading to a so-called cascade effect of accelerating declines in prices (Brady (1989)). This
view of the crash is, however, disputed (for a survey see Fortune (1993)). On the one hand, any form of strategy which
aimed to lock in current values, such as stop-loss selling of equities,338 would equally have induced a rush of sales when
the market fell; and this was probably the more prevalent strategy.
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335 It may also have the potential economic disadvantage that it may raise the cost of capital and/or discourage retail investors.
336 As noted in Ch. 6, all of these points applied at the time of the stock market crash.
337 Index arbitrage involved buying and selling simultaneously a stock index futures contract and the underlying stocks, so as to profit from any discrepancy (known as spread or

basis) between them.
338 i.e. selling when the price had fallen to a pre-specified level.



Also Fortune (1993) suggests that the discounts between stock indices and futures prices were in fact illusory, resulting
from such phenomena as delays in reporting of individual share prices, later openings, or trading halts for individual
stocks, but their appearance led traders to panic; in other words, the problem was in the cash market and not the
futures markets. Moreover Grossman (1988), examining daily US transactions data for 1987 as a whole, found no link
from stock market volatility to programme trading.

Focus on the crash itself abstracts from the need for an explanation why the market rose so much prior to the crash.
The analysis of Ch. 6 suggests that there was a deviation between fundamentals and prices—a form of speculative
bubble—which was reflected in historically unprecedented yield ratios between bonds and equities. If US pension
funds were relying on portfolio-insurance strategies to protect them against market falls, such strategies could be held
partly responsible for provoking the bubble. But clearly many other factors may have played a role, such as the merger
wave in many countries, falling interest rates over 1987, buoyant economic prospects, rapid money and credit growth,
and lower transactions costs, which fostered an impression of high liquidity. Note that only in the USA was portfolio
insurance used to a significant extent,339 whereas markets collapsed world-wide. As regards the immediate causes of the
collapse, since it relies on continuously rising prices, a bubble can be burst by any form of adverse news. Evidence
supportive of the bubble hypothesis is that none of the news items arising prior to the crash could in themselves justify
a price adjustment of the magnitude observed (Fortune (1993)).

Moving on to general issues relating institutions to volatility, one possible source of institutional behaviour which could
induce capital-market volatility is regular performance checks against the market (as frequently as monthly in the USA,
but less in the UK), itself partly a consequence of principal–agent problems in the fund management relation (see
Davis 1993c, 1995). This may induce similar behaviour, and hence ‘herding’ among funds to avoid performing
significantly worse than the median fund (Scharfstein and Stein 1990). Other reasons for herding by institutions could
include institutions' inferring information from each others' trades, about which they are relatively well informed, and
herding as a result (Shiller and Pound 1979). Third, they may be reacting to news, which they all receive simultaneously,
in a similar manner; such news may cause sizeable portfolio shifts in a world characterized by uncertainty340 and not
merely risk,341 if it causes funds to change their views about the likely state
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339 Indeed, in the UK the crash was seen as largely irrelevant to pension funds, since their funding status relies on estimates of future dividend growth, that were unaffected by
the crash, rather than market values.

340 i.e. characterized by events such as market crashes to which probability analysis cannot be applied.
341 i.e. characterized by events to which objective probabilities can be attached.



of the world that will prevail in the future. Herding need not always be destabilizing, indeed it may speed the market's
adjustment to a new equilibrium price or offset irrational shifts in behaviour by other investors such as individuals and
foreigners. What is needed is for institutions also to follow strategies which may be contrary to fundamentals, such as
trend chasing or so-called positive feedback trading342 (Cutler et al. (1990)). Herding combined with such strategies
would drive prices further from fundamentals, particularly if the market in any case overreacts to news.343

As regards evidence for these hypotheses, pressure on fund managers from performance evaluation, which may lead
to similar approaches to investment, is a well-established phenomenon. Both UK and US managers acknowledged the
influence of this in a survey summarized in Davis (1988b).344 The Japanese also appear prone to herding and positive
feedback trading, despite a less competitive environment for managers. Accounting rules focusing on cash flow may
have a role to play in such behaviour. Lakonishok et al. (1991) examine the evidence for herding, positive feedback
trading, or other forms of potentially destabilizing behaviour for a sample of 341 US money managers' quarterly
investments in individual stocks. Their conclusions were that there was weak evidence of such behaviour for smaller
stocks, but not for large ones. However, they could not rule out market-wide herding, for example if money managers
follow each other in market timing, or herding in individual stocks at a higher than quarterly frequency. It is market-
wide herding which is the main cause for concern.345

Note that the crises in debt-securities markets instanced above (cf. Sect. 6) shared a number of features with the crash,
in that they reflected the consequences of seemingly unbounded market risk on the functioning of a market-maker
structure patronized largely by institutional investors, with an important role for innovation, of deviations of prices and
quantities from fundamentals, excessive optimism regarding liquidity given structural conditions and the role of shocks
in sharply reversing confidence, generating increased uncertainty, one-way selling, and market collapse.

These points regarding links of volatility to institutionalization should not, however, be exaggerated. Davis (1995)
shows that there is no systematic tendency in monthly equity-market volatility over longer periods in the G-5 markets,
despite the rise of institutional investors. Volatility in the UK and USA, for example, was higher in the 1970s than in
the 1980s and
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342 i.e. buying shares when they are dear and selling when they are cheap—the opposite to normal profit-maximizing investment.
343 De Bondt and Thaler (1985) present evidence which favours this view.
344 In the UK Davis found that external managers considered that two bad years in succession could lead to loss of the mandate. In the USA, time horizons appeared to be

shorter, with weekly or monthly monitoring and possible changes every one and a half years. The concerns of external managers are increased by desire to produce suitably
impressive figures on their existing mandates in order to attract new ones.

345 Interviews with fund managers, presented in Davis (1995), suggest herding may be an important feature not only in domestic but also in international markets.



1990s.346 Fortune (1989), studying the US market, also concluded that there was no trend in equity price volatility,
although he did detect a rise in volatility in the US bond market. Again, as noted in Davis (1993d), a large domestic
institutional sector may help to stabilize markets by offsetting the effects of wholesale moves in or out of the market by
foreign investors.

(b) Institutionalization and Banking Difculties
As noted in Ch. 2, an explanation of balance-sheet developments which led to major losses by banks at the end of the
1980s must start with the ldc debt crisis. This led to a reduction in banks' credit ratings vis-à-vis their major corporate
customers, as well as the need for wider spreads in order to rebuild capital bases, both of which in turn reduced the
banks' competitiveness as suppliers of funds to highly rated companies as compared with institutional investors operating via
the securities markets. Competitiveness of the securities markets was meanwhile sharply improving, given
developments such as the growth in institutional investors themselves, following a shift of preferences by the
household sector away from deposits (which expanded the supply of long-term funds),347 large government deficits,
and privatization, as well as other developments partly related to institutionalization such as improved trading
technology, deregulation of domestic securities markets, growth of rating agencies, packaging and securitization of
loans (such as mortgages and consumer debt), and the burgeoning of new instruments which could be tailored to
users' needs, particularly those stemming from the euromarkets. These tendencies to growth in securities
markets—often referred to as securitization—coincided with deregulation and technical advance which entailed
increased competition by non-banks even in areas where securities issuance was less viable (such as for business loans
and on the retail deposit side).

As described elsewhere in the book, banks' responses to these challenges on both the deposit and lending side, in the
context of deregulation of their own activities, were basically a much greater focus on off-balance-sheet and fee-earing
activity, in order to economize on capital and share in the increase in securities-market activity; increased penetration of
previously segmented markets, particularly where their branch networks could be used (e.g. for mortgage lending); and
increased balance-sheet growth, focusing particularly on higher-risk borrowers, in order to maintain profitability. As
noted in Sect. 2, in principle such shifts to higher-risk and unfamiliar markets should have been possible without major
increases in risk to the banks if the associated risk had been priced accurately. The fact that major losses have been
made by banks in the countries concerned suggests that
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risk pricing—or quantity rationing—were not accurate. Three main cases can be outlined as to how this could come
about, namely accurate risk-pricing ex ante, but unexpected developments generating losses ex post; deliberately
inaccurate risk-pricing to generate competitive advantages; and inaccurate risk pricing due to errors in credit
assessment. The analysis presented in this book suggests that the second and third of these had a major role to play.

Following the analysis of Sect. 4, the assumption of most financial-market analysts has been that although there may be
excess capacity in the banking sector, there will remain a role for depository institutions making non-marketable loans
at fixed terms. Some economists would by contrast suggest that all of banks' functions could be taken over by
institutions such as pension funds, life insurers, and mutual funds operating via securities markets (together with rating
agencies and other specialized monitors). They would point to the successful securitization of personal loans, the ability
of bond and commercial paper markets to serve an expanding range of companies, the development of corporate
banking and treasury operations, and the success of money-market mutual funds in countries such as the USA, in
providing market-based means of transactions as well as saving. The counter-argument must rely on banks' advantages
in overcoming asymmetric information, such as for small firms as outlined above, that rules out securities-market
intermediation.

(8) Risk in Payments and Settlements Systems
It has been noted at a number of points in the book that financial instability may be of major concern when it affects
the systems for execution of financial transactions, whether in banking or in securities. One example was the Herstatt
crisis outlined in Ch. 6, which led to a major crisis in the payments system owing to a backlog of unexecuted payments
for foreign-exchange transactions. Another was the danger to solvency of some institutions following the stock market
crash, owing to the lag between trades and settlement. A third was the effect on the US payments system of a
computer failure at the Bank of New York in 1985 (see Herring 1992), which led to a major crisis and a need for the
Federal Reserve to provide liquidity assistance to the system.348 All of these showed that payments and settlements
systems could play a major role in causing or amplifying
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348 Technical malfunction of the computer system at the Bank of New York in November 1985 led to the bank developing an overdraft with the Fed of $30bn—thirty times
capital—before correcting the fault. The cost of not providing such support would have been liquidity failure in the US government bond market, with enormous costs in
terms of higher yields demanded by investors, as well as failure of the payments mechanism, which as noted by Humphrey (1986) could have led to widespread financial
difficulties of other banks.



financial shocks; while the ever-increasing use of such systems349 is putting them under growing pressure and further
augmenting the scale of the potential risks. This section seeks to draw out the nature of the risks involved in the
various payments and settlements systems, the trade-off with efficiency, and the policy initiatives being undertaken to
reduce them. It draws heavily on the summary of BIS (1994) and Borio and Van den Bergh (1993) provided in Borio
(1994).

A first point to be made is that, as is the case for derivatives outlined in Sect. 5 above, the risks to payments systems,
such as credit risk from failure of a counterparty and liquidity risk from failure of the system, are not in any way novel.
But a distinctive feature of payments-system risk is that whereas most financial crises occur as a consequence of past
transactions (such as ill-advised bank loans), payments-system risk occurs as a consequence of the process of executing
transactions itself. The exposures concerned, although transitory, may be very large in relation to the capital of the
transactor, notably for the providers of payments services such as banks; exposures are also often opaque and hence
subject to uncertainty, that may predispose markets to assume the worst of a troubled institution; and they link
institutions and markets closely via direct counterparty claims. Given these circumstances, potential for bank failure
can certainly arise, when there are difficulties in payments systems. Besides the risk of losses arising from direct claims
through the payments system, failure of banks may of course have broader consequences for other banks via
contagion, as well as for dependent borrowers and the macroeconomy, as outlined elsewhere in the book. These give
good reasons for Central Bank involvement in payment-system design, although this may not require the Central Bank
to run the payments system (Summers 1991 discusses Central Bank involvement).350

Types of policy action that may improve the situation and reduce risk include improvements to ability of participants to
monitor each other and hence control counterparty exposure; giving participants the right incentive to monitor and
control such risks, by reducing day-to-day reliance on Central Bank support (although the Central Bank might still step
in in a crisis); shortening of settlement lags; reduction of involuntary credits arising from unsynchronized payments
and receipts and from lags between delivery and payment of trades; arrangements involving risk-sharing to reduce the
impact of failure of one participant on the ability of others to settle; and reduction of legal uncertainties (regarding
bankruptcy law for example) which may lead to incorrect perceptions of actual exposures.
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349 e.g. between 1980 and 1990 average daily flows on the US CHIPS system rose from $148bn to $885bn, and the German daily clearing from $39bn to $214bn (Schoenmaker
1993).

350 More controversially, he also argues that central banks should be concerned about efficiency aspects such as costs of access by banks, partly because of the effect of
payments-system efficiency on the attractiveness of a financial centre.



As noted by Borio (1994), action in recent years along these lines has focused on four main areas: risks to banks as
intermediaries arising from the large-value interbank payments (or ‘funds transfer’) systems themselves; and risks
incurred by counterparties in the settlement of derivative, foreign exchange, and securities transactions. In the former
case the risk arises from the payments leg of transactions, whereas for settlement it is the relationship between delivery
and payment that is at issue.

Large-value payments systems handle the bulk of financial transactions in terms of value, with settlement occurring on the
books of the Central Bank (note that these are national systems, albeit with transnational connections—there is no
single global payments system). Most such systems, at least till recently, have settled on a multilateral net basis at fixed
intervals, usually the end of the day. In other words, funds-transfer orders between banks are allowed to accumulate
during the day, banks offset their positions and obligations on an agreed basis and settle the balance between each
other by use of their Central Bank accounts at the end of the day. The transfer orders would usually be made
conditional on settlement, in other words they could be unwound if settlement did not occur. This system implies a
risk of a major backlog of unfulfilled payments orders if a participant defaults or the system fails, and hence severe
liquidity problems for some participants. The Central Bank might be forced to intervene with massive liquidity
assistance in such cases to protect against a chain reaction affecting other participants, as well as affecting markets
dependent on the system for settlement.

Solutions to such potential problems, introduced in systems such as CHIPS in the USA, include shortening of the
settlement lag, introduction of continuous reporting and monitoring of positions, and liquidity pooling or loss-
sharing351 arrangements to ensure that failure of a participant does not prevent others from settling—in effect
removing the link from insolvency of an institution to illiquidity of the market. Loss sharing would involve banks
contributing to a pool of collateral, amounting to the largest net debit position.

A more radical solution, which departs from discrete-time net settlement is to introduce real-time gross settlement (RTGS),
whereby transfers are settled immediately and finally as soon as they are made, assuming the Central Bank account of
the sender contains sufficient funds. Advantages of such a system352n include the fact that exposures are easily
monitored (via the state of Central Bank settlement accounts, and/or because if the sending bank is short of funds, an
explicit credit is needed); exposures will not cumulate
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readily; and finality is assured. Intraday Central Bank lending procedures353 must be tuned to avoid two offsetting risks.
On the one hand, free intraday credit would mean the Central Bank absorbs all the risk, and incentives for risk
management are poor. On the other, if borrowing and other procedures to manage payments flows are poorly
developed, there may be unexecuted orders and gridlocks, with potential systemic consequences. Collateralized credit,
subject to limits for each institution, is a possible solution. Or, there may be moves to pricing of intraday overdrafts to
control the use of such overdrafts, as was introduced in Fedwire in the USA in 1994 (Humphrey 1989; Schoenmaker
1994). Note that RTGS with collateralized credit (Netherlands and France), strict limits on intraday credit, or,
particularly, with no daylight overdrafts (as in Japan354 and Switzerland), may be costlier for banks than netting, for the
same speed of settlement. This is because they have to collateralize or borrow up to their own maximum net debitor
position, rather than merely contribute to a pool (Schoenmaker 1993). In effect, demand for funds to cover banks'
daily payment obligations will spill over into the interbank or derivatives markets.

Securities-settlement systems have, since the 1987 crash, sought to shorten settlement lags and to eliminate lags between
delivery and payment (implying ‘delivery versus payment’ or DVP). RTGS is an essential complement, by ensuring that
payments are final and hence transactions do not need to be unwound if there are problems in the payments system.
Foreign-exchange settlements remain vulnerable to the Herstatt risks, i.e. those arising from non-simultaneous settlement of
two legs of the same transaction, which arise from the lack of overlap in the opening hours of the payments systems of
the three major currencies (dollar, DM, yen), and the fact settlement is usually made in the country of issue of the
currency concerned. This is of major concern given the involvement of banks, and the much greater amounts
concerned than for securities. Helpful in this context are the types of improvements to domestic large-value interbank
payments systems outlined above; measures such as netting355 of daily forex transactions, so as to minimize settlement
flows and associated credit risks of forward-dated transactions; or transnational payment arrangements; and full-scale
DVP in foreign-exchange markets. The last recommendation requires Central Bank services to be improved, for
example by extending opening hours to eliminate time gaps or providing multi-currency settlement, either directly or
via an international institution. Such reforms would raise difficult monetary policy and prudential issues.
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Last, concerning derivatives settlement, the characteristics of the instrument differ sharply from the others considered
here, in that there is a fundamental lag in final settlement related to the associated commitment to transfer cash or
securities at a future date; this entails a credit risk (that the agent will fail to deliver) far in excess of that likely to arise
from the settlement lag. Moreover, exchange-traded derivatives are themselves structured so as to minimize settlement
flows, by relying on netting. Risk management by clearing houses in organized exchanges is very sophisticated, for
example posting of daily margins, limits on members' positions, power to assess members and back-up credit lines via
interbank and Central Bank standing-credit facilities. The main issue is whether and how these many safeguards
employed by clearing houses could be applied to OTC markets. Problems may arise from the non-standard nature of
the instruments, and desire of dominant firms in OTC markets to protect their competitive advantage (given the
safeguards might facilitate new entry).

Borio (1994) warns that progress in these various areas of risk reduction has been hindered by the fact that costs are
immediate while benefits (of reducing risks) are more remote; that many market players may suffer from ‘disaster
myopia’, and may need a major crisis to prompt them into action; and legal uncertainties. He suggests that these
factors may explain why progress has been slowest in international transactions, where competitive forces are most
strong (for example, between rival financial centres) and voluntary co-operation vital, while legal systems remain
national and often distinctive. This may explain why systems to settle foreign exchange, for example, remain subject to
Herstatt risk twenty years after the event in question.

Conclusions
This chapter has introduced a number of themes, with a general aim of elucidating some of the causes and
consequences of difficulties of the financial system both now and in the future, and offering the reader references for
further investigation. Banks' frequent losses in the real-estate market (Sect. 1) have been suggested to be related not
only to characteristics of the market itself, but also to various features that make it attractive to banks, particularly in
periods of intense competition. This may lead banks to disregard the normal rules of risk pricing, even if they have the
relevant information to hand (Sect. 2). The resulting loss of bank profitability casts the future of the entire sector into
some doubt according to some analysts, or at least suggests that considerable evolution and mutation towards
securities and fee-earning business and away from traditional lending is to be anticipated (Sect. 3). Indeed, some such
trends are already apparent, although the data generally show banks' importance as institutions has not
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declined, and some sources of banks' uniqueness seem likely to remain. Such mutations might imply considerable
changes to the so-called credit channel of monetary policy transmission (Sect. 4), with a weakening of policy effects
operating via banks, in favour of the standard interest-rate channel's effects on credit demand and the asset-price effect
of monetary policy operating on credit supply via changes in borrowers' net worth.

As regards securities-market developments per se, it was emphasized that concerns regarding derivatives should not be
exaggerated, and that calls for regulation should be balanced by realization of the beneficial effects of such instruments
in redistributing and diffusing risk (Sect. 5). Of the potential concerns regarding derivatives, one of the most difficult to
combat is market-liquidity risk, a form of market failure similar to bank runs, which may afflict derivative, money, or
bond markets (Sect. 6) and entail severe difficulties for market participants who relied on liquidity. This is seen as one
of the main risks to be countered in the future, and various regulatory suggestions are made. The ongoing
development of institutional investors may not be without risk for the financial sector, even if the institutions
themselves, having matched maturities of assets and liabilities, are not subject to panic runs in the way that banks or
securities houses are (Sect. 7). Their contribution to peak levels of securities-market volatility may put unwary market
participants at risk, and their growth is suggested to be one of the key factors underlying the overall difficulties banks
have faced in the 1980s and 1990s. Given the development of such institutions is likely to be an irreversible process,
such patterns warrant close attention. Finally, the risk in payments and settlements systems (Sect. 8) is evident in
several recent cases of financial instability. Many of the solutions involve difficult trade-offs of risk and efficiency, and
may be difficult to arrive at, owing to the need for international co-operation.
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Conclusion: Themes and Prospects

As interim conclusions have been presented after each main section of the book, it is more useful here to bring out
some of the themes that have pervaded the work, to offer additional considerations relating to them, suggest further
lines of research, and summarize certain key policy implications. A final section assesses prospects for the future. Will
the issue of financial instability recede?

(1) Issues of Finance

(a) Debt
The analysis of the book should be sufficient to correct oversimplified views356 regarding debt as a commodity like any
other that were noted in Ch. 1 Sect. 1. But despite its complexity, problems of costs of default, lack of risk-sharing, and
the known market failures to which it is subject, debt is clearly the most efficient instrument for many, if not most,
financial transactions. It would thus be undesirable to enact policies restricting its usage in a general manner. It is,
nevertheless, clearly unhelpful that most tax systems artificially stimulate debt finance beyond the level that is
appropriate to its intrinsic merits. It also appears to be the case that, even abstracting from the tax system, agents are
vulnerable to excessive use of debt, a phenomenon that has in turn stimulated many of the difficulties outlined in the
book. In particular, financial institutions and private investors show repeated tendencies to underprice risk in debt
contracts, which in turn has been readily accepted by borrowers.

To the extent that these patterns are seen as undesirable, and particularly where they are seen as a consequence of lack
of information or externalities, they give an a priori basis for government intervention. At present, this consists largely
of financial regulation, but there remain policy issues regarding the optimal form of this regulation, discussed in Ch. 5
and Sect. 2 below. In addition, it should be noted that debt markets can themselves exert forms of discipline on
imprudent institutions, by driving up the cost of wholesale credit or restricting its quantity. This can occur when
markets are suitably informed and when incentives to monitor are not counteracted

356 See also Stiglitz (1991), who refers to ‘treating debt markets like those for tables and chairs’.



by regulatory protection of claims.357 It could also be questioned whether further policy action is needed for the non-
financial sector. As discussed in Sect. 3 below, there arise key issues in financial structure in this context, which, even if
not amenable to policy action, should constitute an important background for policy deliberations on these matters. As
regards topics for further research, there would seem to be a need for progress in relating the strong theoretical basis
for the understanding of debt in equilibrium outlined in Ch. 1 to issues such as the complex nature of modern banking
(Lewis 1991); a firmer empirical foundation more generally (see Davis 1994a); and behaviour of loan and primary debt
securities markets out of equilibrium.

(b) Equity
Although the book is about debt, equity is at least as relevant to the issues in hand. It has been shown that, given its
superiority to debt in terms of risk-sharing, a greater proportion of equity in a balance sheet reduces risks of financial
fragility, bank runs, and systemic risk. It does this largely by reducing the conflicts of interest between lender and
borrower. There may also be a greater incentive to monitor the firm with equity than debt. On the other hand, given
asymmetric information and the weakness of control mechanisms, there are also market failures in equity issuance that
may be more severe than for debt, reflected in features such as the scope for overpricing new issues, and for diverting
funds away from shareholders to suit managers' own objectives. The take-over sanction seems at most a weak
counterweight.358

While most of the discussion of equity focuses on non-financial companies, it has a number of implications for banks,
which warrant further research. In particular, how do they overcome the market failures in equity markets to raise
enough capital to grow (if retentions are insufficient)? Or, on the other hand, if retentions do suffice, are banks
particularly subject to Jensen's problem of diversion of free cash flow (Ch. 2), despite their high leverage? How
important is it that they are often protected from take-over? And to what extent is regulation responsible for the high
leverage of banks? Why does leverage of banks (at least pre-Basle) differ sharply between countries?359

More generally, as noted in Ch. 10, the role of holders of bank equity in exerting leverage and control over bank
managers, to counteract the well-known agency costs of the divorce of ownership from control, has historically been
unfulfilled. Often no pressure has been exerted to prevent ‘dashes
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for growth’ and other policies that have ultimately wasted shareholders' funds. Clearly conflicts of interest between
managers and shareholders do not arise for undercapitalized banks, where both managers and shareholders have the
incentive to seek high-risk activities to transfer wealth from depositors/deposit insurers. Part of the explanation for
lack of control over well-capitalized banks may be that take-overs of banks have historically been rare, thus reducing
the incentive to managerial efficiency from the threat of take-over and dismissal. And till recently pension funds and
other institutions have shown little interest in corporate governance—but now, led by US funds, a major increase in
shareholder activism is in the offing (see Davis 1995). This may help to reduce the incidence of overcompetition
among banks, to the extent it stems from managerial desire for growth.

A further policy issue, notably in Continental Europe, is how to stimulate use of equity finance more generally, so as to
render the economy more robust. This is of particular importance if there is a decline in commitment/relationship
banking. Fiscal changes may have an impact, but arguably a durable shift towards equity requires development of a
funded pension system (Davis 1993d, 1995).

(c) Information
The problem of asymmetric or imperfect information lies at the root of the difficulties in both debt and equity
financing, as well as explaining both the existence and the potential instability of banks. The problem provides a basis
for a number of possible policy initiatives, such as disclosure requirements, compulsory credit ratings, collection of
information regarding liquidity in securities markets, central risk offices, etc., although encouragement to institutions to
collect their own information on credit risk (both at a global and sectoral level), and vulnerability to crises, may be as or
more fruitful. More generally, there are grounds for research in this area, notably in an assessment of the empirical as
opposed to theoretical consequences of information problems.

(d) Agency Costs
A particular theme in the discussion of corporate debt, and the wider implications of financial fragility, was the
pervasive influence of agency costs on financial arrangements. For example, the higher sustainable debt ratios in
relationship-banking countries are held to relate to the lowering of agency costs arising from various institutional
arrangements. And if competition tends to cause such relationships to break down, it leads to an increase in such costs.
A suggestion raised by the analysis of financial instability is that agency-costs analysis could provide further insight into
the behaviour of financial institutions. For example, it could provide a better explanation of
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repeated periods of underpricing of risk and losses by banks. On the one hand, the safety net clearly generates agency
costs (by bearing all or part of the risk to some or all bank creditors and sometimes equity holders) which need to be
offset by capital adequacy and banking supervision. But there may equally be conflicts between bank managers and
lending officers, between banks and their owners and creditors, independent of the safety net. Incentive structures may
have an important role to play in these problems, for example by inducing a particular type of bias to lending or
financing decisions (such as rewards to loan officers based on volume of loans granted). Explaining and modelling
such effects would be a further advance towards understanding and controlling the processes that lead on to systemic
risk.

(e) Risk
The asset pricing theory outlined in Ch. 1, Sect. 3a, and particularly the distinction between diversifiable (unsystematic)
and non-diversifiable (systematic) risk is the core of finance theory. In the context of credit rationing it is important to
note its shortcomings. (Can institutions observe and control risk, given adverse selection and moral hazard? Do they
often mistake diversifiable for undiversifiable risk, as for example in property lending or the ldc debt crisis?) But the
distinctions remain crucial to the overall analysis. Systemic risk is a form of undiversifiable risk par excellence, as is
interest-rate risk. Liquidity and credit risk can be diversified to some extent (different sources of finance, lending to
borrowers whose credit risk is uncorrelated), but frequently are not. Many issues are raised:

Do financial institutions, and borrowers in the non-financial sector, understand to a sufficient degree the benefits of
diversification? Repeated patterns of risk concentration suggest either incomprehension or deliberate ignorance.
Regulation may aggravate such patterns, if it constrains financial institutions to a narrow range of assets. And it was
noted that the Basle agreement does not take covariances between asset returns into account and hence does not
reward diversification.360

And what of systematic risk? Is it understood that it can only be transferred or shared, and not eliminated? (A good
example is the way the shift from fixed-rate to floating-rate debt shifts interest-rate risk from creditor to debtor, but
increases credit risk.) One of the benefits of derivatives is in facilitating transfer of such risk to those able and willing to
hold it. Hellwig (1991b) suggests that rather than safety per se, regulation should be aimed at an efficient risk allocation.
Thus, any restrictions on the use of hedging instruments by financial institutions may constrain risk-sharing, thus
making the allocation less efficient. Hellwig also questions whether time depositors
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should be entirely insulated from the consequences of interest-rate risk. Again, systematic risks can be subdivided into
those which are broadly predictable by probabilistic calculation (such as the cycle and most interest rate movements)
and those subject to uncertainty (financial crises and changes in interest-rate regime). It was suggested that the
competitive process may enforce adequate pricing of the former but not the latter. Again, experience suggests that
market forces may lead to inadequate coverage, even for risks such as the cycle, though not all economists would
accept this. They would suggest it implies a form of irrationality—not taking into account available information at the
time of lending, that is contrary to the way financial markets behave. They would see any ex-post underpricing as due
to an uncertain change in conditions and/or the presence of inappropriate government policy. However, evidence
presented in Ch. 10 offers evidence that markets and institutions may seemingly ignore past data in pricing credit risk.

(f) Financial Fragility and Monetary Policy
The monetary policy implications of the analysis of the book include the need to consider the role of asset prices and
credit in the cycle, and the interrelation of asset prices, credit quality, and debt issuance. Such effects may not be always
apparent in growth of conventional monetary aggregates if there is portfolio substitution. Policy may also need to take
into account asset-price inflation as part of general inflation, as well as the key role of asset-price deflation in the
downturn in order to calibrate the appropriate response to financial fragility.

In the upturn, and particularly following financial liberalization, monetary policy needs to be tighter than would
otherwise be the case, given that, following the insights of the credit channel of monetary transmission (Ch. 10),
liberalization is likely to enable a greater volume of credit to be obtained at a given interest rate. Comparative
experience of financial fragility and systemic risk, especially those following deregulation, suggests that a policy
generating long-term low and stable inflation and positive, but not excessive, real interest rates, and consequently
avoiding the need for sudden changes in policy tightness, are crucial to avoiding bubbles and instability. The German
experience is a good example. But the Japanese conjuncture shows, that even when policy appears to be tight enough
to restrain general inflation, asset-price booms, whether following deregulation or autonomously generated, can
generate fragility.

Experiences such as those following the tightening of US monetary policy in 1979 (thrifts, debt crisis), or indeed the
UK in the early 1990s, suggest that if inflation does become established, it needs to be subdued gradually; attempts at
sudden disinflation in the presence of highly leveraged balance sheets may trigger financial instability. In such a
situation,
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and even more if a debt deflation threatens, it was noted that external objectives of monetary policy such as exchange-
rate stability may need to be disregarded, while the internal objective is changed from price stability to a need to reduce
the risks of a blockage of credit supply and diminish the burden on debtors. Equally, monetary stability may need to be
temporarily subordinated to financial stability in the case of a financial crisis necessitating lender-of-last-resort
intervention, whether due to risk in settlements systems or fear of contagious runs arising from failure of a given
institution.361 In each of these cases, the risk of moral hazard as a counter-part to financial stability has to be borne in
mind.

(g) Macroeconomics and Finance
As pointed out in the discussion of the credit channel of monetary transmission in Ch. 10, the entire theoretical
framework for this book, and indeed of modern finance theory with its emphasis on capital-market imperfections, is
alien to conventional macroeconomic theory. The latter's generally unstated foundation is that apart from the interest
rate and the money supply, financial markets are irrelevant to real developments—a macro-equivalent to the
Modigliani–Miller paradigm of corporate finance outlined in Ch. 2. Although there is now growing recognition that
credit-cycle phenomena as outlined in Chs. 4 and 9 have a major impact on the economic cycle, it is fair to say that
macroeconomic theory and forecasting models are still based in the old paradigm—and partly for this reason, the
amplitude of the recession of the early 1990s was underestimated in several countries.

The implications of recent developments in analysis of capital-market imperfections for macroeconomic and monetary
theory go well beyond those outlined in this volume. Besides the full body of work on the credit channel (see
references in Davis 1994a), the reader is referred, for example, to the work of the so-called post-Keynesian school on
finance and macroeconomics; for an introduction, see the articles by Davidson (1993) regarding the implications of
asset price deflation for the concept of macroeconomic equilibrium, and Chick (1993a and b) for a reconsideration of
monetary theory and investment behaviour in the light of structural changes in the banking sector. Recent
developments based on the work of Minsky outlined in Ch. 5 (Fazzari and Papadimitriou 1982); recent work on
Marxian economics and financial crisis (Harvey 1982); and in the New Monetary Economic and Modern Free Banking
schools (Dowd 1989 and references in Dow and Smithin 1991) also offer food for thought. The Modern Free Banking
school has strong views on one of the more central issues of this volume, namely the utility of the safety net and of the
Central Bank, a matter to which we now turn.
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(2) Regulatory Issues

(a) The Safety Net
A general issue that has recurred frequently, both for financial fragility and instability, is the utility of the safety net
(i.e. lender-of-last-resort and deposit-insurance facilities). Some economists, such as Dowd (1989) (the Free Banking
School) argue that the safety net should be abolished, given its effect on moral hazard, along with prudential regulation.
Information to consumers and costs of private insurance should be sufficient to ensure discipline and prudence are
maintained. Others maintain that only the payments system should be protected,362 and not banks' credit granting
function, which leads to ideas of ‘narrow banks’ able only to invest in high quality assets, or at least that banks should
collateralize their payment obligations with safe securities.363 Most central bankers and policy makers continue to
consider both payments and intermediation functions as important (for example, due to effect of bank failures on
customers dependent on the bank in question, as well as for consumer protection generally) and hence the safety net
tends to apply to both.

Even if the argument—that both payments services and intermediation deserve protection as ‘public goods’—is
accepted, a number of questions arise. In particular, how restricted should the safety net's use be? Clearly, in the case of
the lender of last resort, it is a matter for the judgement of the authorities whether its use in a particular period of
financial stress is needed to prevent systemic risk; the need for such judgement, as well as the need for uncertainty over
the operation of the net, preclude any fixed rules.

But one might still suggest that its use could reasonably be restricted to financial markets and institutions on grounds
of market failure; implicit extension to non-financial companies would not seem to be justified on these grounds, and
would offer too little stability at the cost of excessive moral hazard. There remains an issue, however, whether financial
markets as well as institutions need protection. A number of authors suggest that there is a need for a ‘market maker
of last resort’, given increased use of direct financing, notably for maintenance of short-term liquidity (see the
discussion in Ch. 10).

There is a clear tradeoff in the financial sector between systemic stability and moral hazard. It would be useful to know
the nature of it. In particular, what degree of moral hazard is prompted by each operation of the safety net? What is the
effect of frequency of operation? Size of operation? Co-operation of private institutions in the rescue concerned? To
what extent can moral hazard be counteracted by regulation, supervision, and capital requirements?
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Following on from this, it would be useful to know the optimal form of the safety net, i.e. the lender of last resort as
opposed to deposit insurance. The general issues are fairly well known. Deposit insurance should in principle be
reserved for cases of insolvency and the lender of last resort for illiquidity, but in practice the distinction is hard to
make. Deposit insurance, by being certain in its effects, may offer greater systemic protection, or alternatively it can be
‘tuned’ to protect only investors for whom credit appraisal is excessively costly. In the former case, the certainty can
lead to excessive protection for risk-taking, especially as insurance is rarely priced according to risk, given intrinsic
difficulties. (A US reform introduced in 1993 seeks to introduce risk-based deposit insurance in that country.)
Moreover, pressures to extend protection to all investors (especially when a large bank with ‘systemic’ dimensions is
concerned) may be intense. The lender of last resort offers more flexibility and has sufficed for most countries other
than the US; in such countries, deposit insurance has been strictly confined to depositor protection rather than being a
bulwark against systemic risk. There remain difficulties, particularly with broad-based lender-of-last-resort responses
which involve an increase in the money supply and lower interest rates, as they may face conflicts with other
macroeconomic policy objectives, such as control of inflation or maintenance of exchange-rate parity.

A further back-up is provided by the automatic stabilizers inherent in the fiscal system, which cushion the real
economy against some of the consequences of financial instability. The analysis implies that such stabilizers are a
valuable feature of an economy that should be left to operate and not deliberately counteracted. They are of particular
importance since in the presence of financial fragility some stabilizing features of the economy, such as the tendency
for saving to fall in a recession, may be completely reversed. An additional consideration is whether the safety net can
be privatized, e.g. by private deposit insurance and/or help by major institutions for the Central Bank in rescue
operations, which may help to avoid the conflicts in macroeconomic policy outlined above. US experience suggests
that private deposit insurance cannot be relied on for systemic protection (as in the case of Ohio and Maryland thrifts
noted in Ch. 6). Meanwhile, UK and Canadian experience has shown that the major banks are more prepared to
provide private-sector assistance with rescues, or recycling of funds, when there are entry barriers and a ‘club’ of banks
(Davis 1993e). Such groups have a clear common interest in maintaining the reputation of the banking system, are few
in number and easy to co-ordinate, have spare resources to devote to rescues, and can avoid ‘free riding’ by
competitors who are unwilling to co-operate. Such clubs could also be seen as having an ‘implicit contract’ with the
Central Bank, in return for benefits such as shielding banks from competition (Bingham 1991b). Increased competition
following deregulation, as well as global integration, may reduce the cohesion of such
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‘clubs’, and devalue implicit contracts, since the Central Bank can no longer deliver the former benefits. An interesting
experiment is being conducted in New Zealand, where in principle both the safety net and financial regulation have
been abolished, and reliance is placed on reputation and information to consumers. This will test the arguments of the
so-called ‘free banking’ school, that problems of banking risk stem solely from the safety net, and that the financial
system is inherently stable. (In our view, the experience of instability in unregulated and uninsured wholesale banking
and securities markets, as well as in banking in the Nineteenth Century, casts some doubt on this hypothesis.)

Once the safety net has been allowed to operate, and if solvency rather than liquidity problems are found to be at the
root of the difficulties, the issue arises of the appropriate form of restructuring of institutions. Among the issues arising
are how to minimize the cost to the public sector, how to prevent remaining institutions facing unfair competition,
how to remove excess capacity, how to ensure an appropriate balance of stability and efficiency, and in particular how
to prevent incentives for high-risk lending from arising. The accounts of US thrifts, Scandinavian and Japanese banks
in Chs. 6 and 9 show some possible approaches.364

(b) Prudential Regulation
Prudential regulation, as noted, is an essential complement to the safety net if excessive risk-taking is to be avoided; the
US thrifts offer the best example of the consequences of its absence. Many of the lessons have clearly been learnt,
namely the need for capital adequacy to offer protection against shocks and minimize incentives to risk-taking, and the
additional need for balance-sheet supervision to offset directly forms of risk-taking (large exposures), which may
themselves be stimulated by capital adequacy regulation, notably in the absence of risk weighting, and/or risk based
premia for deposit insurance protection.365 More contentious is the need for market-value based accounting by
supervisors; there are obvious difficulties for non-marketable loans, but the risk of using book values is arguably much
greater, as shown by the thrifts crisis. And at a deeper level, are there sufficient learning mechanisms to enable
supervisors and market participants to learn from their mistakes, given rapid turnover of staff? To give one example,
why did the Swedes not learn from the Norwegian banking crisis (Ch. 8) to limit property exposures of their banks?
There may be excessive readiness to assume the current domestic situation is unique—again, this book seeks to show
otherwise. Finally, it is suggested that structural and macroeconomic data and forecasts, interpreted in the light of the
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theory and history of financial fragility and systemic risk, as described, inter alia, in this book, may be used as an adjunct
to normal regulatory procedures.

Meanwhile, even abstracting from issues of investor protection, the systemic risk in securities markets arising from
failure of a major institution clearly requires similar prudential regulation of investment banks, adapted to their
circumstances (position risk being more important than credit risk). But the risk of securities market failure due to
liquidity crisis may also require the authorities to ensure robust market structures, and possibly to co-ordinate
regulation of such risks. There are a number of issues relating to capital adequacy, as outlined in Ch. 5 and the
conclusion to Ch. 6. At a most general level, it could be questioned whether rules as opposed to discretion are really
appropriate—is risk systematically mispriced? Also, should risk weights be fixed, given it is known that covariances
between types of loan differ (Ch. 10)? Note that the recent extensions of Basle to cover interest rate and market-risk
are based on a building-block approach, thus again adding risks rather than allowing for covariances, according to
some commentators366 offering little incentive to improve risk management.367 Counter-arguments in support of fixed
weights and rules include the lack of information to the supervisors to maintain a more discretionary regime, the risk
of competition in laxity to maintain competitive equality, the fact that rules are allowed to be tighter than Basle allows,
and the benefits of fixed rules in preventing supervisory ‘disaster myopia’. Another important issue is the response of
the authorities to undercapitalized banks. Whereas in the early 1980s the USA had adopted a disastrous policy of
forbearance, which allowed undercapitalized S and Ls to take risks at the expense of the taxpayer, in 1993 US
supervisors were required by law to vary the intensity of inspection with the capital ratio, and to impose restrictions on
behaviour. For example, banks with Basle ratios below 6 per cent would face limits on asset growth and interest rates
paid, and there was to be compulsory closure when capital/asset ratios fell below a certain minimum level. Finally, the
degree to which markets may supplement, if not replace, prudential regulation has been a topic of interest in recent
years, as discussed in Section 1(a). It has been widely suggested that rating agencies may form a useful adjunct to
supervision.368

In the context of prudential regulation, it is important to note the interrelations between such regulation and monetary
policy. Capital adequacy regulations may have macroeconomic effects if introduced rapidly, during
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a recession and at a high level in relation to current capitalization, as was the case with Basle for some countries. In
such circumstances, the impact of a monetary tightening in a fragile economy may be amplified by supply constraints
on credit. Some commentators would deploy an additional argument that, short of bank failure and systemic risk,
some form of regulation should be used to offset tendencies to excessive borrowing that lead to financial fragility
(i.e. operating on the demand for credit). Such an argument requires the borrower not to understand the risks, which is
clearly the case for part of the household sector. The argument on the basis of externalities of default (Ch. 4) could
apply to both persons and companies. But detailed regulation is clearly unviable; use of the tax system is more
appropriate. Taxation of mortgage-interest payments is one proposal that has emerged in the UK. Improvements to
availability of information to borrower and lender may also be helpful (see conclusions to Chs. 2 and 3).

(c) Should the Functions of Monetary Policy and Supervision be Combined?
On the question of whether Central Banks should be supervisors, Goodhart and Schoenmaker (1993) remain agnostic,
after an exhaustive empirical investigation. They note that Central Banks' role as a guarantor of the payments system is
a strong argument for maintaining some regulatory oversight. But equally they note that Central Banks are tending to
draw back from their historical role of preventing contagious systemic crises, because of the decline of the banking
club, and hence of their ability to organize rescues. Given limited own-resources, there is a greater need to call on the
government for assistance, which accordingly demands greater control over regulation itself. A degree of credence is
also given to the danger that Central Banks concerned about financial stability will put less emphasis on inflation
control. However, the suggestion that lender-of-last-resort assistance is a direct danger for inflation is dismissed, on
the grounds that any liquidity created can be sterilized.

In this context, a number of authors have discussed the desirability of the European Central Bank acting as regulator
as opposed to, or in conjunction with, a central supervisory body. This would entail a shift from the current statutes of
the ECB which envisage that the primary objectives of the system are to maintain price stability (although it should
also ensure smooth operation of the payments system) (see Folkerts-Landau and Garber 1993). CEPR (1991) suggest
that there are a number of areas of bank regulation where ‘discretion’ is particularly important that should be
centralized even before a Monetary Union, once there is sufficient integration of financial markets to imply a
significant degree of risk of cross-border contagion. (Monetary Union will in itself strengthen such arguments, given
risks likely to arise via integrated payments systems.) These ‘discretionary’ functions are authorization, illiquidity,
insolvency, closure, and administration of deposit insurance.
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After an initial phase when a regulatory co-ordination committee could handle these issues, they suggest that at a
certain level of integration, a central agency, able to act with speed and relatively immune to sectional pressures, will be
needed. They suggest that an ECB should have responsibility for authorization and dealing with problems of illiquidity
(i.e. a lender-of-last-resort function) but not closure and deposit insurance, on the grounds that there would be
improved incentives if separate agencies have to administer closure of banks (the authorizing agency would not have
the incentive to ‘hide its mistakes’ by delaying closure); there would be less danger of regulatory capture; and the
distinction of the lender-of-last-resort from deposit insurer in terms of concern with illiquidity and not insolvency
could be better maintained.

Giovannini (1992) argues that the monetary policy function of an ECB could be compromised if it has no role in
supervision. This is because politically motivated national authorities could induce it to provide lender-of-last-resort
assistance to their own institutions, taking advantage of their own private information. It would, he argues, be obliged
to do this because of the provision that it contribute to the smooth conduct of policies pursued by national authorities
for stability of the financial system. Angelini and Passacantando (1993) suggest that the function of the ECB in the
payments system will almost certainly entail a supervisory function. If it provides a settlement medium for interbank
transactions, it will need power to restrict membership to the system, place limits on exposures, expel members,
impose collateral requirements, etc. It will also need information on total exposure of individual banks in all such
systems. Such information can only be gained via supervision, in particular of liquidity.

(d) Financial Liberalization
The role of liberalization in the growth of debt to the household sector and small firms seems fairly clear, as these have
historically been the residual recipients of credit in the case of restriction. For companies, liberalization's role is less
clear cut. The effects on corporate debt in many countries appear to arise via increased competition, lower profitability
of lending, and blurring of boundaries between financial institutions, rather than liberalization directly. As regards
instability, liberalization can lead to such a pattern via a number of channels, notably debt growth, heightened
uncertainty, new and unfamiliar instruments, resistance, expressed in market-share competition, of incumbent
institutions to devaluation of their franchise,369 and entry of new and inexperienced institutions. But note that the
euromarkets—the locus of several of the cases of instability cited above—developed independent of liberalization,
indeed largely as a response to regulation elsewhere. Crises in the euromarkets tended to be triggered by innovation,
technological
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change, or shifts in demand for credit. Hence liberalization is not the only cause of instability, and equally, well-directed
liberalizations may be carried through without instability (Ch. 7).

To the extent that liberalization has had deleterious consequences, the main question in the context of the book is
whether the costs are still out-weighted by the benefits, and how the costs can be reduced. Such a calculation needs to
take into account as costs not merely the direct effects on default and systemic risk but also the broader externalities
arising from financial fragility that were highlighted in Chs. 4 and 9. If they lead to heightened instability that requires
greater use of the safety net, the adverse effects of this on risk-taking as well as direct costs (of saving thrifts etc.) need
to be taken on board. On the other hand, the benefits may relate not merely to the lower cost and improved quality of
financial services but also the heightened ability of the private sector to adjust balance sheets and any effects of
heightened competition on the efficiency of the financial system and hence on the use of costly resources in
performing its intermediation function (Colwell and Davis 1992). It may also include an ability to diversify their
activities and thus stabilize their profits—an argument often made against the separation of commercial and
investment banking in the USA and Japan, as well as limits on nationwide banking in the USA. As noted in Ch. 1, the
consensus (Blundell-Wignall and Browne 1991) is that liberalization has had net benefits. Others note that, even if
there were net costs, developments such as globalization, technological advance, innovation and the burgeoning of the
euromarkets, all of which made deregulation virtually unavoidable in the first place, also mean that deregulation cannot
easily be reversed, especially in the absence of exchange controls.

As regards means of reducing costs of deregulation, liberalization of regulations restricting activities of financial
institutions can reduce instability by offering alternative markets to firms whose principal activity is threatened by
structural change. There is a case for ‘consistent’ rather than ‘piecemeal’ liberalization, as deregulation of one market
together with maintenance of controls in another may give rise to instability. Furthermore, given the difficulties faced
by firms unfamiliar with free competition, there may be a case for gradual rather than sudden liberalization, so long as
it applies equally to different institutions. This is the Japanese approach, which contrasts with most other countries
(Shigehara 1991), although such gradualism has not prevented banking difficulties just as severe as in countries such as
those in Scandinavia which liberalized rapidly, particularly if one allows for the superior performance of the Japanese
economy (Ch. 9). In the wake of such difficulties, banks may need to be ‘taught’ credit monitoring (Bank of Japan
1991b). More generally, costs of deregulation should be lower, the more efficient regulation is—note that regulation
needs to be tightened when markets are liberalized, and the costliest cases of instability have followed liberalization and
loosening of prudential regulation. Tight monetary policy
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should also help to prevent excesses following deregulation, as discussed above.

Macroeconomic policy also has a key role to play. Comparative experience of financial fragility and systemic risk,
especially those following deregulation, suggests that a policy generating long-term low and stable inflation and
positive, but not excessive, real interest rates, and consequently avoiding the need for sudden changes in policy
tightness, are crucial to avoiding instability. The German experience is a good example. But the Japanese conjuncture
shows, that even when policy seems to bear down firmly on general inflation, asset price booms, whether following
deregulation or autonomous, can generate fragility. Policy may hence need to take asset price booms into account at an
early stage. Finally, experiences such as those following the tightening of US monetary policy in 1979 (thrifts, debt
crisis) suggest that if inflation does become established, it needs to be subdued gradually; attempts at sudden
disinflation in the presence of high leverage may trigger financial instability.

(3) Financial Structure and Behaviour
Some of the most interesting issues raised by a study of financial fragility and instability relate to the nature and
behaviour of financial markets and institutions and their implications. They are, of course, not entirely distinct from the
regulatory issues, which to some extent respond to them.

(a) Financial Innovation
Innovation may be a response to financial regulation (a means to circumvent it), a response to liberalization (taking
advantage of freedom), or of course an autonomous process, driven by technical change or market conditions. The
crucial question in the present context is its influence on fragility and instability. As regards the former, a number of
innovations may be classified as credit creating, in that their introduction entailed a relaxation of credit rationing, while
very few have been equity creating, and there has been little technical progress in the crucial field of credit monitoring
(although as markets work better, more information should be embodied in prices). Junk bonds and securitized
mortgages were among the credit-creating innovations highlighted. It is, however, less clear that such innovations in
themselves led to excessive borrowing, independent of the other factors highlighted. As regards instability among
financial institutions, the main problem seems to have been misunderstanding, for example of the nature of
innovations (perpetual FRNs), their potentiality (portfolio insurance), or mere lack of experience of how new markets
may behave under stress (junk bonds, Swedish commercial paper). Lamfalussy
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(1992) also suggests that increasing exposures by banks to off-balance-sheet risks, (via swaps, forward rate agreements
etc.)—which often exceed those to the interbank market—aggravate the problems of asymmetric information
regarding banks' portfolios, both in terms of direct exposure and indirect exposures arising from linkages between
markets and sectors. They thus increase the risk of runs. And because derivatives have increased linkages between
market segments, disruption in one may more readily feed into others, generating systemic risk.

On the other hand, innovations that distribute systematic risk to institutions best able to absorb it, and/or spread it
more widely across the financial system, may help to diffuse financial instability and prevent systemic risk. To the
extent there is such diffusion, rather than concentration, such an explanation could be an important supplement to
increased readiness to use the ‘safety net’ as an explanation for the lack of major financial crises since markets were
liberalized.

(b) Competition in Financial Markets
It is evident that a degree of competition between financial institutions and markets is required in order to obtain an
efficient allocation of funds to final users, with a minimum of monopoly and X-inefficiency. However, aspects of the
analysis in this book pose the question whether there is a sharp competition/instability trade-off which should be
treated carefully, or at least monitored closely by prudential regulators. Such a trade-off appears particularly acute in the
initial stages of a transition to a competitive system, before the financial system has experienced a recession, although
behaviour in the euromarkets implies that a syndrome of instability can also recur over the longer term. A particular
problem arising in domestic markets may be weakening of relationship links between financial institutions and
borrowers, which it is suggested may be an important component of the financial fragility and instability of recent
years. The lack of such links in the euromarkets may be a factor underlying their vulnerability too.

(c) Excess Capacity
The issue of excess capacity in financial markets is clearly linked to competition, so long as it is not assumed that the
market is always in long run equilibrium. Its definition is of course problematic: inadequate returns to equity from
operating in a prudent manner is one possibility. Its orderly removal faces markets and regulators with serious
challenges, to ensure it occurs through mergers or reductions in size of institutions, rather than disruptive
bankruptcies. If some firms can cross-subsidize activities from profitable niches elsewhere, it may persist, while
associated incentives for
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risk-taking, particularly for firms not benefiting from such situations, may inflict considerable instability on users of the
market. Regulators may aggravate such problems, by seeking to impede closure of client firms.

Some analysts, such as Wojnilower (1991) would suggest that subsidies or other incentives to exit or merger are
appropriate, at least in the highly atomistic market conditions typical of the US. Others, such as Tannenwald (1991),
question the existence of excess capacity in certain financial markets, and suggest that recent banking losses have been
consequences of cyclical changes which will correct themselves in an upturn (unless instability intervenes). In the light
of such contrasting approaches, a challenge to researchers is to provide precise symptoms, definitions and measures of
excess capacity, as well as indicators as to whether its removal will entail disruption of markets in any particular
instance.

(d) Industrial Structure of Financial Markets
Ch. 7 argued at length the view that a closer focus on structural developments is appropriate from the point of view of
financial instability. This by no means exhausts the importance of the industrial-organization framework, however. To
offer just one example, oligopolistic banking systems may have some additional features of relevance. At least when
competitive pressures are moderate, they make it easier for a ‘club’ of banks to exist, exerting discipline over members
and offering non-inflationary assistance to the lender of last resort in heading off crises. They may also be less
vulnerable to failure than an atomistic system, even during periods of ‘excessive competition’, given diversification of
sources of income.

These advantages need to be set against the standard efficiency arguments against market power in terms of
supernormal profits etc. Second, oligopolies may be particularly vulnerable to a ‘too big to fail’ syndrome, where
markets assume that authorities will eliminate any danger of bank failure, with adverse effects on moral hazard. Third,
concentration on financial markets may increase the vulnerability of the markets in which the player is active to failure
of a single institution. Some analysts suggest this is an emerging problem in international wholesale markets at the time
of writing. Also oligopoly dynamics may lead firms to follow each other into new areas to maintain balance in their
relationship, even if the consequences are losses (Big Bang), financial fragility (Australia), or heightened risk (ldc debt).
Moreover, the dynamics of an oligopoly recovering from a period of excessive competition may entail sharper
reductions in competition, with more deleterious consequences for the macroeconomy, than a similar situation in an
atomistic market, where competition is harder to suppress.
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(e) Wholesale Markets
It would be easy to arrive at alarmist conclusions regarding the money markets, in particular the international interbank
market, given their key role in many of the crises outlined. However, a more balanced view would suggest, first, that
they clearly serve key economic functions, as outlined in Ch. 6, Sect. 1, and that the efficiency of the global financial
system is accordingly enhanced; second, the striking feature of the markets is their robustness rather than their fragility,
given the rarity with which serious difficulties have arisen (in the absence of the wholesale markets to absorb and
diffuse shocks, the system might have been more unstable); and third, since retail depositors are sheltered by deposit
insurance, any problems will inevitably be reflected in uninsured markets; such instability that has arisen could be seen
as a price worth paying to avoid moral hazard.

That said, there may remain certain policy issues. In particular, it could be questioned whether the Basle risk weight of
20 per cent on interbank exposures is too low. Second, the authorities need to be vigilant to detect any undue risk-
taking in the markets. Third, the fact commercial banks simultaneously act as dealers or market makers in markets
such as foreign exchange, swaps, securities, and derivatives products, as well as being principals in the interbank market
could lead to heightened contagion. There remains the tension between the desire to maintain stability via the lender of
last resort, and the need to minimize moral hazard, that must be resolved on each individual occasion. Beliefs that
major banks are ‘too big to fail’ in such well-informed markets could lead to significant underpricing of risk.

A major issue for wholesale markets is the element of risk in payments and settlements systems, as discussed in Ch. 10
Sect. 8. The Herstatt crisis discussed in Ch. 6 was a classic example of how risks may cumulate around the globe, for
example. Failure of a computer at a major US bank in 1985 nearly caused a collapse of the bond market and payment
system (Herring 1992), necessitating liquidity support by the New York Fed. The role of banks in this area has been
rising in recent years, even while their predominance in lending has been falling. At the time of writing the central
banks in the EU are introducing so-called real-time gross settlement systems, which reduce settlement risk, and are a
prerequisite for Delivery versus Payment systems in securities and foreign exchange markets.370 Finally, it should be
noted that such concerns as applied historically to the international interbank markets are currently also directed to the
derivatives markets (see Ch. 10 Sect. 5).371
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(f) Organization of Finance
The contrast was made at an early stage of the book between ‘Anglo-Saxon’ financial systems and those in continental
Europe and Japan, where the latter tend to have closer links between lenders and (corporate) borrowers, and hence can
sustain a high level of debt for a given level of default. While the latter are not immune to financial fragility, it would
appear that such a system is less subject to the sharp disequilibrium shifts in indebtedness, that often give rise to
fragility, than a more transactions-based financial system. Experience in the USA and UK compared with Germany
certainly supports the hypothesis, although experience in 1990–4 in Japan runs counter.

If correct, such a conclusion poses the question whether policy moves in the direction of such a structure are desirable,
along the lines noted by Bisignano (1991) (such as promoting closer links between finance and industry). But it also
raises the questions of how sustainable relationship banking is when exposed to competition (as, for example, in Japan,
Norway, and Finland), whether it is sustainable as securities markets grow and more information is disclosed and
embodied in prices, and whether the gains are worth the costs of limiting competition. An interesting case is Japan.
The development of securities in Japan and/or access of Japanese firms to international markets in recent years was
accompanied by sharp rises in debt, and in some cases bankruptcies that would previously have involved rescues,
although it should be emphasized that financial fragility in Japan is focused mainly on firms dependent on banks rather
than those able to access the eurobond market. None the less the perceptible drift away from relationship banking in
Japan372 poses the question whether the German system is unique—and can it survive?373 Finally, and abstracting from
such competition, there is the question whether the increasing coexistence in global financial markets of two very
different approaches to financial market behaviour may lead to market instability, especially in securities markets where
global agreements on market practices have not been reached (Bingham 1991b).

(g) Non-Economic Analyses of Financial Behaviour
The basis of the theory of finance—that agents will behave rationally so as to maximize profits, and that markets are
efficient, taking on board all relevant
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information—is challenged by the at times seemingly aberrant behaviour of financial markets and institutions. While
the general thrust of this book is that behaviour is usually rational, if sometimes in a manner emphasized by industrial
economics rather than finance (oligopoly dynamics, market-share competition, loss lending), a number of authors
emphasize psychological mechanisms that go directly against conventional notions of rationality in finance (cf. Ch. 5
Sects. 4–5 and Ch. 10 Sect. 1). These include heuristics of availability, group dynamics, and systematic overoptimism.
Managers of financial institutions would seem well advised to at least be aware of the possibility of such biases, and set
up institutional learning/control mechanisms to counteract them when they arise.

(4) Prospects
To conclude, we make a brief assessment of future prospects. A number of commentators have suggested that the
period since 1970 was historically unique, given the degree of turbulence in the macroeconomy and financial markets,
combined with the switch from a regulated to a liberalized financial system. A number of considerations can be
adduced.

On the one hand, it is true that the recent period saw much higher inflation than the historic norm, as well as low real
interest rates in the 1970s followed by rather high ones in the 1980s. Quite severe periods of global monetary rigour in
pursuit of disinflation in the early 1980s and 1990s combined with laxity at other times. It is suggested in the text that
these were all significant causes of fragility and instability, and that countries that did not suffer these shifts appear to
have undergone a much lower degree of financial difficulty. The authorities may be expected to seek to avoid these
difficulties in coming years, given recent experience of them. Indeed, at the time of writing (1994), inflation rates are
below 5 per cent in many OECD countries, though real interest rates remain high.

Meanwhile, financial intermediaries and borrowers have suffered sizeable losses and failures owing to their willingness
to extend and accept credit. Property lending is now understood to be of high risk, particularly when the whole
banking sector engages in competition for market share, with little credit assessment. Financial innovations often
showed unexpected behaviour in response to market disequilibria or recessions. Regulators, too, learnt a great deal
about the behaviour of liberalized financial markets, whose operations differ radically—and often diametrically—from
those of cartelised, segmented, and constrained sectors typical prior to the 1970s. They are also aware of potential for
systemic risk arising from or via payments and settlements systems. Consequently, experience may be expected to
imbue caution and greater understanding among players in financial markets, helping to impede a repetition of the
excesses of the past two

CONCLUSION: THEMES AND PROSPECTS 347



decades. Experience is buttressed by formal agreements to strengthen regulation, such as the Basle agreement on
capital adequacy. It is suggested that a study of appropriate macroeconomic and financial data, supplemented by an
understanding of the typical patterns of behaviour which have preceded crises in the past, may also be of assistance to
regulators and markets in preventing fragility in the future. Third, a number of factors may divert financing towards
equity and away from debt. Tax systems in a number of countries, such as the UK and France, are becoming a great
deal more neutral in their treatment of financing methods. The likely further development of pension funds in
countries currently reliant on social security (Davis 1995) may offer a significant fillip to the demand for equity. The
development of an EC-wide securities market in the aftermath of the Single Market may increase the access of
European firms to equity finance.

On the other hand, a degree of vigilance against financial instability remains appropriate. The whole thrust of the
‘disaster myopia’ hypothesis (Chs. 5–7) is that memories of financial instability can rapidly fade, a process intensified by
rapid turnover of staff and/or intense competition. Examples are the repeated pattern of overlending to ldcs in the
1930s and 1970s, and UK banks' exposures to property in the early 1970s and late 1980s.

Some of the underlying conditions for financial instability continue to obtain. The level of competition among
institutions and markets remains intense, with one of the root causes being continuing excess capacity. Technical
advances and growth of institutional investors continue to open up opportunities for shifts in the pattern of
intermediation; money-market mutual funds, in particular, can offer a direct threat to banks on the deposit as well as
lending side of their balance sheets. As international interpenetration increases, notably in EC countries, such pressures
may intensify. Such a process will also remove supplies of cheap funding for banks, which on the one hand reduces
cross-subsidization of unprofitable operations, but on the other may increase incentives to take risks. As noted, such
competition also weakens ‘club’ relationships between banks and Central Banks, potentially making maintenance of
stability more difficult. Again, this weakening of ‘club’ relationships could be a marked feature of the EC, especially if
full integration of financial systems goes ahead, posing a problem for a future European System of Central Banks.

Many financial markets remain heavily regulated, and may thus be particularly vulnerable to the behaviour patterns
discussed in the text. Dornbusch (1991) pointed to possible difficulties in countries such as Korea, Greece, and Spain,
because ‘at the pace at which liberalization is taking place, and capital markets are opened, regulation is in no way
allowed to catch up with reality’.

The adverse state of balance sheets—both of banks and non-banks—in certain countries is taking time to adjust,
implying a prolonged period
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of financial fragility. Experience of the Anglo-Saxon countries, Japan and Scandinavia, as outlined in the text, could
apply more widely. A general point here is that the immediate policy response to systemic risk (the lender-of-last-resort,
or even nationalization) is well understood and generally effective, hence another Great Depression is unlikely. On the
other hand, the appropriate macroeconomic policy response to problems of financial fragility (Ch. 4) that fall short of
deflation or banking crises (as opposed to means of limiting fragility's development in the first place) is less straight-
forward. Beyond a certain point, cuts in interest rates may be ineffective, and may cause inflation and moral hazard.
Countries have clearly had to accept a period of sluggish economic activity while balance sheets adjust, with
appropriate vigilance that the conditions do not suddenly deteriorate into a crisis. The household sector has tended to
be a particular brake on recovery.

Although monetary policy is now appropriately aimed at reducing inflation, as noted above, interest rate volatility
cannot be ruled out, especially if there are errors in fiscal policy. The internationally-integrated financial system is highly
intolerant of such mistakes, and may require large shifts in interest rates to offset them, with adverse consequences for
securities markets and borrowers. The rises in short-term interest rates undertaken in many European countries in
1992–3 to seek to remain linked to the ERM, and the increases in global long-term rates in 1994 in the wake of tighter
US monetary policy and general concern over fiscal policies in Europe, are both relevant here. Moreover, despite the
1991 recession in a number of countries, some commentators such as Lamfalussy (1992) suggest that since
simultaneous downturn in all the major industrial countries has not been seen since liberalization and the growth of
securities and derivatives markets began, the conclusion that the system is stable cannot yet be safely drawn.

While the trend to securities markets may be helpful in promoting equity financing, such markets also open new
sources of debt to firms (and households via loan packaging), which US experience of the 1980s shows can lead
borrowers into difficulties. Monitoring of securitized debt may be inadequate and/or risks mispriced. A number of
instances have also shown that debt securities markets can show tendencies to instability similar to banks, which can in
turn raise difficulties for firms that have broken their relationship links with banks, as well as to financial institutions
relying on liquid markets for funding, hedging, or as repositories of liquidity. Indeed, relationship banking may itself be
threatened by increased competition and development of securities markets. And as banks are left increasingly with the
poorer credits unable to access markets, the risks on their books—and incentives to seek more—may increase.

In this context, it is notable that peaks in volatility of securities, derivatives, and foreign-exchange markets are
increasing, as companies, banks,
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and institutional investors employ new trading strategies using derivatives. Major losses are being incurred by reckless
or unwary institutions, which could yet lead to insolvency and systemic risk.

A fundamental question posed by a number of the considerations adduced above, and which has yet to be answered, is
whether the levels of financial instability reached in the 1980s and early 1990s, and its consequences for
macroeconomic stability, are a permanent feature of liberalized financial markets or largely a consequence of the initial
adjustment to liberalized markets. In our view, there are sufficient secular factors—notably competition,
institutionalization, securitization, and the evolving role of banks—to give grounds for expecting a permanent
increase in instability. If correct, such a judgement makes development of a better understanding of the causes and
consequences of financial fragility and instability all the more important, so as to provide indicators of the risk of a
future period of instability to governments, markets, and regulators.
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Glossary

Adverse selection situation in which a pricing policy induces a low average quality of sellers in a market, while
asymmetric information prevents the buyer from distinguishing quality. When it is sufficiently severe, the
market may cease to exist.
Agency costs costs arising from the deviation between the agent's and principal's interests in an agency
relationship. Includes both the costs to the principal of the behaviour of the agent and any expenditures
incurred by the principal (or agent) in order to control the agent, such as monitoring expenditures by the
principal and bonding expenditures by the agent. Two main types of agency problem are identified in this
book, first the cost arising in the debt contract between debtors and creditors, and second the costs arising in
the relationship between owners or managers of a firm and providers of external finance.
Agency relationship contract under which one or more persons (principals) engage another (the agent) to perform
some service on their behalf which involves delegation of some decision-making responsibility to the agent.
Anglo-Saxon countries term used to refer to English-speaking advanced countries with developed capital markets
as well as banks (UK, USA, Canada, Australia, NZ).
Bankruptcy a court-supervised process of breaking and rewriting contracts.
Basis point 1/100 of 1 per cent.
Basle agreements agreements among banking supervisors of the G10 countries to harmonize minimum standards
of prudential supervision. Usually used to refer to their agreement on capital adequacy.
Basle risk weight weighting given to different types of exposure under the Basle agreement, in arriving at
measure of risk-weighted capital adequacy. For example, loans to companies bear 100% weight, and hence
need capital backing of 8%; mortgages bear 50%; interbank claims 20%.
Bearer security a security whose owner is not registered on the book of the issuer. Interest and principal are
payable to the holder.
Bid-ask (or offer) spread the difference between the price at which a market maker is prepared to buy (bid)
securities and that at which he is ready to sell (ask/offer).
Bought deal method of security issuance where the managing investment bank takes the whole of the issue on to
its books at an agreed price, before selling it to investors.
Bridge loans short-term high-risk financing, used to fund a leveraged buyout or takeover until longer term
financing can be arranged.
Broker agent bringing buyers and sellers together in exchange for a fee. Unlike a market maker, does not take a
position.
Building society (UK, Ireland, Australia) form of mutual retail depository institution specializing in provision of
secured finance for house purchase by the household sector.
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Capital adequacy regulatory requirement for banks to maintain a certain ratio of shareholders' funds to assets.
Capital gearing debt as a proportion of assets.
CCPC (Co-operative Credit Purchasing Company) institution set up by Japanese banks to enable them to realize tax
relief on non-performing loans.
CD (certificate of deposit) a negotiable certificate issued by a bank as evidence of an interest-bearing time deposit.
CEJ countries shorthand used to denote Continental Europe and Japan, whose financial systems contrast
sharply with those in Anglo-Saxon countries (Ch. 1, Sect. 5).
Clearing House Interbank Payment System (CHIPS) a computerized network for transfer of international US dollar
payments linking over 100 depository institutions which have offices or subsidiaries in New York City.
Messages covering payments between the various depository institutions are entered into the CHIPS computer
over the business day. At the end of each day, participants' net positions are settled through the Federal
Reserve's funds transfer system.
Collateral assets pledged by the borrower in a debt contract, for the lender to seize in case of default (also called
‘security’).
Commitment informal, long-term, two-way, largely exclusive relationship between borrower and lender, hence
‘relationship banking’. (Compare ‘control’.) A loan commitment is a distinct concept: promise by a bank to
provide a loan at specified terms.
Complete markets theoretical construct providing a full set of markets covering all present and future
contingencies (e.g. ability to buy now an umbrella next Wednesday only if it rains).
Contestable market market in which there are no sunk costs of entry or exit, and hence incumbent firms behave
as if they were in competitive equilibrium, even if there are economies of scale, owing to the threat of potential
competition.
Control exclusive focus on the formal provisions of the debt contract in any transaction, hence ‘transactions
banking’. (Compare ‘commitment’.)
Corporate control or governance mechanisms means whereby providers of external finance to a company (especially
equity-holders) ensure managers are not acting contrary to their interests.
Counterparty risk risk that one party to a transaction will default before the transaction is complete.
Country risk risk relating to loans to borrowers based in a given country.
Coupon nominal payment due on a debt instrument, often expressed as a percentage of face value.
Covenant restriction on the behaviour of the borrower agreed at the time of issue of a debt instrument, breach
of which allows the lender to claim default (often called an ‘indenture’).
CP (commercial paper) a short-term unsecured and generally marketable promise to repay a fixed amount
(representing borrowed funds plus interest) on a certain future date and at a specific place. The note stands on
the general credit-worthiness of the issuer or on the standing of a third party who is obliged to repay if the
original borrower defaults.
Credit channel mechanism whereby monetary policy impulses operate on the economy via variations in the
quantity of bank credit, independent of the effect of the associated rise in money-market rates.
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Credit quality spread difference between the yield on a risk-free security and one which is subject to credit risk,
but is otherwise similar (in terms of maturity etc.).
Credit rationing process whereby provision of debt to a given borrower is limited.
Credit risk risk that the borrower will fail to repay interest or principal on debt at the appointed time. Used
interchangeably with default risk.
Daylight overdraft intraday extensions of credit made by banks and/or the Central Bank when payment
instruments of an account-holder within the payments system are honoured even though there are insufficient
balances in the account to fund the transaction at the time it is made.
Debt deflation cumulative collapse of economic activity caused by the effect of a falling price-level on the real
cost of servicing debt claims.
Default failure of the borrower to comply with the terms of the debt contract (breach of covenants; failure to
repay principal; failure to pay interest).
Default risk as credit risk.
Delivery versus payment an arrangement in which the exchange of value in fulfilment of an economic obligation is
synchronized so that the final payment is received at delivery.
Deposit insurance provision of a guarantee that certain types of bank liability are convertible into cash.
Deregulation removal of structural or non-market-based controls or regulations on financing behaviour, in
particular abolition of credit controls and removal of barriers segmenting types of financial business.
Derivative financial instrument asset or security whose value depends on that of one or more more basic
instruments (the ‘underlying’) in a contractual manner.
Direct financing provision of external finance from saver to end-user via securities markets rather than financial
intermediaries.
Disaster myopia tendency to disregard uncertain low-probability high-risk hazards.
Discount window facility offered by the US Federal Reserve allowing member banks to borrow reserves against
collateral (usually in the form of government securities).
Discrete-time net settlement type of payments system where banks settle at the end of the day on the basis of the
sum of their promised receipts and payments during the day.
Disequilibrium quantity rationing of credit rationing of credit by amount at a non-market-clearing price with excess
demand of loanable funds, where among loan applicants who seem identical some receive credit and others do
not. Arises either from government regulation or slow price adjustment.
Disintermediation diversion of funds that are usually intermediated into direct finance. May be used more
narrowly to imply any shift away from banks to other intermediaries.
Distress selling forced sales of assets by debtors unable to fulfil interest obligations.
Duration average time to an asset's discounted cash flows.
ECU (European Currency Unit) artificial currency comprising fixed proportions of each of the currencies of EU
member States.
Endowment profits profits earned by banks as a consequence of low- or zero-interest paid on sight deposits.
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Equilibrium quantity rationing of credit rationing of credit by amount in a situation where profit-maximizing
lenders are unwilling to change the conditions under which loans are offered. Consequence of asymmetric
information and incomplete contracts.
Eurobond international bond issue, usually in bearer form, underwritten by an international syndicate of banks
and sold principally in countries other than that of the currency of denomination.
Euromarkets offshore markets where lenders and/or borrowers in financial contracts are from countries other
than that of the currency of denomination of the contract. The principal markets are for eurobonds, syndicated
euro-credits, euronotes and the eurocurrency interbank market.
Euronotes short-term promissory notes, usually with fixed maturities of up to a year, issued in the international
capital markets in bearer form and on a discount basis; in mid-1980s generally underwritten (revolving
underwriting facilities), later generally not (eurocommercial paper, medium-term notes).
Event risk risk a corporate bond will be downgraded owing to an unpredictable outside event, usually a
leveraged buyout.
Excessive competition situation in an industry when prices are set at a level which does not generate positive
profits in most business conditions.
Expected return gain from holding a financial claim net of expected loss from default risk etc.
External finance finance that is not generated by the agent itself; debt or equity.
Financial crisis major collapse of the financial system, entailing inability to provide payments services or to
allocate capital; realization of systemic risk.
Financial fragility a state of balance sheets which offers heightened vulnerability to default in a wide variety of
circumstances. Used in this book to refer largely to difficulties of households, companies, and individual banks
as opposed to the financial system as a whole (see ‘systemic risk’).
Financial innovation profit-seeking investment, diffused through financial markets, which aims to overcome
imperfections in those markets.
Financial liberalization see deregulation.
Foreign bond bond issued by a foreign borrower on a domestic market.
Forward rate agreement agreement between two parties wishing to protect themselves from interest rate risk. They
agree an interest rate for a specified period from a given future settlement date for an agreed principal amount.
The parties' exposure is the difference between the agreed and actual rate at settlement.
Free-rider problem tendency for party to an agreement or transaction to take advantage of others' compliance,
which reduces the incentives for others to comply; for example, in securities markets, disincentive to gather
information about a borrower, owing to the ability of other investors to take advantage of it at no cost to
themselves.
FRN floating-rate note; a medium-term security carrying a floating rate of interest which is reset at regular
intervals, typically quarterly or half-yearly, in relation to some predetermined reference rate, typically Libor.
Futures contract an exchange-traded contract generally calling for delivery of a specified amount of a particular
grade of commodity or financial instrument at a fixed date in the future. Contracts are highly standardized and
traders need only
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agree on the price and number of contracts traded. Traders' positions are maintained at the exchange's clearing
house, which becomes a counterparty to each trader once the trade has been cleared at the end of each day's
trading session.
Gearing debt as a proportion of balance-sheet totals (used interchangeably with ‘leverage’).
Gensaki deposits Japanese money-market deposit.
Hedging taking an offsetting position in order to reduce risk, for example taking a position in futures equal and
opposite to a cash position. A perfect hedge removes non diversifiable/systematic risk.
Herstatt risk risk in payments and settlement systems that disruption in one market will feed through into others
that open later in the day.
Illiquidity generally, inability to transact rapidly in financial claims at full market value; more specifically, for a
borrower, inability to obtain sufficient funds to service current obligations (compare ‘insolvency’).
Income gearing interest payments as a proportion of disposable income (US; interest burden).
Incomplete contracts debt contracts which do not specify behaviour of the borrower in all possible contingencies.
Index arbitrage strategy buying and selling simultaneously a stock-index futures contract and the underlying
stocks, to profit from any discrepancy (spread or basis) between them.
Insider party to a transaction having relevant information not available to the other party.
Insolvency state of balance sheet where liabilities exceed assets (compare ‘illiquidity’).
Interest-rate margin difference between the average rate of interest on bank assets and liabilities.
Interest-rate risk risk arising from changes in value of financial claims caused by variations in the overall level of
interest rates.
Intermediation process whereby end-providers and end-users of financial claims transact via a financial
institution rather than directly via a market.
Internal finance finance generated within the borrower: retentions and depreciation.
ISMA (International Securities Markets Association) trade body for euromarket intermediaries.
Junk-bonds high-yielding bonds that are below investment grade and are at times used in corporate take-overs
and buyouts. Investment-grade securities are generally those rated at or above Baa by Moody's Investors
Services or BBB by Standard & Poor's Corporation.
Land myth view in Japan until the late 1980s that land was an unbeatable investment whose nominal price could
not fall.
Ldcs less developed countries.
Lender of last resort an institution, usually the Central Bank, which has the ability to produce at its discretion
liquidity to offset public desires to shift into cash in a crisis; to produce funds to support institutions facing
liquidity difficulties; and to delay legal insolvency of an institution, preventing fire sales and calling of loans.
Letter stocks stocks on the New York Stock Exchange where trading is restricted for a specified period.
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Leverage debt as a proportion of the total balance sheet (used interchangeably with ‘gearing’).
Leveraged buy-outs (LBOs) corporate acquisitions through stock purchases financed by the issuance of debt
(which may include ‘junk bonds’).
Libor London Interbank Offered Rate. The rate at which banks offer to lend funds in the international
interbank market.
Life cycle pattern of saving, borrowing, and consumption over a person's life; life-cycle hypothesis is of
borrowing in young adulthood, repayment and saving in middle age, dissaving in old age.
Limited liability feature of corporations whereby equity holders cannot be held liable for losses in excess of the
value of their shares.
Liquidation sale of a defaulting borrower's assets and distribution to creditors.
Liquidity constraint limits on borrowing preventing individuals from reaching desired level of consumption; in
context of life cycle, preventing attainment of life-cycle optimum.
Liquidity risk risk of illiquidity as defined above.
LOCOM accounting principle which values assets at the lower of original cost or current market value.
Market-liquidity risk risk that ability to transact rapidly in securities at current market prices will suddenly
disappear.
Market maker intermediary in securities market that offsets fluctuating imbalances in demand and supply by
purchases and sales on its own account, increasing or reducing its inventories in the process (i.e. taking
positions), at its announced buying (ask) and selling (bid) prices.
Market risk risk that the value of marketable securities will change while the investor is holding a position in
them. Sometimes used more narrowly to indicate systematic risk that cannot be eliminated by diversification.
Mark to market accounting principle which involves valuing assets at current market value.
MATIF Paris derivatives markets.
Maturity time between issuance and repayment of principal on a debt instrument.
Mezzanine finance high-risk bank finance of intermediate seniority in case of default.
Money markets wholesale markets for short-term, low-risk investments.
Money-market mutual fund open-ended collective investment vehicle investing in short-term, high-quality, liquid
financial instruments (CDs, CP, Treasury bills).
Monitoring process whereby lenders check the behaviour of borrowers after funds have been advanced
(compare ‘screening’).
Moral hazard incentive of beneficiary of a fixed-value contract, in the presence of asymmetric information and
incomplete contracts, to change his behaviour after the contract has been agreed, in order to maximize his
wealth, to the detriment of the provider of the contract.
Mortgage-backed bonds bonds traded mainly in the USA which pay interest semiannually and repay principal
either periodically or at maturity, and where underlying collateral is a pool of mortgages.
Negative equity situation for houseowners where the value of the mortgage exceeds that of the house itself.
Netting form of settlement in derivatives or foreign-exchange markets where counterparties transfer only their
net obligation at regular intervals.
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Net worth assets less debt, also called ‘net assets’.
Non-bank bank financial institution holding non-marketable loans on its books but not taking retail deposits.
Non-performing loan loan on which interest or repayment obligations are not fulfilled.
OECD Organisation for Economic Co-operation and Development, club of richest industrial countries, which
currency has 24 members.
Option the contractual right, but not the obligation, to buy or sell a specified amount of a given financial
instrument at a fixed price before or at a designated future date. A call option confers on the holder the right to
buy the financial instrument. A put option involves the right to sell the financial instrument.
OTC market over the counter, informal market in securities or derivatives—in contrast to trading in organized
exchanges.
Panic pattern of contagious bank runs.
Payments system a set of contractual arrangements and operating facilities used to transfer value (see discrete-
time net settlement and real-time gross settlement).
Perfect capital market theoretical construct featuring complete markets (see above), perfect information to all
parties, no costs of default and ability of all agents to borrow freely at the going rate against their wealth,
including future wage income.
Permanent-income theory of consumer behaviour theory which suggests that current consumption is determined by the
wealth and the discounted present value of future income and not merely current income. Requires absence of
liquidity constraints.
Portfolio insurance method of computer-aided trading in equities which seeks to protect the value of a portfolio
against declines in the market by means of transactions in stock index futures. Experienced suggests it is
unviable when too high a proportion of investors seek to use it.
Position holdings of financial instruments, whether in positive amounts (long position) or negative (short
position), hence position risk: risks arising from such holdings, which are usually market/interest-rate risk but
which may also include liquidity risk or credit risk.
Positive-feedback trading buying securities when prices are high and rising, and selling when they are low and
falling.
Price rationing of credit equilibration of the credit market by means of the interest rate charged.
Price-specie-flow mechanism whereby trade imbalances generate flows of money (specie) which cause
macroeconomic adjustments to correct the imbalance.
Primary market market in which financial claims are issued (compare ‘secondary market’).
Private information information that is not generally available, and is thus not embodied in the market price of
securities.
Private placement issue of securities offered to one or a few investors rather than the public; not registered;
usually very illiquid.
Programme trading term applied to types of computer-aided transaction strategies in securities markets.
Rational expectations hypothesis that investors and other agents in the economy act in the light of all the available
information, including knowledge of underlying patterns of behaviour in markets.
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Real business-cycle model rational-expectations model of cyclical fluctuations incorporating the hypothesis that only
tastes and technology and not monetary or financial variables affect the cycle.
Real-time gross settlement type of payments system where banks settle transactions immediately via their accounts
at the central bank.
Retail banking traditional forms of banking practice, where small deposits are aggregated within the same
institution into large loans.
Risk danger that a certain contingency will occur; often applied to future events susceptible to being reduced to
objective probabilities (compare ‘uncertainty’).
Risk-pricing degree to which price of an instrument reflects the risks involved, allowing for diversification.
Run rapid withdrawal of short-term funds from a borrower (e.g. a bank), which exhausts its liquidity and leaves
some lenders unable to realise their claims.

Saving and loan US retail depository institution, focused on lending long term for house purchase.
Screening process whereby lenders seek to detect the quality of borrowers before a loan is advanced.
Secondary market market in which primary claims can be traded.
Securitization the term is most often used narrowly to mean the process by which traditional intermediated debt
instruments, such as loans or mortgages, are converted into negotiable securities which may be purchased
either by depository institutions or by non-bank investors. More broadly, the term refers to the development of
markets for a variety of negotiable instruments, which replace bank loans as a means of borrowing. Used in the
latter sense, the term often suggests disintermediation of the banking system, as investors and borrowers bypass
banks and transact business directly.
Seniority relative priority of a claimant on a defaulting borrower.
Settlement risk the possibility that operational difficulties in payments and settlements systems interrupt delivery
of funds even where the counterparty is also to perform.
Shelf registration rule in US securities markets (dating from 1983) permitting a single registration to cover issue of
securities at various times over two years, up to a specified amount. Increased the flexibility of US domestic
markets.
Sovereign risk risk of lending to a given government.
Spread difference between the yields on two securities; usually refers in the text to the difference between yields
on risky and risk-free debt. Also used for difference between bid-and-ask price offered by a market maker.
Strategic competition form of industrial behaviour, where firms carry out policies aimed to induce competitors to
make a choice more favourable to the strategic mover than would otherwise be the case.
Strip financing form of financing which entails creditors holding a fixed combination of equity, and senior and
junior debt.
Sunk cost costs incurred by a new entrant to a product market that cannot be recovered on exit.
Syndicated euro-credit loan facility, offered simultaneously by a number of banks, usually from more than one
country, that sign the same loan agreement and stand equally in right of repayment.
Systematic risk risk that cannot be eliminated by portfolio diversification.
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Systemic risk the danger that disturbances in financial markets and institutions will generalize across the financial
system, so as to disrupt the provision of payment services and the allocation of capital; used interchangeably
with financial instability or disorder.
Swap a financial transaction in which two counterparties agree to exchange streams of payments over time
according to a predetermined rule. A swap is normally used to transform the market exposure associated with
a loan or bond from one interest rate base (fixed term or floating rate) or currency of denomination to another;
hence interest-rate swaps and currency swaps.
Thrift US savings and loan institution.
Trade credit credit granted by one non-financial firm to another.
Treasury bill short-term negotiable debt issued by the government.
Unbundling separate pricing and sale of parts of a financial claim or service that are usually provided jointly.
Uncertainty term applied to expectations of a future event to which probability analysis cannot be applied
(financial crises, wars, etc.).
Underwriter institution providing a guarantee of a certain price to an issuer of a security; may also manage and
sell the issue, but these functions are separable.
Unsystematic risk idiosyncratic risk that can be eliminated by appropriate diversification.
Warrant long-term call option; e.g., equity warrant, instrument giving the right, but not the obligation, to buy
shares at a given price at a specified time in the future.
Wholesale banking type of banking entailing forms of risk pooling external to the institution, e.g. use of interbank
markets as sources of funds, splitting of participations in large loans.
Wholesale markets financial markets used by professional investors for instruments or transactions having a large
minimum denomination.
Yield current rate of return on a security (for an irredeemable instrument, coupon as a proportion of market
price; for a dated security, also takes into account investor's capital gain or loss over the period to maturity).
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