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This volume consists primarily of papers that were presented at a National
Bureau of Economic Research Conference held in Islamorada, Florida, in
January 2001, together with comments and discussion. A preconference
held in Cambridge, Massachusetts, in July 2000 kept everyone on track. The
main purpose of the conference was to bring together a group of academ-
ics, officials in the multilateral organizations, and public- and private-sector
economists to discuss issues related to the prevention of financial crises in
the emerging market countries.

A companion conference was held two months later to discuss the man-
agement of crises in emerging market countries, once they occur. The cor-
responding volume is Managing Currency Crises in Emerging Markets, ed-
ited by Michael Dooley and Jeffrey A. Frankel.

These two conferences were part of a larger NBER project on Exchange
Rate Crises in Emerging Markets, directed by Frankel together with Mar-
tin Feldstein. The editors would like to thank the Ford Foundation for sup-
port and Feldstein for originating the entire project.





Financial crises have become recurrent, profound, and diverse. When
Richard Cooper gave the Graham Memorial Lecture at Princeton in 1971,
currency crises followed a regular pattern across countries. Most financial
crises in emerging markets could be traced to large fiscal imbalances fi-
nanced by the local central bank, and this remained true until the mid-
1990s. In a world with fixed nominal exchange rates and limited capital mo-
bility, excessive domestic credit creation leads to a trade deficit, the
depletion of international reserves, and, eventually, a devaluation crisis.1

Theoretically, this prototypical crisis is neatly explained by Krugman’s
(1979) “first-generation” speculative attack model. Kamin (1988), Ed-
wards (1989), and Edwards and Santaella (1993) studied in detail more than
sixty currency crises in the 1950–85 period and concluded that most of
them were indeed rooted in inconsistent fiscal policies. In this world of
“first-generation” crises, crisis prevention policies are rather straightfor-
ward: By running a balanced public sector budget, the country in question
can avoid a drop in international reserves and, thus, will be spared from a
currency crash.

In 1995 Michel Camdessus, then the International Monetary Fund’s
managing director, said that the 1994 devaluation of the Mexican peso was
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the first financial crisis of the twenty-first century. By this he meant that the
Mexican crisis did not fit the old pattern of fiscally driven currency col-
lapses. Although in 1994—and partially due to a contested presidential
election—Mexico had in fact relaxed its fiscal stance somewhat, the macro-
economic picture was far from fiscally inconsistent. The country had made
enormous strides toward fiscal discipline in the years since the crisis of
1982. At the heart of the 1994 Mexican crisis were investors’ souring ex-
pectations, a rapid reversal of capital flows, and mounting dollar-
denominated short-term debt (the infamous tesobonos). These, in turn,
were attributable to an overvalued peso, some domestic political shocks, in-
creases in U.S. interest rates, and a weak banking sector. The rapid decline
of international reserves during 1994 and the eventual collapse of the peso
in December of that year were the result of the combination of these factors,
and not of an overly expansive fiscal policy.2 Even more clearly than in the
case of Mexico, the currency crises in East Asia in 1997 represented an im-
portant departure from the first-generation explanation. In virtually every
one of the East Asian crisis countries, the fiscal accounts were largely under
control. Also, as in Mexico, short-term foreign debt—and in particular
debt to international banks—was high in all of these countries. In East Asia
the domestic banking sectors were weak and poorly supervised. Once the
currency came under attack, an already volatile situation became explosive.

After the collapse of the Thai baht in July of 1994, the crisis was rapidly
propagated across East Asia. Even the currencies and financial markets of
some economies that were thought to have among the strongest fundamen-
tals in the world—Taiwan, Hong Kong, and Singapore—were intermit-
tently attacked during 1997 and 1998. The extent to which currency crises
are transmitted across countries—what sometimes is referred to as “conta-
gion”—became particularly important in 1998 when, as a result of the Rus-
sian currency collapse, the currencies, bonds, and stock markets of virtually
all emerging-market countries around the world came under severe pres-
sure. A statement by Mexico’s Secretary of the Treasury José Angel Gurría
vividly captures policy makers’ concerns and frustrations with financial
contagion: “Ninety percent of Mexicans have never heard of the Duma,
and yet the exchange rate and interest rates that they live with every day
were being driven by people with names like Kiriyenko and Chernomydrin
and Primakov” (Gurría 1999).

The situation eased toward the end of 1998. When Brazil finally suc-
cumbed to the speculative pressure by devaluing in January 1999, the ad-
verse effects on the real economy that the East Asia crisis had led us to ex-
pect did not materialize. Nevertheless, the end of the decade offered little
hope that we had seen the end of crises in emerging markets. Argentina and

2 Sebastian Edwards and Jeffrey A. Frankel

2. To be sure, these factors in addition to mounting political instability resulted in a decline
in the demand for money in Mexico. The fact that the Bank of Mexico sterilized the decline in
reserves during most of 1994 made things worse.



Turkey were both placed under intense speculative pressure in the fall of
2000. In the face of doubts regarding its political ability to address internal
problems, particularly regarding banking, Turkey was ultimately forced in
February 2001 to abandon the exchange rate policy that had been the foun-
dation of its still-new stabilization program. By the end of 2001, Argentina’s
decade long experiment with a fixed exchange rate and a currency board
had collapsed.

In the last few years, and in an effort to explain the crises of the 1990s,
scholars have developed new, “second- and third-generation” models of
speculative attacks and currency crises. The second-generation models fea-
ture “multiple equilibria” that are consistent with a given set of fundamen-
tals; they emphasize that even a country with relatively strong monetary
discipline can be hit by a crisis. The third-generation models return to fun-
damentals, but they locate the problem in moral hazard and the structure
of the countries’ financial system, rather than in macroeconomic policies.
Some truth lies in each of these sets of factors, and each is represented in
our volume.

The papers collected in this volume were presented at a conference in Jan-
uary 2001.3 The main purpose of the conference was to bring together a
group of academics, officials in the multilateral organizations, and public-
and private-sector economists to discuss issues related to the prevention of
financial crisis in the emerging-market countries. (A companion conference
was held two months later to discuss the management of crises in emerging-
market countries once they occur. The corresponding volume is Managing
Crises in Emerging Markets, edited by Michael Dooley and Jeffrey Frankel.)

In organizing this conference, our point of departure was the idea that,
because of the changing nature of financial crises in the emerging
economies, it was necessary to seriously rethink prevention policies. We
were particularly interested in examining the most important characteris-
tics of recent crises in light of new and rapidly evolving theories. To this end,
we called on both theoretical and applied economists, and we made an ef-
fort to include specific case studies as well as broad cross-country compar-
isons. The topics covered in the conference included exchange rate re-
gimes, contagion, the current account of the balance of payments, the role
of private-sector investors and of speculators, the reaction of the official (in-
cluding the multilateral) sector, capital controls, bank supervision and
weaknesses, the role of large players (including hedge funds), and the role
of cronyism and corruption.

We have divided the rest of the volume into five parts. In part I we deal
with the role of the current account and trade flows in financial crises. Part
II concentrates on international financial players—including banks, large
hedge funds, private investors, and speculators—and on the channels
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through which crises are transmitted across countries. In part III we include
two papers that analyze the effectiveness of capital controls as a way of pre-
venting a crisis from becoming massive and costly. Because Malaysia is the
one major country to have responded to the crisis in 1998 by imposing cap-
ital controls, both papers in this section focus on that experiment. Part IV
is devoted to the role of balance sheets, crony capitalism, and corruption.
Finally, part V serves to highlight an essay that surveys the main character-
istics of the “new” financial crises.

Part I: The Current Account and Vulnerability to Crisis

In “Does the Current Account Matter?” Sebastian Edwards investigates
in detail the behavior of the current account in emerging nations, and in
particular its role—if any—in financial crises. Edwards reviews alternative
models of current account behavior and develops a dynamic model of cur-
rent account sustainability. The empirical analysis is based on a massive
data set that covers over 120 countries during more than twenty-five years.
A main goal of this paper is to analyze whether there is evidence support-
ing the idea that there are costs involved in running very large deficits.

Edwards argues that equilibrium models of frictionless economies are of
little help in understanding actual current account behavior or assessing a
country’s degree of vulnerability. He shows that, although current models
of current account sustainability provide useful information about the long
run, they are of limited use in determining if a country’s current account
deficit is too large at a particular moment in time.

Edwards’s empirical analysis shows that large current account deficits are
not persistent. Very few countries run large deficits for as much as five years
in a row, and only a handful have run large deficits for ten years. The data
suggest that the typical mechanics of current account deficits is that coun-
tries that experience large imbalances do so for a limited time; after a while
these imbalances are reduced, and a current account reversal is observed.
An analysis of current account reversals using a large (unbalanced) panel
of countries for 1970–97 indicates that, contrary to what has been recently
suggested, reversals do have a negative effect on economic performance.
They negatively affect aggregate investment; moreover, even after control-
ling for investment, the regression analysis suggests that reversals have a
negative impact on gross domestic product (GDP) growth. The Edwards
chapter also addresses the narrower question of whether larger deficits in-
crease the probability of a country’s experiencing a currency crisis. The
analysis suggests that the answer to this question depends on the definition
of crisis, as well as on the sample used in the analysis. When Africa is ex-
cluded from the sample, an increase in the current account deficit raises the
probability of a crisis, independently of how crisis is defined.

In “Are Trade Linkages Important Determinants of Country Vulnerabil-

4 Sebastian Edwards and Jeffrey A. Frankel



ity to Crises?” Kristin J. Forbes uses a comparative data set with forty-eight
countries to investigate the importance of trade channels in the interna-
tional propagation of financial crises. After surveying the literature on trade
effects, Forbes develops an analytical framework that considers three pos-
sible channels through which international trade can affect the propagation
of crises: a competitive effect, an income effect, and a bargain effect. The
competitive effect is related to the way in which a major devaluation affects
relative prices in the world economy. If the crisis country is large enough, a
devaluation of its currency will result in cross price effects, negatively affect-
ing prices of other countries’ exports. The income effect is a more traditional
transmission channel and is related to the decline in real income in the cri-
sis country and the consequent decline in its demand for imports. Countries
that export heavily to the crisis country will, thus, be affected by a reduction
in their own exports. The final effect—the so-called bargain effect—allows
a noncrisis country to import selected goods at a bargain price.

In the empirical application of this framework, Forbes uses a vast com-
parative data set, covering forty-eight countries during the period 1994–99.
The countries in her data set experienced sixteen crises during this time pe-
riod.4 A particularly important contribution of this paper is the construc-
tion of a new competitiveness indicator, which uses micro-level data to cal-
culate the way in which a crisis affects bilateral exports. Using data on stock
market returns for each of the forty-eight countries, Forbes investigates the
relative importance of the effects described above on the international prop-
agation of crises. Her findings suggest that countries that compete with ex-
ports from a crisis country experience significant reductions in stock re-
turns in the period following a crisis. Likewise, countries that export heavily
to crisis countries are affected by financial turmoil. Interestingly, Forbes’s
results suggest that trade channels are indeed more important than stan-
dard macroeconomic channels in explaining the international propagation
of financial crises. According to Forbes, her analysis has important impli-
cations for adjustment and assistant packages by the multilateral organiza-
tions. In particular, she argues that crisis-related adjustment packages that
ignore these trade linkages will tend to be somewhat ineffective in reducing
the negative effects of financial crises on other nations.

Part II: International Financial Players and Contagion

In “What Hurts Emerging Markets Most? G3 Exchange Rate or Interest
Rate Volatility,” Carmen M. Reinhart and Vincent Raymond Reinhart
analyze the way in which advanced countries’ exchange rate policies affect

Introduction 5
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emerging countries.5 In particular, the Reinharts ask whether reducing
Group of Three (G3) exchange rate volatility—through the adoption of
a target zones exchange rate system, for instance—would reduce emerg-
ing markets’ macroeconomic vulnerability. Since most emerging markets’
debt is expressed in U.S. dollars, a more stable dollar exchange rate could,
in principle, help the poorer nations. The authors point out that reducing
G3 exchange rate volatility implies an important trade-off. In particular,
since sterilized intervention is largely ineffective, reducing exchange rate in-
stability would require an active use of monetary policy. Monetary inter-
vention, in turn, will have an effect on G3 interest rates. The trade-off, then,
is that lower G3 exchange rate instability will be translated into higher G3
interest rate volatility.

Based on the North-South links literature, Reinhart and Reinhart de-
velop a framework with which to analyze the way in which exchange rate
and interest rate policies in the advanced countries affect capital flows to the
emerging countries. In their empirical analysis they look in detail at the be-
havior of capital flows to a large number of developing countries. They con-
sider the period 1970–99 and concentrate on six groups of countries. An
important finding in their analysis is that, historically, G3 exchange rate
volatility appears to have no effect on (net) capital flows to the emerging na-
tions. This is the case when all poorer countries are considered as a group,
as well as when the individual regional groups are analyzed. They do find,
however, that higher G3 exchange rate volatility has been associated with
lower portfolio flows to the emerging nations. An increase in direct foreign
investment compensates for this drop in private portfolio capital. Reinhart
and Reinhart’s detailed empirical investigation leads them to conclude that
“from the perspective of the emerging-market economies, the case for lim-
iting G3 exchange rate volatility is not proven.”

In “When is U.S. Bank Lending to Emerging Markets Volatile?” Linda S.
Goldberg uses new data to analyze U.S. banks’ lending practices toward
emerging nations. In particular, she investigates the extent to which U.S.
banks that lend to the emerging markets respond to changing macroeco-
nomic conditions, both in the United States and in the borrowing countries.
An important feature of this analysis is that the author makes formal com-
parisons between U.S. lending to emerging and industrialized nations.
Goldberg uses an extensive data set drawn from the Country Exposure Re-
ports filed by individual U.S. banks with the Federal Financial Institutions
Examinations Council (FFIEC). This unique data set contains over 20,000
observations and provides detailed information on individual U.S. banks’
claims on foreign countries. Goldberg estimates a series of panel regressions
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to analyze the way in which U.S. banking responds to cyclical conditions
abroad and in the United States.

Goldberg finds that during the last twenty years a larger number of banks
have become engaged in international lending to emerging nations. She also
finds that smaller U.S. banks tend to concentrate their lending to Latin Amer-
ica. Smaller banks’ international lending to the emerging nations is more
volatile than lending by larger banks. Large banks, on the other hand, tend
to concentrate on lending to the industrialized nations. A particularly im-
portant finding of this study is that foreign countries’ macroeconomic devel-
opments—either their rate of GDP growth or the behavior of their domestic
interest rates—do not appear to affect U.S. banks’ international lending de-
cisions. On the other hand, macroeconomic conditions in the United States
are an important determinant of U.S. banks’ international lending. When the
U.S. economy expands, U.S. banks’ lending to other industrialized countries
tends to expand. However, U.S. economic expansions are associated with a
contraction of U.S. banks’ lending to Latin America and Asia. Perhaps the
most important conclusion of Goldberg’s analysis is that, overall, U.S. bank
lending to emerging nations has not been particularly volatile. On the whole,
there is no evidence of lending retrenchment during times of crisis.

The role of large market participants—including hedge funds and other
highly leveraged institutions—is the subject of the chapter by Giancarlo
Corsetti, Paolo Pesenti, and Nouriel Roubini, “The Role of Large Players in
Currency Crises.” Most models assume that speculators are numerous and
atomistic in their behavior: each player acts in self-interest and considers
himself too small to have an effect on the market price. Indeed, financial mar-
kets are usually thought to meet this ideal of neoclassical economic theory
better than markets in almost any other good or service. If there are specula-
tive bubbles or attacks that take the market price away from fundamentals, it
is not due to any deliberate market manipulation by individual speculators.

Given the interest in “George Soroses” and other players who are large
enough to affect the market—for example, allegations of market manipu-
lation in Hong Kong in 1998—some attention to the possible role of larger
players is overdue. In this chapter, the authors present a model in which the
presence of a large trader can increase the chance of a crisis. Size is defined
in terms of market power, which is in turn determined by access to infor-
mation that others lack, and not by the magnitude of financial resources
alone. The setting is the sort of second-generation model developed origi-
nally by Obstfeld (1994): A speculative attack is the outcome of a prisoner’s
dilemma game, in which each speculator sells the currency for fear that he
will be left “holding the bag” if he is the only one not to sell. A large trader
matters because, for any given set of fundamentals, he affects the probabil-
ity that the others will undertake a speculative attack. Specifically, his pres-
ence makes others more aggressive in their behavior.

Some case studies offer evidence suggestive of the role of large players.
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Examples include the attack on the Thai baht in 1997, the crisis in Malaysia
in 1997–98 that prompted the prime minister to point the finger at foreign
speculators, the “double play” on the Hong Kong stock and foreign ex-
change markets in 1998, and pressure on the Australian dollar in the sum-
mer of 1998.

In “Contagion: How to Measure It?” Roberto Rigobon discusses the
mechanisms through which currency crises are propagated across coun-
tries. He uses high-frequency data to investigate the way in which financial
disturbances—including those that are associated with a financial crisis—
are transmitted from country to country. He asks whether particular chan-
nels, such as trade links or common creditors, affect the international trans-
mission of disturbances. In addition, Rigobon analyzes whether the
parameters that capture the main features of the transmission mechanism
experience structural breaks at the time of a crisis.

Rigobon argues that empirical models traditionally used to address
“contagion” issues are subject to serious limitations. In particular, he points
out that in the presence of heteroskedasticity, omitted variables, or simulta-
neous equation problems, traditional tests—including standard tests that
look for structural breaks—are subject to serious biases. In light of these
limitations of traditional methods, Rigobon suggests a new approach to
testing for parameter stability under very general conditions. This new ap-
proach is valid if two assumptions are met: the analysts know in which
country the crisis was initiated, and changes in the other countries’ covari-
ance matrixes are generated by disturbances emanating from the crisis
country. Rigobon uses his new procedure on high-frequency data for
emerging-market bond and stock market returns. His results suggest that
trade linkages and regional proximity affect the extent to which distur-
bances are transmitted internationally in the bond market. Interestingly
enough, his results indicate that these variables play no significant role in
the transmission of disturbances across different national stock markets.

In “Credit, Prices, and Crashes: Business Cycles with a Sudden Stop,”
Enrique G. Mendoza discusses the role played by “sudden stops” of capital
inflows in triggering a financial crisis. Mendoza begins his discussion by ar-
guing that sudden stop (SS) episodes are qualitatively different from stan-
dard balance-of-payments crises. Although in the latter case the economy
experiences a deep collapse, followed by a rather sharp recovery, in a run-
of-the-mill balance-of-payments crisis the economy suffers a prolonged re-
cession. Mendoza develops a model of an economy subject to excess volatil-
ity, which is able to capture the main features of SSs. In this model, under
most states of nature the economy functions in a frictionless fashion. There
are some states of nature, however, in which the economy becomes subject
to a binding credit constraint. More interestingly, the economic frictions
and distortions set in motion by this credit constraint can be triggered ei-
ther by investors’ expectations or by foreign or domestic shocks.
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Mendoza’s analysis has important implications for crisis prevention poli-
cies: First, regulatory policies that increase the probability of the credit-
constraint state of nature can be highly counterproductive. These policies
would include liquidity requirements, value-at-risk collateralization, and
margin requirements. Second, programs aimed at avoiding SSs—contingent
credit facilities, for instance—need credibly to commit very large amounts
of funds. Third, in the longer term, SS crises can only be avoided (or mini-
mized) through the implementation of micropolicies aimed at eliminating
the credit-market imperfections that are at the root of this phenomenon.

Mendoza uses his model to investigate the dynamics of the 1994 Mexican
peso crisis. After calibrating the model with Mexican data, Mendoza ad-
dresses three key questions: how frequent, how large, and how costly SSs
are. The main conclusions from this exercise are that the possibility of SSs
has a very small effect on the long-run characteristics of the business cycle.
However, SSs can be large and can potentially have very large negative wel-
fare effects. For instance, in one of the exercises, an SS can generate a de-
cline in output of nontradable goods on the order of 10–20 percent of GDP.
Mendoza argues that an important implication of this type of analysis is
that increased policy credibility, of the type achieved by dollarizing the
monetary system, can go a long way toward reducing the importance and
costs associated with SSs.

Part III: Capital Controls: The Malaysian Experience

In the aftermath of the East Asian crisis, a number of analysts argued that
unrestricted capital mobility was at the center of global financial instability.
People as different as former World Bank Chief Economist Joe Stiglitz and
financier George Soros have endorsed the view that speculators focus ex-
clusively on the short run and tend to flee countries at the first signs of
trouble. Worse yet, speculators are often affected by rumors, stampeding
toward the exit and leaving behind them a wrecked financial sector.

Supporters of this view have argued that restricting capital mobility
would reduce the frequency and depth of financial crises in emerging na-
tions. Much of the recent debate on capital controls has centered on the
benefits of controls on capital inflows, similar to those implemented by
Chile between 1991 and 1998. This type of capital control is aimed at limit-
ing the volume of short-term flows, tilting the composition of capital flows
toward the longer run.

While many economists believe that price-based controls on inflows may
be a useful tool for mitigating financial instability, most are quite negative
about controls on capital outflows. Malaysia’s decision to impose controls
on capital outflows in September of 1998 was received with skepticism and
alarm by the international financial community. The vast majority of ana-
lysts argued that these controls would create serious distortions, scare off
investors, and retard growth. Until now, there has been no systematic eval-
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uation of Malaysia’s experience with controls on outflows during 1998–99.
The two chapters in this part of this volume address the Malaysian episode
in detail.

Ethan Kaplan and Dani Rodrik’s “Did the Malaysian Capital Controls
Work?” provides a detailed empirical evaluation of Malaysia’s unorthodox
reaction to the currency upheaval of 1997–98. The authors note that offi-
cials at the International Monetary Fund (IMF) and the major investment
banks argued that these controls, and the accompanying decisions to peg
the exchange rate and lower domestic interest rates, would result in a slower
recovery and a significant reduction in foreign direct investment (FDI) into
Malaysia. This latter (potential) effect of capital controls was considered to
be particularly devastating, as Malaysia has traditionally relied very heav-
ily on FDI. In light of developments in the region since September 1998
(Malaysia did recover, but so did Korea and Thailand, which did not rely on
controls) the majority of analysts believe that the imposition of controls on
capital outflows did not work in Malaysia. According to the authors, how-
ever, this reasoning is flawed because it ignores a key difference in the tim-
ing of the adjustment programs: Korea and Thailand started their respec-
tive adjustment programs in mid- and late 1997, whereas Malaysia did not
seriously launch its (heterodox) adjustment program until September 1998.

In order to take this timing issue into account in an evaluation of
Malaysia’s program, the authors implement a “time-shifted differences-in-
differences” technique. This methodology allows them to compare these
countries’ performance relative to the launching of their respective pro-
grams. Better yet, this technique permits the authors to evaluate directly the
effects of the Malaysian capital controls on the country’s macroeconomic
performance, relative to the counterfactual of an IMF program. Their anal-
ysis concentrates on a number of key macroeconomic variables, including
real GDP, industrial production, inflation, interest rates, and a series of fi-
nancial sector indicators. The results from this analysis suggest that, when
measured relative to the launching of the respective programs, Malaysia’s
heterodox-cum-capital-controls program fared better than Korea’s IMF-
sponsored adjustment programs. As the authors show, however, if a stan-
dard difference-in-difference estimation is performed, Malaysia’s program
does not look so effective. In concluding their analysis, Kaplan and Rodrik
“invite the reader to make up his or her mind on which of these counterfac-
tuals makes more sense.”

In “Malaysia’s Crisis: Was it Different?” Rudi Dornbusch approaches
Malaysia’s experience with capital controls from another angle. Dornbusch
asks whether Malaysia’s rather solid performance in 1999–2000 can be at-
tributed to its heterodox program, or whether it was the result of other fac-
tors, including a friendly international economic environment. In this chap-
ter Dornbusch argues that Malaysia’s main difference arose from the
forceful reaction of the political leadership to the crisis. He chronicles how
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Prime Minister Dr. Mahathir bin Mohamad took an attitude that was
strongly anti-IMF and anti–capital markets in the period following the cri-
sis, blaming speculators for his country’s troubles. This anti–international
financial markets rhetoric intensified in late 1998 when Deputy Prime Min-
ister Anwar was ousted. According to Dornbusch—and in this he agrees
with Kaplan and Rodrik—the main difficulty in evaluating Malaysia’s per-
formance is that its economic recovery coincided with a general improve-
ment in world economic conditions, including major interest rates cuts by
the Federal Reserve.

Dornbusch argues that a serious comparative evaluation of Malaysia’s
capital controls program requires an understanding of the initial condi-
tions, and in particular of whether at the outset of the crisis Malaysia was
more “vulnerable” than the rest of the East Asian economies. In his view,
the most important vulnerability factors include misaligned exchange rates,
nonperforming loans in the banking sector, and risk in the national balance
sheet due to excess short-term debt. Dornbusch’s analysis of vulnerability
factors suggests that Malaysia’s initial conditions were not worse than those
of the other East Asian countries. In fact, he argues that, for a number of
the key indicators, Malaysia appears to have been on a better footing than
the rest of the region. This was the case, for instance, for the debt-equity ra-
tio and for the ratio of short-term external debt to international reserves.
The second question addressed by Dornbusch is whether Malaysia’s recov-
ery in 1999–2000 can be attributed to the capital controls adjustment pro-
gram of September 1998. He argues that, although it is indeed tempting to
think that the controls were behind the recovery, it is also possible to argue
that improving conditions were solely the result of better external condi-
tions. According to Dornbusch, when Malaysia’s indicators began to im-
prove, “markets had already settled in Asia and interest rates had started to
decline—and would soon do so everywhere under the impact of Federal Re-
serve rate cuts and a reduction in jitters.”

Part IV: Balance Sheet and “Crony Capitalism”

Early studies on currency crises focused almost exclusively on the role of
flows, including the way in which imports and exports react to a real ex-
change rate devaluation. In the 1980s, however, it became increasingly ap-
parent that in a world with increased capital mobility, currency crises have
very important balance sheet effects. In particular, if the corporate sector
has significant liabilities expressed in foreign currency, a devaluation can
generate massive bankruptcies. As the corporate sector has difficulties pay-
ing its debts, local banks’ nonperforming loans will mount. This process is
usually compounded by the fact that during the expansive phase of the cycle
many banks engage in questionable practices. They lend to friends and
“cronies” and tend to inflate the value of collateral. Once the tide changes
and the economy slows down, banks are slow to write off bad loans and re-
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luctant to make provisions. As the experiences of Mexico, Indonesia, and
other crisis countries have shown, banks’ difficulties can grow quickly and
become very costly to clean up. Ultimately, both the corporate and the
banking sectors must be restructured. In many cases—Mexico is probably
the best known—a number of banks go under and must be bailed out by the
authorities. Taxpayers, unavoidably, end up footing the bill. The cost of
these currency-cum-banking crises can be enormous, surpassing in some
cases 20 percent of the country’s GDP. The six papers collected in this part
of this volume address different aspects of balance sheet effects, including
the role they played in the Korean crisis, the way they interact with corrup-
tion, and their implications in designing optimal exchange rate policies.

In “Negative Alchemy? Corruption, Composition of Capital Inflows,
and Currency Crises,” Shang-Jin Wei and Yi Wu analyze the effects of cor-
ruption and lack of transparency on capital flows composition. Their point
of departure is the finding by Frankel and Rose (1996) that the composition
of capital flows is an important determinant of the probability of a coun-
try’s facing a crisis. According to these results, countries whose capital in-
flows are tilted toward FDI have a lower probability of a currency crisis. Wei
and Wu develop a model in which the composition of capital inflows may
be affected by the degree of corruption in the host country. In their setup, a
higher degree of corruption results in a lower percentage of FDI relative to
overall capital inflows, because the need to pay bribes tends to increase with
the frequency with which foreign investors interact with local officials. The
fact that portfolio and bank creditors are more likely to be bailed out in
cases of crisis also affects the composition of capital flows: Banks and port-
folio creditors will be more willing to do business with corrupt countries.

In their empirical analysis, Wei and Wu use a large data set on bilateral
capital flows and a series of alternative indexes on corruption. They esti-
mate a number of panel regressions using information for 1994–96. Their
results indicate that corruption and lack of transparency indeed affect the
composition of capital flows. Countries that are perceived as being more
corrupt tend to receive relatively less FDI and a relatively higher proportion
of bank loans. These findings hold for different specifications of the capital
flows equations and are robust to the estimation technique as well as to the
controls included in the regressions. Wei and Wu argue that to the extent
that a lower reliability in FDI increases the probability of a crisis, reducing
corruption represents an important crisis prevention mechanism.

The chapter by Robert Dekle and Kenneth Kletzer, “Domestic Bank
Regulation and Financial Crises: Theory and Empirical Evidence from
East Asia,” as do the other chapters in this part of the book, deals with the
banking relationships that have been implicated in the Asian financial sys-
tem due to the problems of moral hazard.

If crises of the 1970s and 1980s were represented by the first-generation
approach, and if the 1992–93 exchange rate mechanism (ERM) crises in-
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spired the second-generation models, then the East Asian crises of 1997–98
provided motivation for the third-generation models. As previously noted,
in the latter third of the twentieth century East Asia earned a relatively good
reputation for fiscal discipline and monetary stability. It was difficult to at-
tribute crises here to the traditional culprit of excessive macroeconomic ex-
pansion. The third-generation approach instead interprets recent crises as
illustrations of the perils of moral hazard. Borrowers and lenders are less
likely to be careful in evaluating the true profitability of investment oppor-
tunities if they believe they will be bailed out in the event that the project
goes awry.

The third-generation model starts from the assumption that government
officials have a pool of resources that can potentially be used to bail out po-
litical cronies if they get into financial difficulty.6 This pool is mainly identi-
fied with the central banks’ holdings of foreign exchange reserves. Well-
connected banks are able to borrow from abroad to finance risky projects,
such as real estate development or a new factory in the already glutted steel
industry. They are aware of the risk, but they believe that they will be bailed
out by the government if things go badly. In the worst countries, loan guar-
antees have been explicitly promised. In other cases, the government may
have tried to declare in advance that it will not be responsible for private
debts, but this disclaimer is not believed.7

Why does the crisis occur when it does? Asian countries did not suddenly
develop critical structural flaws in their financial systems for the first time in
1997. The timing of the attack again arises from the calculations of specu-
lators who fear that if they wait too long there will not be enough foreign
exchange reserves to go around. However, there is a key difference from the
first-generation models, which watched reserves decline steadily over time
and identified the timing of the attack as the point at which reserves sank to
a particular critical level. The third-generation models watch liabilities rise
steadily over time, artificially encouraged by moral hazard. They identify
the timing of the attack with the point at which the liabilities have climbed
to the critical level, given by the level of reserves. At that point, speculators
suddenly cash in their investments. If they waited any longer, they might not
be able to get their money out. The speculative attack, as usual, then forces
the central bank to abandon the exchange rate.

Dekle and Kletzer develop a variant of this approach. The banking sys-
tem becomes progressively more fragile in the presence of public loan guar-
antees and poor regulation, until the inevitable crisis occurs in which capi-
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tal flows reverse. The model generates a rise in capital flows and bank debt
relative to GDP an accompanying fall in the value of banks relative to cor-
porations before the crisis, and a recession when the crisis hits. A consider-
ation of five individual East Asian cases produces the conclusion that the
model’s assumptions fit the circumstances fairly well in Korea and Thai-
land, where crises occurred, but less so in Malaysia, and not at all in Singa-
pore and Taiwan, where a crisis did not occur.

The chapter by Luis Felipe Céspedes, Roberto Chang, and Andrés Ve-
lasco, “Dollarization of Liabilities, Net Worth Effects, and Optimal Mone-
tary Policy,” analyzes optimal exchange rate and monetary policies in
emerging countries. More specifically, the authors investigate whether do-
mestic monetary authorities should actively defend their currencies against
speculative attacks. They argue that the answer to this question depends, in
principle, on whether the corporate sector in the country in question has
foreign exchange rate liabilities. Indeed, recent suggestions that emerging
countries should give up their national currencies and adopt a major cur-
rency as legal tender—the so called dollarization proposal—have been
based on the idea that in the presence of dollarized liabilities, currency de-
preciation can be very costly. In order to confront this issue, the authors de-
velop a formal model with balance sheet effects and staggered labor con-
tracts, and they make formal welfare comparisons regarding the effects of
exogenous shocks under alternative exchange rate and monetary policy
regimes. The comparison is centered on two possible regimes: a credible
fixed exchange rate and a discretionary flexible exchange rate. In this model,
domestic output is produced by heterogeneous workers, investment is par-
tially financed with foreign loans, and foreign borrowing is subject to infor-
mation asymmetries and agency costs. This, in turn, means that the econ-
omy may be subject to balance sheet effects.

The authors calibrate their model and use a standard government loss
function to compare the effects of alternative policy responses to an exter-
nal disturbance. They formally analyze several discretionary policies and a
fixed exchange rate policy. Their results indicate that, under discretion, the
optimal policy response implies a complex combination of interest rate
management and exchange rate adjustments. This policy is similar to a flex-
ible inflation-targeting rule with an exchange rate feedback. More impor-
tantly for the current debate on appropriate exchange rate regimes, they find
that, in terms of social welfare, any of the discretionary policies dominates
the fixed exchange rate option. According to the authors, the superiority of
flexible (discretionary) exchange rate policy holds independently of the ex-
istence of balance sheet effects.

In “Chaebol Capitalism and the Currency-Financial Crisis in Korea,”
Anne O. Krueger and Jungho Yoo investigate the causes behind the Korean
currency-financial crisis of 1997–98. They argue that although the crisis was
the result of the interaction of a number of factors, it is important to deter-
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mine which were the dominant ones. This exercise is particularly relevant
for the design of future prevention policies. Krueger and Yoo begin their
analysis by reviewing the evolution of the Korean development policies
since the 1960s. They discuss the country’s export promotion policies of the
early years, the “competitive” real exchange rate policy, and the directed-
credit policies. The authors analyze the capital account liberalization poli-
cies of the 1990s and argue that there is little prima facie evidence that the
relaxation of controls on capital mobility was the main cause of the collapse
of the won in 1997 and the massive financial crisis that followed.

Krueger and Yoo carefully investigate of the evolution of chaebol finan-
cial and economic performance during the last decade and a half. They are
particularly interested in understanding whether excessive and reckless
lending to these conglomerates was a major cause of the crisis. Their main
conclusion is that the chaebol were in a very weak financial position long be-
fore the crisis erupted. Moreover, questionable loans and even outright bad
loans were kept in the banks’ books, creating a very weak banking struc-
ture. Although good overall economic conditions and, in particular, a
strong demand for Korea’s exports allowed the banks to continue to oper-
ate, their vulnerability was constantly growing. During the very good years
of 1994 and 1995, the chaebol continued to borrow, and the banks contin-
ued to lend. Project profitability was low, however, and chaebol dangerously
increased their level of indebtedness. When the good times came to an end
in 1997, the chaebol needed even more funds, but at that time banks were
unable to provide them. The increase in interest rates in 1997 could not be
tolerated by the chaebol, and their financial weakness became increasingly
apparent. According to Krueger and Yoo, the exchange rate crisis did not
generate the financial and banking crisis; rather, higher interest rates did.
They further argue that the depreciation of the won had a relatively small
effect on banks’ balance sheets. In fact, since chaebol are major exporters, a
(real) depreciation would tend to improve their financial prospects and thus
would have an indirect effect on their creditor banks.

In “Living with the Fear of Floating: An Optimal Policy Perspective,”
Amartya Lahiri and Carlos A. Végh discuss policies aimed at defending a
currency under attack. During the East Asian crisis, the IMF standard pol-
icy of raising interest rates was severely criticized by a number of analysts.
A number of economists, including some World Bank senior officials, ar-
gued that this interest rate policy was inadequate; according to the critics,
higher interest rates introduce overly recessionary forces, without being
particularly effective in fending off the attack on the currency. In this paper,
Lahiri and Vegh build a model to formally analyze the optimal central bank
response to a speculative attack. The model considers a small country that
produces two tradable goods; nominal wages are subject to rigidities, and
some firms are subject to a “credit in advance” constraint—that is, they re-
quire bank loans in order to have positive output. In this model, interest
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rate shocks, which are associated with money demand shocks, have two
effects. On the one hand, they increase the cost of credit and result in lower
output, and on the other hand, they result in higher bank deposits.

Lahiri and Vegh use their model to compute the monetary authorities’
optimal reaction to a demand for money shock. The menu of options is lim-
ited to either a one-shot intervention in the foreign exchange market or a
change in government bonds’ interest rates. The authors show that in their
model the existence of nominal wage rigidities implies that it is optimal to
maintain the exchange rate unchanged. That is, in this setting, fixed nomi-
nal exchange rates will be preferred even in the face of large shifts in the de-
mand for money. They show that the optimal response implies combining
an interest rate change with intervention in the foreign exchange market by
selling (or buying) international reserves. The authors argue that if there are
(social) costs of altering the existing stock of international reserves, the op-
timal response to a shock may include the adoption of a dirty floating ex-
change rate regime.

Aaron Tornell’s chapter, “Policy in an Economy with Balance Sheet
Effects,” investigates policy responses to crisis in the presence of enforce-
ability problems, bailout problems, and balance sheet effects. Tornell argues
that many recent crises have taken place in countries that were particularly
vulnerable to external shocks. According to him, these vulnerable economic
national structures were the result of neither bad policies nor corruption;
rather, they were deliberate, second-best policies aimed at achieving very
fast economic growth. Many recent crises, Tornell argues, were the result of
bad luck, rather than of bad policies. In order to illustrate this point he dis-
cusses in some detail the most important features of the Mexican peso cri-
sis of December 1994.

Tornell’s model assumes an economy that produces tradable and non-
tradable goods and is subject to two main distortions. First, enforceability
problems limit the amount of debt that producers can issue. This reduces
borrowing, investment, and growth. Second, there are (implicit) bailout
guarantees, which help relax the borrowing constraint. In this setting the
country can follow either a risky or a safe equilibrium path. The interaction
of the enforceability and bailouts distortions results in a fragile economy
that may be subject to self-fulfilling crises.

Tornell argues that within this particular framework, many of the tra-
ditional crisis prevention policies are misguided. For example, he argues
that outlawing bailouts would reduce borrowing, investment, and growth
under every state of nature. Likewise, he argues that forbidding dollar-
denominated debt would also reduce a country’s (expected) growth. Tornell
is careful to point out that his analysis does not imply that bailouts should
be generalized and very large, nor that banks should be encouraged to hold
huge dollar-denominated portfolios. It does mean, however, that the out-
right prohibition of these policies is likely to be, ex ante, welfare reducing.
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An important implication of Tornell’s model is that prudential regulation
should be improved. In terms of postcrisis policies, Tornell makes two
points: First, in order to reduce the output cost of crises, bailouts should not
be restricted to lenders; some bailouts should be granted to borrowers. Sec-
ond, bailouts should be granted at once and not in a piecemeal fashion. He
also argues that appropriate exchange rate and interest rate response after
a crisis is country-specific, and no generalizations can be made.

Part V: Conclusion

In the closing chapter, “A Primer on Emerging-Market Crises,” Rudi
Dornbusch provides an overview of the most important features of recent
financial and currency crises in emerging countries. He begins with the dis-
tinction between the old-style crises with macroeconomic origins—over-
expansion and overvaluation—and the new-style crises, in which capital
flows exhibit “sudden stops” (Calvo 1998).

A key question for the models is why the attacks occur when they do. The
answer from the first-generation models is that attacks occur when reserves
decline to a level at which investors realize that if they wait any longer to
trade in their domestic currency for foreign, there won’t be enough to go
around. The answer from the third-generation models is that attacks occur
when the level of liabilities that have a claim on bailout protection rises to
the level of reserves available for the bailing-out. The second-generation
models intentionally leave the timing somewhat indeterminate.

The other key questions on which the Dornbusch review focuses include
the following: What makes countries vulnerable? Why are the economic
costs so large once a crisis does occur? And what are the appropriate reme-
dies? Balance sheet effects are central in answering these questions. A coun-
try is vulnerable when its liabilities are shorter term than its assets and are
dollar denominated rather than domestic denominated. In the event of a
currency crisis, banks and firms will have trouble servicing their debts out
of their domestic revenues and may go bankrupt. Investors are aware of this
problem, which means that countries with bad balance sheets are vulner-
able to speculative attacks precipitated even by small events. Consequently,
Dornbusch offers the aphorism “good balance sheets, no crisis.”
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1.1 Introduction

The currency crises of the 1990s shocked investors, academics, inter-
national civil servants, and policy makers alike. Most analysts had missed
the financial weaknesses in Mexico and East Asia, and when the crises
erupted almost every observer was surprised by their intensity.1 This in-
ability to predict major financial collapses is viewed as an embarrassment
of sorts by the economics profession. As a result, during the last few years
macroeconomists in academia, in the multilateral institutions, and in in-
vestment banks have been frantically developing crisis “early warning”
models. These models have focused on a number of variables, including
the level and currency composition of foreign debt, debt maturity, the
weakness of the domestic financial sector, the country’s fiscal position, its
level of international reserves, political instability, and real exchange rate
overvaluation, among others. Interestingly, different authors do not seem
to agree on the role played by current account deficits in recent financial
collapses. While some analysts have argued that large current account
deficits have been behind major currency crashes, according to others
the current account has not been overly important in many of these
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episodes.2 The view that current account deficits have played a limited
role in recent financial debacles in the emerging nations is clearly pre-
sented by U.S. Treasury Secretary Larry Summers, who argued in his
Richard T. Ely lecture that “[t]raditional macroeconomic variables, in the
form of overly inflationary monetary policies, large fiscal deficits, or even
large current account deficits, were present in several cases, but are not
necessary antecedents to crisis in all episodes” (Summers 2000, 7, empha-
sis added).

The purpose of this paper is to investigate in detail the behavior of the
current account in emerging economies, and in particular its role—if any—
in financial crises. Models of current account behavior are reviewed, and a
dynamic model of current account sustainability is developed. The empiri-
cal analysis is based on a massive data set that covers over 120 countries
during more than twenty-five years. Important controversies related to the
current account—including the extent to which current account deficits
crowd out domestic saving—are also analyzed. Throughout the paper I am
interested in whether there is evidence to support the idea that there are
costs involved in running “very large” deficits. Moreover, I investigate the
nature of these potential costs, including whether they are particularly high
in the presence of other types of imbalances.

The rest of the paper is organized as follows: In section 1.2 I review the
way in which economists’ views on the current account have evolved in the
last twenty-five years or so. The discussion deals with academic as well as
policy perspectives and includes a review of evolving theoretical models of
current account behavior. The analysis presented in this section shows that
there have been important changes in economists’ views on the subject,
from “deficits matter” to “deficits are irrelevant if the public sector is in
equilibrium,” back to “deficits matter,” to the current dominant view that
“current deficits may matter.” In this section I argue that “equilibrium”
models of frictionless economies are of little help in understanding actual
current account behavior or assessing a country’s degree of vulnerability. In
section 1.3 I focus on models of the current account sustainability that have
recently become popular in financial institutions, both private and official.
More specifically, I argue that although these models provide some useful
information about the long-run sustainability of the external sector ac-
counts, they are of limited use in determining if, at a particular moment in
time, a country’s current account deficit is “too large.” In order to illustrate
this point, I develop a simple model of current account behavior that em-
phasizes the role of stock adjustments. In section 1.4 I use a massive data set
to analyze some of the most important aspects of current account behavior
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in the world economy during the last quarter century. The discussion deals
with the following issues: (a) the distribution of current account deficits
across countries and regions; (b) the relationship between current account
deficits, domestic saving, and investment; (c) the effects of capital account
liberalization on capital controls on the current account; and (d) the cir-
cumstances surrounding major current account reversals. I investigate, in
particular, how frequent and how costly these reversals have been. In sec-
tion 1.5 I deal with the relationship between current account deficits and fi-
nancial crises. I review the existing evidence and present some new results.
Finally, section 1.6 contains some concluding remarks.

1.2 Evolving Views on the Current Account: 
Models and Policy Implications

In this section I analyze the evolving view on current account deficits, fo-
cusing on theoretical models as well as policy analyses. I show that econo-
mists’ views have changed in important ways during the last twenty-five
years, and I argue that many of these changes have been the result of im-
portant crisis situations in both the advanced and the emerging nations.

1.2.1 The Early Emphasis on Flows

In the immediate post–World War II period, most discussions on a coun-
try’s external balance were based on the elasticities approach and focused
on flows behavior. Even authors who fully understood that the current ac-
count is equal to income minus expenditure—including Meade (1951), Har-
berger (1950), Laursen and Metzler (1950), Machlup (1943), and Johnson
(1955)—tended to emphasize the relation between relative price changes
and trade flows.3

This emphasis on elasticities and the balance of trade also affected policy
discussions in the developing nations. Indeed, until the mid-1970s, policy
debates in the less developed countries were dominated by the so-called
“elasticities pessimism” view, and most authors focused on whether a de-
valuation would result in an improvement in the country’s external posi-
tion, including its trade and current account balances. Cooper’s (1971a, b)
influential work on devaluation crisis in the developing nations is a good ex-
ample of this emphasis. In these papers Cooper analyzed the consequences
of twenty-one major devaluations in the developing world in the 1958–69
period, focusing on the effect of these exchange rate adjustments on the real
exchange rate and on the balance of trade. Cooper (1971a) argued that al-
though the relevant elasticities were indeed small, devaluations had, over-
all, been successful in helping to improve the trade and current account bal-
ances in the countries in his sample. In an extension of Cooper’s work,
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Kamin (1988) confirmed the results that, historically, (large) devaluations
tended to improve developing countries’ trade balance.

Authors in the structuralist tradition argued that in the developing na-
tions trade and current account imbalances were “structural” in nature and
severely constrained poorer countries’ ability to grow. According to this
view, however, the solution was not to adjust the country’s peg, but to en-
courage industrialization through import substitution policies. In Latin
America this view was persuasively articulated by Raul Prebisch, the charis-
matic executive secretary of the U.N. Economic Commission for Latin
America; in Asia it found its most respected defender in Professor Maha-
lanobis, the father of planning and the architect of India’s Second Five Year
Plan; and in Africa it was made the official policy stance with the Lagos
Plan of Action of 1980.

1.2.2 The Current Account as an Intertemporal Phenomenon: 
The Lawson Doctrine and the 1980s Debt Crisis

During the second part of the 1970s, and partially as a result of the oil
price shocks, most countries in the world experienced large swings in their
current account balances. These developments generated significant con-
cern among policy makers and analysts and prompted a number of experts
to analyze carefully the determinants of the current account. Perhaps the
most important analytical development during this period was a move away
from trade flows and a renewed and formal emphasis on the intertemporal
dimensions of the current account. The departing point was, of course, very
simple and was based on the recognition of two interrelated facts. First,
from a basic national accounting perspective, the current account is equal
to saving minus investment. Second, since both saving and investment de-
cisions are based on intertemporal factors—such as life cycle considera-
tions and expected returns on investment projects—the current account is
necessarily an intertemporal phenomenon. Sachs (1981) forcefully empha-
sized the intertemporal nature of the current account, arguing that, to the
extent that higher current account deficits reflected new investment oppor-
tunities, there was no reason to be concerned about them.

Theoretical Issues

Obstfeld and Rogoff (1996) have provided a comprehensive review of
modern models of the current account that assume intertemporal opti-
mization on behalf of consumers and firms. In this type of model, con-
sumption smoothing across periods is one of the fundamental drivers of the
current account. The most powerful insight of the modern approach to the
current account can be expressed in a remarkably simple equation. Assum-
ing a constant world interest rate, equality between the world discount fac-
tor [1/(1 � r)] and the representative consumer’s subjective discount factor
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�, and no borrowing constraints, the current account deficit (CAD) can be
written as4

(1) CADt � (Y t
∗ – Yt ) – (It

∗ – It ) – (Gt – Gt∗),

where Yt , It, and Gt are current output, consumption, and government
spending, respectively. Yt

∗, It
∗, and Gt

∗, on the other hand, are the “perma-
nent” levels of these variables. The permanent value of Y (Yt

∗) is defined as

(2) Yt
∗ � �

1 �

r

r
� �

j�t
��1 �

r

r
�� j–t

Yj .

The sum runs from j � t to infinity. That is, equation (2) defines the perma-
nent value of Y as the annuity value computed at the constant interest rate
r. The definitions of It

∗ and Gt
∗ are exactly equivalent to that of Yt

∗ in equa-
tion (2).

According to equation (1), if output falls below its permanent value, (Yt
∗

– Yt ) � 0, there will be a higher current account deficit. Similarly, if invest-
ment increases above its permanent value, there will be a higher current ac-
count deficit. The reason for this is that new investment projects will be par-
tially financed with an increase in foreign borrowing, thus generating a
higher current account deficit. Likewise, an increase in government con-
sumption above Gt∗ will result in a higher current account deficit. Although
equation (1) is very simple, it captures the fundamental insights of modern
current account analysis. Moreover, extensions of the model, including the
relaxation of the assumption that the subjective discount factor is equal to
the world discount factor, do not alter its most important implications. If,
however, the constant world interest rate assumption is relaxed, the analysis
becomes somewhat more complicated. In this case, the current account
deficit will be fundamentally affected by the country’s net foreign assets po-
sition and by the relationship between the world interest rate and its “per-
manent” value, rt

∗. With a variable world interest rate, equation (1) becomes

(3) CADt � (Yt
∗ – Yt ) – (It

∗ – It) – (Gt – Gt
∗) – (rt

∗ –  rt )Bt – ξt,

where Bt is the country’s net foreign asset position. If the residents of this
country are net holders of foreign assets, Bt � 0 (see Obstfeld and Rogoff
1996). The consumption adjustment factor, ξt , arises from the fact that the
world discount factor is not any longer equal to the consumers’ subjective dis-
count factor. Notice that under most plausible parameter values ξt is rather
small (Obstfeld and Rogoff 1996). An important implication of equation (3)
says that if the country is a net foreign debtor (Bt � 0) and the world interest
rate exceeds its permanent level, the current account deficit will be higher.
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A number of versions of optimizing models of the current account have
appeared in the literature published since 1980. Razin and Svensson (1983),
for example, built an optimizing framework to explore the validity of the
Laursen-Metzler-Harberger condition developed in the 1950s and con-
cluded that the insights from these early models were largely valid in a fully
optimizing, two period, general equilibrium model. Edwards and van Wijn-
bergen (1986) explored the current account implications of alternative
speeds of trade liberalization. They found out that in a framework in which
the country in question faced a borrowing constraint, a gradual liberaliza-
tion of trade was preferred to a cold-turkey approach. Frenkel and Razin
(1987) analyzed the way in which alternative fiscal policies affected the cur-
rent account balance through time. Edwards (1989) introduced nontrad-
able goods in an effort to understand the connection between the real ex-
change rate and the current account through time. Sheffrin and Woo (1990)
used an annuity framework to develop a number of specific testable hy-
potheses from the intertemporal framework. Ghosh and Ostry (1995)
tested the intertemporal model using data for a group of developing coun-
tries. They argue that, overall, their results adequately capture the most im-
portant features of modern optimizing models of the current account.

Numerical simulations based on the intertemporal approach sketched
above suggest that a country’s optimal response to negative exogenous
shocks is to run very high current account deficits. These large deficits are,
of course, the mechanism through which the country nationals smooth con-
sumption. An important consequence of this models’ result is that a small
country can accumulate a very large external debt and will have to run a
sizeable trade surplus in the steady state in order to repay it. The problem,
however, is that the external accounts and the external debt ratios implied
by these models are not observed in reality. Obstfeld and Rogoff (1996), for
example, develop a model of a small open economy with Ak technology
and a constant rate of productivity growth that exceeds world productivity
growth.5 This economy faces a constant world interest rate r and no bor-
rowing constraint. Under a set of plausible parameters, the steady-state
trade surplus is equal to 45 percent of gross domestic product (GDP), and
the steady-state ratio of debt to GDP is equal to 15.6 Needless to say, neither
of these figures has been observed in modern economies (on actual distri-
butions of the current account see the discussion in section 1.4 of this pa-
per). Fernandez de Cordoba and Kehoe (2000) developed an intertemporal
model of a small economy to analyze the effects of lifting capital controls
on the dynamics of the current account. The basic version of their model as-
sumes both tradable and nontradable goods, physical capital, and interna-
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tionally traded bonds, and no borrowing constraint. An important feature
of the model—and one that sets it apart from that of Obstfeld and Rogoff
(1996) discussed above—is that the rate of technological progress is equal
to that of the rest of the world. The authors calibrate the model for the case
of Spain and find that the optimal response to a financial reform is to run a
current account deficit that peaks at 60 percent of GDP.7 As the authors
themselves acknowledge, this figure tends to contradict strongly what is ob-
served in reality. Following the financial liberalization reform, Spain’s cur-
rent account deficit peaked at 3.4 percent of GDP.

The fact that these models predict optimal levels of the current account
deficit that are an order of magnitude higher than those observed in the real
world poses an important challenge for economists. A number of authors
have tried to deal with these disturbing results by introducing adjustment
costs and other type of rigidities into the analysis. Blanchard (1983), for ex-
ample, developed a current account model with investment installation
costs to investigate the dynamics of debt and the current account in a small
developing economy, such as that of Brazil. A simulation of this model for
feasible parameter values indicated that a country with Brazil’s character-
istics should accumulate foreign debt in excess of 300 percent of its gross na-
tional product (GNP). Moreover, according to this model, in the steady
state the country in question should run a trade surplus equal to 10 percent
of GDP. Although these numbers are not as extreme as those obtained from
simple models without rigidities, they are quite implausible and are not
usually observed in the real world. Fernandez de Cordoba and Kehoe
(2000) introduced a series of extensions to their basic model in an effort to
generate more plausible simulation results. They showed that it was not
possible to improve the results by simply imposing a greater degree of cur-
vature into the production possibility frontier. They also show that by as-
suming costly and slow factor mobility across sectors they could generate
current account deficits in their simulation exercises that were more mod-
est, although still very high from a historical perspective. More recently, a
number of authors have developed models with borrowing constraints in an
effort to generate current account paths that are closer to reality.

Policy Interpretations of the Intertemporal Approach

An important policy implication of the intertemporal perspective is that
policy actions that result in higher investment opportunities will necessar-
ily generate a deterioration in the country’s current account. According to
this view, however, this type of worsening of the current account balance
should not be a cause for concern or for policy action. This reasoning led
Sachs (1981, 243) to argue that the rapid increase in the developing coun-

Does the Current Account Matter? 27

7. Their analysis is carried out in terms of the trade account balance. In this model there are
no differences between the trade and current account balances.



tries’ foreign debt in the 1978–81 period was not a sign of increased vulner-
ability. It is interesting to quote Sachs extensively:

The manageability of the LDC debt has been the subject of a large liter-
ature in recent years. If my analysis is correct, much of the growth in LDC
debt reflects increased in investment and should not pose a problem of re-
payment. The major borrowers have accumulated debt in the context of ris-
ing or stable, but not falling, saving rates. This is particularly true for
Brazil and Mexico. . . . (Sachs 1981, 243, emphasis added)

This view was also endorsed by Robischek (1981), one of the most senior and
influential International Monetary Fund (IMF) officials during the 1970s
and 1980s. Commenting on Chile’s situation in 1981—a time when the coun-
try’s current account deficit surpassed 14 percent of GDP—he argued that,
to the extent that the public sector accounts were under control and that do-
mestic saving was increasing, there was absolutely no reason to worry about
major current account deficits. As it turned out, however, shortly after Ro-
bischek expressed his views, Chile entered into a deep financial crisis that
ended with a major devaluation, the bankruptcy of the banking sector, and
a GDP decline of 14 percent (see Edwards and Edwards 1991). The argu-
ment that a large current account deficit is not a cause of concern if the fis-
cal accounts are balanced has been associated with former Chancellor of the
Exchequer Nigel Lawson and has come to be known as Lawson’s Doctrine.

The respected Australian economist Max Corden has possibly been the
most articulate exponent of the intertemporal policy view of the current ac-
count. In the important article “Does the Current Account Matter?” Cor-
den (1994) makes a distinction between the “old” and “new” views on the
current account. According to the former, “a country can run a current ac-
count deficit for a limited period. But no positive deficit is sustainable in-
definitely” (Corden 1994, 88). The “new” view, on the other hand, makes a
distinction between deficits that are the result of fiscal imbalances and those
that respond to private sector decisions. According to the new view, “an in-
crease in the current account deficit that results from a shift in private sec-
tor behavior—a rise in investment or a fall in savings—should not be a mat-
ter of concern at all” (Corden 1994, 92, emphasis added).

The eruption of the debt crisis in 1982 suggested that some of the more
important policy implications of the new (intertemporal) view of the cur-
rent account were subject to important flaws. Indeed, some of the countries
affected by this crisis had run very large current account deficits in the pres-
ence of increasing investment rates or balanced fiscal accounts. In that re-
gard, the case of Latin America is quite interesting. With the exception of
oil producer Venezuela, current account deficits skyrocketed in 1981. This
was the case in countries with increasing investment, such as Brazil and
Mexico, as well as in countries with a balanced fiscal sector and rising in-
vestment, such as Chile.
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1.2.3 Views on the Current Account in the Post-1982 Debt Crisis Period

In light of the debt crisis of 1982, a number of authors explicitly moved
away from the implications of the Lawson Doctrine and argued that large
current account deficits were often a sign of trouble to come, even if do-
mestic savings were high and increasing. Fischer (1988) made this point
forcefully in an article on real exchange rate overvaluation and currency
crises: “The primary indicator [of a looming crisis] is the current account
deficit. Large actual or projected current account deficits—or, for countries
that have to make heavy debt repayments, insufficiently large surpluses—
are a call for devaluation” (115). An important point raised by Fischer was
that what matters is not whether there is a large deficit, but whether the
country in question is running an “unsustainable” deficit. In his words, “if
the current account deficit is ‘unsustainable’ . . . or if reasonable forecasts
show that it will be unsustainable in the future, devaluation will be neces-
sary sooner or later” (115). In the aftermath of the 1990s crises, (as will be
discussed in section 1.3 of this paper) the issue of current account sustain-
ability moved decisively to the center of the policy debate. In the years im-
mediately following the 1982 debt crisis, Cline (1988) also emphasized the
importance of current account deficits, as did Kamin (1988), whose exten-
sive empirical work suggested that the trade and current accounts “deteri-
orated steadily through the year immediately prior to devaluation” (14). In
their analysis of the Chilean crisis of 1982, Edwards and Edwards (1991) ar-
gued that Chile’s experience—in which a 14 percent current account deficit
was generated by private-sector–induced capital inflows—showed that the
Lawson Doctrine was seriously flawed.

1.2.4 The Surge of Capital Inflows in the 1990s, 
the Current Account, and the Mexican Crisis

During much of the 1980s the majority of the developing countries were
cut off from the international capital markets, and either ran current ac-
count surpluses or small deficits. This was even the case for the so-called
East Asian Tigers, which had not been affected by the debt crisis. Indeed,
between 1982 and 1990 Hong Kong, Korea, and Singapore posted current
account surpluses, while Indonesia, Malaysia, the Philippines, and Thai-
land ran moderate deficits. Indonesia’s and Thailand’s deficits were the
highest in the group, averaging 3.2 percent of GDP.

Starting in 1990, however, a large number of emerging countries were able
once again to attract private capital. This was particularly the case in Latin
America, where by 1992 the net volume of funds had become so large—ex-
ceeding 35 percent of the region’s exports—that a number of analysts be-
gan to talk about Latin America’s “capital inflows problem” (Calvo, Lei-
derman, and Reinhart 1993; Edwards 1993). Naturally, the counterpart of
these large capital inflows was a significant widening in capital account
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deficits as well as a rapid accumulation of international reserves. During the
first half of the 1990s, and in the midst of international capital abundance,
there was a resurgence of Lawson’s Doctrine in some policy circles. This was
particularly the case in analyses of the evolution of the Mexican economy
during the years preceding the peso crisis of 1994–95. In 1990 the interna-
tional financial markets rediscovered Mexico, and large amounts of capital
began flowing into the country. As a result, Mexico could finance signifi-
cant current account deficits—in 1992–94 they averaged almost 7 percent
of GDP. When some analysts pointed out that these deficits were very large,
the Mexican authorities responded by arguing that, since the fiscal ac-
counts were under control, there was no reason to worry. In 1993 the Bank
of Mexico maintained that “the current account deficit has been deter-
mined exclusively by the private sector’s decisions. . . . Because of the above
and the solid position of public finances, the current account deficit should
clearly not be a cause for undue concern” (179–80, emphasis added). In his
recently published memoirs, former President Carlos Salinas de Gortari
(2000) argues that the very large current account deficit was not a cause of
the December 1994 crisis. According to him, two of the most influential
cabinet members—Secretary of Commerce Jaime Serra and Secretary of
Programming, and future president, Ernesto Zedillo—pointed out in the
early 1990s that, since the public sector was in equilibrium, Mexico’s large
current account deficit was harmless.8

Not everyone, however, agreed with this position. In the 1994 Brookings
Panel session on Mexico, Stanley Fischer argued that

[t]he Mexican current account deficit is huge, and it is being financed
largely by portfolio investment. Those investments can turn around very
quickly and leave Mexico with no choice but to devalue . . . [a]nd as the
European and especially the Swedish experiences show, there may be no
interest rate high enough to prevent an outflow and a forced devaluation.
(1994, 306)

The World Bank staff expressed concern about the widening current ac-
count deficit. In Trends in Developing Economies 1993, the Bank staff wrote:
“In 1992 about two-thirds of the widening of the current account deficit can
be ascribed to lower private savings. . . . If this trend continues, it could re-
new fears about Mexico’s inability to generate enough foreign exchange to
service debt” (World Bank 1993, 330).

1.2.5 Views on the Current Account in the Post-1990s Currency Crashes

In the aftermath of the Mexican crisis of 1994, a large number of analysts
maintained, once again, that Lawson’s Doctrine was seriously flawed. In an
address to the Board of Governors of the Interamerican Development
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Bank, Lawrence Summers (1996), then the U.S. deputy secretary of the
treasury, was extremely explicit when he said, “current account deficits can-
not be assumed to be benign because the private sector generated them”
(46). This position was also taken by the IMF in postmortems of the Mex-
ican debacle. In evaluating the role of the fund during the Mexican crisis,
the director of the Western Hemisphere department and the chief of the
Mexico division wrote: “[L]arge current account deficits, regardless of the
factors underlying them[,] are likely to be unsustainable (Loser and Wil-
liams 1997, 268). According to Secretary Summers, “close attention should
be paid to any current account deficit in excess of 5 percent of GDP, partic-
ularly if it is financed in a way that could lead to rapid reversals.”

Whether “large” current account deficits were in fact a central cause of
the East Asian debacle continues to be a somewhat controversial issue. Us-
ing the available evidence, in a recent comprehensive study Corsetti, Pe-
senti, and Roubini (1998) analyze the period leading to the East Asian cri-
sis and argue that there is some support for the position that large current
account deficits were one of the principal factors behind the crisis. Accord-
ing to them, “as a group, the countries that came under attack in 1997 appear
to have been those with large current account deficits throughout the 1990s”
(7, emphasis in the original). They then add in a rather guarded way, “prima
facie evidence suggests that current account problems may have played a
role in the dynamics of the Asian meltdown” (8). Radelet and Sachs (2000)
have also argued that large current account deficits were an important fac-
tor leading to the crisis. Additionally, commenting on the eruption of the
crisis in Thailand, the Chase Manhattan Bank (1997) argued that large cur-
rent account deficits had been a basic cause of the crises. A close analysis of
the data shows, however, that with the exceptions of Malaysia and Thailand
the current account deficits were not very large. Take, for instance, the
1990–96 period: for the five East Asia crisis countries, the deficit exceeded
the arbitrary 5 percent threshold only twelve out of thirty-five possible
times. The frequency of occurrence is even lower for the two years preced-
ing the crisis, at three out of ten possible times (Edwards 1999).

In view of the (perceived) limited importance of the current account,
many authors have developed crisis models in which the current account
deficit is not central. In Calvo (2000), for example, a currency crisis re-
sponds to financial fragilities in the country in question and is independent
of the current account. A particularly important fragility is the mismatch
between the maturity of banks’ assets and obligations. Chang and Velasco
(2000) have developed a series of models in which a crisis is the result of
self-fulfilling expectations. A somewhat different line of research has em-
phasized the role of borrowing constraints. In this setting, the nationals of
the country in question cannot borrow as much as they wish from the in-
ternational financial market; an upward-sloping supply for foreign funds
limits their ability to smooth consumption. An appealing feature of this
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type of model is that the optimal current account deficit does not take the
implausible values generated by the small country models discussed above.
Moreover, in borrowing constraints models, changes in the level of the bor-
rowing constraint—generated by changes in the lender’s expectations, for
example—can indeed result in currency crises. A good example is Atkeson
and Rios-Rull’s (1996) model of a credit-constrained country. In this set-
ting, current account problems may arise even if fiscal and monetary poli-
cies are consistent; a change in investors’ perceptions is all that is neces-
sary.

An important consequence of the 1990s currency crashes was that mar-
ket participants, and in particular private investors, became concerned with
the evolution of emerging nations’ current account balances. This concern
has been translated into formal efforts to develop models of current ac-
count “sustainability.” The issue at hand has been succinctly put by Milesi-
Ferretti and Razin (1996): “What persistent level of current account deficits
should be considered sustainable? Conventional wisdom is that current ac-
count deficits above 5% of GDP flash a red light, in particular if the deficit
is financed with short-term debt.”

1.3 How Useful are Models of Current Account Sustainability?

As mentioned in the preceding section, in the aftermath of the Mexican
crisis many analysts argued that the so-called “new” view of the current ac-
count, based on Lawson’s Doctrine, was seriously flawed. While some, such
as Bruno (1995), argued that large deficits stemming from higher invest-
ment (as in East Asia) were not particularly dangerous, others maintained
that any deficit in excess of a certain threshold—say, 4 percent of GDP—
was a cause for concern. Partially motivated by this debate, Milesi-Ferretti
and Razin (1996) developed a framework to analyze current account sus-
tainability. Their main point was that the “sustainable” level of the current
account was that level consistent with solvency. This, in turn, means the
level at which “the ratio of external debt to GDP is stabilized” (Milesi-
Ferretti and Razin 1998). Analyses of current account sustainability have
become particularly popular among investment banks. For instance, Gold-
man Sachs’s GS-SCAD model developed in 1997 has become popular
among analysts interested in assessing emerging nations’ vulnerability.
More recently, Deutsche Bank (2000) has developed a model of current ac-
count sustainability both to analyze whether a particular country’s current
account is “out of line” and to evaluate the appropriateness of its real ex-
change rate.

The basic idea behind sustainability exercises is captured by the follow-
ing simple analysis. As pointed out, solvency requires that the ratio of the
(net) international demand for the country’s liabilities (both debt and non-
debt liabilities) stabilize at a level compatible with foreigners’ net demand
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for these claims on future income flows. Under standard portfolio theory,
the net international demand for country j’s liabilities can be written as

(4) δj � �j (W – Wj ) – (1 – �jj )Wj,

where �j is the percentage of world’s wealth (W ) that international investors
are willing to hold in the form of country j’s assets; Wj is country j’s wealth
(broadly defined), and �jj is country j’s asset allocation on its own assets.
The asset allocation shares �j and �jj depend, as in standard portfolio analy-
ses, on expected returns and perceived risk. Assuming that country’s j
wealth is a multiple λ of its (potential or full employment) GDP, and that
country’s j wealth is a fraction �j of world’s wealth W, it is possible to write
the (international) net demand for country’s j assets as 9

(5) δj � [�j θj – (1 – �jj )]λjjYj ,

where Yj is (potential) GDP, and θj � (1 – �j )/�j . Denoting {[�j θj – (1 –
�jj )]λjj} � γ j

∗, then,

(6) δj � γ j
∗Yj .

Equation (6) simply states that, in long-run equilibrium, the net interna-
tional demand for country j’s assets can be expressed as a proportion γ j

∗ of
the country’s (potential or sustainable) GDP. The determinants of the fac-
tor of proportionality are given by equation (3) and, as expressed, include
relative returns and perceived risk of country j and other countries.10

In this framework, and under the simplifying assumption that interna-
tional reserves don’t change, the “sustainable” current account ratio is
given by11

(7) (C/Y )j � (gj � �j
∗) {[�j θj – (1 – �jj )] λjj},

where gj is the country’s sustainable rate of growth, and �j
∗ is a valuation

factor (approximately) equal to international inflation.12 Notice that if [�j θj

– (1 – �jj )] � 0, domestic residents’ demand for foreign liabilities exceeds
foreigners’ demand for the country’s liabilities. Under these circumstances,
the country will have to run a current account surplus in order to maintain
a stable (net external) liabilities-to-GDP ratio. Notice that according to
equation (4) there is no reason for the “sustainable” current account deficit
to be the same across countries. In fact, that would only happen by sheer co-
incidence. The main message of equation (4) is that “sustainable” current
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Table 1.1 External World’s Desired Holdings of a Country’s Liabilities 
(% of GDP)

Country Desired Holding

Argentina 48.4
Brazil 38.3
Bulgaria 42.8
Chile 48.4
China 129.2
Colombia 38.3
Czech Republic 31.3
Ecuador 31.3
Hungary 31.3
India 47.2
Indonesia 53.9
Korea 55.4
Malaysia 53.9
Mexico 38.3
Morocco 31.9
Panama 38.3
Peru 48.4
The Philippines 57.1
Poland 55.4
Romania 38.3
Russia 38.3
South Africa 38.3
Thailand 64.6
Turkey 38.3
Venezuela 38.3

Source: Goldman Sachs.

account balances vary across countries and depend on whatever variables
affect portfolio decisions and economic growth. In other words, the notion
that no country can run a sustainable deficit in excess of 4 or 5 percent of
GDP, or any other arbitrary number, is nonsense.

Using a very similar framework to the one developed above, Goldman
Sachs has made a serious effort to actually estimate long-run sustainable
current account deficits for a number of countries (Ades and Kaune 1997).
Using a twenty-five-country data set, Goldman Sachs estimated the ratio of
external liabilities foreigners are willing to hold—γ j

∗ in the model sketched
above—as well as each country’s potential rate of growth. Table 1.1 con-
tains Goldman Sachs’s estimates of γ j

∗, while table 1.2 presents their es-
timates of long-run sustainable current account deficits. In addition to
estimating these steady-state imbalances, Goldman Sachs calculated
asymptotic convergence paths toward those long-run current accounts.
These are presented in table 1.2 under short-run sustainable balances. Sev-
eral interesting features emerge from these tables. First, there is a wide vari-



ety of estimated long-run “sustainable” deficits. Second, with the notable ex-
ception of China—whose estimated “sustainable” deficit is an improbable
11 percent of GDP—the estimated levels are very modest, ranging from 1.9
to 4.5 percent of GDP. Third, although the range for the short-run sustain-
able level is broader, in very few countries does it exceed 4 percent of GDP.
Fourth, the estimates of the ratio of the external liabilities foreigners are
willing to hold for each country—γ j

∗ in the model sketched above—exhibit
more variability. Here the range (excluding China) goes from 31.5 to 64.6
percent of GDP.

Although this type of analysis represents an improvement with respect to
arbitrary current account thresholds, it is subject to a number of serious
limitations, including the fact that it is exceedingly difficult to obtain reli-
able estimates for the key variables. In particular, there is very little evidence
on equilibrium portfolio shares. Also, the underlying models used for cal-
culating the long-run growth tend to be very simplistic.

The most serious limitation of this framework, however, is that it does not
take into account, in a satisfactory way, transitional issues arising from
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Table 1.2 Sustainable Current Account Deficit (SCAD) (% of GDP)

Country 1997 CAD SCAD Steady-State SCAD

Argentina 2.7 3.9 2.9
Brazil 4.5 2.9 1.9
Bulgaria –2.6 0.4 2.4
Chile 3.7 4.2 2.9
China –1.4 12.9 11.1
Colombia 4.8 2.6 1.9
Czech Republic 8.6 2.1 1.3
Ecuador 2.0 –0.5 1.3
Hungary 4.0 0.8 1.3
India 1.8 3.8 2.8
Indonesia 3.0 4.0 3.4
Korea 3.8 4.9 3.6
Malaysia 4.1 4.9 3.4
Mexico 1.7 2.1 1.9
Morocco 1.8 0.3 1.3
Panama 6.1 0.8 1.9
Peru 5.1 3.3 2.9
The Philippines 4.2 4.5 3.8
Poland 3.8 4.7 3.6
Romania 0.5 2.3 1.9
Russia –2.8 2.5 1.9
South Africa 1.8 3.0 1.9
Thailand 5.4 6.0 4.5
Turkey 1.2 2.1 1.9
Venezuela –4.6 2.2 1.9

Source: Goldman Sachs.



changes in portfolio allocations. These can have a fundamental effect on the
way in which the economy adjusts to changes in the external environment.
For example, the speed at which a country absorbs surges in foreigners’ de-
mand for its liabilities will have an effect on the sustainable path of the cur-
rent account (Bacchetta and van Wincoop 2000).

The key point is that even small changes in foreigners’ net demand for the
country’s liabilities may generate complex equilibrium adjustment paths for
the current account. These current account movements will be necessary
for the new portfolio allocation to materialize and will not generate a dise-
quilibrium, or unsustainable balance. However, when this equilibrium path
of the current account is contrasted with threshold levels obtained from
models, such as the one sketched above, analysts could (incorrectly) con-
clude that the country is facing a serious disequilibrium.

In order to illustrate this point, assume that equation (8) captures the way
in which the current account responds to change in portfolio allocations. In
this equation, γ t

∗ is the new desired level (relative to GDP) of foreigners’
(net) desired holdings of the country’s liabilities; γ∗

t–1, on the other hand, is
the old desired level.

(8) (C/Y )t � (g � �∗) γ t
∗ � �(γ t

∗ – γ∗
t–1 ) – η [(C/Y )t–1 – (g � �∗) γ t

∗],

where, as before, γ ∗ � {[�j θj – (1 – �jj)]λjj}. According to this equation,
short-term deviations of the current account from its long-run level can re-
sult from two forces. The first is a traditional stock adjustment term, (γ t

∗ –
γ∗

t–1), that captures deviations between the demanded and the actual stock of
assets. If γ t

∗ � γ∗
t–1, then the current account deficit will exceed its long-run

value. The speed of adjustment, �, will depend on a number of factors, in-
cluding the degree of capital mobility in the country in question and the ma-
turity of its foreign debt. The second force, which is captured by –η [(C/Y )t–1

– (g � �∗) γ t
∗] in equation (7), is a self-correcting term. This term plays the

role of making sure that in this economy there is some form of “consump-
tion smoothing.” The importance of this self-correcting term will depend on
the value of η. If η � 0, the self-correcting term will play no role, and the dy-
namics of the current account will be given by a more traditional stock ad-
justment equation. In the more general case, however, when both � and η are
different from zero, the dynamics of the current account will be richer, and
discrepancies between γ t

∗ and γ∗
t–1 will be resolved gradually through time.

As may be seen from equation (8), in the long-run steady state, when (γ t
∗

� γ∗
t–1) and (CY )t–1 � C/Y, the current account will be at its sustainable level,

(g � �∗) {[�j θj – (1 – �jj )] λjj}. The dynamic behavior for the net stock of the
country’s assets in the hands of foreigners, as a percentage of GDP, will be
given by equation (9).

(9) γt ��
γ
1
t–

�

1 �

g

(

�

C/

�

Y
∗
)t

�.
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The implications of incorporating the adjustment process can be illus-
trated with a simple example based on the Goldman Sachs computations
presented above. Notice that according to the figures in table 1.1, by the end
of 1996 there was a significant gap between Goldman Sachs’s estimates of
foreigners’ desired holdings of Mexican and Argentine liabilities: Although
the Mexican ratio stood at 38.3 percent of the country’s GDP, the corre-
sponding figure for Argentina was 48.4 percent. Assume that for some rea-
son—a reduction in perceived Mexican country risk, for example—this
gap is closed to one-half of its initial level and that the demand for Mexican
liabilities increases to 43 percent of Mexican GDP. Figure 1.1 presents the
estimated evolution of the sustainable current account path under the as-
sumptions that Mexican growth remains at 5 percent and that world infla-
tion is zero—both assumptions made by Goldman Sachs. In addition, it is
assumed that � � 0.65, η � 0.45, and that the increase in γ∗ is spread over
three years.

The results from this simple exercise are quite interesting: First, as may
be seen, the initial level of the sustainable current account level is equal to
1.9 percent of GDP, exactly the level estimated by Goldman Sachs (see table
1.2). Second, the current account converges to 2.15 percent of GDP, as sug-
gested by equation (7). Third, and more important for the analysis in this
section, the dynamic of the current account is characterized by a sizable
overshooting, with the “equilibrium path” deficit peaking at 3.5 percent of
GDP. If, on the other hand, it is assumed that the increase in γ∗ takes place
in one period, the equilibrium deficit would peak at a level in excess of 5 per-
cent, a figure twice as large as the new long-term sustainable level. What
makes this exercise particularly interesting is that these rather large over-
shootings are the result of very small changes in portfolio preferences. This
strongly suggests that in a world where desired portfolio shares are con-
stantly changing, the concept of a sustainable equilibrium current account
path is very difficult to estimate. Moreover, this simple exercise indicates
that relying on current account ratios—even ratios calculated using current
“sustainability” frameworks—can be highly misleading. These dynamic
features of current account adjustment may explain why so many authors
have failed to find a direct connection between current account deficits and
crises.

The analysis presented above suggests two important dimensions of ad-
justment and crisis prevention. First, current account dynamics will affect
real exchange rate behavior. More specifically, current account overshoot-
ing will be associated with a temporary real exchange rate appreciation. The
actual magnitude of this appreciation will depend on a number of variables,
including the income demand elasticity for nontradables and the labor in-
tensity of the nontradable sector. In order for this dynamic adjustment to
be smooth, the country should have the ability to implement the required
real exchange rate depreciation in the second phase of the process. This is
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A

B

Fig. 1.1 On the equilibrium path of the current account deficit: A simulation exercise;
A, Assumed evolution of foreigners’ net demand for Mexico’s liabilities; B, Simulated
equilibrium path of Mexico’s current account deficit



likely to be easier under a flexible exchange rate regime than under a rigid
one. Second, if foreigners’ (net) demand for the country’s liabilities de-
clines—as is likely to be the case if there is some degree of contagion, for ex-
ample—the required current account compression will also overshoot. In
the immediate future the country will have to go through a very severe ad-
justment. This can be illustrated by the following simple example. Assume
that as a result of external events—a crisis in Brazil, say—the demand for
Argentine liabilities declines from the level estimated by Goldman Sachs,
48.4 percent of GDP, to 40 percent of GDP. While the long-run equilibrium
current account, as calculated by Goldman Sachs, would experience a very
modest decline from 2.9 percent to 2.4 percent of GDP, in the short run the
adjustment would be drastic. In fact, the simple model developed above
suggests that after two years the deficit would have to be compressed to ap-
proximately 0.5 percent of GDP.13

1.4 Current Account Behavior Since the 1970s

In this section I provide a broad analysis of current account behavior in
both emerging and advanced countries. The section deals with three spe-
cific issues: (1) the distribution of the current account across regions, (2) the
persistence of high current account deficits, and (3), a detailed analysis of
current account reversals and their costs. The discussion of the relationship,
if any, between current account deficits and financial crises is the subject of
section 1.5.

1.4.1 The Distribution of Current Account Deficits 
in the World Economy

In this subsection I use data for 149 countries during 1970–97 to analyze
some basic aspects of current account behavior. I am particularly interested
in understanding the magnitudes of deficits through time. This first look at
the data should help answer questions such as “From a historical point of
view, is 4 percent of GDP a large current account deficit?” and “Historically,
for how long have countries been able to run ‘large’ current account
deficits?” The data are from the World Bank comparative data set. However,
when data taken from the IMF’s International Financial Statistics are used,
the results obtained are very similar. Throughout the analysis I have con-
centrated on the current account deficit as a percentage of GDP; that is, in
what follows, a positive number means that the country in question, for that
particular year, has run a current account deficit. In order to organize the dis-
cussion I have divided the data into six regions: (1) industrialized countries,
(2) Latin America and the Caribbean, (3) Asia, (4) Africa, (5) the Middle
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13. This assumes that growth is not affected. If, as is likely, it declines, the required com-
pression would be even larger.



East and Northern Africa, and (6) Eastern Europe. In table 1.3 I present the
number of countries in each region and year for which data are available.
This table summarizes the largest data set that can be used in empirical work.
As will be specified later, in some of the empirical exercises I have restricted
the data set to countries with populations above half a million people and in-
come per capita above US$500 in 1985 purchasing power parity (PPP) terms.
For a list of the countries included in the analysis, see the appendix.

Tables 1.4, 1.5, and 1.6 contain basic data on current account deficits by
region for the period 1970–97. In table 1.4 I present averages by region and
year. Table 1.5 contains medians, and in table 1.6 I present the 3rd quartile
by year and region. I have used the data on the 3rd quartile presented in this
table as cutoff points to define “high deficit” countries. Later in this section
I analyze the persistence of high deficits in each of the six regions.
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Table 1.3 Number of Observations per Region Used in Current Account Analysis

Latin Middle Eastern
Year Industrialized America Asia Africa East Europe Total

1970 8 5 5 2 2 0 22
1971 9 6 5 2 3 0 25
1972 10 6 6 2 3 0 27
1973 10 6 6 2 3 0 27
1974 11 7 7 10 4 1 40
1975 18 10 9 18 5 1 61
1976 20 17 10 23 8 1 79
1977 22 25 11 32 9 1 100
1978 22 27 11 36 9 1 106
1979 21 29 12 37 9 1 109
1980 21 32 13 40 10 3 119
1981 22 32 15 41 10 3 123
1982 22 32 15 42 10 4 125
1983 22 32 15 42 10 4 125
1984 22 33 17 42 10 5 129
1985 22 33 17 44 10 5 131
1986 22 31 17 45 10 5 130
1987 22 32 17 47 10 6 134
1988 22 32 17 47 10 6 134
1989 22 32 17 47 10 6 134
1990 22 32 17 46 11 6 134
1991 23 32 17 45 10 7 134
1992 23 33 18 44 10 13 141
1993 23 33 18 44 10 18 146
1994 23 33 18 44 11 20 149
1995 23 31 18 36 11 20 139
1996 23 26 18 28 7 21 123
1997 20 17 18 22 7 19 103

Total 550 696 384 910 232 177 2,949

Source: Author’s calculations.



A number of interesting features of current account behavior emerge
from these tables. First, after the 1973 oil shock, there were important
changes in current account balances in the industrial nations, the Middle
East, and Africa. Interestingly, no discernible change can be detected in
Latin America or Asia. Second, and in contrast to the previous point, the
1979 oil shock seems to have affected current account balances in every re-
gion in the world. The impact of this shock was particularly severe in Latin
America, where the deficit jumped from an average of 3.4 percent of GDP
in 1978 to over 10 percent of GDP in 1981. Third, these tables capture
vividly the magnitude of the external adjustment undertaken by the emerg-
ing economies in the 1980s. What is particularly interesting is that, contrary
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Table 1.4 Average Current Account to GDP Deficit Ratios, by Region, 1970–97

Latin Middle Eastern
Year Industrialized America Asia Africa East Europe Total

1970 –0.02 7.59 –0.52 0.92 7.86 n.a. 2.40
1971 –0.28 5.59 0.08 5.25 –0.13 n.a. 1.66
1972 –1.54 3.86 1.80 6.16 –4.39 n.a. 0.66
1973 –1.18 3.40 0.53 7.18 0.61 n.a. 1.04
1974 3.00 3.30 3.55 –3.22 –10.14 1.50 0.24
1975 1.49 2.44 2.02 4.72 –9.52 3.52 1.81
1976 2.20 1.42 0.81 5.70 –10.59 3.81 1.60
1977 1.86 4.09 0.90 3.77 –5.88 5.15 2.26
1978 0.52 3.39 2.82 8.62 0.77 1.88 4.28
1979 1.43 4.28 3.54 6.51 –8.18 1.54 3.35
1980 2.22 7.13 9.40 7.12 –9.02 2.06 5.02
1981 2.47 10.15 10.15 10.68 –8.00 3.17 7.30
1982 2.41 9.09 9.94 12.38 –1.67 1.46 8.02
1983 1.24 6.39 9.52 8.76 1.61 1.47 6.11
1984 0.99 4.16 5.83 6.19 1.32 0.40 4.14
1985 1.17 2.72 4.67 6.44 1.45 1.54 3.82
1986 0.98 5.44 3.60 6.60 1.30 2.80 4.43
1987 1.04 5.37 2.24 4.75 1.25 0.17 3.51
1988 0.91 4.28 1.65 5.80 0.54 –1.05 3.41
1989 1.20 5.28 2.85 4.64 –2.99 0.33 3.24
1990 1.18 4.59 2.31 4.51 –4.73 2.96 2.88
1991 0.68 7.19 2.56 4.79 n.a. 1.78 6.26
1992 0.44 5.47 2.33 6.31 7.90 –0.14 4.17
1993 –0.45 5.89 5.10 6.75 5.64 1.26 4.46
1994 –0.35 4.65 3.38 6.47 –0.31 0.91 3.39
1995 –0.32 4.43 5.07 8.00 –1.63 2.59 3.91
1996 –0.44 5.29 4.33 8.51 –2.60 6.45 4.56
1997 –0.66 3.87 3.79 4.57 –3.89 6.51 3.09

Total 0.87 5.28 4.12 6.56 –0.40 2.52 4.09

Source: Computed by the author using raw data obtained from the World Bank.
Note: A positive number denotes a current account deficit. A negative number represents a surplus. 
n.a. = not available.



to popular folklore, this adjustment was not confined to the Latin Ameri-
can region. Indeed, the nations of Asia and Africa also experienced severe
reductions in their deficits during this period. Fourth, the industrialized
countries regained sustained surpluses only after 1993. Finally, during the
most recent period, current account deficits have been rather modest from
a historical perspective. This has been the case in every region, with the im-
portant exception of Eastern Europe.

The data on 3rd quartiles presented in table 1.6 show that 25 percent of
the countries in our sample had, at one point or another, a current account
deficit in excess of 7.22 percent of GDP. Naturally, as the table shows, the
3rd quartile differs for each region and year, with the largest values corre-
sponding to Africa and Latin America. I use the 3rd-quartile data in table
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Table 1.5 Median Current Account to GDP Deficit Ratios, by Region, 1970–97

Latin Middle Eastern
Year Industrialized America Asia Africa East Europe Total

1970 –0.41 4.06 0.94 0.92 7.86 n.a. 0.86
1971 –0.51 4.83 1.10 5.25 5.74 n.a. 1.08
1972 –1.06 1.70 1.57 6.16 2.88 n.a. 0.44
1973 0.18 1.24 0.77 7.18 5.42 n.a. 0.95
1974 2.94 4.10 3.02 2.39 0.14 1.50 2.97
1975 1.34 4.52 3.23 6.56 –2.73 3.52 3.40
1976 2.71 1.41 0.62 5.00 –6.65 3.81 3.27
1977 2.11 3.80 –0.03 4.24 –3.71 5.15 2.84
1978 0.68 3.48 2.74 9.95 3.01 1.88 3.60
1979 0.66 4.68 3.73 6.52 –8.89 1.54 3.32
1980 2.35 5.59 5.03 8.36 –3.96 4.95 4.66
1981 2.73 9.06 5.92 10.09 1.46 2.72 6.58
1982 2.02 7.60 5.10 9.85 –1.53 1.88 6.41
1983 0.88 4.70 7.18 6.59 5.10 1.48 4.33
1984 0.22 3.66 2.12 3.76 4.89 1.43 2.51
1985 0.98 2.07 3.13 4.42 2.61 1.51 2.91
1986 –0.12 2.99 2.42 3.76 2.30 1.93 2.68
1987 0.42 4.15 1.34 5.22 3.04 0.76 2.61
1988 1.15 2.25 2.68 5.50 2.00 0.72 2.66
1989 1.54 4.41 3.35 3.76 –0.39 1.70 2.85
1990 1.60 3.00 3.41 3.78 –0.58 3.69 2.83
1991 0.91 4.83 3.17 3.64 9.74 0.70 3.02
1992 0.86 4.34 1.94 5.65 7.29 0.40 3.01
1993 0.55 4.60 4.18 6.81 4.20 1.58 3.18
1994 –0.37 3.19 4.63 5.65 –0.38 1.39 2.49
1995 –0.71 3.90 4.91 4.81 –2.14 1.99 2.70
1996 –0.56 3.97 4.76 4.15 –0.99 4.50 3.28
1997 –0.57 4.12 3.61 3.71 –2.39 6.29 2.94

Total 0.77 4.12 3.14 5.33 1.95 1.93 3.17

Source: Computed by the author using raw data obtained from the World Bank.
Note: n.a. = not available



1.6 to define “large current account deficit” countries. In particular, if dur-
ing a given year a particular country’s deficit exceeds its region’s 3rd quar-
tile, I classify it as being a “high-deficit country.”14 An important policy
question is how persistent high deficits are. I deal with this issue in table 1.7,
where I have listed those countries that have had a “high current account
deficit” for at least five years in a row. The results are quite interesting and
indicate that a rather small number of countries experienced very long pe-
riods of high deficits. In fact, I could detect only eleven countries with high
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Table 1.6 Third Quartile of Current Account to GDP Deficit Ratios, by Region, 1970–97

Latin Middle Eastern
Year Industrialized America Asia Africa East Europe Total

1970 0.64 6.86 1.28 1.93 9.85 n.a. 4.06
1971 0.43 7.77 1.74 8.28 9.31 n.a. 4.55
1972 0.30 2.37 3.63 11.96 5.30 n.a. 2.59
1973 1.33 4.12 1.30 9.99 5.81 n.a. 4.12
1974 4.41 10.05 5.61 4.64 14.44 1.50 5.52
1975 4.46 6.78 5.06 8.44 13.98 3.52 7.75
1976 4.38 4.23 6.19 8.80 4.36 3.81 5.47
1977 3.62 7.37 4.49 7.86 2.47 5.15 6.35
1978 2.50 7.07 4.80 12.85 9.17 1.88 9.17
1979 2.76 6.60 6.57 12.30 5.17 1.54 7.62
1980 3.70 12.92 8.46 13.11 2.63 5.99 10.60
1981 4.32 15.06 10.04 12.85 5.85 7.38 11.76
1982 4.05 11.74 11.49 14.48 8.26 2.63 10.57
1983 2.41 8.33 9.01 12.39 7.73 2.61 8.33
1984 3.08 6.56 4.88 8.78 8.17 1.46 5.69
1985 3.75 6.05 4.82 9.68 7.45 1.85 6.42
1986 3.51 7.75 5.16 8.19 9.36 4.69 6.44
1987 3.24 8.79 4.07 9.69 6.35 2.53 6.35
1988 3.03 7.67 4.30 9.49 4.65 1.75 6.51
1989 3.60 7.61 5.91 7.02 5.43 2.02 5.69
1990 3.37 7.64 6.08 8.93 2.77 8.25 6.13
1991 2.78 11.57 6.61 9.05 17.96 3.51 7.57
1992 2.67 8.04 4.70 9.01 15.72 3.68 6.86
1993 1.65 8.81 6.42 8.80 11.45 4.45 7.86
1994 1.83 7.27 6.46 8.88 6.62 3.57 6.50
1995 1.64 5.42 8.06 10.42 4.24 5.54 6.61
1996 1.83 7.02 8.10 9.25 3.32 9.16 7.60
1997 1.91 5.93 6.89 7.05 2.94 11.07 6.29
1998

Total 3.06 8.16 6.37 10.09 7.14 4.84 7.22

Source: Computed by the author using raw data obtained from the World Bank.
Note: n.a. = not available

14. Notice, however, that the actual cutoff points correspond to fairly large deficits even for
the Middle Eastern countries.



deficits for ten or more years. Of these, five are in Africa, three are in Asia,
and, perhaps surprisingly, only two are in Latin America and the Carib-
bean. Interestingly enough, Australia and New Zealand are among the very
small group of countries with a streak of high current account deficits in
excess of ten years. In the subsection that follows I will analyze some of the
most important characteristics of deficits reversals.
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Table 1.7 Countries with Persistently High Current Account Deficits, by Region,
1975–97

Region Period

Industrialized Countries
Australia 1981–97
Canada 1989–94
Greece 1979–85
Ireland 1976–85
Malta 1993–97
New Zealand 1975–88, 1993–97

Latin America and the Caribbean
Grenada 1986–96
Guyana 1979–85
Honduras 1975–79
Nicaragua 1980–90

Asia
Bhutan 1981–97
Laos 1980–90
Maldives 1980–85
Nepal 1985–97
Vietnam 1993–97

Africa
Congo 1990–97
Côte D’Ivoire 1980–92
Equatorial Guinea 1987–91
Guinea-Bissau 1982–94
Mali 1984–89
Mauritania 1975–88
Mozambique 1986–96
São Tomé 1981–90
Somalia 1982–87
Sudan 1990–97
Swaziland 1978–85
Tanzania 1990–97

Middle East
Cyprus 1977–81

Eastern Europe
None

Source: Computed by the author.
Note: The countries in this list have had a “high current account deficit” for at least five years
in a row. See the text for the exact definition of “high current account deficit.”



1.4.2 Current Account Reversals: How Common, How Costly?

In this section I provide an analysis of current account reversals. In par-
ticular I ask three questions: First, how common are large current account
deficit reversals? Second, from a historical point of view, have these rever-
sals been associated with currency or financial crashes? Third, how costly,
in terms of economic performance indicators, have these reversals been?
With respect to this third point, I argue that the most severe effect of cur-
rent account reversals on economic performance takes place indirectly,
through their impact on investment. The analysis presented in this subsec-
tion complements the results in a recent important paper by Milesi-Ferretti
and Razin (2000).15

I use two alternative definitions of current account reversals: Reversal1 is
defined as a reduction in the deficit of at least three percent of GDP in one
year, and Reversal2 is defined as a reduction of the deficit of at least 3 per-
cent of GDP in a three-year period. Due to space considerations, the results
reported here correspond to those obtained when the Reversal1 definition
was used. However, the results obtained under the alternative—and less
strict—definition, Reversal2, were very similar to those discussed in this
subsection.16

The first question I ask is how common reversals are. This issue is ad-
dressed in table 1.8, where I present tabulations by region, as well as for the
complete sample, for the Reversal1 variable. As may be seen, for the sample
as a whole the incidence of “reversals” was equal to 16.7 percent of the
yearly episodes. This reversal occurrence varied across regions; not surpris-
ingly, given the definition of reversals, the lowest incidence is in the indus-
trialized countries (6 percent). The two highest regions are Africa and the
Middle East, with 27 and 26 percent of reversals respectively. Both from a
theoretical and from a policy perspective, it is important to determine
whether these reversals are short lived or sustained. Short-term reversals
may be the result of consumption smoothing, while more permanent ones
are likely to be the consequence of policy-related external adjustments. I ad-
dress this issue by asking in how many “reversal” cases the current account
deficit was still lower three years after the reversal was detected. The answer
lies in the two-way tabulation tables presented in table 1.9.17 These results
indicate that, for the sample as a whole, 45 percent of the “reversals” were
translated into a medium-term (three-year) improvement in the current ac-
count balance. The degree of permanency of these reversals varied by re-
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15. My data set, however, is larger than that of Milesi-Ferretti and Razin (2000).
16. These definitions of reversal are somewhat different from those used by Milesi-Ferretti

and Razin (2000).
17. This table includes only countries whose population is greater than half a million people

and whose GDP per capita is above $500. It also excludes countries whose current account was
in surplus.



gion, however. In the advanced countries, 75 percent of the reversals were
sustained after three years; the smallest percentage corresponds to the
Latin American nations, where only 37 percent of the reversals were sus-
tained after three years.

In their influential paper, Milesi-Ferretti and Razin (2000) analyzed the
effects of current account reversals on economic performance and in par-
ticular on GDP growth. They relied on two methods to address this issue.
They first used a “before and after” approach and tentatively concluded
that “reversals in current account deficits are not necessarily associated
with domestic output compression” (302). Since “before and after” analy-
ses are subject to a number of serious shortcomings, Milesi-Ferretti and
Razin also address the issue by estimating a number of multiple regressions
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Table 1.8 Current Account Reversals: Tabulations by Region, 1970–97

Frequency Percent Cumulative

Industrialized
0 451 93.96 93.96
1 29 6.04 100.00
Total 480 100.00

Latin America
0 359 81.04 81.04
1 84 18.96 100.00
Total 443 100.00

Asia
0 250 85.91 85.91
1 41 14.09 100.00
Total 291 100.00

Africa
0 230 72.56 72.56
1 87 27.44 100.00
Total 317 100.00

Middle East
0 156 74.29 74.29
1 54 25.71 100.00
Total 210 100.00

Eastern Europe
0 134 85.90 85.90
1 22 14.10 100.00
Total 156 100.00

All countries
0 1580 83.29 83.29
1 317 16.71 100.00
Total 1897 100.00

Source: Author’s calculations.
Note: Reversals are defined as a reduction in the deficit of at least 3 percent of GDP in one year.
A number 1 captures reversals. The data set has been restricted to countries with populations
in excess of half a million people and GDP per capita over $500 at PPP value.
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Table 1.9 Current Account Reversals and Medium-Term Improvement

Reversal in 1 year
(Greater than 3%)

CAD Improvement 0 1 Total

Industrial
0 128 5 133
1 156 12 168
Total 284 17 301

Latin America
0 156 33 189
1 174 19 193
Total 330 52 382

Asia
0 137 18 155
1 116 13 129
Total 253 31 284

Africa
0 211 72 283
1 231 61 292
Total 442 133 575

Middle East
0 45 11 56
1 62 8 70
Total 107 19 126

Eastern Europe
0 67 6 73
1 36 6 42
Total 103 12 115

Source: Author’s calculations.
Note: CAD improvement is in a three-year period, forward.

on different samples. Their dependent variable is the rate of per capita out-
put growth, and the independent variables include a measure of exchange
rate overvaluation, an index of openness, the level of indebtedness, initial
GDP, and the investment-to-GDP ratio, among others. After analyzing the
results obtained from this regression analysis, the authors argue that “re-
versals . . . are not systematically associated with a growth slowdown”
(303).

Milesi-Ferretti and Razin (2000) reach this conclusion after estimating
growth equations that control for investment (among other variables). It is
highly probable, however, that current account reversals affect investment it-
self, and that through this channel they affect real GDP growth. The reason
for this potential effect of reversals is rather simple: investment is financed
by the sum of national and foreign saving. The latter, of course, is exactly
equal to the current account deficit. Thus, any current account reversal will
imply a reduction in foreign saving. What will happen to aggregate saving,



and thus to investment, will depend on the relationship between foreign and
national saving. The existing empirical evidence on this matter strongly sug-
gests that foreign saving partially, and only partially, crowds out domestic
saving. Edwards (1996), for example, estimated a number of private saving
equations for developing countries and found that the coefficient of the cur-
rent account deficit was significant and in the neighborhood of –0.4.
Loayza, Schmidt-Hebbel, and Servén (2000) used a new data set on private
savings in emerging economies and estimated that the coefficient of the cur-
rent account deficit was –0.33 and highly significant. These results, then,
suggest that a decline in foreign saving—that is, a lower current account
deficit—will reduce aggregate saving and, thus, aggregate investment. Since
there is ample evidence supporting the idea that investment has a positive
effect on growth, the previous argument would suggest that, in contrast
with Milesi-Ferretti and Razin’s (2000) claim, current account reversals will
have a negative, albeit indirect, effect on growth.

In order to investigate whether indeed current account reversals have af-
fected aggregate investment negatively, I estimated a number of investment
equations using panel data for a large number of countries for the period
1970–97. The recent empirical literature on investment, including Attana-
sio, Picci, and Scorcu (2000), indicates that investment exhibits a strong de-
gree of persistence through time. This suggests estimating equations of the
following type:18

(10) INVGDPtj � � INVGDPt–1, j � δ GOVCONStj

INVGDPtj � � 	 TRADE_OPENNESStj � γ REVERSALtj � ωtj ,

where INVGDP is the investment-to-GDP ratio, GOVCONS is the ratio of
government expenditure to GDP, and TRADE_OPENNESS is an index
that captures the degree of openness of the economy. REVERSAL is a vari-
able that takes the value of 1 if the country in question has been subject to
a current account reversal, and 0 otherwise.19 Finally, ω is an error term,
which takes the following form:

ωtj � εj � µtj ,

where εj is a country-specific error term and µtj is an independently and
identically distributed (i.i.d.) disturbance with the standard characteristics.

The estimation of equation (10) presents two problems. First, it is well
known from early work on dynamic panel estimation by Nerlove (1971) that
if the error contains a country-specific term, the coefficient of the lagged de-
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18. On recent attempts to estimate investment equations using a cross section of countries
see, for example, Barro and Sala-i-Martin (1995) and Attanasio, Picci, and Scorcu (2000).

19. In principle, the log of initial GDP may also be included. However, because of the panel
nature of the data, and given the estimation procedures used, this is not possible.



pendent variable will be biased upward. There are several ways of handling
this potential problem. Possibly the most basic approach is using a fixed
effect model, in which a country dummy (one hopes) picks up the effect of
the country-specific disturbance. A second way is to estimate the instru-
mental variables procedure recently proposed by Arellano and Bond (1991)
for dynamic panel data. This method consists of differentiating the equa-
tion in question, equation (10) in our case, in order to eliminate the coun-
try-specific disturbance εj . The differenced equation is then estimated using
instrumental variables, where the lagged dependent variable (in levels), the
predetermined variables (also in levels), and the first differences of the ex-
ogenous variables are used as instruments. In this paper I report results
from the estimation of equation (10) using both a fixed effect procedure and
the Arellano and Bond method.

A second problem in estimating equation (10) is that, since current ac-
count reversals are not drawn from a random experiment, the REVERSALjt

dummy is possibly correlated with the error term. Under these circum-
stances, the estimated coefficients in equation (10) will be biased and mis-
leading. In order to deal with this problem I follow the procedure recently
suggested by Heckman, Ichimura, and Todd (1997, 1998) for estimating
“treatment interventions” models. This procedure consists of estimating
the equation in question using observations that have a common support
for both the treated and the nontreated. In the case at hand, countries that
experience a reversal are considered to be subject to the “treatment inter-
vention.” From a practical point of view, a two-step procedure is used. First,
the conditional probability of countries facing a reversal, called the propen-
sity score, is first estimated using a probit regression. Second, the equation
of interest is estimated using only observations whose estimated probabil-
ity of reversal falls within the interval of estimated probabilities for coun-
tries with actual reversals. I follow the Heckman, Ichimura, and Todd
(1997, 1998) sample correction both for the fixed effect and the Arellano
and Bond procedures. In estimating the propensity scores I used a panel
data probit procedure and included as regressors the level of the current ac-
count deficit in the previous period, the level of the fiscal deficit, domestic
credit creation, and time-specific dummies. The results obtained from this
first step are not presented here due to space consideration but are available
on request. Table 1.10 contains the results of estimating investment equa-
tion (10) on an unbalanced panel of 128 countries for the period 1971–97.
In part A of table 1.10 I present the results obtained from the estimation of
the Arellano-Bond instrumental variables procedure. In part B of table 1.10
I present the results from the fixed effect estimation. In both cases I have
introduced the REVERSALS indicator both contemporaneously and
with a one-period lag. In the Arellano-Bond estimates, the standard errors
have been computed using White’s robust procedure that corrects for
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Table 1.10 Investment and Current Account Reversals

Robust
INVGDP Coeff. Std. Err. z P � | z | 95% Conf. Interval

A. Arellano-Bond Instrumental Variables a

INVGDP LD 0.6212481 0.0835012 7.44 0.000 0.4575887 0.7849075
GOVCON D1         0.0819257 0.0106311 0.77 0.441 –0.1264401 0.2902916
REV D1 –2.021207 0.2545002 –7.94 0.000 –2.520018 –1.522396
REVLAG –0.8834781 0.2235849 –3.95 0.000 –1.321696 –0.4452596
TRADE D1 0.0436178 0.0127593 3.42 0.001 0.0186101 0.0686255
_CONS D1 –0.0480371 0.0169209 –2.84 0.005 –0.0812014 –0.0148727

Number of obs. 1,800
Number of groups 127
Wald 
2 181.56
Minimum number 

of obs. 1
Maximum number 

of obs. 25
Mean number 

of obs. 14.17323

Coeff. Std. Err. t P � | t | 95% Conf. Interval

B. Fixed Effects Method b

INVGDP1 0.7655012 0.0139967 54.69 0.000 0.7380497 0.7929527
GOVCON 0.0326171 0.0186247 1.75 0.080 –0.0039113 0.0691455
REV –2.05903 0.1622943 –12.69 0.000 –2.377336 –1.740724
REVLAG –0.8404217 0.1585791 –5.30 0.000 –1.151441 –0.5294026
TRADE 0.0324689 0.0051885 6.26 0.000 0.0222927 0.042645
_CONS 3.266194 0.4745214 6.88 0.000 2.335521 4.196867

sigma_u 1.6838827
sigma_e 2.4746612
�c 0.31647855
R2

within 0.6523
between 0.9301
overall 0.8357

Number of obs. 1,927
Number of groups 128
Obs. per group

minimum 1
average 15.1
maximum 26

F (5,1794) 672.98
Prob � F 0.0000

aArellano-Bond dynamic panel data. Group variable (i): imfcode; time variable (t): year. Arellano-Bond
test that average autocovariance in residuals of order 1 is 0: H0, no autocorrelation; z = –4.46; Prob � z
= 0.0000. Arellano-Bond test that average autocovariance in residuals of order 2 is 0: H0, no autocorre-
lation; z = –1.08; Prob � z = 0.2809.
bFixed-effects (within) regression. Group variable (i): imfcode. F test that all u_i = 0: F (127, 1794) = 2.61;
Prob � F = 0.0000.
cFraction of variance due to u_i.



heteroskedasticity. The results obtained are quite interesting. In both pan-
els the coefficient of the lagged dependent variable is relatively high, cap-
turing the presence of persistence. Notice, however, that the coefficient is
significantly smaller when the Arellano-Bond procedure is used. The co-
efficient of GOVCON is positive and nonsignificant. The estimated coeffi-
cient of trade openness is significant and positive, indicating that, after con-
trolling for other factors, countries with a more open trade sector will tend
to a higher investment-to-GDP ratio. More importantly for this paper, the
coefficients of the contemporaneous and lagged reversal indicator are sig-
nificantly negative, with very similar point estimates. Interestingly, when
the REVERSAL variable was added with a two-year lag, its estimated co-
efficient was not significant at conventional levels.

In order to check for the robustness of these results, I also estimated
equation (10) using alternative samples and definitions of current account
reversals. The results obtained provide a strong support to those shown
here and indicate that, indeed, current account reversals have affected eco-
nomic performance negatively through the investment channel. An impor-
tant question is whether the compression in investment is a result of private
or public sector behavior. An analysis undertaken on a smaller sample
(forty-four countries) suggests that, although both private- and public-sec-
tor investment are negatively affected by current account reversals, the im-
pact is significantly higher on private investment. According to these esti-
mates, available from the author, a current account reversal results in a
decline in private investment equal to 1.8 percent of GDP; the long-term re-
duction of public-sector investment is estimated to be, on average, 0.5 per-
cent of GDP.

An important question is whether current account reversals have affected
economic growth through other channels. I investigated this issue by using
the large data set to estimate a number of basic growth equations of the fol-
lowing type.

(11) GROWTHtj � � INVGDPtj � δ GOVCONStj

GROWTHtj � � 	 TRADE_OPENNESStj � θ LOGGDPOj

� γ REVERSALtj � ξtj ,

where GROWTHtj is growth of GDP per capita in country j during year t,
and LOGGDPOj is the initial level of GDP (1970) for country j. As Barro
and Sala-i-Martin (1995) have pointed out, the coefficient of GOVCONS is
expected to be negative, while that of openness is expected to be positive. If
there is a catching-up in growth, we would expect that the estimated coeffi-
cient of the logarithm of 1970 GDP per capita will be negative. The main in-
terest of this analysis is the coefficient of REVERSAL. If sharp and large
reductions in the current account deficit have a negative effect on invest-
ment, we would expect the estimated γ to be significantly negative. The er-
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ror ξtj is assumed to be heteroskedastic, with a different variance for each
country (panel). Thus, assuming k panels (countries):

E(ξξ�) �

�
σ2

1I 0 . . . 0

�0 σ2
2I . . . 0

. . . .

. . . .

. . . .

0 0 . . . σ2
kI

Equation (12) was estimated using the feasible generalized least squares
procedure (FGLS) suggested by Beck and Katz (1995) for unbalanced pan-
els. The samples in the different estimations were determined by the avail-
ability of data on the different regressors. The data were obtained from the
World Bank and from the Summer and Hestons data set. In the base esti-
mates I used the definition of current account reversals given by Reversal1
above. The basic results obtained from the estimation of equation (11) are
presented in table 1.11. In addition to the regressors in equation (11), I in-
troduced time-specific dummy variables. As may be seen from the table, the
results obtained support the hypothesis that current account reversals have
had a negative effect on GDP per capita growth, even after controlling by
investment. Moreover, the coefficients for the other variables in the regres-
sion have the expected signs and are significant at conventional levels.
When alternative estimation techniques were used, including fixed effects,
the results obtained were very similar.20

1.5 Current Account Deficits and Financial Crises: 
How Strong Is the Link?

As we pointed out in section 1.2 of this paper, a large number of recent
empirical studies have been unable to find a strong and significant connec-
tion between large current account deficits and financial crises (Frankel and
Rose 1996). However, much of the policy literature—both from investment
banks and from the multilateral institutions—insists that large deficits have
been at the center of recent crises. In this section, I address this issue by an-
alyzing in some detail the evidence on financial crises in a large cross section
of countries. The section is organized as follows: In section 1.5.1, I deal with
the definition of crisis. In section 1.5.2, I provide some preliminary evidence
on the connection between current account reversals and crises, as well
as between high current account deficits and crises. In this analysis I use
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20. Naturally, when fixed effects are used it is not possible to include (the log of) initial GDP
as a regressor.

(12) E(ξξ�) �



Table 1.11 GDP Growth and Current Account Reversals: Feasible Least Squares with
Heteroskedastic Panels

GDP Growth Coeff. Std. Err. z P � | z | 95% Conf. Interval

INVGDP 0.1732786 0.0129535 13.38 0.000 0.1478901 0.198667
GOVCON –0.044147 0.0129061 –3.42 0.001 –0.0694425 –0.0188514
TRADE 0.0066118 0.0021185 3.12 0.002 0.0024595 0.010764
LOGGPP0 –0.7458834 0.0754805 –9.88 0.000 –0.8938225 –0.5979443
REV –0.8387433 0.2063497 –4.06 0.000 –1.243181 –0.4343053
REVLAG          –0.3106008 0.2014468 –1.54 0.123 –0.7054293 0.0842277
D73 1.270318 0.759329 1.67 0.094 –0.2179398 2.758575
D74 –1.342419 0.7482716 –1.79 0.073 –2.809004 0.1241666
D75 –3.115973 0.7482444 –4.16 0.000 –4.582505 –1.649441
D76 0.6267746 0.7248618 0.86 0.387 –0.7939283 2.047478
D77 –0.9757318 0.6522791 –1.50 0.135 –2.254175 0.3027116
D78 0.1379759 0.5050662 0.27 0.785 –0.8519357 1.127887
D79 –1.096983 0.6317958 –1.74 0.083 –2.33528 0.1413142
D80 –2.360201 0.6280218 –3.76 0.000 –3.591101 –1.129301
D81 –2.826354 0.6242467 –4.53 0.000 –4.049855 –1.602853
D82 –4.194326 0.6217559 –6.75 0.000 –5.412945 –2.975707
D83 –2.990355 0.6199746 –4.82 0.000 –4.205483 –1.775227
D84 –1.221758 0.6185186 –1.98 0.048 –2.434032 –0.0094836
D85 –1.784731 0.6187208 –2.88 0.004 –2.997401 –0.5720605
D86 –1.75282 0.617261 –2.84 0.005 –2.962629 –0.5430107
D87 –1.596635 0.6173792 –2.59 0.010 –2.806676 –0.3865935
D88 –0.7132081 0.6150168 –1.16 0.246 –1.918619 0.4922027
D89 –1.492796 0.6147887 –2.43 0.015 –2.69776 –0.2878324
D90 –2.005303 0.6140373 –3.27 0.001 –3.208794 –0.8018121
D91 –2.686583 0.6082038 –4.42 0.000 –3.878641 –1.494526
D92 –2.38132 0.6155925 –3.87 0.000 –3.587859 –1.17478
D93 –2.23038 0.6150288 –3.63 0.000 –3.435814 –1.024945
D94 –0.8790476 0.6164939 –1.43 0.154 –2.087353 0.3292582
D95 –0.9938183 0.5940141 –1.67 0.094 –2.158065 0.170428
D96 –1.480438 0.6129868 –2.42 0.016 –2.68187 –0.2790063
D97 –1.263988 0.6449348 –1.96 0.050 –2.528037 0.0000611
_Cons 7.826786 0.8179467 9.57 0.000 6.22364 9.429932

Number of obs. 1,856
Number of groups 111
Obs. per group

Minimum 1
Average 19.28987
Maximum 26

Wald 
2 (31) 708.80
Prob � 
2 0.0000

Estimated 
covariances 111

Estimated 
autocorrelations 0

Estimated 
coefficients 32

Log-likelihood –4.913.651

Notes: Cross-sectional time-series FGLS regression. Coefficients: generalized least squares; panels: het-
eroskedastic; correlation: no autocorrelation.



statistical methods borrowed from the epidemiology literature. Finally, in
section 1.5.3, I provide some empirical results, obtained using econometric
techniques, on the relationship between large current account deficits and
financial crises. I argue that whether one finds a connection depends largely
on three factors: (1) the definition of crisis, (2) the sample considered, and
(3) the lag structure used in the analysis.

1.5.1 Defining a Crisis

Paul Krugman has recently said that “there is no generally accepted for-
mal definition of a currency crisis, but we know them when we see them”
(Krugman 2000, 1). While some authors, including myself in Edwards
(1989) and Edwards and Santaella (1993), have defined a currency crisis as
a very significant depreciation of the currency (see also Frankel and Rose
1996 and Milesi-Ferretti and Razin 2000) others have defined a crisis as a
situation in which a country’s currency is depreciated or its international re-
serves are seriously depleted (Eichengreen, Rose, and Wyplosz 1996; Gold-
stein, Kaminsky, and Reinhart 2000). In this paper, and in order to cast a
very wide net in the empirical analysis, I have used two alternative criteria
for defining crises.

The first definition follows Frankel and Rose (1996) and defines a cur-
rency crisis as a situation in which there is a currency depreciation of at least
25 percent as well as a 10 percent increase in the rate of depreciation. I call
this variable aevent.21 The second definition is broader, and includes as
crises situations in which the country in question has experienced a large de-
preciation or a significant loss in reserves. In constructing this variable,
which I call acrisis, I followed a three-step procedure:

1. I created a weighted average index of monthly rate of change of the ex-
change rate (∆e/e) and of reserves (∆R/R), such that both components of
the index have equal sample volatility: It � ∆e /e – (σe /σR )  (∆R/R).

2. I define a crisis (Ct ) to have taken place when the index exceeds the
mean of the index plus three standard deviations:

Ct � �1 if It ≥ mean (It ) � 3σI

0 otherwise

3. I annualized the crisis index by considering each year as a June-June
period. In other words, a year t is assigned a crisis (�1) if any month be-
tween June of year t and June of year t � 1 is a crisis.

As Milesi-Ferretti and Razin (2000) have pointed out, results from crisis
analyses may be affected by the treatment of currency upheaval in consec-
utive years. In order to address this issue, I defined two additional crisis
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21. The index was constructed on monthly data. In order to annualize it, I consider June-to-
June years.



indicators that exclude adjacent “crises.” These indicators consider a three-
year window after each crisis: aevent2 is the three-year window correspon-
ding to aevent, and acrisis2 is the corresponding indicator for acrisis.

How frequent have currency crises taken place, according to these indi-
cators? This question is addressed in table 1.12, where I present tabulations
for the four indexes for the complete sample. As may be seen, the frequency
of “crises” goes from 4 percent to 11 percent of the country-year observa-
tions. In terms of the distribution across regions (the results are not pre-
sented in detail due to space considerations) according to both aevent indi-
cators, crises have had a higher frequency in Eastern Europe; the lowest
frequency is in the industrialized nations, with no crises recorded. The acri-
sis index records a frequency at approximately 10 percent in Latin America,
Asia, and Africa; the acrisis2 index shows that the highest frequency of
crises has been in Africa, with a 13.7 percent frequency of occurrence.

1.5.2 Current Account Reversals and Crises: A Preliminary Analysis

An important finding from the preceding analysis is that current account
reversals are common and quite frequent. Countries in every region tend to
run deficits that occasionally exceed their long-run sustainable level. This
means that, as documented above, at some point the country must go
through an adjustment process in which the current account deficit is re-
versed and moves closer to its long-run equilibrium. From a policy perspec-
tive, it is important to understand whether current account reversals are
related to currency crises. In order to address this issue, I followed a 
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Table 1.12 Frequency of Crises: Alternative Indicators

Frequency Percent Cumulative

aevent: (mean) event
0 2818 94.09 94.09
1 177 5.91 100.00
Total 2995 100.00

aevent2
0 2318 95.79 95.79
1 102 4.21 100.00
Total 2420 100.00

acrisis: (mean) crisis
0 2548 90.26 90.26
1 275 9.74 100.00
Total 2823 100.00

acrisis2
0 1564 88.91 88.91
1 195 11.09 100.00
Total 1759 100.00

Source: Author’s calculations.
Note: See the text for the exact definition of these indicators.



case-control methodology.22 This approach consists of using a 
2 statistic to
formally test whether there is a significant relationship between a particular
outcome (the case) and another variable to which both case and control vari-
ables have been exposed. The first step in applying this approach, then, is to
separate observations into a case group and a control group. A country that
for a given year experienced a “crisis” is considered to be a case, and noncri-
sis observations constitute the control group. The second step consists of cal-
culating how many observations in both the case and control groups have
been subject to a current account reversal. From this information an odds ra-
tio is computed, and a 
2 test is computed in order to determine whether the
odds ratio is significantly different from 1. If the null hypothesis cannot be re-
jected, then there is evidence supporting the hypothesis that countries that
are subject to a reversal have a significant probability of experiencing a crisis.

The computation of the 
2 test statistic using contemporaneous values of
crisis and reversals results in the rejection of the null hypothesis that reversal
countries are associated with a crisis. This result holds for all four definitions
of a crisis. The p-values of the 
2 tests are on the order of 0.6, or higher. This
result is consistent with the conclusions reached through a less formal anal-
ysis, and using a smaller data set, by Milesi-Ferretti and Razin (2000).

A possible limitation of a simple application of this 
2 test, however, is
that from a theoretical point of view the relationship between reversals and
crises implies complex timing and causality issues. In fact, there are reasons
to believe that reversals may occur at the same time as a crisis, before a cri-
sis, or even after a crisis. For instance, the reversal may be so pronounced
that the country in question has no alternative but to devalue its currency
or deplete its international reserves. There is no reason, however, why these
phenomena would take place at exactly the same time. Also, the reversal
may be the result, rather than the cause, of a devaluation. For this reason, I
also asked whether there is statistical evidence that there is a current ac-
count reversal in the “neighborhood” of a crisis. In order to do this, I define
a new variable, reversaln, that takes a value of one on the year a reversal was
detected, as well as in the previous and next years. The results from this sec-
ond test suggest that it is not possible to reject the null hypothesis that cur-
rency crises occur “in the neighborhood of” current account reversals. This
is the case for any of the four crisis definitions used in this study. In table 1.13
I present the results obtained from the computation of these 
2 statistics
when the aevent definition of crisis was considered as the “case.” In order to
illustrate the nature of the results I have presented the 
2 corresponding to
two definitions of reversals. In part A I used the narrow one-year definition
of reversal, while in part B I use the broader three-year neighborhood defi-
nition of reversal. As may be seen, although in part A the 
2 test is not sig-
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22. This approach is used frequently by epidemiologists. I became interested in the statisti-
cal techniques used by epidemiologists while doing research on financial crisis contagion across
countries (see Edwards 2000). See Fleiss (1981) for details on the actual case-control method.



nificant, in part B it is highly significant—the p-value is 0.009.23 Results ob-
tained for the other three definitions of a crisis are very similar and are avail-
able from the author on request.

1.5.3 Current Account Deficits and Currency Crises: A Formal Analysis

In a recent and influential paper, Frankel and Rose (1996) empirically an-
alyzed the determinants of currency crashes. Their data set included 105
countries for the period 1970–91, and their definition of a crisis was con-
fined to devaluations in excess of 25 percent.24 The results from their probit
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Table 1.13 Case-Control �2 Test: Analysis of Crisis and Current Account Reversals
(for Aevent definition of crisis)

Proportion
Exposed Unexposed Total Exposed

A. Exposed: Reversal1 definition of current account reversal a

Cases 28 124 152 0.1842
Controls 410 1,793 2,203 0.1861
Total 438 1,917 2,355 1.1860

Point Estimate 95% Conf. Interval

Odds ratio 
(Cornfield) 0.9874902 0.6481554 1.504718

Prev. frac. ex. 
(Cornfield) 0.0125098 –0.504718 0.3518446

Prev. frac. pop 0.0023282

Proportion
Exposed Unexposed Total Exposed

B. Exposed: Reversaln1 definition of current account reversal b

Cases 52 35 87 0.5977
Controls 563 679 1,242 0.4533
Total 615 714 1,329 0.4628

Point Estimate 95% Conf. Interval

Odds ratio 
(Cornfield) 1.791829 1.15408 2.718784

Attr. frac. ex. 
(Cornfield) 0.4419112 0.1335086 0.6405185

Attr. frac. pop. 0.2641308

Source: Computed by the author.
Note: Prev. = previous; frac. = fraction; ex. = explained; pop. = population; attr. = attributed.
a
2 (1) = 0.00; Prob. � 
2 = 0.9536.
b
2 (1) = 6.82; Prob. � 
2 = 0.0090.

23. These results, however, should be interpreted with caution, as they are subject to all the
limitations of this type of case-control analysis, including the fact that no causality can be es-
tablished. In this case, however, I am not particularly interested in causation.

24. See section 1.5.1 for a discussion of their definition.



regression analysis indicated that a number of variables were good predic-
tors of a currency crash. These included the fraction of the debt obtained in
concessional terms, the ratio of foreign direct investment (FDI) to GDP, the
reserves-to-imports ratio, the rate of growth of domestic credit, the coun-
try’s rate of growth, and international interest rates. In terms of the present
paper, what is particularly interesting is that in Frankel and Rose (1996) the
current account deficit was not significant, and in many of the regressions
it even had the wrong sign. This led the authors to conclude that, “curiously,
neither current account nor government budget deficits appear to play an
important role in a typical crash” (365).25

My own initial analysis of the determinants of crises, using an almost
identical data set, supports the results reported by Frankel and Rose (1996).
When a broad sample and their regressors are used, the current account
seems to play no role in major currency crashes.26 This is the case indepen-
dently of the estimation technique used, and of whether the actual value of
the current account deficit or a dummy for high deficits is included as a re-
gressor. To my surprise, the incorporation of an independent variable that
interacted the fiscal and current account deficits (the “twin” deficits) did
not change the result.

In order to investigate this issue further, and in an effort to determine the
robustness of these results, I followed four avenues of analysis: First, I in-
quired whether the results would hold under alternative data sets. In partic-
ular, I investigated whether the exclusion of particular regions would alter
the finding of current account “irrelevance.” Second, I considered alternative
sets of independent variables in the estimation of probit equations for crises.
In particular I considered alternative lag structures, and I included some
variables that capture the economic structure of the countries in the sample.
Third, I considered alternative definitions of crisis. More specifically, I esti-
mated a number of probit equations for all four definitions of crisis described
in subsection 1.5.1 of this paper: aevent, aevent2, acrisis, and acrisis2. Fourth,
I used different estimation techniques and considered assumptions regard-
ing the nature of the error term, including the assumption that it takes a ran-
dom effect form. Generally speaking, the results obtained were not affected
by the technique used, and for this reason I only report the basic results.

In the estimation of crisis models I used the following regressors:27

(1) percentage of debt in commercial terms; (2) percentage of debt in con-
cessional terms; (3) percentage of debt at variable rate; (4) percentage of
short-term debt; (5) FDI; (6) public-sector debt as percentage of GDP; (7)
debt to the multilateral institutions; (8) the ratio of (gross) international re-
serves to imports; (9) the ratio of foreign debt to GDP; (10) the rate of
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25. This finding is not affected by any of the sensitivity tests undertaken by the authors.
26. By “broad sample” I mean one that includes all regions in the world.
27. Most, but not all, of these regressors were used by Frankel and Rose (1996). The results

reported here are not directly comparable to those of Frankel and Rose (1996), since the data
sets are somewhat different.



growth of domestic credit; (11) deviations of the real exchange rate from
PPP (a measure of “overvaluation”); (12) the rate of growth of GDP; (13)
the degree of openness of the economy, measured as imports plus exports
divided by GDP; (14) the ratio of government expenditure to GDP; (15) in-
terest rates in the advanced countries; and (16) the current account deficit.
All the variables are from the World Bank and, as in the Frankel and Rose
(1996) paper, cover the 1971–92 period. With the exception of the crisis in-
dexes, trade openness, and government consumption, these variables cor-
respond to those used by Frankel and Rose (1996).

In reporting the regressions, I follow the tradition of presenting the
effects of a unitary change in the independent variables on the probability
of a crisis. In all of the regressions I report White’s robust standard errors
that correct for heteroskedasticity.

The results obtained when all variables are entered contemporaneously
and all regions are included are presented in table 1.14. The results are quite
interesting and, to a large extent, in agreement with expectations. In terms
of the current account—the variable of greatest interest in this paper—the
results show significant differences, depending on the definition of crisis
used. For both the acrisis and acrisis2 indicators, the estimated coefficient
of the current account deficit to GDP is positive and significant at the 10
percent level. On the other hand, when the aevent and aevent2 currency
crash indicators are used as the dependent variable, the estimated coeffi-
cients of the current account deficits are not significant, and in the case of
aevent2, the sign is incorrect (although it is not significantly different from
zero). Of course, the results for the events correspond to the Frankel and
Rose (1996) findings discussed above. In terms of the other regressors, the
results in table 1.14 suggest that higher reserves and higher growth reduce
the probability of both types of crisis. Large FDI plays a particularly im-
portant role in reducing the probability of an event type of crisis. A high per-
centage of debt in commercial terms increases the probability of both types
of crisis. A greater degree of openness reduces the probability under all cri-
sis definitions. Notice that in contrast with the Frankel and Rose (1996) re-
sults, a higher public deficit ratio significantly increases the probability of
aevent-type crises.

The results presented in table 1.14 were obtained using a data set that cov-
ers every region. There are, however, important reasons to believe that
(most) African countries have behaved differently during the period under
study. This is the case for two reasons: First, during the complete period un-
der analysis a large number of African nations belonged to the CFA cur-
rency zone and were institutionally shielded from devaluations. Second, it
is well known that during most of this period even non-CFA African na-
tions had a great reluctance to adjust their parity. This was the case even
when the external imbalance was very large (World Bank 1994). An impor-
tant question, then, is how these results will be affected if the African na-
tions are excluded from the sample. This is done in table 1.15, where probit

Does the Current Account Matter? 59



Table 1.14 Crisis Probit Model: All Regions, 1971–92 (Probit Estimates)

Robust
Definition dF/dx Std. Err. z P � | z | x-bar 95% Conf. Interval

A. acrisis Definition
COMRAT 0.0033323 0.0017217 1.90 0.057 21.0027 –0.000042 0.006707
CONRAT –0.0010057 0.0007642 –1.30 0.193 32.5979 –0.002504 0.000492
VARRAT –0.0025776 0.0016872 –1.51 0.131 21.9735 –0.005884 0.000729
FDISTOCK 0.0052372 0.0022728 –2.27 0.023 2.62669 –0.009692 0.000783
SHORTTOT 0.0019636 0.0015704 1.27 0.203 14.6745 –0.001114 0.005041
PUBRAT 0.0009573 0.0010942 0.88 0.381 72.419 –0.001187 0.003102
MULTIRAT 0.0020735 0.0008301 2.44 0.015 21.4711 0.000447 0.0037
DEBTY 0.0002462 0.0002104 1.16 0.247 59.5954 –0.000166 0.000659
RESERVEM –0.0000357 0.0000375 –0.94 0.345 324.331 –0.000109 0.000038
DEFRAT 0.0011096 0.0016363 0.68 0.497 5.15325 –0.002097 0.004317
DLCRED 0.0010474 0.0003367 3.23 0.001 21.875 0.000387 0.001707
DLY –0.0027143 0.0013687 –2.00 0.046 3.51322 –0.005397 0.000032
ISTAR 0.0020625 0.0030204 0.68 0.497 8.64066 –0.003857 0.007982
OVERVALN 0.0001934 0.0004058 0.48 0.634 –7.88634 –0.000602 0.000989
TRADE –0.0009073 0.0005028 –1.74 0.082 46.3937 –0.001893 0.000078
GOVCON –0.0001539 0.0017092 –0.09 0.928 14.0511 –0.003504 0.003196
CAD 0.0031167 0.0016689 1.83 0.067 4.36866 –0.000154 0.006388

obs. P 0.1031149
pred. P 0.0773022 (at x-bar)

Number of obs. 931
Wald 
2 (17) 56.70
Prob � 
2 0.0000
Pseudo R2 0.1103
Log-likelihood –274.9083

B. acrisis2 Definition
COMRAT 0.0046036 0.0026754 1.65 0.100 19.9146 –0.00064 0.009847
CONRAT –0.0012766 0.0010286 –1.24 0.213 34.1878 –0.003293 0.000739
VARRAT –0.0044843 0.0025206 –1.71 0.086 21.1016 –0.009425 0.000456
FDISTOCK –0.0046245 0.0028175 –1.65 0.099 3.12262 –0.010147 0.000898
SHORTTOT 0.0014552 0.0020551 0.71 0.479 14.7062 –0.002573 0.005483
PUBRAT –0.0001517 0.0014676 –0.10 0.918 72.5714 –0.003028 0.002725
MULTIRAT 0.003031 0.0010866 2.66 0.008 21.5175 0.000901 0.005161
DEBTY 0.0002802 0.0003342 0.83 0.404 54.2499 –0.000375 0.000935
RESERVEM –0.0000196 0.0000514 –0.38 0.703 328.907 –0.00012 0.000081
DEFRAT 0.0020843 0.002524 0.82 0.410 4.60205 –0.002863 0.007031
DLCRED 0.0020764 0.0005264 4.02 0.000 18.7089 0.001045 0.003108
DLY –0.002937 0.0019957 –1.48 0.140 3.97093 –0.006849 0.000975
ISTAR 0.0052748 0.0038629 1.36 0.173 8.50495 –0.002296 0.012846
OVERVALN 0.0005167 0.000559 0.91 0.361 –8.22226 –0.000579 0.001612
TRADE –0.0008263 0.0006416 –1.28 0.201 47.0451 –0.002084 0.000431
GOVCON 0.0016096 0.002514 0.65 0.518 13.8002 –0.003318 0.006537
CAD 0.0039213 0.0023943 1.61 0.107 3.95843 –0.000771 0.008614

obs. P 0.1209964
pred. P 0.0854189 (at x-bar)

Number of obs. 562
Wald 
2 (17) 56.69
Prob � 
2 0.0000
Pseudo R2 0.1387
Log-likelihood –178.57014



Table 1.14 (continued)

Robust
Definition dF/dx Std. Err. z P � | z | x-bar 95% Conf. Interval

C. aevent Definition
COMRAT 0.0003686 0.0008709 0.42 0.671 20.962 –0.001338 0.002075
CONRAT –0.000823 0.0004234 –1.82 0.069 32.6715 –0.001653 6.9e–06
VARRAT –0.0007301 0.0008421 –0.86 0.388 21.9302 –0.002381 0.000921
FDISTOCK –0.0033417 0.0012196 –2.69 0.007 2.62084 –0.005732 –0.000951
SHORTTOT –0.0000499 0.0008731 –0.06 0.955 14.6571 –0.001761 0.001661
PUBRAT –0.0001298 0.0006229 –0.21 0.836 72.4703 –0.001351 0.001091
MULTIRAT –0.0002948 0.0005312 –0.56 0.578 21.4961 –0.001336 0.000746
DEBTY 0.0002863 0.0001209 2.49 0.013 59.7336 0.000049 0.000523
RESERVEM –0.0000194 0.0000197 –1.01 0.315 325.061 –0.000058 0.000019
DEFRAT 0.0016828 0.0009088 1.85 0.065 5.21531 –0.000098 0.003464
DLCRED 0.0004128 0.0002005 2.53 0.012 21.8889 0.000026 0.000812
DLY –0.001096 0.0008227 –1.34 0.179 3.51907 –0.002708 0.000516
ISTAR –0.0000236 0.0017433 –0.01 0.989 8.63804 –0.00344 0.003393
OVERVALN –0.0003881 0.0002363 –1.64 0.102 –7.82043 –0.000851 0.000075
TRADE –0.001114 0.0003071 –3.06 0.002 46.3682 –0.001716 –0.000512
GOVCON –0.0037107 0.0012011 –2.97 0.003 14.071 –0.006065 –0.001357
CAD 0.0003098 0.0010221 0.30 0.764 4.37692 –0.001693 0.002313

obs. P 0.0706638
pred. P 0.0296255 (at x-bar)

Number of obs. 934
Wald 
2 (17) 70.66
Prob � 
2 0.0000
Pseudo R2 0.2072
Log-likelihood –189.0942

D. aevent2 Definition
COMRAT –0.000135 0.0009079 –0.15 0.883 19.8866 –0.001914 0.001644
CONRAT –0.0003336 0.000392 –0.85 0.395 35.0182 –0.001102 0.000435
VARRAT 7.77e–06 0.0008146 0.01 0.992 20.4507 –0.001589 0.001604
FDISTOCK –0.0015405 0.0009866 –1.62 0.104 3.08108 –0.003474 0.000393
SHORTTOT 0.0005935 0.0007601 0.81 0.416 14.3259 –0.000896 0.002083
PUBRAT 0.000125 0.0005304 0.24 0.810 72.7421 –0.000914 0.001164
MULTIRAT –0.0004797 0.0005018 –0.94 0.349 22.8628 –0.001463 0.000504
DEBTY 0.0002004 0.0001292 1.62 0.105 54.0278 –0.000053 0.000454
RESERVEM –0.0000252 0.0000191 –1.38 0.166 328.073 –0.000063 0.000012
DEFRAT 0.0022043 0.0010298 2.11 0.035 4.93033 0.000186 0.004223
DLCRED 0.0005069 0.000229 2.74 0.006 18.4827 0.000058 0.000956
DLY –0.0015771 0.0008004 –1.90 0.057 4.18559 –0.003146 –8.3e–06
ISTAR 0.0000685 0.0014788 0.05 0.963 8.62569 –0.00283 0.002967
OVERVALN –0.0001668 0.0002045 –0.84 0.402 –7.73555 –0.000568 0.000234
TRADE –0.0007145 0.0002938 –2.41 0.016 48.7758 –0.00129 –0.000139
GOVCON –0.0028422 0.001161 –2.20 0.028 14.5617 –0.005118 –0.000567
CAD –0.0007552 0.0009831 –0.79 0.432 4.27947 –0.002682 0.001172

obs. P 0.0555556
pred. P 0.0206342 (at x-bar)

Number of obs. 702
Wald 
2 (17) 48.97
Prob � 
2 0.0001
Pseudo R2 0.2208
Log-likelihood –117.36778

Notes: Probit estimates. The tests that the underlying coefficient is 0 are z and P � | z |.



Table 1.15 Probit Model of Currency Crises, Africa Excluded, 1971–92 (Probit Estimates)

Robust
Definition dF/dx Std. Err. z P � | z | x-bar 95% Conf. Interval

A. acrisis Definition
COMRAT 0.0029271 0.0020359 1.42 0.157 26.3123 –0.001063 0.006917
CONRAT –0.0012155 0.0008973 –1.32 0.186 28.4099 –0.002974 0.000543
VARRAT –0.0020405 0.0019753 –1.02 0.306 27.1534 –0.005912 0.001831
FDISTOCK –0.005784 0.0024845 –2.24 0.025 3.17666 –0.010653 0.000915
SHORTTOT 0.0016729 0.002148 0.81 0.418 15.9367 –0.002537 0.005883
PUBRAT 0.0014678 0.0013265 1.13 0.258 69.9099 –0.001132 0.004068
MULTIRAT 0.0026282 0.000894 2.77 0.006 19.8038 0.000876 0.00438
DEBTY 3.91e–06 0.0003489 0.01 0.991 53.1143 –0.00068 0.000688
RESERVEM –7.38e–06 0.0000403 –0.18 0.855 412.658 –0.000086 0.000072
DEFRAT 0.0010166 0.0019793 0.52 0.606 4.5621 –0.002863 0.004896
DLCRED 0.0008556 0.0003243 2.85 0.004 25.8435 0.00022 0.001491
DLY –0.0021348 0.0017565 –1.24 0.215 3.8471 –0.005577 0.001308
ISTAR 0.0026776 0.0036062 0.73 0.466 8.48895 –0.00439 0.009746
OVERVALN –0.0000309 0.0005285 –0.06 0.953 –5.23607 –0.001067 0.001005
TRADE –0.0010877 0.0006823 –1.48 0.140 47.171 –0.002425 0.00025
GOVCON 0.0017909 0.0023691 0.76 0.448 13.3222 –0.002852 0.006434
CAD 0.0048408 0.0021958 2.08 0.037 3.62618 0.000537 0.009145

obs. P 0.1075085
pred. P 0.0718758 (at x-bar)

Number of obs. 586
Wald 
2 (17) 47.59
Prob � 
2 0.0001
Pseudo R2 0.1381
Log-likelihood –172.36345

B. acrisis2 Definition
COMRAT 0.004239 0.0031281 1.27 0.203 25.0805 –0.001892 0.01037
CONRAT –0.0013723 0.0013069 –1.08 0.279 30.3854 –0.003934 0.001189
VARRAT –0.0049427 0.0028411 –1.67 0.095 26.3258 –0.010511 0.000626
FDISTOCK –0.0015863 0.0024665 –0.65 0.515 3.68785 –0.006421 0.003248
SHORTTOT 0.001403 0.0024508 0.57 0.569 16.3144 –0.003401 0.006207
PUBRAT –0.0001419 0.001806 –0.08 0.937 69.3619 –0.003682 0.003398
MULTIRAT 0.003184 0.0011121 2.54 0.011 19.659 0.001004 0.005364
DEBTY 0.0001755 0.0006922 0.25 0.800 47.3123 –0.001181 0.001532
RESERVEM 0.0000193 0.0000523 0.37 0.709 418.177 –0.000083 0.000122
DEFRAT 0.0015161 0.0030651 0.49 0.625 3.85896 –0.004491 0.007524
DLCRED 0.0016191 0.0005431 3.02 0.003 22.0399 0.000555 0.002684
DLY –0.0028787 0.0026685 –1.12 0.261 4.74403 –0.008109 0.002352
ISTAR 0.0047575 0.0043004 1.12 0.264 8.25318 –0.003671 0.013186
OVERVALN 0.004106 0.0006962 0.59 0.555 –3.96003 –0.000954 0.001775
TRADE –0.0019974 0.0007404 –2.51 0.012 48.4653 –0.003448 –0.000546
GOVCON 0.0074273 0.0029808 2.69 0.007 12.9495 0.001585 0.01327
CAD 0.0066269 0.0030252 2.15 0.032 2.94552 0.000698 0.012556

obs. P 0.1232092
pred. P 0.0684454 (at x-bar)

Number of obs. 349
Wald 
2 (17) 56.33
Prob � 
2 0.0000
Pseudo R2 0.2104
Log-likelihood –102.86684



Table 1.15 (continued)

Robust
Definition dF/dx Std. Err. z P � | z | x-bar 95% Conf. Interval

C. aevent Definition
COMRAT 0.0005594 0.0009588 0.58 0.561 26.2654 –0.00132 0.002439
CONRAT –0.0004993 0.0005171 –0.89 0.373 28.4811 –0.001513 0.000514
VARRAT –0.0002586 0.000949 –0.27 0.787 27.1044 –0.002119 0.001601
FDISTOCK –0.0029753 0.0012766 –2.27 0.023 3.16641 –0.005477 0.000473
SHORTTOT 0.0009613 0.0011325 0.91 0.363 15.9162 –0.001258 0.003181
PUBRAT 0.0012306 0.0008209 1.71 0.086 69.9671 –0.000378 0.00284
MULTIRAT –0.0006806 0.0006162 –1.21 0.227 19.7912 –0.001888 0.000527
DEBTY 0.0000792 0.0001567 0.51 0.613 53.3316 –0.000228 0.000386
RESERVEM –0.0000334 0.0000222 –1.57 0.115 412.677 –0.000077 0.00001
DEFRAT 0.0011607 0.0009477 1.19 0.233 4.61603 –0.000697 0.003018
DLCRED 0.0002325 0.0001554 1.85 0.064 25.8675 –0.000072 0.000537
DLY –0.0015439 0.0009927 –1.73 0.084 3.85051 –0.003489 0.000402
ISTAR 0.0001112 0.0019632 0.06 0.955 8.4883 –0.003737 0.003959
OVERVALN –0.0003815 0.0002373 –1.49 0.137 –5.18871 –0.000847 0.000084
TRADE –0.0010118 0.0003537 –2.52 0.012 47.1363 –0.001705 0.000318
GOVCON –0.0021182 0.0012636 –1.57 0.116 13.35 –0.004595 0.000358
CAD 0.0018845 0.0011319 1.62 0.105 3.64741 –0.000334 0.004103

obs. P 0.0748299
pred. P 0.0253162 (at x-bar)

Number of obs. 588
Wald 
2 (17) 64.52
Prob � 
2 0.0000
Pseudo R2 0.2262
Log-likelihood –121.01338

D. aevent2 Definition
COMRAT –0.000477 0.0006752 –0.72 0.472 24.5388 –0.0018 0.000846
CONRAT –0.0001558 0.0003666 –0.41 0.680 31.8778 –0.000874 0.000563
VARRAT 0.0003588 0.0006383 0.57 0.569 24.764 –0.000892 0.00161
FDISTOCK –0.0011275 0.0007419 –1.46 0.145 3.82585 –0.002582 0.000327
SHORTTOT 0.0000871 0.0007133 0.12 0.901 15.8634 –0.001311 0.001485
PUBRAT 0.0002927 0.0005123 0.63 0.529 69.6303 –0.000711 0.001297
MULTIRAT –0.0011583 0.0005954 –2.48 0.013 21.8597 –0.002325 8.6e–06
DEBTY 0.0001485 0.000146 1.05 0.295 45.5271 –0.000138 0.000435
RESERVEM –0.000016 0.0000162 –1.10 0.271 427.66 –0.000048 0.000016
DEFRAT 0.000573 0.0007951 0.71 0.476 4.27868 –0.000985 0.002131
DLCRED 0.0000761 0.000141 0.61 0.541 21.1944 –0.0002 0.000353
DLY –0.0013861 0.0008992 –1.99 0.046 4.62599 –0.003148 0.000376
ISTAR –0.0002626 0.0011823 –0.22 0.823 8.3681 –0.00258 0.002055
OVERVALN –0.0003454 0.0001643 –2.03 0.042 –4.5647 –0.000667 –0.000023
TRADE –0.0008508 0.0003236 –3.50 0.000 50.8592 –0.001485 –0.000217
GOVCON –0.0004142 0.0008319 –0.48 0.630 13.843 –0.002045 0.001216
CAD 0.001496 0.0009603 1.62 0.105 3.12759 –0.000386 0.003378

obs. P 0.0636792
pred. P 0.01217 (at x-bar)

Number of obs. 424
Wald 
2 (17) 44.63
Prob � 
2 0.0003
Pseudo R2 0.2642
Log-likelihood –73.926915

Notes: Probit estimates. The tests that the underlying coefficient is 0 are z and P � | z |.



regressions for our four crisis definitions are presented for a non-Africa
sample. As may be seen, when this is done, the estimated coefficient of the
current account deficit is positive and significant either at the 5 or 10 per-
cent level. It is important to notice that what makes a difference here is
whether Africa is included in the sample. If instead of focusing on Africa I
use GDP per capita as the key variable to split the sample, as Milesi-Ferretti
and Razin (2000) do, and I include only middle-income countries, the re-
sults are not as distinct as those reported in table 1.15.

The results presented above follow Frankel and Rose (1996) and control
for a number of variables, including the external debt ratio, capital flows in
the form of FDI, and international reserves. A problem with including this
group of controls, however, is that it becomes difficult to interpret the cur-
rent account coefficient in the probit regressions. The reason for this is that
we are not allowing the current account deficit to be financed through the
traditional channels: an increase in indebtness or a reduction in interna-
tional reserves. In fact, in the results reported above, as well as in Frankel
and Rose (1996), higher account deficits are being financed exclusively by
an increase in non–debt-generating capital inflows. It is interesting to un-
derstand, however, if an increase in the current account deficit that is fi-
nanced by running up the debt or depleting international reserves increases
the probability of a crisis. The results in table 1.16, which were obtained
when both reserves and debt are not included as controls, show that an in-
crease in the current account deficit financed by traditional means indeed
increases the probability of an aevent type of crisis.28

As a final exercise, and in order to analyze the robustness of these results,
I investigated whether they held under different lag structures for the re-
gressors. In particular I considered the following structure: all debt vari-
ables were entered contemporaneously, as were the structural variables, and
the country performance and policy variables were entered with a one-
period lag. The results obtained indicate that when this alternative lag struc-
ture is used, the coefficient of the current account deficit remains positive
and significant at conventional levels. When every regressor is entered with
one lag, the coefficient of the current account deficit remains positive and
significant. In that case, however, some of the debt variables became non-
significant.

To sum up, the results presented in this section suggest that the effects of
larger current account deficits on crisis depend on both the definition of a
crisis and on the regions of the world being covered. More specifically, the
results indicate that when the broader definitions acrisis and acrisis2 are
used, a higher current account deficit increases the probability of crisis in
the larger sample. Higher current account deficits also increase the proba-
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28. The results for an acrisis type of crisis are similar and are not reported here due to space
considerations.



bility of aevent crises significantly when the African nations are excluded
from the sample.

1.6 Concluding Remarks

The main question addressed in this paper is whether the current account
“matters.” If this question is interpreted very narrowly, in the sense that
countries with an arbitrarily defined large current account deficit almost in-
evitably face a crisis, then the answer is no. If, however, it is interpreted more
broadly, as suggesting that there are costs involved in running very large
deficits, the research reported in this paper suggests that the answer is a
qualified yes.29
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Table 1.16 Crisis and the Current Account: Probit Estimates, Alternative Set of Controls
(Africa Excluded, 1970–92)

Robust
Aevent dF/dx Std. Err. z P � | z | x-bar 95% Conf. Interval

COMRAT –0.0000411 0.0008099 –0.05 0.960 26.3022 –0.001629 0.001546
CONRAT –0.0005226 0.000528 –0.93 0.354 28.4596 –0.001557 0.000512
VARRAT 0.000294 0.000864 0.34 0.731 27.1331 –0.001399 0.001988
FDISTOCK –0.0034274 0.0013471 –2.52 0.012 3.15382 –0.006068 –0.000787
SHORTTOT 0.0009178 0.0011867 0.81 0.417 15.9153 –0.001408 0.003244
PUBRAT 0.0012746 0.0008641 1.65 0.099 70.0393 –0.000419 0.002968
MULTIRAT –0.0007383 0.0006296 –1.27 0.202 19.7436 –0.001972 0.000496
DEFRAT 0.017021 0.000881 1.85 0.064 4.68826 –0.000025 0.003429
DLCRED 0.0002103 0.0001511 1.66 0.096 26.0009 –0.000086 0.000506
DLY –0.0018491 0.0010946 –1.87 0.062 3.83729 –0.003995 0.000296
ISTAR 0.0003013 0.0020829 0.14 0.885 8.48095 –0.003781 0.004384
OVERVALN –0.000391 0.0002352 –1.52 0.128 –5.48445 –0.000852 0.00007
TRADE –0.0010849 0.0003564 –2.56 0.011 47.1491 –0.001783 –0.000386
GOVCON –0.0019375 0.0012981 –1.43 0.153 13.455 –0.004482 0.000607
CAD 0.0024955 0.001186 2.09 0.037 3.71074 0.000171 0.00482

obs. P 0.0761421
pred. P 0.0279486 (at x-bar)

Number of obs. 591
Wald 
2 (17) 65.13
Prob � 
2 0.0000
Pseudo R2 0.2198
Log-likelihood –124.15434

Notes: Excludes reserves and debt. Probit estimates. The tests that the underlying coefficient is 0 are z and
P � | z |.

29. Naturally, a major challenge in this work is defining what a “large” deficit means. In the-
ory, “large” should mean “significantly larger than the sustainable level.” In practice, however,
and as is shown in section 1.3 of this paper, existing sustainability models are not very useful,
especially in a dynamic environment. For this reason, in this paper I have defined a “high
deficit” arbitrarily, as a deficit that for that year exceeds the 3rd quartile of the deficit distribu-
tion for the region to which the country belongs.



The analysis presented in this paper has shown that large current account
deficits tend not to be persistent. Very few countries run large deficits for
five years in a row, and only a handful have run large deficits for ten years in
a row. As the analysis in section 1.4 of this paper suggests, the typical pat-
tern of current account deficits is that countries that experience large im-
balances do so for a limited time; after a while, these imbalances are re-
duced, and a current account reversal is observed. In section 1.4 I analyzed
in detail the consequences, in terms of economic performance, of current
account reversals using a large (unbalanced) panel of countries for 1970–
97. Using recently developed econometric techniques, I found that, con-
trary to what has been recently suggested, reversals do have a negative effect
on economic performance. They negatively affect aggregate investment;
moreover, even when I control for investment, the regression analysis sug-
gests that reversals have a negative impact on GDP growth per capita.

In section 1.5 I addressed the narrower question of whether larger deficits
increase the probability of a country experiencing a currency crisis. My re-
sults suggest that the answer to this question depends on the definition of a
crisis as well as on the sample used in the analysis. As the detailed explana-
tion in that section indicates, my results show that when Africa is ex-
cluded—and I argue that there are good reasons for doing so—an increase
in the deficit raises the probability of a crisis, independently of how this
term is defined. When the complete sample is used, higher deficits increase
the probability of broadly defined crises. They have no statistical effect on
narrowly defined crashes, however.

In sum, my conclusion is that, in spite of recent claims of the irrelevance
of current account deficits, the evidence provides rather strong support for
the view that, from a policy perspective, large deficits should be a cause for
concern. This does not mean, of course, that every large deficit leads to a
crisis; nor does it mean that only when there is a large current account
deficit can a crisis take place.
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Comment Alejandro M. Werner

This paper touches upon three issues. First, it comprehensively reviews the
evolution of the academic and policy makers’ views on the role of the cur-
rent account during the last twenty-five years. Second, it goes over models
of current account sustainability used in financial institutions to argue that,
although these models provide certain information regarding sustainability,
they are useless to determine whether, at a particular point in time, a coun-
try is running large current account deficits. Finally, the paper presents the
results from a huge data set on

1. The distribution of current account deficits across time and across re-
gions.

2. The channels though which sudden stops affect growth.
3. The relationship between current account deficits and financial crises.
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Let me say that I am sympathetic to the idea that current accounts mat-
ter, and that I think the evidence presented in this paper shows this to be the
case and goes deeper into the channels through which this takes place. In
my comments, I will concentrate on two issues: first, the empirical relevance
of the sustainability model presented in the paper, and second, the relation-
ship between current account reversals and crises.

Models of Current Account Sustainability

Given that the sustainable level of the current account should be deter-
mined by the willingness of the rest of the world to finance it, Edwards be-
gins from standard portfolio theory and derives the net demand for a coun-
try’s liabilities. This is a perfectly reasonable way to explain the determinants
of the sustainable level for the current account deficit. However, to judge
whether this model provides a sensible order of magnitude for the sustain-
able current account deficit in different countries, Edwards uses the results
of a model developed by Goldman Sachs. He claims that,

Using a very similar framework to the one developed above, Goldman
Sachs has made a serious effort to actually estimate long-run sustainable
current account deficits for a number of countries (Ades and Kaune
1997). . . . [T]he estimated levels . . . [range] from 1.9 to 4.5 percent of
GDP. . . . [A]lthough the range for the “Short-Run Sustainable Level”
is broader, in very few countries does it exceed 4 percent of GDP.

Although the Ades and Kaune model was also developed to calculate sus-
tainable current account deficits, it is conceptually different from the model
presented in Edwards’s paper. In the Ades and Kaune model, the net inter-
national demand for a country’s liabilities is not derived from a portfolio
model. When calculating this net demand, Ades and Kaune take into ac-
count a country’s incentives for defaulting on its debt. Therefore, the inter-
national net demand for a country’s liabilities is determined by the maximum
amount international capital markets can safely lend without triggering a
default. Thus, the stock of a country’s liabilities held by foreigners and the
sustainable current account deficit will be determined by the equality be-
tween the benefit of defaulting (and suffering the penalty of losing access to
the international capital market) and the benefit of maintaining access to the
international capital market.

The literature that is closest to Edwards’ derivation of the sustainable cur-
rent account deficit and that should be used to test the relevance of this
model is the one that tries to explain the equity home bias puzzle (see
French and Poterba 1991; Tesar and Werner 1998; Lewis 1999). In this lit-
erature, the international investor chooses the proportion of his or her
wealth that he or she wants to hold in domestic equity, and finds a demand
for domestic stocks equivalent to equation (4) in Edwards’s paper. When
these models are confronted with the evidence, the degree of diversification
implied by them is much larger than that observed in the real world. Ac-
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cording to Lewis (1999, 578), “Clearly no degree of risk intolerance can jus-
tify such a low level of foreign portfolio allocation. Thus, these numbers
suggest the presence of home bias.”

These results imply that the portfolio diversification model predicts a
much larger demand for a country’s liabilities than the one observed in
practice. Thus, they also predict current account deficits larger than
those observed in the real world. Therefore, in addition to the problems
associated with the transitions related to changes in portfolio allocations,
it seems that these models also have important shortcomings in their im-
plications for the long-run sustainable level for the current account
deficit.

Empirical Issues

With respect to the empirical section, I will like to complement the pa-
per’s results on the relationship between current account reversals and cur-
rency crises with the Mexican experience. In particular, the Mexican crisis
of December 1994 clearly shows that the current account reversal took
place after the collapse of the currency. This supports the results of the pa-
per that show that the relationship between the current account and crises
implies complex timing issues.

As is clear from figure 1C.1, in 1994 Mexico suffered a capital account

Fig. 1C.1 Current and capital account balance



surplus reversal. In that year, the capital account balance went from a sur-
plus of 11.4 billion dollars in the first quarter to –3.7 billion dollars in the
fourth quarter. As shown in figure 1C.1, the current account deficit contin-
ued its downward trend during 1994. Obviously, domestic absorption was
cushioned from the correction in the capital account surplus by the foreign
reserve loses incurred by the central bank (see fig. 1C.2). Once reserves were
depleted, the currency crisis ensued and the correction in the current ac-
count took place.

In conclusion, I think the paper is an important contribution to the liter-
ature and provides new and important evidence of the role that current ac-
count deficits play in currency crises, and the channels through which large
current account reversals affect growth.
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Discussion Summary

A few people made remarks on whether and why current accounts matter
for predicting crises. According to Jeffrey A. Frankel, it is important to dis-
tinguish whether the current account deficit matters for causing currency
crises or for other things, such as long-term growth. As far as crises are con-
cerned, it is important to determine whether a current account deficit is a
necessary or a sufficient condition, or, as the economic profession views it,
whether there is a statistically significant relationship between current ac-
count deficits and crises. Frankel commended the author for emphasizing
the difference between the isolated effect of the current account on crises (in
a multivariate setting) and the effect in a univariate regression.

Frankel made a couple of additional comments, offering an insight on the
history of thought regarding the Lawson fallacy. The statement attributed
to Nigel Lawson is that the current account deficit is not a cause for concern
if foreign borrowing goes to the private sector. Lawson later qualified this
statement, pointing out that this is not to say that high current account
deficits will never lead to a crisis. According to Frankel, this qualification is
a weak “straw man.” Frankel went on to comment on the paper’s approach
to identifying the impact of a sudden reversal of the current account on the
output growth rate. He said that a sudden reversal is most likely to take
the form of a reduction in investment. The author showed that, indeed, the
sudden reversal of the current account affects the growth rate through this
channel.

Anne O. Krueger discussed why and how the composition of a current ac-
count deficit matters. She emphasized that the correct distinction is not be-
tween public and private uses of foreign capital, but rather of how efficiently
the money is spent. The former distinction is useless for a category as fun-
gible as the current account. She brought up the example of Brazil: When
Brazil increased its interest rates, the private sector responded by borrow-
ing from abroad while the public sector borrowed domestically. Krueger
questioned whether this made any difference. As for the matter of sustain-
ability, she stressed that the important difference is between rapidly grow-
ing countries excess demand for investment, and countries that have very
high investment rates in order to sustain some degree of growth without an
increase of productivity. For example, Korea had 10 percent of current ac-
count deficit during its ten years of most rapid growth. She suggested that
the author find variables to capture productivity in the study of current ac-
count. Later in the discussion, Jungho Yoo echoed Krueger’s comment on
how foreign savings (current account) are utilized.

Liliana Rojas-Suarez supported Krueger’s point. She said that a current
account should be understood as being on a sustainable path if the economy
is generating trade balances that enable it to avoid an ever-increasing accu-
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mulation of net foreign liabilities without the need either to devalue or to
adjust economic activity severely. In this regard, the quality of investment is
extremely relevant. A current account deficit that is basically the result of
highly productive investment is likely to be more sustainable than a current
account deficit resulting from low saving. The reason is that highly produc-
tive investment increases the economy’s production capacity. Higher future
output, in turn, enables the economy to pay back its foreign liabilities. She
said that, in general, funding the current account deficit with foreign direct
investment tends to help sustainability because FDI tends to go to produc-
tive investment projects, especially on the tradable goods sector.

Relating to the discussion of how the quality of investments affects the
sustainable debt level, Michael P. Dooley agreed that, historically, what
countries do with the money seems to have been important. However, he
added, the conclusion might be the opposite of that implicit in the previous
paragraph: If defaulting on the external debt is a strategic decision, then the
better a debtor uses the capital inflow, the more independent the debtor be-
comes, and the more likely it will default.

That for which the current account deficit matters was also discussed.
Jorge Braga de Macedo suggested that the paper could broaden the scope,
rather than limiting the discussion to emerging markets or adjustable pegs.
For example, he said that current accounts still matter within the euro zone.
Even if there will no longer be currency crises, there could still be debt or
banking crises in the euro zone. Jaume Ventura pointed out that the ques-
tion of how well current account deficits predict crises is different from the
conventional approach to its welfare consequences. In (intertemporal)
models of the current account, a large deficit has no welfare costs and does
not ask for government intervention. Eduardo Borensztein commented on
whether current account deficits could predict crises. He said that an IMF
study focusing on emerging markets (twenty-seven countries) found that
current account deficits are very significant predictors of crises. The some-
what weak result of the paper in this regard may suggest that the effects of
current accounts differ across different groups of countries.

On the paper’s treatment (exclusion) of African countries, Braga de
Macedo disagreed with the author. He said that the devaluation in some
African countries in 1994 showed that Africa is just like any other region,
and that excluding these countries from the sample seemed unjustified.
Frankel said that, in his paper with Andrew Rose, he and Rose found no sig-
nificant relationship between current accounts and crises in univariate re-
gressions. Edwards’ finding of a significant correlation could be the result
of excluding African countries from the sample. Dooley supported this
point by citing his 1987 paper with Frankel and Don Mathieson, which
found that non-market borrowers (those who depend primarily on official
financing) have much larger and more persistent current account imbal-
ances. This, he said, could explain why the Edwards paper found different
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results when dropping African countries. Krueger suggested the author
could include African countries but exclude the official aid flows to the re-
gion.

Martin Feldstein commended the paper’s emphasis on the transition be-
tween different optimal stock levels of foreign capital. He said that this em-
phasis was very important because countries easily confuse the temporary
increase of capital flows as a result of a shift in the desired stock level with a
sustainable higher level of current account flow, as in the case of Mexico.

Ventura commented on the idea of sustainability, saying that transver-
sality conditions were introduced in the early models where the current
account was assumed to equal domestic saving. In these models, checking
sustainability simply means to confirm empirically, the transversality con-
dition, which is a theoretical artifact. The approach of this paper, however,
is different from that of the earlier literature in that the current accounts are
a result of portfolio choices. Ventura questioned the meaning of sustain-
ability in this new context.

Rudi Dornbusch said that the sudden-stop view would predict crises first
and large current account reversals second. He suggested that the author
look into this relationship.

Krueger also expressed concerns about the data on different forms of
capital flows, such as equity and foreign direct investment. She said that the
use of derivatives is most likely to blur the distinction among such cat-
egories.

Kristin J. Forbes asked what the author’s view was on the (high) U.S. cur-
rent account deficit.

Regarding that for which the current account matters, Edwards said that
in the newer version of the paper, he had made it explicit. That is, large cur-
rent account deficits do not unavoidably lead to catastrophic crises, but they
do, with high degree of likelihood, result in large welfare losses. He said that
the policy implication of the paper is very important. For example, there is
a heated discussion on whether the Mexican current account deficit (about
4 percent) is too large. Should Mexico allow the exchange rate to depreci-
ate to handle that deficit, or should it be left to float and possibly lead to a
crisis? The concern of the paper is whether a large current account warrants
a policy intervention.

A related question is when to “apply the break,” as some countries (such
as Chile) use large account deficits as targets for their monetary policies.

On the questions of the crowding out of foreign saving by domestic sav-
ing and on the use of saving, he said that the quality of investment could
possibly be proxied by interacting the deficit and the competitiveness index
from the World Economic Index.

Finally, on the current high level of the U.S. current account, Edwards
said that no industrial country has had so high a level of current deficit in
his data set, and that he believes this level is unsustainable.
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2.1 Introduction

The latter half of the 1990s was punctuated by a series of financial and
currency crises: the Mexican peso collapse in 1994; the East Asian crisis in
1997–98; the Russian collapse in 1998; and the devaluations in Brazil and
Ecuador in 1999. One striking characteristic of many of these crises was
how an initial country-specific event was rapidly transmitted to markets of
very different sizes and structures around the globe. These events have
prompted a surge of interest in “contagion” and in the determinants of a
country’s vulnerability to crises that originate elsewhere in the world. De-
spite this interest, however, there continues to be little agreement on why
many of these crises that began in relatively small economies had such large
global repercussions.

One channel through which a country-specific crisis could have global
repercussions is trade. If two countries trade directly, export to the same
country, or simply compete in the same industry, then a crisis in one of the
countries could change the relative prices or quantities of goods traded by
that country and have spillover effects in the other economy. Theoretical
models have shown exactly how these trade linkages could transmit a crisis
in one country to another country. There is an ongoing debate, however, on

2
Are Trade Linkages Important
Determinants of Country
Vulnerability to Crises?

Kristin J. Forbes

Kristin J. Forbes currently is deputy assistant secretary of quantitative policy analysis at the
U.S. Department of the Treasury. She is on leave from the Sloan School of Management at the
Massachusetts Institute of Technology, where she is the Mitsubishi Career Development Pro-
fessor of International Management. She is also a faculty research fellow of the National Bu-
reau of Economic Research.

The author wishes to thank Sebastian Edwards, Jeffrey A. Frankel, Federico Sturzenegger,
and conference participants for useful suggestions and comments.



whether these trade linkages have been large or significant determinants of
how different countries were affected by recent financial crises.

Informal evidence suggests why this debate is unresolved. There is little
direct trade between Brazil and Russia, and even minimal competition in
third markets between these two countries. Brazil, however, was severely
impacted by the Russian crisis in 1998, suggesting that trade linkages may
not have been important in the transmission of this crisis. On the other
hand, Argentina is one of Brazil’s major trading partners. Argentina is also
one of the countries most affected by Brazil’s devaluation in 1999, suggest-
ing that trade may have been important in the transmission of the Brazilian
crisis. Numerous other examples from the series of currency crises in the
1990s could support either of these arguments.

This paper addresses the debate on whether trade linkages were impor-
tant determinants of countries’ vulnerability to recent currency crises. It de-
composes trade linkages into three channels by which a country could be
affected by a crisis elsewhere in the world: a competitiveness effect (in which
changes in relative prices affect a country’s ability to compete abroad); an
income effect (in which a crisis affects incomes and the demand for im-
ports); and a cheap-import effect (in which a crisis reduces import prices for
a trading partner and acts as a positive supply shock). Then the paper uses
data on aggregate trade flows and four-digit industry trade flows to measure
the strength of these three channels between every country experiencing
a crisis from 1994 through 1999 and a sample of developed and developing
countries around the world.

Using these statistics, the paper estimates how trade linkages affected a
country’s stock market returns during recent crises. It finds that the com-
petitiveness and income effects are both negative, significant, and econom-
ically important. In other words, if a country competes in the same indus-
tries as a crisis country, or exports directly to the crisis country, then the
country will have significantly lower stock returns during the crisis. There is
also weak evidence of a positive cheap-import effect. The combined impact
of these three trade linkages appears to be much greater than that of other
macroeconomic variables. These trade linkages, however, explain only
about one-fourth of the variation in stock market returns during recent
crises, suggesting that other cross-country linkages, such as financial chan-
nels, may also be important.

A final result from this empirical analysis is that the way a country re-
sponds to a currency crisis is an important determinant of how the crisis
impacts other economies. For example, countries respond to pressure on
their exchange rates by devaluing their own currencies (or allowing them to
depreciate). Other countries attempt to maintain stable currency values and
instead increase interest rates significantly. Other countries pay out inter-
national reserves, or use some combination of these three defenses. Empir-
ical results suggest that the competitiveness effect is large and significant
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only when a crisis country allows its currency to be devalued (or to depre-
ciate) substantially. Results also suggest that the income effect is large and
significant only when a crisis country raises interest rates substantially.
Therefore, the importance of trade linkages depends on how a country re-
sponds to the initial crisis. This has important implications for preventing
and predicting how future crises spread internationally.

This paper makes a number of contributions to the literature. First, it em-
phasizes that the term trade actually captures several different (and possi-
bly counteracting) channels that can be divided into three distinct effects:
competitiveness, income, and cheap-import effects. Second, it creates a
number of new and more accurate statistics to measure these trade linkages.
For example, most papers attempting to measure trade competition in third
markets analyze aggregate trade flows to common markets. The fact that
two countries are highly dependent on a common market, however, does
not mean the two countries compete directly. For example, if a high pro-
portion of Saudi Arabia’s oil and of Brazil’s coffee goes to the same third
market, Saudi Arabia and Brazil are not direct competitors. By focusing on
trade in specific industries, instead of aggregate trade flows, this paper’s sta-
tistics provide more accurate measures of trade competition.

Fourth, and finally, by utilizing this industry-level trade data, the paper
can reduce any omitted-variables bias. More specifically, several papers
finding that trade linkages help transmit crises admit that trade flows
are highly correlated with financial flows. It is extremely difficult to dis-
entangle these linkages (and even to measure financial linkages), so es-
timates of the importance of trade linkages may actually be capturing
the impact of financial linkages.1 Financial flows are generally country
specific and similar across industries, however, whereas many trade flows
vary across industries. Therefore, by using industry-level data, this paper
can more accurately identify the impact of trade linkages and reduce any
omitted-variables bias.

The remainder of this paper is as follows. Section 2.2 reviews previous
empirical work assessing the importance of trade in the international
transmission of crises. Section 2.3 surveys the related theoretical work, and
then uses this work to decompose trade into three different (and possibly
opposing) linkages. Section 2.4 uses an index of exchange rates, interest
rates, and reserve levels to identify the crisis events used in the rest of the pa-
per. Section 2.5 introduces the model and data set and calculates a number
of statistics measuring trade linkages across countries. It discusses these
statistics, especially the industry-based competitiveness measure, in some
detail. Section 2.6 presents regression estimates, including an extensive se-
ries of sensitivity tests. It finds that competitiveness and income effects are
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significant and economically important determinants of country vulnera-
bility to crises. Section 2.7 examines different types of crises and shows that
the way a country responds to exchange-market pressure determines which
trade linkages are important transmission mechanisms. Finally, section 2.8
summarizes the key results of the paper and concludes with an important
policy implication.

2.2 The Empirical Literature: Is Trade Important?

A number of empirical papers have attempted to measure the importance
of trade in the international transmission of crises. This section discusses
the basic methodology and results of each of these papers. It begins with
three empirical papers arguing that trade linkages are important determi-
nants of how crises spread. Then it discusses three papers that claim that
trade linkages were not important during recent crises. The section con-
cludes by summarizing three recent papers arguing that trade linkages are
important, but overshadowed by other transmission mechanisms.

One of the first empirical papers to assess the importance of trade and
find strong support for this propagation mechanism was Eichengreen and
Rose (1999). This paper uses a binary-probit model to test whether the
probability of a crisis occurring in twenty industrial countries between 1959
and 1993 is correlated with the occurrence of a speculative attack in other
countries at the same time. In one series of tests, the authors weight the oc-
currence of crises in other countries by a trade matrix (which is based on bi-
lateral trade flows in manufacturing2) and by a matrix of macroeconomic
variables. They find that this trade-weighted matrix is highly significant and
robust, while the macro-weighted matrix is insignificant. They conclude
that their results lend “some support to our favored interpretation that it
is trade links rather than macroeconomic similarities that have been the
dominant channel for the contagious transmission in the sample period”
(1999, 50).3

Glick and Rose (1999) build on this framework in the most complete and
thorough analysis, to date, of the role of trade in the international trans-
mission of crises. They focus on five major currency crises between 1971 and
1997 and test whether the probability of a country being attacked during
a crisis is affected by trade linkages between that country and the crisis
country. Glick and Rose include a much larger sample of countries than do
Eichengreen and Rose (1999) and use a number of different statistics to
measure trade linkages. They focus on a trade statistic measuring exports to
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the International Monetary Fund and used to compute its real effective multilateral exchange
rates. The weights, created in October 1994, are based on unit labor costs, use a convex com-
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common third markets, although they also run sensitivity tests using bilat-
eral trade flows, a combination of these two statistics, and exports to com-
mon markets weighted by country size. These trade measures are consis-
tently large and significant, indicating that “a stronger trade linkage is
associated with a higher incidence of currency crises” (1999, 613). Once
again, macroeconomic controls are generally insignificant.

Instead of using aggregate trade flow data, Forbes (2000) uses firm-level
information to measure the importance of trade in the international trans-
mission of crises. The paper’s sample includes information on more than
10,000 companies from around the world during the Asian and Russian
crises. It focuses on the variation in different companies’ stock market per-
formance to test not only which types of companies were most affected by
these crises, but also how these crises spread internationally. Results show
that companies that had sales exposure to the crisis country or that com-
peted in the same industry as the crisis country had significantly lower stock
returns during these two crises. The paper concludes that direct trade effects
(called income effects) as well as competition in export industries (called
product-competitiveness effects) “were both important transmission mech-
anisms during the later part of the Asian crisis and the Russian crisis”
(Forbes 2000, 1 [abstract]).

Although these three papers find strong evidence for the role of trade, a
number of other empirical papers argue that trade was not important in the
propagation of recent crises. In one of the earliest papers classifying specific
channels through which crises spread internationally, Masson (1998) cate-
gorizes trade as a spillover and argues that spillovers were not important
during the 1994 Mexican crisis or the 1997 Asian crisis. He argues that since
exports to Mexico and Thailand constituted a small proportion of total ex-
ports from their neighbors, regional spillover effects through trade would
have been modest. Masson also calculates the loss in competitiveness of five
Asian countries (as measured by changes in their real effective exchange
rates) during the Asian crisis. Since this competitiveness effect was small (at
least before the November depreciation of the won), he argues that these
spillovers cannot explain the spread of the crisis from Thailand throughout
Asia. Masson concludes that spillover effects “cannot explain the coinci-
dence of speculative pressures felt by a number of emerging market
economies at the time of the Mexican and Thai crises” (Masson 1998, 3).

Baig and Goldfajn (1998) also argue that trade was not important in the
spread of the Asian crisis. They calculate direct trade flows between each of
the East Asian economies, and assert that “they are not adequate to account
for what happened in East Asia. The trade linkages among the five countries
in discussion are not very striking. . . . The export share to Thailand con-
stituted less than 4 percent of total exports for each of the four countries in
discussion, making intra-country trade an unlikely source of pressure on fi-
nancial markets.” Baig and Goldfajn also consider indirect trade linkages,
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such as export competition in the United States and Japan, but “don’t find
much evidence in support of this argument either. The Asia 5 countries do
not share very similar third-country export profiles that would amount to
severe competitiveness pressures” (Baig and Goldfajn 1998, 7).

Another paper that argues that trade was not significant has a more lim-
ited focus. Harrigan examines how the Asian crisis affected prices and
volumes in different U.S. manufacturing sectors. He concludes that “[t]he
impact of the Asia[n] crisis on U.S. industries was small and localized. Only
one sector, the steel industry, experienced falling prices and output in the
wake of the crisis” (2000, 79). Harrigan admits that there was a decreased
demand for U.S. manufactured goods in Asia during the crisis, but claims
that this was offset by increased demand elsewhere in the world (including
within the United States). He also reports that U.S. import volumes from
Asia increased only moderately during this period, despite the large fall in
import prices, because U.S. demand for Asian imports is relatively inelastic.

These three papers argue that trade was not important in the interna-
tional transmission of recent crises, and the first three papers discussed in
this section argue that trade was important. Most recent empirical work,
however, takes an intermediate stance and claims that trade linkages can
have some role, but that they are generally overshadowed by other factors.4

In one such paper, Kaminsky and Reinhart (2000) examine the spread of
the Mexican and Asian crises. They use both bilateral and third-country
trade linkages (measured by export shares in similar industries) to construct
“trade cluster” statistics. They then use these statistics to estimate how
trade affects the conditional probability that an initial crisis will spread to
other countries. They find that the bilateral-trade cluster for Latin America
is more important than for other regions, but emphasize that all of these
trade measures are less influential than financial linkages. They conclude
that trade may have played some role in the transmission of the Thai crisis
to Malaysia, Korea, and the Philippines, but that it “can certainly not help
explain Argentina and Brazil following the Mexican devaluation nor In-
donesia following the Thai crisis” (2000, 167).

Van Rijckeghem and Weder (2001) also argue that financial linkages may
be more important than trade linkages in explaining country vulnerability
to crises. They use data from the Bank for International Settlements (BIS)
to construct several measures of competition for bank funds during the
Mexican, Thai, and Russian crises. Then they use these statistics, as well as
a series of trade and macroeconomic variables, to estimate the conditional
probability that an initial crisis will affect other countries. They find that if
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4. More recently, a number of papers have tested for the relative importance of trade flows,
financial linkages, and macroeconomic variables in the transmission of recent crises. These
papers build on one or more of the approaches outlined in this section. They generally find that
trade linkages are important but overshadowed by other transmission channels. For example,
see Caramazza, Ricci, and Salgado (2000), De Gregorio and Valdés (2001), or Gelos and Sa-
hay (2001).



either trade linkages or financial linkage are included in the model, the vari-
ables are usually highly significant. When both trade and financial linkages
are included simultaneously, however, one of the two often becomes in-
significant. They conclude that “spillovers through common bank lenders
were important in transmitting” these three crises, and emphasize that
“trade and financial linkages appear to be highly correlated,” thereby mak-
ing it difficult to differentiate empirically between these two effects (Van
Rijckeghem and Weder 2001, 12–13).

Wincoop and Yi (2000) also find mixed support for trade linkages in
their examination of the impact of the Asian crisis on short-run U.S. gross
domestic product (GDP) growth. They argue that the Asian crisis spread
to the United States through three channels: decreased demand for U.S. ex-
ports due to the recession in Asia; exchange-rate movements that reduced
the U.S. price of imports from Asia; and capital outflows from Asia that
lowered the cost of capital and therefore increased demand in the United
States. They estimate that the significant negative impact on U.S. growth
from the first effect was entirely counteracted by the positive impact on U.S.
growth from the third effect. (The estimated impact of second effect was mi-
nor.) Therefore, Wincoop and Yi suggest that even though the Asian crisis
directly affected the United States through trade, this effect was entirely
offset by other transmission channels.

To summarize, a number of empirical papers have tested for the role of
trade in the international transmission of currency crises. The results are as
varied as the approaches and techniques used. Some papers argue that trade
linkages were large and significant; others argue that they were not impor-
tant, especially in the spread of the Mexican, Asian, and Russian crises.
Some of the most recent papers find a small role for trade—although one
generally overshadowed by other propagation channels. Therefore, this de-
bate on the importance of trade in the international transmission of recent
crises can be resolved only through further careful empirical work.

2.3 The Theory: Why Might Trade Be Important?

The theoretical literature modeling exactly how trade can transmit crises
is much more limited than the empirical literature testing for its importance.
This section begins by briefly summarizing the key theoretical papers on the
subject. Then it develops a framework for the empirical analysis in the re-
mainder of the paper. It emphasizes that trade incorporates three distinct
channels: a competitiveness effect, an income effect, and a cheap-import
effect. Since any two of these channels could work in opposite directions, it
is necessary to control simultaneously for each of them when analyzing the
importance of trade in a country’s vulnerability to financial crises.

Gerlach and Smets (1995) is the first paper to model formally how a de-
valuation in one country can affect trade flows and thereby cause a crisis in
another country. In their model, two countries are linked through trade in
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merchandise and financial assets. A successful attack on one country’s ex-
change rate causes a devaluation and improves the competitiveness of that
country’s merchandise exports. This produces a trade deficit in the second
country and a gradual decline in its central bank’s international reserves.
This ultimately leads to a speculative attack on the second country’s cur-
rency. Gerlach and Smets also model a secondary effect of the initial de-
valuation. This devaluation lowers import prices in the second country,
which reduces the aggregate price level and domestic demand. Residents of
the country swap domestic currency for foreign exchange, which further de-
pletes the central bank’s holdings of international reserves. As a result, the
second country could shift to an equilibrium in which the central bank does
not hold enough reserves to withstand a speculative attack.

Corsetti et al. (2000) use microfoundations to develop a more detailed
and rigorous model of how trade can transmit crises internationally. They
model two channels through which a devaluation in one country can affect
other countries. In the first channel, the devaluation lowers the relative price
of a country’s exports and therefore shifts demand away from countries that
produce similar goods. In the second channel, the cheaper exports improve
the terms of trade for other countries, allowing them to finance higher lev-
els of consumption for any given levels of nominal income. Either of these
two effects could dominate, so that a devaluation in one country does not
necessarily lead to a welfare loss in other countries. In fact, under certain
situations the second channel could dominate, and the country that deval-
ues could “beggar thyself” while simultaneously generating a welfare im-
provement for other countries.

These theoretical papers explain how trade can transmit crises interna-
tionally.5 A key point from this literature, especially when combined with
the empirical review in section 2.2, is that trade incorporates a number of
distinct channels. As clearly shown in Corsetti et al. (2000) and Wincoop
and Yi (2000), the various channels that constitute trade could counteract
each other. As a result, the aggregate impact of trade linkages could be
small, even though individual trade channels are large and significant.
Therefore, any empirical work on how trade linkages transmit crises should
control for each of these channels simultaneously.
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5. One additional theoretical paper that deserves note is Paasche (2000). This paper does not
focus on trade per se but shows how a small shock to a country’s terms of trade (which could
be caused by a devaluation elsewhere in the world or by a reduction in demand for a country’s
exports) can be magnified by credit constraints and thereby have large domestic consequences.
This type of model could be combined with any of the other theoretical models to amplify
these trade effects. Also see Harrigan (2000) and Pesenti and Tille (2000). Harrigan provides a
nontechnical discussion of the effect of the Asian devaluations on prices and quantities in the
United States and Asia. Pesenti and Tille discuss the direct impact of bilateral trade flows be-
tween countries, as well as the indirect impact of competition in third markets. They provide
several numerical examples to show how a devaluation in one country could affect other coun-
tries through competition in third markets.



The empirical analysis in the remainder of this paper follows this ap-
proach. It attempts to measure simultaneously whether these three trade
linkages were important determinants of how recent crises impacted other
countries. More specifically, it focuses on three trade channels: a competi-
tiveness effect, an income effect, and a cheap-import effect. The compet-
itiveness effect is the first channel modeled in Corsetti et al. (2000). This
trade effect occurs when one country devalues its currency, reducing the rel-
ative price of that country’s exports and shifting demand away from goods
that compete with those exports. If exports from the crisis country consti-
tute a large enough share of global production in a given industry, prices in
that industry could fall worldwide. Therefore, even if a country does not di-
rectly compete with exports from the crisis country in any specific markets,
its export competitiveness could be damaged through these global industry
effects.6

The second trade channel is what this paper calls an income effect.7 This
occurs when a crisis affects a country’s income level (or even its income dis-
tribution) and growth rate, which in turn affects that country’s demand for
imports. Other countries that export directly to the crisis country will expe-
rience shifts in demand for their goods. Most of the empirical work dis-
cussed in section 2.2 assumes that any income effect is negative, since recent
crises have generated a sharp contraction in economic growth and reduc-
tion in aggregate demand (within the crisis country). The historical evi-
dence on the impact of currency crises on growth and demand, however, is
mixed.8 In many cases a currency crisis leads to a devaluation, which im-
proves growth performance and aggregate demand in the crisis country.
Therefore, the sign of any income effect is a priori indeterminate.

The final trade channel that this paper examines is a cheap-import effect.9

This occurs when a country devalues its currency, reducing the relative price
of its exports and improving the terms of trade in other countries. Imports
into noncrisis countries are now available at cheaper prices, potentially al-
lowing them to finance higher levels of consumption for any given levels of
nominal income. This trade linkage could have a positive impact on a coun-
try’s welfare when a crisis occurs elsewhere in the world.

To summarize, this paper tests whether three trade channels (competi-
tiveness, income, and cheap-import effects) are important determinants of
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valued are used as inputs for the production of goods in other countries. In this case, the cur-
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7. Wincoop and Yi (2000) call this a domestic demand effect.
8. For example, Gupta, Mishra, and Sahay (2000) examine the response of output during

crises. They find that about 40 percent of crises have been expansionary. Also see Goldstein,
Kaminsky, and Reinhart (2000, chap. 7), for a survey of the literature examining how currency
crises affect a variety of economic indicators.

9. This is also called the bilateral trade effect in Corsetti et al. (2000) and the supply effect in
Wincoop and Yi (2000).



a country’s vulnerability to recent financial crises. This paper does not test
for the importance of other transmission channels, such as common bank
lenders, capital flows’ responding to changes in interest rates, or changes in
investor sentiment. Although these other channels are undoubtedly impor-
tant and may even interact with trade flows, this paper maintains its narrow
focus in order to assess the significance and magnitude of these trade link-
ages carefully.

2.4 The Crisis Events

In order to test for the role of trade linkages during recent crises, it is nec-
essary to begin by defining exactly when these crises occurred. In many
cases, such as the Mexican peso devaluation in December 1994, it is not only
clear that a crisis occurred, but also fairly straightforward to date when the
crisis began. Other cases, however, are much more difficult to define. For ex-
ample, in the aftermath of the Mexican devaluation, Argentina raised short-
term interest rates to 44 percent (versus about 7 percent immediately before
the Mexican crisis) and still suffered a large outflow of reserves.10 Does this
qualify as a crisis? Or, even though Brazil did not devalue its currency until
January 1999 (an event that most people would agree is a crisis), how should
we classify periods such as the week in early September 1998, when Brazil
raised interest rates from about 20 to 40 percent to forestall a devaluation?

These situations suggest that focusing only on exchange rate movements
may miss important periods of pressure on a country’s currency. Therefore,
I follow a convention frequently used in the currency crisis literature and
construct an “exchange-market pressure index,” which accounts for move-
ments in a country’s exchange rate, interest rate, and reserve levels. Al-
though this index is somewhat ad hoc, it does capture the three main de-
fenses (devaluing its currency, raising interest rates, or paying out reserves)
that a country has against a speculative attack. More specifically, I con-
struct a weighted index of exchange-market pressure (EMP) similar to that
introduced in Eichengreen, Rose, and Wyplosz (1996):

(1) EMPnt � �%∆ent � �[(int – iUt ) – (iny – iUy)] – γ (%∆rnt – %∆rUt ),

where ent is the nominal exchange rate for country n’s currency in U.S. dol-
lars at time t; int is the short-term interest rate for country n at time t; iUt is
the short-term interest rate for the United States at time t; iny and iUy are the
same two interest rates calculated as rolling averages for the previous year
(starting at date t – 1)11; and rnt and rUt are the ratios of international reserves
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10. Data sources are discussed below.
11. This component of the index is generally calculated as a period-to-period change instead

of a period-to-year change. I depart from this convention to adjust for the fact that a country
may raise interest rates to defend its currency for longer than one period. This is particularly
important for this paper’s analysis because the time periods (t) are weeks instead of months or
quarters.



to the money supply for country n and the United States, respectively. Each
component of the index is entered so that higher values of the index indicate
greater levels of EMP. Each component of the index is also weighted by the
inverse of the standard deviation for each series (the �, �, and γ) in order to
equalize conditional volatilities and ensure that no single series dominates
the index.

In order to focus on recent currency crises (and to correspond with the
trade data used in section 2.5), I calculate this EMP index for five years—
from 1 July 1994 through 31 June 1999. The data for U.S. dollar exchange
rates and short-term interest rates are compiled on a weekly basis from
Datastream. The data on reserves and the money supply (M1) are collected
from the International Financial Statistics CD-ROM published by the In-
ternational Monetary Fund (IMF; 2000). This information is available on
a monthly basis only, so I interpolate to estimate weekly statistics. Also, I
exclude countries with an annual rate of consumer price inflation greater
than 100 percent.12 Further information on data sources and definitions is
available at the beginning of the appendix. The resulting sample used to cal-
culate the EMP index consists of the forty-five countries listed in the note
to table 2.1.13

The final step is to specify the critical value for the EMP index such that
index values above this level qualify as a crisis. I use the criteria

(2) Crisisnt � 1 if EMPnt � µEMP � 5σEMP

� 0 otherwise

where Crisisnt is an indicator variable equal to 1 if a crisis occurs in country
n at time t; µEMP is the mean of the EMP index; and σEMP is the standard de-
viation of the index. These criteria generate forty-one country-week crisis
periods.14 Many of these one-week crisis periods, however, are clearly part
of a single crisis event (e.g., Mexico has 5 one-week “crises” between 19 De-
cember 1994 and 19 March 1995). Therefore, I include any crisis-week that
occurs within one year of a country’s initial crisis as part of a single crisis
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12. Adjusting this cutoff to either 50 or 150 percent has minimal impact on the results. I also
exclude Kenya, Luxembourg, Pakistan, Russia (before 1997), and Sri Lanka because none of
these countries has the trade data during this period that are necessary for the analysis in the
remainder of the paper.

13. Since this paper uses weekly data and includes interest rates as one component of the
EMP index, the sample of countries is smaller than in other papers that calculate a similar cri-
sis index. The shorter time periods are critical, however, to identifying the crisis windows ac-
curately, as well as to capture short periods of intense EMP. Moreover, the focus of this paper
is to measure country vulnerability to these crises, and the sample of countries used for this
analysis is larger.

14. The sensitivity analysis examines the impact of using lower critical values to define the
crisis events. As shown in section 2.6, this has no significant impact on results. I focus on the
stricter definition of a crisis for two reasons. First, a less stringent definition includes many
events that are not intuitively crises. Second, and most important, a less stringent definition
identifies a number of weeks as crises that occur simultaneously in different countries. This
complicates any empirical analysis of how each crisis affects other countries.



event. In other words, a country can have, at most, one crisis per year. This
generates a sample of sixteen recent crises, listed chronologically in table
2.1. The weeks included in each crisis event are listed in the second column
of the table. The average length of a crisis is 2.6 weeks.

This list captures most of the recent events that gained attention as ma-
jor currency crises, as well as a number of less publicized events. For ex-
ample, the list includes the most obvious crises since mid-1994: the Mexi-
can devaluation in December 1994; the Thai crisis in July 1997; the Korean
devaluation in December 1997; the Russian crisis in August 1998; and the
Brazilian devaluation in January 1999. It also includes some less obvious
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Table 2.1 The Crisis Events

Country Crisis Event Dates

Mexico 12/19/94–12/25/94; 01/16/95–01/29/95; 02/27/95–03/05/95; 
03/13/95–03/19/95

Ecuador (1) 01/23/95–02/12/95; 10/30/95–11/05/95

Argentina 03/06/95–03/12/95

Venezuela (1) 12/11/95–12/17/95; 04/15/96–04/21/96

Venezuela (2) 05/12/97–05/18/97

Czech Republic 05/19/97–05/25/97

Thailand 06/30/97–07/06/97

The Philippines 07/07/97–07/13/97; 09/29/97–10/05/97

Indonesia 08/11/97–08/17/97; 08/25/97–08/31/97; 09/29/97–10/05/97; 
12/08/97–12/14/97; 01/19/98–01/25/98; 03/02/98–03/08/98; 
05/18/98–05/24/98

Korea 12/29/97–01/04/98

India 01/19/98–01/25/98

Russia 05/18/98–05/31/98; 07/06/98–07/12/98; 08/10/98–09/06/98; 
09/14/98–09/20/98

Venezuela (3) 06/15/98–06/21/98; 09/14/98–09/20/98

Slovak Republic 09/28/98–10/04/98

Ecuador (2) 10/19/98–10/25/98; 01/11/99–01/17/99; 03/01/99–03/07/99

Brazil 01/11/99–01/17/99

Notes: Crises are defined as weeks when EMPnt � �EMP � 5�EMP. Countries included in the
sample to test whether they experienced a crisis between 1 July 1994 and 31 June 1999 are Ar-
gentina, Australia, Austria, Belgium, Brazil, Canada, Chile, Colombia, Czech Republic, Den-
mark, Ecuador, Finland, France, Germany, Greece, Hong Kong, Hungary, India, Indonesia,
Ireland, Israel, Italy, Japan, Korea, Malaysia, Mexico, Morocco, the Netherlands, New
Zealand, Norway, Peru, the Philippines, Poland, Portugal, Russia (after 1996), Singapore, Slo-
vak Republic, South Africa, Spain, Sweden, Switzerland, Thailand, United Kingdom, and
Venezuela. The United States is included in the sample but cannot experience a crisis due to
the way the index is defined.



crises, such as the pressure on Argentina’s peso in March 1995 and on In-
dia’s rupee in January 1998. Many of these events do not include a major
currency devaluation, but instead reflect a significant rise in interest rates or a
loss in reserves to counter the pressure on the exchange rate.15 One interesting
pattern in table 2.1 is that crises tend to be bunched in time as well as by region.
For example, there were several crises in Latin America at the end of 1994
and throughout 1995. This was followed by a relatively calm period, until the
Thai devaluation in 1997 was quickly followed by a series of crises across Asia.

2.5 The Model, Data, and Trade Statistics

Now that the crisis events have been identified, it is possible to estimate
whether the three trade channels are important determinants of a country’s
vulnerability to recent crises. For simplicity, I refer to the country experi-
encing the initial crisis as the ground-zero country.16 The base model, which
is estimated for the sample of sixteen crises, is

(3) Returnn,e � θ1Competen,e � θ2Incomen,e � θ3Cheap Importn,e

� θ4Xn,e � θ5Pe � εn,e,

where Returnn,e is the stock market return for country n over the crisis event
e; Competen,e is a measure of any competitiveness-effect linkages between
country n and the ground-zero country; Incomen,e is a measure of any in-
come-effect linkages between country n and the ground-zero country;
Cheap Importn,e is a measure of any cheap-import effect linkages between
country n and the ground-zero country; Xn,e is a set of macroeconomic con-
trol variables for country n; and Pe is a set of period dummies (for each cri-
sis event e). These period dummies are included to control for any global
events or aggregate shocks that affect all countries during the crisis. Each of
the independent variables is measured during the year prior to the starting
date of the crisis; for example, the trade and macroeconomic variables for
the Thai crisis (which began in June 1997) are measured in 1996.17 This tim-
ing convention is used so that the independent variables do not incorporate
any impact of the crisis.

This model focuses on stock returns (the dependent variable) to measure
a country’s vulnerability to a crisis for several reasons. First, stock returns
are available for a large sample of countries (an even larger sample than that
used to calculate the crisis index). Second, since stock returns are measured
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15. Section 2.7 analyzes how these different types of crises (i.e., largely driven by currency
devaluations versus interest rate increases) determine how a crisis affects other countries.

16. This terminology is borrowed from Glick and Rose (1999).
17. The one exception is the Mexican crisis (which occurred during various weeks between

19 December 1994 and 19 March 1995. Due to data limitations for the trade variables, the in-
dependent variables are measured in 1994. Since the crisis occurred near year-end, however,
there should be minimal feedback on the annualized trade and macroeconomic variables.



at a much higher frequency than most macroeconomic and trade variables,
stock returns can more accurately pinpoint the effects of a specific crisis.
This is particularly important when a series of crises (such as those in Thai-
land, the Philippines, and Indonesia) are bunched together in time. Third,
since stock returns incorporate the immediate impact of a crisis as well as
the expected longer-term effects, stock returns should capture the total im-
pact of a crisis on a particular country. Granted, stock returns also have a
number of shortcomings. Any sort of investor behavior that drives markets
from their long-term equilibria could reduce the ability of stock returns to
capture the long-term impact of a crisis accurately.18 Despite these short-
comings, stock returns are the most accurate indicator available for a large
sample of countries at the high frequency necessary to isolate the impact of
different crises that occur close together in time.

The data used to measure each of the variables in equation (3) come from
a variety of sources. For the base analysis, stock returns (Returnn,e) are mea-
sured as abnormal weekly stock returns (written as percentages) for the
market index in country n expressed in U.S. dollars.19 The stock index data
are from Datastream. For crisis events that last longer than one week, Re-
turnn,e is calculated as the average abnormal stock return over each week
that qualifies as a crisis (as specified in table 2.1). Therefore, for the Mexi-
can crisis (which is defined as including the five weeks between 19 Decem-
ber 1994 and 19 March 1995), Returnn,e is calculated as the average, abnor-
mal, weekly stock return over the five weeks identified as crisis events in
table 2.1. The macroeconomic variables are taken from the International
Financial Statistics CD-ROM (IMF 2000) and the World Development In-
dicators CD-ROM (World Bank 2000). The appendix provides further in-
formation on each of these data sources and definitions, including a table
of summary statistics.

The three trade linkage variables are calculated using data from the In-
ternational Trade Center, UN Statistics Division (1999), which reports bi-
lateral trade flows between most countries in the world by four-digit Stan-
dard Industrial Trade Classification (SITC) codes between 1994 and 1998.
The competitiveness variable (Competen,e) is calculated as a weighted prod-
uct of two terms. The first term is exports from the ground-zero country in
a given industry as a share of global exports in that industry. This term cap-
tures how important exports from the crisis country are to the industry, and
therefore the potential impact of the crisis on the industry as a whole. The
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18. For example, Barberis, Shleifer, and Vishny (1998) show that markets tend to underre-
act to individual news and overreact to a long series of related news.

19. Abnormal stock returns are calculated as stock returns during the crisis period minus
average returns (i.e., normal returns) for the year preceding the start of the crisis. One week
preceding the start of the crisis is excluded from the calculation of normal returns in case there
were any unusual market movements directly before the crisis.



second term is total exports from country n in the same industry, as a share
of country n’s GDP. This term captures the importance of each industry to
country n, and therefore country n’s potential vulnerability to the crisis. Fi-
nally, these products are calculated and summed across all four-digit indus-
tries for each country-crisis pair and weighted by the maximum calculated
value (and multiplied by 100). This creates an index whose values can range
from 0 to 100.20 In other words, the competitiveness variable for country n
during crisis event e can be written

(4) Competen,e � �
Ma
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where Exp0,k,W is exports from the ground-zero country in industry k to
every other country in the world (W ); ExpW,k,W is exports from every coun-
try in the world in industry k to every other country in the world; Expn,k,W is
exports from country n in industry k to every other country in the world;
GDPn is gross domestic product for country n; and MaxCompete is the maxi-
mum value of the product in parentheses for every country-crisis pair in the
sample. All variables are measured in U.S. dollars for the one-year period
ending before the start of the crisis event e. The k industries are 1,075 four-
digit SITC groups.

Since Compete is a key variable for this paper’s analysis, tables 2.2 and 2.3
provide further information on this index. Table 2.2 presents a sample of
values for the first ratio in the product in parentheses in equation (4). It lists
the ten largest four-digit export industries for each ground-zero country
(when measured as a share of world exports in each industry). Not surpris-
ingly, smaller countries tend to have smaller shares of global exports in most
industries. For example, the most important export industry for the Slovak
Republic is flat, cold-rolled producers’ iron (SITC group 6734), which com-
prises only 3.5 percent of global exports in this industry. Larger countries,
on average, have larger shares of export industries. Korea, for example, ac-
counts for 41 percent of the world’s exports of fabric made of synthetic-fil-
ament yarn (SITC group 6531). Several small and medium-sized economies
dominate specific export markets, however, especially for certain agricul-
tural products and natural resources. For example, India accounts for 82
percent of world exports in castor oil seeds (SITC group 2235); the Philip-
pines account for 58 percent of global exports in coconut oil fractions
(SITC group 4223); the Czech Republic accounts for 51 percent of global
exports in lignite (SITC group 3222); and Russia accounts for 48 percent
of global exports in gaseous natural gas (SITC group 3432). Any other
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20. Ideally, this competitiveness indicator would also incorporate the elasticities of substi-
tution between goods from different countries. To the best of my knowledge, however, these
statistics do not currently exist.



Table 2.2 Major Exports from the Crisis Countries

Share of
SITC Code SITC Definition World Exports (%)

Mexico: 1994
7511 Typewriters, word-processing machines 24.9
2667 Synthetic staple fiber, spinning 20.0
2832 Copper mattes, etc. 19.6
2313 Other natural gums 19.6
0544 Tomatoes, fresh, chilled 16.4
7474 Safety, relief valves 15.7
7731 Insulated wire, etc. conductors 14.9
7611 Color television receivers 14.7
2483 Wood, coniferous, worked, shaped 14.3
6973 Domestic cooking, heating appliance, non-electric 11.3

Ecuador: 1995
2655 Abaca, manila hemp, waste 34.1
0573 Bananas, fresh or dried 22.5
6576 Hat-shapes, forms, bodies 12.8
0721 Cocoa beans 9.8
0361 Crustaceans, frozen 6.3
0593 Juice, other citrus fruit 5.0
0723 Cocoa paste 4.7
0711 Coffee, not roasted 4.3
0713 Extracts, etc. of coffee 2.6
0371 Fish, prepared, preserved, N.E.S. 2.4

Argentina: 1995
4215 Sunflower seed oil, etc. 35.5
4211 Soya bean oil, fractions 27.6
2224 Sunflower seeds 24.9
0176 Bovine meat, prepared, preserved, N.E.S. 23.3
4213 Groundnut oil, fractions 22.4
0124 Meat of horses, mules, etc. 18.6
0813 Oil-cake, oilseed residue 18.4
0616 Natural honey 17.1
0171 Extract, juice meat, fish 17.1
4212 Cottonseed oil, fraction 16.8

Venezuela: 1995
6724 Ingots of iron or steel 17.0
6713 Pellets, etc. of pig iron, etc. 12.8
2239 Flour, meal, from oilseeds 11.8
6932 Barbed wire, etc. of iron, steel 9.4
3330 Crude petroleum 8.1
5984 Mixed alkyl benzenes, etc., N.E.S. 5.3
6841 Aluminum, aluminum alloy, unwrought 4.8
4218 Sesame oil, fractions 4.7
0471 Other cereal flours 4.4
6733 Flat, cold-rolled, production iron 3.7



Table 2.2 (continued)

Share of
SITC Code SITC Definition World Exports (%)

Czech Republic: 1997
3222 Lignite 50.6
6576 Hat-shapes, forms, bodies 13.1
2784 Asbestos 9.5
6999 Articles tungsten, etc., N.E.S. 8.4
2516 Chemical wood pulp, sulphite 8.3
2237 Oil seeds, etc., N.E.S. 7.7
6659 Glass articles, N.E.S. 7.6
5811 Artificial sausage casings 7.1
3250 Coke, semi-coke, ret. carbon 6.9
8913 Non-military arms 6.5

Thailand: 1997
2311 Natural rubber latex 47.2
0548 Vegetable products, roots, tubers 38.2
0423 Rice, milled, semi-milled 37.8
2312 Natural rubber, excl. latex 36.5
6129 Other leather articles, N.E.S. 27.5
0372 Crustacea, mollusk, prepared, N.E.S. 27.4
6673 Precious, semiprecious stones 23.6
0471 Other cereal flours 22.4
0621 Fruit, etc. preserved by sugar 20.7
2732 Gypsum, limestone, etc. 20.1

The Philippines: 1997
2655 Abaca, manila hemp, waste 58.4
4223 Coconut oil fractions 58.3
2231 Copra 15.9
2657 Coconut fiber and waste 14.9
2841 Nickel ores, concentrates 12.9
2891 Precious metal ore, concentrates 12.8
8451 Babies’ garments, clothes, accessories 8.9
8437 Shirts, mens’, boys’, knit 8.3
8944 Festive articles, etc., N.E.S. 7.3
3442 Gas hydrocarbon, liquid, N.E.S. 6.7

Indonesia: 1997
6343 Plywood, solely of wood 44.8
3431 Natural gas, liquified 44.8
4224 Palm kernel oil, fractions 44.3
0721 Cocoa beans 35.4
2831 Copper ores, concentrates 32.0
2312 Natural rubber, excl. latex 31.6
4223 Coconut oil, fractions 27.2
8512 Sports footwear 26.9
6344 Other plywood, veneered panels 24.4
6871 Tin, tin alloys, unwrought 20.2

(continued )



Table 2.2 (continued)

Share of
SITC Code SITC Definition World Exports (%)

Korea: 1997
6531 Fabric, synthetic-filament yarn 40.8
6118 Leather, special finish 32.1
6562 Labels, badges, etc., not embroidered 29.3
7917 Rail, tram, coach, etc., N.E.S. 27.1
8831 Cine film, 35mm�, developed 26.6
6132 Heads, tails, paws, etc. 25.6
7932 Ships, boats, other vessels 23.8
7863 Transport containers 23.0
6551 Pile fabric, knit, crochet 23.0
6965 Other articles of cutlery 22.7

India: 1998
2235 Castor oil seeds 81.9
4225 Castor oil, fractions 80.3
6121 Leather belting, etc. 56.6
6116 Goat or kid skin leather 36.5
6545 Fabric, woven jute, other textile 34.1
0741 Tea 31.0
2922 Natural gums, resins, etc. 29.9
2225 Sesame (sesamum) seeds 27.4
6585 Curtains, other furnishings 26.9
6513 Cotton yarn, excl. thread 25.6

Russia: 1998
3432 Natural gas, gaseous 47.9
6727 Semi-finished iron, etc., 25%�c 40.0
6831 Nickel, nickel alloy, unwrought 36.4
7187 Nuclear reactors, parts, N.E.S. 29.8
2723 Natural calcium phosphates 23.2
2224 Sunflower seeds 22.5
6726 Semi-finished iron, steel 21.8
2481 Railway, tramway sleepers 20.7
2474 Wood, coniferous, rough, untreated 20.1
6841 Aluminum, aluminum alloy, unwrought 19.9

Slovak Republic: 1998
6734 Flat, cold-rolled, producers’ iron 3.5
6714 Ferro-manganese 3.3
2112 Whole bovine hide 
 8kg dry 3.1
7468 Other ball, roller bearing 2.9
7918 Rail, tram freight cars, etc. 2.9
6611 Quicklime etc., excluding 522.6 2.8
8731 Gas, liquid, electric meters 2.3
6715 Other ferro-alloys 2.1
7912 Other locomotives, tenders 2.1
6732 Flat, hot-rolled, producers’ iron 1.9



country that was highly dependent on export revenues in any of these indus-
tries could have been extremely vulnerable to competitiveness effects from
crises in these ground-zero countries.

Table 2.3 lists the calculated values of Compete. The first part of the table
reports values for each of the fifty-eight countries in the sample for each cri-
sis event. The bottom part of the table lists a number of summary statis-
tics for the entire sample. The values of Compete range from almost 0 to
100, with a mean of 5.0 and standard deviation of 9.3. Larger values of Com-
pete indicate that a country’s economy was more dependent on industries
that were most affected by the crisis. The highest value of Compete occurs
for Singapore during the Korean crisis. Some of the four-digit industries
generating this large competitiveness effect are electronic microcircuits; in-
put or output units; storage units for data processing; color television re-
ceivers; sound and video recording; parts for telecommunications equip-
ment; and ships, boats, and other vessels. Many of the other large values
of Compete occur between countries dependent on natural resources and
ground-zero countries that export a large quantity of these resources. For ex-
ample, some of the larger values of Compete occur for oil-dependent Oman
and Norway during the crises in Russia and Venezuela.

It is also worth noting several trends in Compete across crisis events. The
average value of Compete fluctuates significantly across episodes and is
much lower for crises that occur in small countries. For example, the mean
value of Compete is less than 1 for crises that originate in Ecuador and the
Slovak Republic, but more than 12 for the crisis in Korea. Compete is also
smaller for countries that are less integrated with the rest of the world, even
after adjusting for country size. For example, the Indian economy is more
than four times larger than the Indonesian economy (as measured by
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Table 2.2 (continued)

Share of
SITC Code SITC Definition World Exports (%)

Brazil: 1999
2654 Sisal, agave fibers, waste 78.2
2851 Aluminum ore, concentrate 55.8
4314 Waxes, animal, vegetable origin 48.3
0611 Sugars, beet or cane, raw 39.6
0591 Orange juice 39.5
2815 Iron ore, concentrate, not agglomerates 39.1
4225 Castor oil, fractions 38.0
2816 Iron ore agglomerates 33.5
0176 Bovine meat, prepared, preserved, N.E.S. 29.5
6712 Pig iron, etc., primary form 28.4

Source: Calculations based on International Trade Center, U.N. Statistics Division.
Notes: N.E.S. � not elsewhere specified.
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GDP), but the mean value of Compete for the Indian crisis was less than half
that for the Indonesian crisis. Both of these characteristics of Compete sug-
gest that this variable captures the intuitive prediction that crises in larger
and more export-oriented economies would have greater competitiveness
effects on other countries.

The other two trade variables used to estimate equation (3) are more
straightforward. The income-effect variable (Income) is measured as total
exports from each country n to the ground-zero country as a percent of
country n’s GDP. In other words, the income-effect variable for country n
during crisis event e can be written

(5) Incomen,e � ,

where Expn,k,0 is exports from country n in industry k to the ground-zero
country; and GDPn is gross domestic product for country n. All variables are
measured in U.S. dollars for the one-year period ending before the start of
the crisis event e.

Income captures the impact of the crisis on the demand for exports from
other countries. Table 2.4 presents the calculated values of Income. The first
part of the table lists the values for each of the countries in the sample, and
the bottom part lists a number of summary statistics. The values of Income
range from 0 to 15 percent, with a mean of 0.2 and a standard deviation of
0.8. Not surprisingly, countries located in the same geographic region as the
ground-zero country tend to be more reliant on exports to the crisis coun-
try and therefore to be more vulnerable to any income effect. For example,
the largest value of Income (15 percent) measures the reliance of the Slovak
Republic on exports going to the Czech Republic. The second largest value
of Income (12 percent) measures exports from Estonia (as a share of GDP)
going to Russia.

The final trade variable, the cheap-import effect (Cheap Import) is mea-
sured as total imports from the ground-zero country into country n as a
percentage of consumption and investment in country n.21 In other words,
the cheap-import effect variable for country n during crisis event e can be
written

(6) Cheap Importn,e � ,

where Impn,k,0 is imports into country n in industry k from the ground-zero
country; and Consumptionn and Investmentn are total private consumption

�k Impn,k,0
����
Consumptionn � Investmentn

�kExpn,k,0��
GDPn

98 Kristin J. Forbes

21. The denominator of this ratio includes private consumption and gross domestic invest-
ment in order to focus on the portion of GDP which is most affected by lower import prices.
Other components of GDP, such as government consumption and net exports, are less affected
by changes in import prices.
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and gross domestic investment, respectively, for country n. All variables are
measured in U.S. dollars for the one-year period ending before the start of
the crisis event e.

Cheap Import captures the potential effect of lower import prices in the
ground-zero country on the other countries in the sample. Table 2.5 lists the
calculated values and summary statistics. Many of the values, including the
summary statistics, are similar to those for Income.22 Countries located in
the same geographic region as the ground-zero country tend to have higher
shares of imports from that country and therefore to be more vulnerable to
any cheap-import effects.

2.6 Estimation Results and Sensitivity Tests

Table 2.6 reports results when these measures of Compete, Income, and
Cheap Import are used to estimate the model specified in equation (3).23 Col-
umn (1) reports results when only the trade variables (and no macroeco-
nomic controls) are included in the model. Columns (2) through (7) add a
variety of macroeconomic controls that are frequently used in this litera-
ture. Column (6) uses the same control variables as the base specification in
Glick and Rose (1999), and column (7) includes all of the control variables
simultaneously. Each of the trade variables has the predicted sign in table
2.6, although each is not consistently significant across columns. More
specifically, the coefficient for the competitiveness effect is always negative
and significant at the 1 percent level. The coefficient for the income effect is
always negative and significant at the 5 percent level, as long as some macro-
economic controls are included in the specification. The coefficient for the
cheap-import effect is always positive, although usually insignificant.

These estimates suggest that not only are the trade effects significant, but
their magnitude can be large. Since the point estimates fluctuate across col-
umns, I focus on the estimates in column (2). This specification includes the
control variables most frequently cited in the literature, as well as the great-
est number of observations (for any specification that includes macroeco-
nomic controls). The point estimate for the competitiveness effect in col-
umn (2) is –0.05. This indicates that if a country’s competitiveness index was
10 points higher, its abnormal weekly stock return is predicted to be 0.5 per-
centage points lower, on average, during each week of the crisis. Moreover,
since the average length of a crisis in table 2.1 is 2.6 weeks, and the Russian
crisis is defined as lasting for 8.0 weeks, the cumulative impact on a coun-
try’s stock market index could be much greater. A concrete example can
help clarify the magnitude of this competitiveness effect. During the Thai
crisis, the competitiveness index for Korea was 6.7 and for Malaysia was

Trade Linkages and Country Vulnerability to Crises 101

22. The correlation between Income and Cheap Import is 87 percent.
23. The period dummy variables are not reported but are always jointly significant.
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40.4. Therefore, during the one week of the Thai crisis, the competitiveness
effect is correlated with a 0.3 percent decline in the Korean stock market
and a 2.1 percent decline in the Malaysian market (holding everything else
constant).

The point estimate for the second trade variable, the income effect, is
–1.02. This implies that if a country’s ratio of exports to the crisis country
(as a share of GDP) was 1 percentage point higher, its abnormal stock re-
turn is predicted to be about 1 percentage point lower, on average, during
each week of the crisis. To put these numbers in a more meaningful context,
Poland’s ratio of exports to Russia during the Russian crisis was 1.5 percent
and Finland’s ratio was 2.5 percent. Assume that both stock market indices
were equal to 100 at the beginning of the Russian crisis, and that these two
countries were otherwise identical. By the end of the eight-week Russian
crisis, the income effect predicts a decline in the Polish market of about 12
percent and in the Finnish market of about 20 percent. This suggests that
small differences in export exposure to a crisis country (such as the 1 per-
centage point difference between Finland and Poland) can significantly
affect a country’s vulnerability to a crisis when accumulated over time (an 8
percentage point difference between the two markets).

Potentially counteracting this income effect, however, is the cheap-im-
port effect. The point estimate for the cheap-import effect is 0.59. This im-
plies that if a country’s import penetration ratio was 1 percentage point
higher, the country’s abnormal stock return is predicted to be 0.59 percent-
age points higher, on average, during each week of the crisis. To put this in
context, during the Brazilian crisis the import penetration ratio was 1.5 for
Chile and 2.6 for Argentina. According to the regression results, after the
one-week Brazilian crisis the cheap-import effect is correlated with an in-
crease in the Chilean and Argentine stock market indexes of 0.9 and 1.5 per-
centage points, respectively (again holding everything else constant).

Since these trade variables are highly correlated (especially the income
and cheap-import effects), it is more meaningful to examine the combined
impact of all three variables rather than focus on one effect in isolation.
Table 2.7 performs this analysis for the countries and crises discussed above.
It estimates the model specified in column (2) of table 2.6 (excluding the
country-crisis pairs used for the relevant out-of-sample predictions) and
assumes that the stock market index for each country is 100 directly be-
fore the crisis.24 Columns (1) through (3) report the predicted weekly im-
pact on each country’s stock market index from each of the trade effects.
Column (4) combines these into the total aggregate predicted weekly im-
pact from the trade variables, and column (5) reports the total predicted
impact of all the macroeconomic control variables. Column (6) lists the

106 Kristin J. Forbes

24. To simplify this comparison, it also assumes that normal returns for each market are
zero.
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model’s predicted abnormal weekly returns (the sum of the predicted trade
and macroeconomic effects, as well as the crisis-event dummies), and col-
umn (7) reports the actual, abnormal weekly stock market return for each
country during the given crisis.

The statistics in this table make a number of key points. First, the magni-
tude of the trade effects can be large. For example, trade linkages during the
Thai crisis were predicted to reduce Malaysia’s weekly stock return by 3.6
percentage points. Moreover, for longer crises (such as the eight-week Rus-
sian crisis) the cumulative impact of these trade effects can be much larger.
Second, the predicted impact of the trade variables tends to be larger than
the predicted impact of the macroeconomic variables. For example, during
the Brazilian crisis the macroeconomic variables predicted virtually no im-
pact on Argentina’s stock market index, while the trade variables predicted
a decrease of 1.5 percentage points (about one-third of the actual decrease).
Third, the simple regression model in equation (3) has only partial success
in predicting stock market movements during recent crises. In most of the
examples in the table, predicted stock market returns are much lower (in ab-
solute value) than actual returns. This is not surprising, given the fairly low
R2s in table 2.6. On the other hand, the model does fairly well in explaining
stock market returns during crises that have more regional than global
effects (such as the Thai and Brazilian crises), but does not have as much ex-
planatory power for crises that have greater global effects (such as the Rus-
sian crisis).

These central results could be influenced by a number of factors, such as
sample selection, variable definitions, and model specification. Therefore,
this section closes by describing a number of sensitivity tests. Results are
highly robust, so table 2.8 reports only a selection of these estimates.25 First, I
test for the impact of sample selection. I drop one country at a time, one cri-
sis at a time, and the five extreme observations for each variable. Next, since
the distribution of Compete is skewed to the right, I drop the five largest val-
ues for Compete. Results are reported in column (2) of table 2.8. Then, since
Venezuela and Ecuador have more than one crisis each (which could place
too much weight on events in these countries), I include only the first crisis
event for each country in the sample. Finally, since many of the extreme val-
ues for the competitiveness effect occur in oil-exporting countries during
crises in oil-producing regions, I exclude the major oil exporters from the
sample. These results are reported in column (3) of table 2.8. In each of
these tests, the coefficients on the competitiveness and income effects are
negative and significant. The cheap-import effect is always positive, but its
significance fluctuates.

As a second series of sensitivity tests, I examine the effect of using alter-
nate variable definitions. I begin by redefining the income effect as exports
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25. Full results are available from the author.
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from country n to the crisis country as a share of total exports from coun-
try n (instead of as a share of country n’s GDP). Then I recalculate the
cheap-import effect as imports into country n from the crisis country as a
share of total imports into country n (instead of the sum of consumption
and investment in country n). Finally, I use normal returns instead of ab-
normal returns for the dependent variable. (In other words, I no longer sub-
tract each country’s average stock market return for the year preceding the
crisis.) The first set of results is reported in column (4) of table 2.8. The co-
efficients for the competitiveness and income effects remain negative and
significant in each of these tests.

As a third set of robustness tests, I estimate a number of variations to the
base specification. Since there is no reason to believe that the relationship
between the trade variables and the stock returns is linear, I include loga-
rithmic, squared, and/or cubed terms for each of the trade variables. In
most cases, the linear model outperforms the extended models, although
there is weak evidence that the income effect may decrease at higher values.
Next, I add a number of additional control variables, such as GDP, GDP
per capita, an OECD dummy, and an oil-exporter dummy. Then, since
different crises are driven by different combinations of currency and interest
rate movements (a question investigated in more depth in the next section),
I weight each of the trade variables by the change in the relevant variable in
the ground-zero country.26 Finally, since the trade variables (especially the
income and cheap-import effects) may be capturing regional effects, I add a
series of detailed regional-dummy variables to the base specification. A
sample of these results is reported in columns (5) through (7) of table 2.8. In
each case, the coefficients for the competitiveness and income effects re-
main negative and significant. Moreover, it is worth emphasizing the results
in the last column that include the regional dummy variables. These re-
gional dummy variables are jointly significant and several are individually
significant. Even after controlling for these regional effects, however, the
competitiveness and income effects are still negative and highly significant.
This suggests that the trade variables are not simply capturing regional
effects, such as financial linkages or regional learning.

As a final series of sensitivity tests, I change the definition of a crisis used
in equation (2); more specifically, I use two less-stringent criteria for an
event to qualify as a crisis. First, I define a crisis as any week for any coun-
try in the sample in which

(7) EMPnt � µEMP � 3σEMP.

The resulting sample of crisis events is listed in table 2.9. There are now
twenty-seven crises (versus sixteen in the base analysis), lasting an average
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26. More specifically, I weight Compete and Cheap Import by the percent change in the
ground-zero country’s exchange rate, and I multiply Income by the percent change in the
ground-zero country’s interest rate spread. Data sources and variable definitions are described
in section 2.4.



Table 2.9 Alternate Crisis Events: Crises Defined as EMPnt � �EMP � 3�EMP

Country Crisis Event Dates

Mexico 11/28/94–01/08/95, 01/16/95, 02/27/95–04/02/95, 
10/30/95–11/12/95

Ecuador (1) 01/23/95–02/12/95, 10/30/95–11/05/95, 11/27/95–12/03/95, 
12/18/95–12/24/95

The Philippines (1) 02/20/95–02/26/95

Argentina 02/27/95–03/12/95

South Africa (1) 04/17/95–04/23/95, 02/12/96–02/18/96, 04/01/96–04/14/96

Colombia 12/04/95–12/10/95

Venezuela (1) 12/11/95–12/17/95, 12/25/95–12/31/95, 04/15/96–04/21/96

South Africa (2) 04/15/96–04/28/96

Ecuador (2) 07/01/96–07/07/96

Venezuela (2) 03/10/97–03/16/97, 05/12/97–05/18/97, 05/26/97–06/02/97, 
11/10/97–11/16/97, 02/16/98–02/22/98

Czech Republic 05/19/97–06/01/97

Slovak Republic (1) 05/19/97–06/08/97

Thailand 06/30/97–07/06/97, 12/08/97–12/14/97, 12/29/97–01/04/97

The Philippines (2) 07/07/97–07/13/97, 09/29/97–10/05/97, 12/08/97–12/14/97

Indonesia 08/11/97–08/31/97, 09/29/97–10/05/97, 12/08/97–12/14/97, 
01/05/98–01/11/98, 01/19/98–01/25/98, 02/09/98–02/22/98, 
03/02/98–03/08/98, 03/30/98–04/05/98, 04/13/98–04/19/98, 
05/04/98–05/10/98, 05/18/98–05/24/98, 06/08/98–06/14/98

Brazil (1) 10/27/97–11/30/97, 12/15/97–12/21/97, 09/07/98–09/27/98

Russia (1) 11/17/97–11/23/97, 05/18/98–05/23/98, 07/06/98–07/13/98, 
08/10/98–09/20/98

Korea 12/01/97–12/14/97, 12/29/97–01/04/97

India 01/19/98–01/25/98

Malaysia 03/02/98–03/08/98

Venezuela (3) 04/20/98–04/26/98, 06/15/98–06/21/98, 09/14/98–09/20/98

South Africa (3) 06/22/98–06/28/98

Slovak Republic (2) 09/14/98–10/04/98, 05/17/99–05/23/99

Ecuador (3) 09/21/98–09/27/98, 10/19/98–10/25/98, 11/02/98–11/08/98, 
01/11/99–01/17/99, 01/25/99–02/07/99, 02/22/99–03/07/99

Norway 12/07/98–12/13/98

Russia (2) 12/28/98–01/03/99

Brazil (2) 01/11/99–01/24/99, 02/22/99–02/28/99

Note: See notes to table 2.1 for a full list of countries included in the sample.



of 4.0 weeks (versus an average of 2.6 weeks in the base analysis). Second, I
redefine a crisis as any week in which

(8) EMPnt � µEMP � 1.5σEMP.

The resulting fifty-seven crisis events are listed in table 2.10, with the aver-
age crisis lasting 5.3 weeks. Finally, I reestimate the model in equation (3)
using these larger samples of crisis events. Results for three different speci-
fications are reported in table 2.11. The competitiveness and income effects
remain negative and significant in each specification, and the bargain effect
remains positive (with fluctuating significance).

To conclude, this series of sensitivity tests suggests that the competitive-
ness and income effects are negative, significant, and robust. The cheap-im-
port effect is generally positive, although its significance varies across spec-
ifications. These trade effects can be large and economically important
determinants of a country’s vulnerability to a crisis that originates else-
where in the world. It is worth emphasizing, however, that this simple model
does not explain most of the variation in countries’ stock market returns.
The R2s range from about 0.20 to 0.28 for the various specifications in tables
2.6 and 2.8, and the trade and macroeconomic variables often underpredict
stock market movements in the comparisons in table 2.7. Therefore, al-
though trade linkages (and macroeconomic variables) are important, they
are clearly not the only factors affecting a country’s stock market returns.
Other factors, such as financial linkages or changes in investor sentiment,
may also be important determinants of country’s vulnerability to financial
crises.

2.7 Do Different Types of Crises Generate Different Trade Effects?

The previous analysis used an exchange-market pressure index, which in-
corporated changes in exchange rates, interest rates, and reserve levels, to
define a series of crises from 1994 through 1999. There are, however, signif-
icant differences across these crises, especially in the relative importance of
each component of the EMP index. Many of these crises, such as those in
Mexico and Thailand, involved substantial currency devaluations. During
other crises, such as in Argentina, the currency’s value remained fairly
stable and the government responded by raising interest rates and paying
international reserves.

Moreover, the way a country responds to increased pressure on its ex-
change rate could determine how the crisis is transmitted to other coun-
tries. For example, if a crisis includes a large currency devaluation, then
exports from the crisis country will become relatively cheaper on
international markets and the crisis could spread through competitiveness
and cheap-import effects. On the other hand, if the currency’s value re-
mains fixed, there should not be significant competitiveness or cheap-
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Table 2.10 Alternate Crisis Events: Crises Defined as EMPnt � �EMP � 1.5�EMP

Country Crisis Event Dates

Slovak Republic (1) 07/18/94–07/24/94

Poland 09/12/94–09/18/94

India (1) 09/19/94–09/25/94, 10/03/94–10/30/94, 12/05/94–12/25/94

Mexico (1) 11/07/94–01/08/95, 01/16/95–01/29/95, 02/20/95–04/02/95, 04/10/95–
04/16/95, 10/30/95–11/12/95

Argentina 12/19/94–12/25/94, 02/27/95–03/26/95

Thailand (1) 01/09/95–01/15/95

Ecuador (1) 01/23/95–02/19/95, 09/18/95–09/24/95, 10/23/95–11/05/95, 11/13/95–12/03/95, 
12/18/95–12/31/95

Venezuela (1) 01/30/95–02/05/95, 12/11/95–12/17/95, 12/25/95–12/31/95

The Philippines (1) 02/20/95–03/12/95, 03/20/95–04/09/95

South Africa (1) 03/27/95–04/23/95, 01/29/96–03/03/96

Austria 05/08/95–05/14/95

Belgium 05/08/95–05/14/95

Norway (1) 05/08/95–05/14/95

Switzerland 05/08/95–05/14/95

India (2) 10/16/95–10/22/95, 10/30/95–11/05/95, 12/25/95–12/31/95, 01/29/95–02/04/96, 
02/19/96–02/25/96, 03/04/96–03/10/96

Colombia (1) 11/27/95–12/24/95, 02/05/96–02/11/96, 02/26/96–03/03/96

South Africa (2) 03/25/96–04/28/96, 07/08/96–07/14/96, 07/22/96–07/28/96

Venezuela (2) 04/15/96–04/21/96, 03/10/97–03/16/97

Greece (1) 05/20/96–05/26/96, 11/25/96–12/01/96, 12/16/96–12/22/96

Ecuador (2) 07/10/96–07/07/96

New Zealand 01/20/97–01/26/97

Thailand (2) 02/03/97–02/09/97, 06/30/97–07/06/97, 07/28/97–08/03/97, 08/11/97–08/24/97, 
11/10/97–11/16/97, 12/08/97–12/14/97, 12/29/9701/11/97

Colombia (2) 02/24/97–03/02/97, 12/22/97–12/28/97

Slovak Republic (2) 03/24/97–04/20/97, 05/19/97–06/08/97

Russia (1) 04/07/97–04/13/97, 10/13/97–10/19/97, 10/27/97–11/02/97, 11/10/97–11/17/97, 
12/01/97–12/14/97

Czech Republic 05/12/97–06/10/97, 11/24/97–11/30/97

Venezuela (3) 05/12/97–06/01/97, 11/10/97–11/16/97, 01/19/98–01/25/98, 02/16/98–02/22/98, 
04/20/98–04/26/98

The Philippines (2) 06/30/97–07/13/97, 07/21/97–07/27/97, 08/25/97–08/31/97, 09/29/97–10/05/97, 
12/08/97–12/14/97, 12/22/97–12/28/97, 06/08/98–06/14/98

Malaysia 07/07/97–07/20/97, 12/08/97–12/14/97, 12/29/97–01/11/98, 01/19/98–01/25/98, 
03/02/98–03/08/98

(continued )



Table 2.10 (continued)

Country Crisis Event Dates

Indonesia (1) 07/14/97–07/20/97, 08/11/97–09/21/97, 09/29/97–10/05/97, 10/13/97–10/19/97, 
11/03/97–11/23/97, 12/01/97–12/14/97, 12/29/97–01/11/98, 01/19/98–01/25/98, 
02/09/98–02/22/98, 03/02/98–03/08/98, 03/30/98–04/05/98, 04/13/98–04/19/98, 
05/04/98–05/10/98, 05/18/98–05/31/98, 06/08/98–06/14/98, 06/22/98–06/28/98

Greece (2) 09/15/97–09/21/97, 10/27/97–11/02/97, 08/10/98–08/16/98

Australia (1) 10/20/97–10/26/97, 07/20/98–07/26/98

Mexico (2) 10/20/97–10/26/97, 08/17/98–09/13/98, 09/28/98–10/04/98

Brazil (1) 10/27/97–12/28/97, 08/31/98–10/25/98

Korea (1) 11/17/97–12/21/97, 12/29/97–01/04/97, 03/30/98–04/05/98

Chile (1) 11/24/97–12/07/97, 12/15/97–12/28/97

Norway (2) 11/24/97–12/28/97

Ecuador (3) 12/01/97–12/14/97, 12/22/97–12/28/97, 03/30/98–04/05/98, 05/11/98–05/17/98, 
08/03/98–08/23/98, 08/31/98–09/13/98, 09/21/98–09/27/98, 
10/19/98–11/22/98

Singapore 12/08/97–12/14/97, 01/05/98–01/11/98

India (3) 01/12/98–01/25/98

Colombia (3) 03/30/98–04/12/98, 06/01/98–06/07/98, 08/31/98–09/13/98, 
10/05/98–10/11/98

Russia (2) 04/27/98–05/04/98, 05/18/98–05/31/98, 07/06/98–07/12/98, 
08/10/98–09/20/98, 10/12/98–10/18/98, 12/28/98–01/03/99

South Africa (3) 05/25/98–05/31/98, 06/08/98–07/05/98, 08/03/98–08/09/98, 
08/24/98–08/30/98, 09/28/98–10/04/98

Venezuela (4) 06/15/98–06/21/98, 09/14/98–09/20/98, 11/30/98–12/06/98

Indonesia (2) 07/20/98–07/26/98, 08/03/98–08/16/98, 11/02/98–11/08/98

The Philippines (3) 08/03/98–08/09/98

Canada 08/17/98–08/30/98

Slovak Republic (3) 08/17/98–08/23/98, 09/14/98–10/04/98, 05/10/99–05/23/99

Israel 10/05/98–10/11/98

Australia (2) 10/19/98–10/25/98

Japan 10/19/98–10/25/98, 11/02/98–11/08/98

Brazil (2) 10/26/98–11/08/98, 01/11/99–01/24/99, 02/22/99–02/28/99

Ecuador (4) 11/30/98–12/13/98, 01/11/99–02/14/99, 02/22/99–03/07/99, 
03/15/99–03/21/99, 03/29/99–04/04/99

Norway (3) 11/30/98–12/13/98, 12/21/98–12/27/98, 06/21/99–06/27/99

Chile (2) 12/07/98–12/13/98, 12/21/97–12/27/97, 06/14/99–06/20/99

Korea (2) 12/21/98–12/27/98

Peru 01/04/99–01/10/99
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import effects. Similarly, if the crisis includes a large increase in interest
rates, this is likely to slow investment and growth in the crisis region. This
could lead to a larger income effect than if interest rates were left un-
changed or decreased.

To test whether differences across crises determine how they impact other
countries, I divide the sample of crises identified in table 2.1 into two sub-
groups. The first subgroup is any crisis that includes a currency devaluation
of 10 percent or more during at least one week of the crisis. The second sub-
group is any crisis that includes an increase in the interest rate spread of 30
percent or more during at least one week of the crisis.27 The crises that qual-
ify in these subgroups are listed in table 2.12. As shown in the table, slightly
more than half of the crises include a major currency devaluation, and
three-fourths of the crises include a major increase in interest rates.

Next, I reestimate equation (3) for each of these crisis subgroups, using
the same methodology, definitions, and specification as the base results
reported in section 2.6. Table 2.13 reports results. Column (1) repeats es-
timates for the entire sample of sixteen crises. Columns (2) and (3) report
results for crises that include and do not include, respectively, a major
currency devaluation. Columns (4) and (5) report results for crises that in-
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27. Both statistics are calculated as described in section 2.4. More specifically, the exchange
rate is calculated as the nominal U.S. dollar exchange rate. The interest rate is calculated as the
short-term interest rate spread (versus the U.S. rate) less the same spread averaged over the pre-
vious year.

Table 2.12 Crisis Subgroups

With Weekly Currency With Weekly Interest Rate
Devaluationa � 10% Increaseb � 30%

Mexico Mexico
Venezuela (1) Ecuador (1)
Thailand Argentina
The Philippines Venezuela (2)
Indonesia Czech Republic
Korea The Philippines
Russia Indonesia
Ecuador (2) India
Brazil Russia

Venezuela (3)
Slovak Republic
Ecuador (2)

Notes: Based on the crisis events listed in table 2.1.
aDevaluation/depreciation measured as the nominal exchange rate based on U.S. dollars. See
section 2.4 for further information.
bInterest rates are short-term and based on the difference between the spread with the short-
term U.S. interest rate versus the same spread averaged over the previous year. See section 2.4
for further information.



clude and do not include, respectively, a major increase in interest rates. Most
of the estimates in table 2.13 support the predictions discussed above. The
competitiveness effect is negative and highly significant during crises that in-
clude a major devaluation, but highly insignificant during crises that do not
include a major devaluation. The income effect is negative and highly signif-
icant during crises that include a major increase in interest rates, but is highly
insignificant during crises that do not include a major increase in interest
rates. Estimates for the cheap-import effect are generally insignificant and
are the only coefficients that do not follow the above predictions. This is not
surprising, however, given the general lack of robustness for this coefficient.

These results have an important implication. When a country’s exchange
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Table 2.13 Regression Results Based on Crisis Subgroups

Crisis Events

With a With No With a Major With No Major
Full Major Major Interest Rate Interest Rate

Sample Devaluationa Devaluationa Increaseb Increaseb

(1) (2) (3) (4) (5)

Competitiveness –0.052*** –0.047*** –0.050 –0.049** –0.047
effect (0.018) (0.018) (0.078) (0.024) (0.032)

Income effect –1.021*** –0.845 –1.344** –1.030*** –0.578
(0.360) (0.449) (0.638) (0.342) (1.137)

Cheap-import 0.588** 0.310 1.015 0.633** 0.065
effect (0.262) (0.293) (0.573) (0.248) (0.913)

Private credit –1.536*** –0.978 –2.165*** –1.967*** –0.041
growth (0.535) (0.787) (0.839) (0.599) (1.138)

Government 2.718 7.137** –2.548 0.242 9.168
consumption/GDP (2.910) (3.105) (5.404) (3.289) (6.188)

Current account 2.754 5.667 –2.733 2.627 0.375
surplus/GDP (3.382) (3.738) (6.421) (3.838) (7.005)

Bank reserves/assets –1.069 2.096 –5.507 –2.640 4.003
(1.591) (1.762) (3.068) (1.778) (3.219)

Private capital –0.100 0.598 –0.589 –0.675 3.666**
inflows/GDP (0.690) (0.680) (1.281) (0.746) (1.770)

N 727 406 321 556 171
R2 0.27 0.26 0.28 0.27 0.25

Notes: Standard errors (in parentheses) are White-adjusted for heteroskedasticity. All specifications also
include period dummy variables (with the Brazilian crisis as the excluded variable). Variables are defined
in the appendix. 
***Significant at the 1 percent level. 
**Significant at the 5 percent level.
aMajor devaluation defined as an increase in the nominal U.S. dollar exchange rate of at least 10 percent
within at least one week of the crisis. See table 2.12 for the crisis list.
bMajor interest rate increase defined as an increase of at least 30 percent within at least one week of the
crisis in the short-term interest rate spread (compared to the U.S. rate) less the average spread over the
past year. See table 2.12 for the crisis list.



rate is under pressure during a crisis, the country’s response is a critical de-
terminant of how the local crisis affects the rest of the world. If the country
responds by devaluing its currency (or allowing its currency to depreciate),
then other countries that compete with the crisis country’s exports will be
affected by the change in relative export prices. On the other hand, if the
country responds by raising interest rates, this will directly affect countries
that export to the crisis country, probably through a contraction in income
and investment. Therefore, the way a country responds to a crisis is an im-
portant determinant of how that crisis affects other economies.

2.8 Summary and Conclusions

This paper analyzed whether trade linkages were important determinants
of a country’s vulnerability to currency crises. It began by discussing previ-
ous empirical work on this subject in some detail. Most of these papers use
aggregate data on bilateral trade flows between countries. Results are mixed.
Some papers argue that trade linkages are important determinants of a
country’s vulnerability to a crisis, whereas others argue that trade is not im-
portant, especially in the transmission of recent currency crises. A serious
limitation of this macro-level work is that the trade data are not disaggre-
gated by industry, and therefore do not accurately measure competition in
third markets. Moreover, many of these papers could suffer from omitted-
variables bias since trade flows are highly correlated with other cross-coun-
try linkages, such as financial flows, that are extremely difficult to measure.

Next, this paper surveyed several theoretical papers that explain how
trade could transmit crises internationally. More specifically, it explained
that “trade” incorporates three distinct channels: a competitiveness effect,
an income effect, and a cheap-import effect. A competitiveness effect occurs
when one country devalues its currency, increasing the relative competi-
tiveness of its exports and hurting the competitiveness of exports from
other countries. An income effect occurs when a crisis affects income and
growth within the crisis country, thereby affecting (and probably reducing)
purchases of imports from abroad. A cheap-import effect occurs when a
country devalues its currency, reducing the relative price of its exports and
thereby reducing prices in countries that import these goods. Although
each of these three trade linkages could transmit a crisis internationally,
these various effects may not all work in the same direction. For example,
the income effect could partially counteract the cheap-import effect. There-
fore, when measuring the importance of trade linkages, it is necessary to
isolate each of these effects and measure them independently.

This was the paper’s main goal. It attempted to measure the significance
and magnitude of each of these three trade linkages in countries’ vulnera-
bility to recent crises. To do this, it used trade flow data between most coun-
tries in the world, disaggregated at the four-digit industry level. By using
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industry-level data, the paper was able to measure competition in third
markets more accurately than past work on this subject. In order to perform
this analysis, the paper constructed a number of statistics measuring the
importance of trade linkages during the sixteen most severe crises between
1994 and 1999. The most interesting statistic was the competitiveness vari-
able, which measured the importance of the crisis country to each export in-
dustry as well as how dependent other countries were on those industries.

Estimation results suggested that trade linkages were highly significant de-
terminants of a country’s vulnerability to recent crises. Countries that com-
peted in the same industries as major exports from the crisis country had sig-
nificantly lower stock market returns during these crises. Countries that had
a larger share of exports going to the crisis countries also had significantly
lower stock returns. These competitiveness and income effects remained
both highly significant and economically important across an extensive se-
ries of sensitivity tests, including less stringent definitions of what constitutes
a crisis. Although estimates of the third trade effect (the cheap-import effect)
usually had the expected sign, its significance fluctuated across these sensi-
tivity tests. Countries that had a larger share of imports from the crisis coun-
try had slightly higher stock returns during these events. Taken as a whole,
these results suggest that trade linkages were highly significant determinants
of a country’s abnormal stock returns during recent currency crises.

Another series of results from this empirical analysis concerned the mag-
nitude and relative importance of trade and other macroeconomic variables
in explaining different countries’ vulnerability to financial crises. Although
trade and macroeconomic variables were significant and economically im-
portant, these variables explain only a portion of stock market movements.
For example, in the base regression results, trade and macroeconomic var-
iables explained about one-fourth of the variation in countries’ abnormal
stock returns during recent crises. Three-fourths of the variation is there-
fore not explained in this simple model. This suggests that other factors,
such as financial linkages and investor behavior, may also be important. Es-
timates also suggested that the impact of trade linkages was greater in mag-
nitude than that of a country’s macroeconomic characteristics.

A final empirical result is that the importance of these trade linkages de-
pends on the way the crisis country responded to pressure on its exchange
rate. When a country responded by devaluing its currency (or allowing it to
depreciate), the competitiveness effect was negative and highly significant.
When the country maintained a relatively stable exchange rate, there was no
significant competitiveness effect. On the other hand, when a country re-
sponded to exchange-market pressure by raising interest rates substantially,
the income effect was negative and highly significant. If the country kept
interest rates fairly steady (or raised them by only a small amount), there
was no significant income effect. Therefore, the way a country responded to
pressure on its exchange rate was a significant determinant of how the cri-
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sis affected other countries and, in particular, which trade linkages were im-
portant.

This series of results has important implications for the role of interna-
tional institutions in responding to future financial crises. Real linkages be-
tween countries, such as trade, are important determinants of how a crisis
spreads internationally. Multilateral assistance or bailout packages will
have limited success in reducing these cross-country linkages. On a more
positive note, however, multilateral institutions could provide a crisis coun-
try with a wider variety of options (with respect to exchange rate and inter-
est rate policy) than would otherwise be available. Therefore, even though
multilateral institutions could not prevent the inevitable transmission of a
crisis through these trade linkages, they might influence how the country re-
sponds to any exchange-market pressure and therefore influence which
countries are most affected by the crisis.

Appendix

Data Sources and Definitions

Data to Calculate the Exchange-Market Pressure Index

1. Nominal exchange rates. Exchange rates expressed as the local cur-
rency per U.S. dollar as reported by Datastream.

2. Short-term interest rates. As reported by Datastream. The short-term
rate is measured by the interbank rate (preferred) or the call rate. If neither
of these is available, then the shortest-term rate available is used. The U.S.
interest rate is the Federal Fund’s rate.

3. International reserves to the money supply. The ratio of total interna-
tional reserves less gold divided by narrow money (M1). Reserve data are
from line 1L.dzf, and M1 data are from 34..zf from the International Fi-
nancial Statistics (IMF 2000). Weekly data are interpolated from the
monthly data.

4. Inflation. Annual percentage change in consumer prices. Data are
from line 64.xzf from IMF (2000).

Data to Calculate the Trade-Effect Regressions

1. Stock market returns. Based on stock market indices in U.S. dollars as
reported by Datastream. Abnormal returns are calculated as the weekly
stock return during the given time period minus the average weekly return
(i.e., normal return) for the previous year. Calculation of the normal return
excludes one week prior to the start date for the calculation of the abnormal
return, in order to exclude any unusual market movements directly before a
crisis.
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2. Competitiveness effect. The weighted product of two terms: exports
from the ground-zero country in a given industry as a share of global ex-
ports in that industry; and total exports from country n in the same in-
dustry, as a share of country n’s GDP. These products are summed across
industries for each country-crisis pair and weighted by the maximum
calculated value (and multiplied by 100). This creates an index that can take
values from 0 to 100. All trade data are in U.S. dollars and are reported by
the International Trade Center, UN Statistics Division (1999).

3. Income effect. Calculated as the ratio of total exports to the ground-
zero country as a share of GDP. Export data are from the International
Trade Center, UN Statistics Division (1999). GDP is reported in the World
Development Indicators (World Bank 2000).

4. Cheap-import effect. Calculated as the ratio of total imports from the
ground-zero country to the sum of private consumption and gross domes-
tic investment. Private consumption is the market value of all goods and ser-
vices, including durable products purchased or received as income in kind
by households, but excluding purchases of dwellings. Gross domestic in-
vestment consists of outlays on additions to the fixed assets of the economy,
plus net changes in the level of inventories. Import data are from the Inter-
national Trade Center, UN Statistics Division (1999). Statistics in the de-
nominator are reported in World Bank (2000).

5. Private credit growth. Average annual growth in credit to the private
sector. This excludes credit to governments and public enterprises. Data are
from line 32d..zf of IMF (2000).

6. Government consumption/GDP. The ratio of general government con-
sumption to GDP as reported in the World Bank (2000). General govern-
ment consumption includes all current spending for purchases of goods
and services (including wages and salaries). It also includes most expendi-
tures on national defense and security, but excludes government military
expenditures that are part of government capital formation.

7. Current account surplus/GDP. The current account balance as a per-
centage of GDP, where a positive value indicates a surplus. Data are from
World Bank (2000).

8. Bank reserves/assets. The ratio of domestic currency holdings and de-
posits with the monetary authorities to claims on other governments, non-
financial public enterprises, the private sector, and other banking institu-
tions. Reported in World Bank (2000).

9. Private capital inflows/GDP. The ratio of gross private capital flows to
GDP as reported in World Bank (2000). Gross private capital flows are the
sum of the absolute values of direct, portfolio, and other investment inflows
and outflows recorded in the balance of payments financial account, ex-
cluding changes in the assets and liabilities of monetary authorities and
general government. The indicator is calculated as a ratio to GDP con-
verted to international dollars using purchasing power parities.
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10. Domestic credit growth. Average annual growth in domestic credit.
Data are from line 32..zf of IMF (2000).

11. Government surplus/GDP. The government budget surplus as a per-
centage of GDP, where a positive value indicates a surplus. The government
budget surplus is from line 80 of IMF (2000), and GDP data are from World
Bank (2000).

12. Money supply/reserves. The ratio of money and quasi money (M2) to
gross international reserves as reported the World Bank (2000). Money and
quasi money is the sum of currency outside banks, demand deposits other
than those of the central government, and the time, savings, and foreign cur-
rency deposits of resident sectors other than the central government (which
corresponds to the sum of lines 34 and 35 of IMF 2000). Gross international
reserves are holdings of monetary gold, special drawing rights, reserves of
IMF members held by the IMF, and holdings of foreign exchange under the
control of the monetary authorities.

13. Openness. The ratio of total trade to GDP. Total trade is calculated
as the sum of all imports and exports as reported by the International Trade
Center, UN Statistics Division (1999). GDP is reported in World Bank
(2000).

14. Growth in GNP per capita. Average annual growth in gross national
product (GNP) per capita. Data taken from World Bank (2000).

15. Inflation. Domestic consumer price index (CPI) inflation as reported
in line 64 of IMF (2000).
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Comment Federico Sturzenegger

This paper combines a number of attractive features, each one of which
is an important contribution in its own right. First, the paper constructs
a new database that distinguishes different trade links among countries.
This useful database is reproduced completely in the paper, making it
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available for everyone to use in future research. Second, the paper de-
signs new tests with this database and, as a result, delivers some new find-
ings. The results have relevant implications for policy design and crisis
prevention.

Briefly, the main contribution of the paper is that it decomposes three
types of mechanisms by which trade may determine the vulnerability of a
country to crises in other countries: a competitiveness effect, which mea-
sures how a country may be affected as an exporter in a common third mar-
ket; an income effect, which captures the way a crisis may affect the exports
to the crisis country; and finally, a cheap-import effect, which works in the
opposite direction, capturing the increased income as result of the country’s
ability to obtain imports at lower prices for the crisis country.

The results indicate that these channels are relevant for predicting the
stock market performance response to a crisis. Furthermore, and perhaps
most important from a policy perspective, it is shown that the propagation
characteristics differ depending on the kind of crisis the ground-zero coun-
try experiences. For example, if the ground-zero country responds to the
crisis by increasing interest rates rather than by depreciating the exchange
rate, it is shown that the effects on other countries are not the same. This is
obviously useful information for the design of policy prescriptions aimed at
reducing the international spread of crises.

However, two questions come to mind when evaluating the empirical re-
sults. First, we need to ask to what extent these trade variables may be cap-
turing something other than trade—perhaps, for example, the role of fi-
nancial factors. This is the point made by Van Rijckeghem and Weder
(1999), among others. My assessment of the debate is that to some extent
this is probably so, but also that two factors tend to dilute the relevance of
this criticism of the paper. First, even if we think of the trade variable as a
composite of trade and finance effects, the links unveiled still provide infor-
mation useful in assessing the vulnerability of other economies to a crisis.
Second, and more important, the breaking up of the trade effects into the
different channels, together with the fact that they work as expected, means
that something beyond finance is going on here.

A more serious concern in the estimation refers to the way overlapping
effects are taken into account. When the Tequila crisis hits Mexico, all
countries in the region suffer. This, in turn, sets off a second round of in-
come effects, and potentially competitiveness and cheap-import effects
among the countries involved. However, the specification in equation (3) re-
lates only to the ground-zero country and thus ignores these second-round
effects. Consider, for example, a country like Peru. As a result of the Tequila
crisis Peru was affected not only through its trade links with Mexico, but
also through its trade links with Chile, Brazil, and other Latin American
countries that were also affected by the Mexican crisis. All these other
effects are left out of the estimation. In the end, this may imply that the co-

Trade Linkages and Country Vulnerability to Crises 125



efficients may overestimate the impact of the ground-zero country while
probably underestimating the overall trade effect.

One way to deal with this may be to define some very distinct and sepa-
rate crises (my suggestions would be Tequila, Venezuela, Czech, Asia [be-
ginning in Thailand], India, Russia, and Brazil) and let the whole effects
play out. This could be done by introducing the relationship with all coun-
tries affected in the second round in equation (3), or by computing a matrix
of relationships among countries and making these the independent vari-
ables in the estimation. In the current specification, a country may show a
strong trade effect from its relation with the ground-zero country even when
not trading with it, as a result of its trading with a third country that has a
strong relation with both. In any case, these are interesting lines for future
research.

This potential misspecification problem is further confirmed by looking
at a particular country and checking how well the model predicts the impact
of crises on the chosen measure, the stock market. Table 2C.1 computes the
effect of each crisis on Argentina, thus expanding the examples presented in
table 2.7. As can be seen, with the exception of the Brazilian crisis (which
explains about 20 percent of the change in the stock market), all others ap-
pear to have had a very small impact. On the one hand, this can be consid-
ered supportive of the model. The crisis with Brazil was the only one affect-
ing an important trade partner (the other important trade partners of
Argentina are the European Union and the United States). On the other
hand, the results cast some doubt on the specification of the model. As can
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Table 2C.1 The Effects on Argentina

Stock Total
Competitiveness Income Bargain Total Market Effect/Stock

Effect Effect Effect Effect Change Market Change

Mexico –0.09 –0.11 0.06 –0.14 –4.39 3.1
Ecuador (1) –0.02 –0.06 0.05 –0.04 –2.24 1.6
Venezuela (1) –0.04 –0.08 0.01 –0.11 4.78 wrong sign
Venezuela (2) –0.08 –0.13 0.03 –0.18 2.21 wrong sign
Czech Republic –0.03 0.00 0.01 –0.02 1.81 wrong sign
Thailand –0.08 –0.05 0.02 –0.12 2.72 wrong sign
The Philippines –0.02 –0.02 0.01 –0.03 1.07 wrong sign
Indonesia –0.08 –0.08 0.02 –0.14 –2.12 6.6
Korea –0.12 –0.07 0.11 –0.09 3.76 wrong sign
India –0.14 –0.07 0.03 –0.18 –2.89 6.2
Russia –0.34 –0.16 0.06 –0.44 –6.73 6.6
Venezuela (3) –0.09 –0.11 0.01 –0.19 5.05 wrong sign
Slovak Republic –0.01 0.00 0.01 –0.01 –6.41 0.1
Ecuador (2) –0.02 –0.03 0.02 –0.03 0.57 wrong sign
Brazil –0.40 –2.62 1.52 –1.50 –6.99 21.5

Note: All numbers are percentages.



be seen from the table, the Venezuelan crisis of 1998 is estimated to have had
a larger impact on Argentina than did the Tequila crisis—such was not the
case, however. In fact, the Tequila crisis had such a large effect on Argentina
that it even triggered a crisis there by March 1995. Furthermore, many
crises that did not affect Argentina (Thailand, the Philippines, etc.) are pre-
dicted by the model to have had an effect. Two interpretations in line with
the discussion above can thus explain why the table gives an interpretation
of the links that does not match our prior beliefs. The first is that, except for
some very obvious cases, trade effects are certainly overshadowed by finan-
cial effects (and even in the geographically proximate cases, the trade effect
may be picking up some financial link effects). The second is that the cross-
effects are not properly taken into account, so that the model has difficul-
ties distinguishing between crises with stronger regional effects and those
that do not.

Another concern that can be raised is the use of stock market data, rather
than a contagion or crisis dummy, as dependent variable. The latter has
been the standard practice in the literature (see, e.g., Eichengreen, Rose, and
Wyplosz 1996; Glick and Rose 1999; and Edwards, chap. 1 in this volume).
Yet the choice of the stock market data has also received support in the lit-
erature. Kaminsky, Lizondo, and Reinhardt (1998) identify sharp declines
in equity markets as being among the best indicators of forthcoming cur-
rency crises. Work at investment banks, such as Ades, Masih, and Tenen-
gauzer (1998), also uses the stock market (together with other variables) as
a predictor of financial crises in emerging markets.

The use of the stock market data has the appeal of capturing the whole
market-value effect of the propagation (and its predicted future effect), but
has the disadvantage that it is likely to mix real, financial, and contagion
effects. Stocks measure the present discounted value of future dividends,
and thus can change through changes in the numerator (dividends) or the
denominator (discount factor). The changes in the numerator are the direct
links one would like to associate with trade. However, the price of stocks
may be affected by changes in the discount factor, which I like to associate
with pure contagion or with a financial channel. In this regard, the use of
this dependent variable is particularly susceptible to mixing financial and
trade effects.

The paper fits in a tradition of papers that try to unveil the propagation
mechanisms of crises among countries. It probably will not settle the debate
as to whether the effects are financial or trade related. It is likely that the de-
bate will never be settled, in fact, because it is not one or the other but both,
which surely play an important role. Furthermore, if trade effects are im-
portant, shouldn’t one expect an effect on country risk and financing costs?

In spite of leaving this issue unsettled, the paper makes an important con-
tribution: By unveiling the different channels by which trade works and by
making the point that the way the crisis is handled has implications for how
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it propagates, it gives us a better understanding of crises than the one we
had before reading the paper.
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Discussion Summary

Anne O. Krueger commented that the paper controlled only for whether
there was a change of real exchange rate, but that it did not take into account
the magnitude of the change. She suggested that the author include the real
exchange rate changes weighted by shares of bilateral trade as a control vari-
able. Krueger cited her study on the impact of real exchange rate change on
India’s trade, in which she found a large effect of real exchange rate.

Amartya Lahiri commended the paper for isolating each margin on
which that trade can affect the international transmission of crises. He also
said, however, that the overall effects of trade on crisis transmission seemed
to be quite small. Moreover, since the sample contained a group of hetero-
geneous countries, the assumption that the trade effects are the same across
countries is not likely to hold.

Linda S. Goldberg made two remarks. First, regarding the paper’s con-
clusion that trade matters more than macrovariables, she posed the ques-
tion whether trade per se matters or is just a conduit for real effects of ex-
change rate changes. Second, she remarked on the related literature. She
found the equation used in the paper for computing the competitive effect
reminiscent of the exchange rate pass-through literature and she suggested
the author to relate the two. She also noted the literature on the link among
exchange rates, investment, and stock prices. The paper’s discussion on in-
dustry structure and the pricing for different countries and industries fits
well into that literature.

Eduardo Borensztein wondered whether the aggregate stock market index
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really measured countries’ vulnerability to crises. He said that in some
countries the stock market is not comprehensive and is dominated by a few
companies that are unrelated to international trade. Borensztein also com-
mented on the definition of crises, and he suggested using three standard
deviations as the cutoff level between tranquil and crisis periods. Recogniz-
ing that some countries have experienced increases in exchange rate volatil-
ity over time, he said that one could take a rolling sample in those cases.

Roberto Rigobon commented that the prediction exercise of the paper
is performed within the sample, and that it should be performed out of
sample.

Giancarlo Corsetti commended the paper for putting together a trade
data set that is finally close to our theories.

Shang-Jin Wei commented that trade effects might not be stable across
different crisis periods because the magnitudes of the crises were very dif-
ferent, and that this might have contributed to the seemingly abnormal re-
sults of the paper. Wei suggested solving this problem through redefining
trade effect variables by including the actual decline in the crisis countries’
income levels. Second, Wei noted that the paper focused on the direct trade
effects in the international transmission of crises and said that there can be
subsequent rounds of indirect trade effects. For example, Korea suffered di-
rectly from the Thai devaluation as well as from the Indonesian devaluation
resulting from the Thai crisis. He said that one way to capture these indirect
effects is to use a longer window of stock returns.

Nouriel Roubini suggested that the paper should control for channels of
financial contagion for the following two reasons. First, controlling for such
channels could shed some light on the source of contagion (i.e., whether it
is trade or common creditors in financial markets). Second, the paper used
stock market returns to measure a country’s vulnerability to crises, but rea-
sons other than trade could potentially explain the findings of the paper.
For example, if there is a crisis in a country, it usually crashes its stock mar-
ket and leads to contagion through financial channels. That is, crises could
be transmitted from one financial market to another through financial
channels as opposed to trade channels. Therefore, one has to control for the
financial contagion when studying trade effects in transmitting crises in or-
der not to overstate the results.

On using stock market returns to measure countries’ vulnerability to
crises, Kristin J. Forbes replied that the paper uses this measure to capture
how the country as a whole is affected by crises. Stock market returns cap-
ture not only the immediate impacts, but also the expected longer-term im-
pacts, and therefore are a preferred measure. Some of the trade effects, such
as the competitiveness effect, will take a long time to work their way into
other variables. Other advantages of using stock market returns are that
they are widely available for a range of countries, and they are high fre-
quency, especially important when crises occur one after the other. Stock

Trade Linkages and Country Vulnerability to Crises 129



return data are among the few variables that are available at a sufficiently
high frequency to isolate the impacts of different crises that are bunched to-
gether in time.

On the definition of crises (exchange-market pressure index), Forbes said
that the paper used a high cutoff level—five standard deviations—because
of the higher volatility in the weekly data (versus monthly or quarterly data
used elsewhere). She promised to redefine the crisis index with a lower cut-
off level, which may imply a larger sample.

Finally, on the importance of trade effects, Forbes agreed with others that
trade is important, but maintained that it is not the whole story: It explains
only a quarter of the variation in stock market returns. She also empha-
sized, however, that the overall trade effects should be multiplied by the
number of weeks that a crisis lasts.
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3.1 Introduction

Although fashions concerning appropriate exchange rate arrangements
have shifted over the years, advocacy for establishing a target zone sur-
rounding the world’s three major currencies has remained a hardy peren-
nial. Work on target zones (pioneered by McKinnon 1984, 1997, and
Williamson 1986, and recently summarized by Clarida 2000) has mostly
emphasized the benefits of exchange rate stability for industrial countries.
More recently, though, analysts have apportioned some of the blame for fi-
nancial crises in emerging markets back to the volatile bilateral exchange
rates of industrial countries (as in the dissenting opinions registered in
Goldstein 1999, for instance). With many emerging-market currencies tied
to the U.S. dollar either implicitly or explicitly, movement in the exchange
values of the currencies of major countries—in particular the prolonged
appreciation of the U.S. dollar in relation to the yen and the deutsche Mark
in advance of Asia’s troubles—is argued to have worsened the competitive
position of many emerging market economies. One method for reducing
destabilizing shocks emanating from abroad, the argument runs, would be
to reduce the variability of the Group of Three (G3) currencies by estab-
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lishing target bands.1 This paper examines the argument for such a target
zone strictly from an emerging-market perspective and will be silent on the
costs and benefits for industrial countries.2

Given the reality that sterilized intervention by industrial economies
tends to be ineffective and that policy makers show no inclination to return
to the kinds of controls on international capital flows that helped keep ex-
change rates stable over the Bretton Woods era, a commitment to damping
G3 exchange rate fluctuations requires a willingness on the part of G3 au-
thorities to use domestic monetary policy to that end. This, in turn, may re-
quire tolerating more variability in interest rates and, potentially, spending.
Under a system of target zones, then, relative prices for emerging-market
economies may become more stable in an environment of predictable G3
exchange rates, but greater interest rate volatility may make debt-servicing
costs less predictable, and greater G3 income volatility may render demands
for the products of emerging-market economies more uncertain. The wel-
fare consequences to an emerging-market economy, therefore, are ambigu-
ous, depending on initial conditions, the specification of behavior, and the
dynamic nature of the trade-off between lower G3 exchange rate volatility
and higher G3 interest rate variability.

The consequences for the developing South of interest rate, exchange
rate, and income volatility in the North comprise only one part of myriad
North-South links. Consequently, issues related to G3 exchange rate vari-
ability should be viewed within the much larger context (and related liter-
ature) of the influence of economic outcomes in developed countries on
those in less developed economies. In this paper, we review and revisit the
“traditional” North-South links via trade, commodity markets, and capital
flows, and add transmission channels in the form of interest rate and ex-
change rate volatilities.

In section 3.2, we discuss the various channels of North-South transmis-
sion and use the example of a simple trade model to establish that, for a
small open economy with outstanding debt, the welfare effect of damping
variations in the exchange rate by making international interest rates more
volatile is ambiguous. Section 3.3 presents stylized evidence on how the
monetary policy and economic cycle in the United States influence capital
flows to emerging markets as well as growth. In section 3.4, we first exam-
ine the contribution of G3 exchange rate volatility to fluctuations in the ex-
change rates of emerging markets and proceed to analyze the link between
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G3 interest rate and exchange rate volatility and capital flows and economic
growth in developing countries. The final section summarizes our main
findings and discusses some of the policy implications of our analysis.

3.2 North-South Links

In this section, we discuss the various channels through which economic
developments in the major developed economies can potentially affect de-
veloping countries. On the developed side, we examine how the exchange
rate arrangements among industrial countries influence the mix of interest
rate and exchange rate volatility on world financial markets. On the emerg-
ing markets side, our focus is on capital flows—their level and composi-
tion—and on economic performance, as measured by gross domestic prod-
uct (GDP) growth.

3.2.1 The Winds from the North: The Role of G3 
Exchange Rate Arrangements in Determining the Mix 
of Interest Rate and Exchange Rate Volatilities

In principle, G3 exchange rates could be induced to stay within a target
band through some combination of three tools. First, national authorities
could rely on sterilized intervention to enforce some corridor on bilateral
exchange rates. However, except to the extent that such intervention tends
to signal future changes in domestic monetary policy, researchers have
found little empirical support that sterilized intervention in industrial coun-
tries is effective.3 Second, national authorities could impose some form of
exchange or capital control, presumably in the form of a transactions tax or
prudential reserve requirements. Opponents of such efforts generally argue
that capital controls generate financial innovation that undercuts them over
time, implying that the controls become either increasingly complicated or
irrelevant. Third, monetary policy makers in the major countries could al-
ter domestic market conditions to keep the foreign exchange value of their
currencies in a desired range. This could take the form of allowing inter-
vention in the currency market to affect domestic reserves—that is, not ster-
ilizing intervention—or more directly keying the domestic policy interest
rate to the exchange value of the currency (as discussed in McKinnon 1997
and Williamson 1986).

Given the lack of evidence of any independent effect of sterilized inter-
vention (over and beyond what subsequently happens to domestic mone-
tary policy), and given the consensus supporting the free international mo-
bility of capital, it would seem that the only instrument available to enforce
a target zone would be the domestic monetary policy of the G3 central

What Hurts Emerging Markets Most? 135

3. The signaling channel is addressed by Kaminsky and Lewis (1996); Dominguez and
Frankel (1993) examine whether there are any portfolio effects of sterilized intervention.



banks. However, this implies some trade-off, in that G3 domestic short-
term interest rates would have to become more variable to make G3 ex-
change rates smoother.

The nature of this trade-off, of course, depends on many factors, partic-
ularly the width of the target zone. Wider bands would presumably reduce
the need of G3 central banks to move their interest rates in response to ex-
change rate changes. At the same time, however, wider bands would imply
a smaller reduction in the volatility of G3 exchange rates.4 In addition, G3
interest rates might not be all that is affected by the exchange rate policy.
Central bank actions taken to damp G3 exchange rate volatility might also
leave their imprint on income in the G3 countries. Wider swings in indus-
trial country interest rates would presumably make spending in those coun-
tries more variable, even as the split of that spending on domestic versus for-
eign goods and services becomes more predictable under more stable G3
exchange rates.

To understand the effects of these trade-offs from an emerging-markets
perspective, it is important to remember that most developing countries are
net debtors to the industrial world and that typically that debt is short-term
and denominated in one of the G3 currencies. As a result, the welfare con-
sequences for an emerging-market economy of G3 target zones depend on
exactly how those zones are enforced and the particulars of the small coun-
try’s mix of output, trading partners, and debt structure.

3.2.2 A Stylized Model of an Emerging Market Economy

The effects of trading interest rate for exchange rate volatility can be seen
in a basic single-period, two-good model of trade for a small open economy,
as in figure 3.1. This figure represents a country that takes as given the rel-
ative price of the two traded goods and receives an endowment in terms of
good A. For the sake of simplicity, we assume that its external debt is also
denominated in terms of good A and its currency is pegged to that of coun-
try A.5 Volatility of the relative price of the traded goods—which might
stem solely from nominal changes in exchange rates between the industrial
countries if the small country fixes its exchange rate or if it prices to the in-
dustrial country market—pivots the budget line and thus alters the desired
consumption combination in the small country. Suppose, for instance, that
the currency of country A depreciates relative to that of country B, rotating
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4. Some might argue that if G3 target zones anchor inflation expectations in developed
countries, both exchange rates and interest rates could become more stable. However, many in-
dustrial countries in the past decade have adopted some form of inflation targeting, either ex-
plicitly or implicitly, which has worked to stabilize inflation expectations and which would
make achieving a credibility bonus from adopting a G3 target zone less likely.

5. Behind the scenes of this model in the larger industrial world, it is simplest to think of two
large countries, A and B, specialized in the production of their namesake good. The net effect
of our assumption about the small economy’s endowment and debt structure is that the inter-
cept of the budget line depends on the interest rate in country A.



the budget line from EF to GF. All else being equal, welfare would decline,
representing a cost associated with developments on the foreign exchange
market for this small country.

Target zones for the large countries, if effective, would be able to prevent
the budget line from rotating as the result of influences emanating from the
developed world. However, this reduced major-country exchange rate
volatility will only be accomplished if the major central banks change short-
term interest rates in response to incipient changes in cross rates. For most
emerging-market economies, which are debtors, such coordination of G3
monetary policy could deliver more stable terms of trade at the expense of
a more variable interest service. In this particular case, the central bank of
country A would presumably have to raise its domestic short-term interest
rate in defense of the currency. Thus, while the slope of the budget line
would be unchanged, its location would shift inward, as labeled HI. Re-
gardless of whether the effects of the initial shock were felt through the ex-
change rate of the interest rate, welfare in this small country would decline.
The degree to which it declines if the large countries allow the cross-
exchange rate or their interest rates to adjust will depend on many factors.

3.2.3 Going Beyond the Stylized Model

In reality, many developing countries send primary commodities onto
the world market, there is some substitutability in world demand for those
countries that produce manufactured products, and capital markets are far
from perfect. In this section, we review the literature on North-South link-
ages to broaden our understanding of the issues related to G3 exchange rate
arrangements.

As opposed to the simple example, most emerging-market economies
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Fig. 3.1 Welfare in a small open economy



face some slope to the demand curve for their exports. As a result, any
changes in G3 income induced by changes in their interest rates will be re-
flected in the demand for the exports of their trading partners to the extent
that imports in the developed economy have a positive income elasticity.6

The higher the share of exports that are destined for the developed country,
the more sizable the consequences for the emerging-market economy. On
the basis of this channel, for example, Mexico and Canada would be
affected far more than Argentina by an economic downturn in the United
States. We see evidence of this in the fact that in 1999 about 88 percent of
all Canadian and Mexican exports were shipped to the U.S. market,
whereas only about 11 percent of Argentina’s exports were destined for the
United States.7 Other things being equal, the higher the income elasticity of
imports in the developed country, the more pronounced will be the con-
traction in the country’s exports when the developed country slows. In this
regard, developing countries that export predominantly manufactured
goods (which typically are more sensitive to income) may fare worse than
their counterparts exporting primary commodities, which tend to be rela-
tively income-inelastic.8 The heterogeneity in export structure across devel-
oping countries is sufficiently significant to expect, a priori, highly differen-
tiated outcomes. For instance, the contrast between the export structure of
East Asian countries (which are heavily skewed to manufactured goods) to
that of most African countries (which are predominantly skewed to pri-
mary commodities) is particularly striking.9

As opposed to the simple example, emerging-market economies gener-
ally produce a different mix of goods from those of industrial countries. In
that case, the business cycle in the world’s largest economies may itself ex-
ert a significant influence on the terms of trade of their smaller, developing
trading partners. Perhaps the clearest example of such a North-South link
comes from international commodity markets, as argued in Dornbusch
(1985). Beginning with that work, the literature on commodity price de-
termination has consistently accorded a significant role to the growth per-
formance of the major industrial countries.10 In particular, recessions in
industrial economies, especially the United States, have historically been
associated with weakness in real commodity prices. In our simple example,
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6. Note that this channel, as it relies on the behavior of the large partner, is present irre-
spective of the level of development of the smaller trading partners.

7. The stylized evidence on patterns of trade is discussed in the next session.
8. See, for example, Reinhart (1995), who estimates industrial countries’ import demand

function for various regions and countries with varying degrees of export diversification and
primary commodity content.

9. For example, manufactures account for only 10 percent in the Côte D’Ivoire (the Ivory
Coast) but account for more than 65 percent of Thai exports.

10. Dornbusch (1985) stresses the role of the demand side in commodity price determina-
tion. Borensztein and Reinhart (1994), who incorporate supply-side developments in their
analysis, also find a significant and positive relationship between growth in the major
economies and world commodity prices.



if the small country’s endowment was made up of a commodity, the effects
of G3 monetary policy actions on overall demand for those primary goods
could induce a sizable shift in the position and rotation of the budget line.

Yet the impact of fluctuations in the business cycle on developing
economies is probably not limited merely to income and relative price
effects. There is a well-established, endogenous, and countercyclical “mon-
etary policy cycle” in the major developed economies. To damp the ampli-
tude of the business cycle, central banks ease monetary conditions and re-
duce interest rates during economic downturns and hike interest rates when
signs of overheating develop. Calvo, Leiderman, and Reinhart (1993) stress
the importance of U.S. interest rates in driving the international capital flow
cycle. They present evidence that, in periods of low interest rates in the
United States, central banks in developing countries in Latin America sys-
tematically accumulate foreign exchange reserves and the real exchange
rate appreciates. Subsequent studies that examined net capital flows, ex-
tending the analysis to a variety of their components over various sample
periods and to developing countries in other regions, found similar evi-
dence.

This link between the interest rate and capital flow cycle may arise for a
variety of reasons. Investors in the developed economies faced with lower
interest rates may be inclined to seek higher returns elsewhere (i.e., the de-
mand for developing country assets increases). It also may be the case that
the decline in international interest rates makes borrowing less costly for
emerging markets and increases the supply of emerging-market debt. In
that case, the decline in the cost of borrowing for emerging-market coun-
tries may be even greater than the decline in international interest rates if
the country risk premium is itself a positive function of international inter-
est rates. The evidence presented in Fernandez-Arias (1996), Frankel,
Schmukler, and Servén (2001), and Kaminsky and Schmukler (2001) sup-
port the notion that country-risk premiums in many emerging markets in-
deed move with international interest rates in a manner that amplifies the
interest rate cycle of industrial countries. Thus, a change in G3 interest rates
shifts the budget line by more than is shown in our simple example, as pro-
cyclical capital flows imply that the change in the industrial country inter-
est rate changes the developing country’s interest rate risk premium in the
same direction. Moreover, one could posit nonlinearities in the response if
large increases in borrowing costs—from balance-sheet strains and credit
rationing—have more substantial effects on income prospects than do sim-
ilar size reductions in borrowing costs.

Table 3.1 provides a summary of the channels of transmission of how
developments in the major industrial countries may influence growth in
emerging markets. Taken together, the various cells of the table would sug-
gest that the trade and finance effects that arise in developed economies
from the growth and interest rate cycles, respectively, tend to at least par-
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tially offset one another. However, G3 exchange rate and interest rate
volatility would seem a priori to have a negative effect on economic growth
in the developing world. Higher interest rate volatility may hamper invest-
ment, while higher G3 exchange rate volatility may retard emerging market
trade.11 While the literature on the impacts on trade of exchange rate volatil-
ity for developed economies is inconclusive, the comparable analysis of this
issue for emerging markets seems much more convincing in concluding that
exchange rate volatility tends to reduce trade.
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Table 3.1 Developed and Developing Country Links

Expected Growth 
Type of Shock Transmission Channel Amplifiers Consequences

The Growth Cycle: Recessions in the G3
Income effects Trade: Lower exports to G3; High trade exposure; Negative

negative high G3 income elasti-
cities

Relative price effects Trade: Decline in the terms High primary commo- Negative
of trade for developing dity content in exports; 
countries high exposure to cycli-

cal industries in exports
International capital Finance: Higher capital flows Large declines in the Positive

flows (primarily bank lending) to domestic demand for 
emerging markets bank loans

The Interest Rate Cycle: Monetary Easings
International capital Finance: Higher portfolio Developed bond and Positive

flows capital flows to emerging equity markets; high in-
markets terest rate sensitivity 

of flows
Debt servicing Finance: Lower cost High levels of debt; Positive

sensitive risk premiums 
to international interest 
rates

Interest earnings Finance: Declining interest High level of reserves Not obvious
income relative to debt

High Volatility in G3
Interest rates Finance: Complicates debt High levels of short- Not obvious

management term debt; large new 
Investment: Uncertainty financing needs; an
tends to reduce investment  initially high level of Negative
consequences FDI

Bilateral exchange Trade: Reduces trade Pegging to a G3 Negative?
rate currency

11. Of course, G3 interest rate volatility may also complicate significantly emerging market
debt management strategies or make systemic strains more likely.



3.3 The Role of the North’s Business and Monetary Policy Cycles: 
The Stylized Facts

In this section, we present stylized evidence on the North-South links
that were discussed in the preceding section. For emerging markets, we ex-
amine international capital flows and growth around various measures of
the U.S. growth and interest rate cycle and contrast periods of high inter-
est rate and exchange rate volatility to those in which volatility was rela-
tively subdued. We present evidence of the direction of North-South trade
and on the impact of G3 developments on international commodity mar-
kets.

Our data are annual and span the years 1970 to 1999, and the country
groupings are those reported in the International Monetary Fund’s World
Economic Outlook (WEO).12 For capital flows, these groupings include all
emerging markets, Africa, Asia crisis countries, other Asian emerging mar-
kets, the Middle East and Europe, and the Western Hemisphere. In report-
ing aggregate real GDP, the WEO groups the Asian countries somewhat
differently. The two reported subgroupings are Asia and newly industrial-
ized Asia, but all other categories remain the same. We examine the cyclical
behavior of net private capital flow and its components: net private direct
investment (i.e., foreign direct investment [FDI]), private portfolio invest-
ment (PI), other net private capital flow (OCF)—which is heavily weighted
toward bank lending—and net official flow (OFF).

3.3.1 The Growth Cycle, Capital Flows, and Emerging Market Growth

Given its prominent position in the world economy, the U.S. business
cycle (not surprisingly) has important repercussions for the rest of the
world. Economic developments in the United States echo loudly in many
developed economies, most notably that of Canada; the same holds true for
developing economies, especially those in the Western Hemisphere and
newly industrialized Asia. To examine the behavior of growth and various
types of capital flows to emerging markets, we first split the sample into two
states of nature according to two criteria. The first parsing separates the
sample into recessions and expansions according to the National Bureau of
Economic Research’s dating of U.S. business cycle turning points. The sec-
ond cut of the data divides the sample into periods in which U.S. real GDP
growth is above the median growth rate for the sample and periods in which
growth is below the median.

Figure 3.2 depicts capital flows to emerging markets (in billions of 1970
U.S. dollars) in recession years versus recovery years for the 1970–99 pe-
riod. As is evident, net flows to emerging markets are considerably larger in

What Hurts Emerging Markets Most? 141

12. The developing country classification in the WEO is comprised of 128 countries. See the
WEO for details on the regional breakdown.
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real terms when the United States is in expansion than when the United
States is in recession. Furthermore, this gap between recession and expan-
sion owes itself primarily to a surge in FDI flows (which increase almost
threefold from recession to expansion) and to portfolio flows (which in-
crease almost fivefold from recession to expansion). The key offsetting cat-
egory is other net inflows to emerging markets, which evaporate when the
United States is in an expansion rather than recession. This disparate be-
havior between FDI and portfolio flows is primarily due to bank lending,
which accounts for a significant part of other flows. Apparently, banks tend
to seek lending opportunities abroad when the domestic demand for loans
weakens and interest rates fall, as usually occur during recessions. The U.S.
bank lending boom to Latin America in the late 1970s and early 1980s and
the surge in Japanese bank lending to emerging Asia in the mid-1990s are
two clear examples of this phenomenon.

However, the surge in FDI flows from the mid-1990s to the present is a
significant departure from FDI’s historical behavior, which is, no doubt,
heavily influenced by the wave of privatization and mergers and acquisi-
tions that took place in many emerging markets during recent years. It is
possible that because this period of privatizations and surging FDI coin-
cides with the longest economic expansion in U.S. history, the results may
imply an exaggerated role for U.S. growth in driving FDI and total net flows.
When we ended our sample in 1992, capital flows to emerging markets still
diminished during economic downturns in the United States (this exercise
is not reproduced here). While FDI flows and portfolio flows continue to be
higher in expansions than in recessions, the drop in other flows during ex-
pansions more than offsets this tendency.

In sum, from the vantage point of the volume of capital flows to emerg-
ing markets, U.S. recessions are not a bad thing. From a compositional
standpoint, however, the more stable component of capital flows, FDI, does
seem to contract during downturns, suggesting that emerging markets may
wind up during these periods relying more heavily on less stable sources of
financing—short-term flows.13

The analogous exercise was performed for emerging-market average
annual GDP growth. As shown in table 3.2, for all developing countries,
growth is somewhat slower during U.S. recessions, averaging 4.8 percent
per annum versus 5.2 percent average growth during expansion years. How-
ever, the pattern is uneven across regions. For the countries in transition,
Asia (including the newly industrialized economies), and the Middle East
and Europe, growth tends to slow during U.S. recessions, while the oppo-
site is true for Africa and the Western Hemisphere. However, in most in-
stances the differences across regions are not markedly different—an issue
we will explore further later.
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13. Other flows are mostly short term.



3.3.2 The Growth Cycle and Trade

If economic downturns in the United States are not necessarily bad for
the availability of international lending to emerging markets, slowdowns
are likely to have adverse consequences for countries that rely heavily on ex-
ports to the United States. Table 3.3 reports the percentage of total exports
(as of 1999) of various emerging markets in Africa, Asia, and the Western
Hemisphere that are destined for the U.S. market. It is evident that bilateral
trade links between the United States and the developing world are
strongest for Latin America, although there is considerable variation within
the region, with Mexico and Argentina sitting at the opposite ends of the
spectrum. However, trade between the United States and the Asian coun-
tries shown in this table is by no means trivial, especially if one considers
that (as shown in table 3.4) the income elasticity in developed economies for
Asian exports is typically estimated to be more than twice as large as the in-
come elasticity for African exports; more generally, the income elasticity of
the exports of developing countries that are major exporters of manufac-
tured goods is well above that of those countries whose exports have a
higher primary commodity content.

As noted earlier, swings in the economic cycle in the United States and
other major industrialized economies typically influence the terms of trade
of primary-commodity exporters. According to the various studies re-
viewed in table 3.5, a 1 percentage point drop in industrial production
growth in the developed economies results in a drop in real commodity
prices of roughly 0.77 to about 2.00 percent, depending on the study.

3.3.3 The Interest Rate–Monetary Policy cycle

In a world of countercyclical monetary policy in industrial countries, an
economic cycle goes hand in hand with an interest rate cycle. As with the
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Table 3.2 The Condition of the U.S. Economy and Foreign Real GDP Growth: 
Annual Rate (%) 1970–99

Condition of U.S.
Monetary Policy:Condition of U.S. Economy:

Region/Country Expansion Recession Tightening Easing

Newly industrialized 
Asian economies 7.92 7.11 8.79 6.93

Developing countries 5.19 4.82 5.17 5.02
Africa 2.75 3.29 2.63 3.10
Asia 6.70 6.25 6.72 6.46
Middle East and Europe 4.47 4.31 3.87 4.80
Western Hemisphere 3.63 3.81 4.21 3.34

Source: Authors’ calculations using International Monetary Fund, World Economic Outlook (October
2000).



Table 3.3 North-South Trade Patterns, 1999

Exports to the U.S. Imports from the U.S.
Region/Country (% of Total Exports) (% of Total Imports)

Latin America
Argentina 11.3 19.6
Brazil 22.5 23.8
Chile 19.4 22.9
Colombia 50.3 32.1
Peru 29.3 31.6
Mexico 88.3 74.1
Venezuela 55.4 42.0

Asia
China Mainland 21.5 11.8
Indonesia 16.1 7.3
Korea 20.6 20.8
Malaysia 21.9 17.4
Philippines 29.6 20.3
Singapore 19.2 17.1
Thailand 21.5 11.5

Africa
Chad 7.2 2.1
Congo, Republic of 19.0 3.5
Ethiopia 8.4 4.9
Kenya 4.6 6.7
Mozambique 4.8 3.7
South Africa 8.2 13.3
Uganda 5.4 3.3
Zimbabwe 5.8 4.8

Source: International Monetary Fund, Direction of Trade Statistics (2000).

Table 3.4 Industrial Country Demand for Developing Country Exports

Income
Study and Sample Importing Country Exporting Country Elasticity

Dornbusch (1985), Major exporters of manufactures All non–oil-developing 1.74
1960 to 1983

Marquez (1990) Canada Non–OPEC-developing 2.83
Germany Non–OPEC-developing 2.29
Japan Non–OPEC-developing 1.22
United Kingdom Non–OPEC-developing 1.45
United States Non–OPEC-developing 3.04
Rest of OECD Non–OPEC-developing 2.61

Reinhart (1995), All developed All developing 2.05
1970 to 1991 Africa 1.28

Asia 2.49
Latin America 2.07



growth cycle, we proceed to describe the stylized evidence by breaking up
the sample in two ways. First, we subdivide the 1970–99 sample into two
subsamples, periods in which monetary policy was easing—that is, the mon-
etary policy interest rate in the United States, the federal funds rate, was de-
clining—and periods of tightening, when the federal funds rate was rising.14

Figure 3.3 reports the results of this exercise. In years when U.S. mone-
tary policy was easing, emerging markets in all regions (with the exception
of Africa, which is almost entirely shut out of international capital markets)
receive a markedly higher volume of capital inflows. While FDI and port-
folio flows do not change much, other (short-term) flows respond markedly
to the interest rate cycle. As shown in the third and fourth columns of table
3.2, average annual GDP growth rates are generally lower during easings of
U.S. monetary policy than during tightening episodes—which may simply
attest to the fact that Federal Reserve easings most often coincide with a
U.S. economic slowdown. This tendency may also suggest that, to the extent
that capital inflows have positive consequences for economic activity (an
important issue that has not received much attention in the literature), these
effects may not be contemporaneous.
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14. More specifically, a year was denoted as one of tightening (easing) if the average level of
the federal funds rate in December was higher (lower) than that of twelve months earlier. Rec-
ognize that this cut of the data does not discriminate between modest and marked policy
changes: A 50 basis point drop in the federal funds rate during a given year would be lumped
together with a 400 basis point drop. To get at this issue, we also broke the sample into periods
when real interest rates are above the sample median and periods in which rates are below the
median. (Real ex post interest rates are calculated as the nominal yield on a three-month trea-
sury bill less the annual consumer price inflation rate.) Those results, which are not reported
here due to consideration of space, approximate those in the main text.

Table 3.5 Commodity Prices and Economic Cycles: A Review

Dependent Measure of Developed-
Study Variable/Sample Period Country Growth Rate Used Coefficient

Borensztein and All commodity index/ Industrial production for 1.40
Reinhart (1994) 1971:1–1992:3, quarterly developed economies

All commodity index/ Industrial production for 1.54
1971:1–1992:3, quarterly developed economies plus 

GDP for the former Soviet 
Union

Chu and Morrison (1984) All commodity index/ GDP weighted industrial 1.66
1958–82, quarterly production-G7 countries

Dornbusch (1985) All commodity index/ OECD industrial 2.07
1970:2–1985:1, quarterly production

Holtham (1988) All commodity index/ GDP growth for the G7 0.51
1967:2–1982:2, semiannual economies

Industrial production for 
the G7 economies 0.77
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3.3.4 Stylized Evidence on the Twin Cycles

Given the synchronization of the economic growth and policy cycles, a
finer reading of the data is probably warranted. Table 3.6 divides the sample
into four states of nature for the United States: recession accompanied by
monetary policy tightening; recession accompanied by easing; expansion
and tightening; and expansion and monetary policy easing. The role of the
business cycle is quite evident in the results. The worst outcome for emerg-
ing markets occurs when the United States is in a deep enough recession
that monetary policy is being systematically eased (the upper left cell in
each regional entry). In general, entries along the minor diagonal—repre-
senting either an expansion facilitated by policy easing or a U.S. economy
weak enough to be in recession but not so weak as to preclude Federal Re-
serve tightening—contain fast rates of growth in economic activity. The
fastest rates of growth are invariably recorded in the lower right cell, which
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Table 3.6 Emerging Market Economies and U.S. Economic and Policy Cycles

Condition of U.S.
Monetary Policy

Condition of
U.S. Economy Easing Tightening

Real GDP Growtha

Region/country
Newly industrialized Asian economies Recession 6.81 8.16

Expansion 7.01 8.92
Asia Recession 6.02 7.07

Expansion 6.75 6.65
Developing countries Recession 4.44 6.13

Expansion 5.39 4.98
Western Hemisphere Recession 2.78 7.41

Expansion 3.69 3.57

Net Private Capital Flowsb

Source of capital
Net private capital flows Recession 13.86 8.58

Expansion 19.35 13.21
Net private portfolio investment Recession 1.48 0.19

Expansion 6.61 3.95
Net private direct investment Recession 4.24 3.42

Expansion 11.50 11.03
Other net private capital flows Recession 8.38 4.98

Expansion 1.24 –1.78

Source: Authors’ calculations using International Monetary Fund, World Economic Outlook
(October 2000).
aAverage annual real GDP growth, percent.
bAverage, billions $1970.



includes those years in which the U.S. economy is expanding and monetary
policy tightening. That is, foreign economies historically grow the fastest in
the latter stages of the U.S. business cycle when fast U.S. growth is creating
pressures on resources that trigger Federal Reserve tightening.

As to capital flows, the priors are less well defined. On the one hand, the
Calvo, Leiderman, and Reinhart (1993) hypothesis would suggest that, other
things being equal, tighter monetary policy (i.e., rising interest rates) would
lead to lower capital flows to emerging markets. On the other hand, while re-
cessions in the North may dampen FDI flows (as these are often linked to
trade), economic slowdowns tend to be accompanied by a weakening in the
domestic demand for loans—which, in the past, has often led banks to seek
lending opportunities abroad (see Kaminsky and Reinhart 2001).

The lower panel of table 3.6 presents net capital flows and its components
to all emerging markets during these four states of nature. For net private
flows, the largest entry falls in the lower left cell, suggesting that both lower
interest rates and faster growth in the United States are potential catalysts
for capital flows into emerging markets. However, this feature is not consis-
tent across categories: FDI and portfolio flows thrive when expansions are
coupled with falling interest rates, but other flows, which are largely com-
posed of bank lending, do not. Like other flows, these tend to increase in pe-
riods of falling interest rates but contract during expansions; other flows are
highest when the United States is in recession and interest rates are falling.

3.3.5 The Repercussions of the Twin Cycles: Basic Tests

The preceding discussion does not shed light on the relative statistical sig-
nificance of the twin cycles. To address that issue, we next run a variety of
simple regressions that attempt to explain capital flows and growth in emerg-
ing markets through developments in the developed economies, particularly
the United States. Our sample spans the period 1970–99 for all regions.

In examining real private flows to all emerging-market economies, we use
four different measures of real private capital flows: net capital flows, net di-
rect investment, net portfolio flows, and other capital flows. The regressors
in the first set of equations are real U.S. GDP growth and the U.S. short-
term nominal interest rate (the yield on the three-month treasury bill). Be-
cause neither of these variables poses a potential endogeneity problem, our
estimation method is simple ordinary least squares. Table 3.7 reports the re-
sults of this regression for all emerging market economies; the appendix
reports results for particular regions.

When we examine the results for the emerging market aggregate, as well
as for most of the regional subgroups, U.S. nominal interest rates seem to
play a more dominant and systematic role in explaining capital flows to
emerging markets than does U.S. economic growth. As a general rule, ris-
ing U.S. interest rates are associated with falling capital flows to emerging
markets. In effect, in many of the regressions, the coefficient on growth is
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negative, suggesting that when the United States is enjoying rapid growth,
capital stays at home. This effect is most pronounced in the category of
other net flows, consisting largely of bank lending. Both FDI flows and
portfolio flows are consistently interest rate–sensitive.15

There are, however, various regional differences worth highlighting.
First, U.S. nominal interest rates are significant in explaining portfolio and
FDI flows in all regions—but the impacts are greatest in the Western Hemi-
sphere and lowest in Africa. This result may simply emphasize that, among
the emerging markets with some access to international capital markets
(Asia and Latin America), the latter are more heavily indebted and inter-
connected with the United States. Second, growth in the United States has
a significant and positive influence in explaining FDI to the Western Hemi-
sphere, which is not the case for other regions. Third, as the descriptive
analysis anticipated, the other capital flow category behaves very differently
from FDI and portfolio flows.

We next perform a comparable exercise for growth similar to that of
Dornbusch (1985), who focused on the links between developing debtor
countries and their developed counterparts. Dornbusch regressed develop-
ing country GDP growth on a measure of Organization for Economic Co-
operation and Development (OECD) growth and found the coefficient on
the OECD growth measure to be statistically significant, in the 0.28–0.76
range.16 More recently, Frankel and Roubini (2000) regressed developing
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15. Similar results obtain when developed-country real GDP growth rates are used in lieu of
the U.S. growth rate, but these results are not reported here due to considerations of space.

16. Dornbusch used industrial production, real GDP growth, and import volume; the
sample was taken from 1961 to 1984.

Table 3.7 Determinants of Real Private Capital Flows to Emerging 
Market Economies

United States

Nominal Real GDP
Type of Capital Flow Constant Interest Rate Growth R2

Net private capital flows 34.21 –2.32 –1.09 0.18
(8.38) (0.96) (1.11)

Net private direct investment 18.80 –1.57 0.26 0.16
(6.61) (0.76) (0.88)

Net private portfolio investment 13.55 –1.26 –0.33 0.19
(4.33) (0.50) (0.57)

Other net private capital flows 2.11 0.50 –1.06 0.09
(6.16) (0.71) (0.82)

Source: Authors’ calculations using International Monetary Fund, World Economic Outlook
(October 2000) and Council of Economic Advisers, Economic Report to the President (2001).
Notes: Estimated using annual data from 1970 to 1999. Standard errors are in parentheses.



country growth for various regional groupings against the G7 real interest
rate; they found that the coefficients on real interest rates were negative and
in most cases statistically significant, with the greatest interest sensitivity in
the Western Hemisphere.17

Our exercise here combines these two approaches. As shown in table 3.8,
when GDP growth for the various country groupings is regressed against
U.S. growth and the short-term real interest rate, the results tend to be quite
intuitive. The sensitivity of growth to U.S. growth is highest (and statistically
significant) for the newly industrialized Asian economies, which depend
greatly on trade with the United States, and lowest for the remainder of Asia.
For all developing countries, both of the regressors have the anticipated signs
and are statistically significant. A 1 percentage point decline in U.S. growth
rates reduces GDP growth for the developing countries by 0.2 percent, while
a 1 percent increase in U.S. real interest rates reduces it by 0.24 percent. De-
spite strong trade links with the United States for most countries in the re-
gion, U.S. growth is only marginally statistically significant for the Western
Hemisphere, although the coefficient is positively signed. U.S. growth is also
significant for the Middle East and European developing countries. Given its
history of relatively high levels of indebtedness and periodic debt-servicing
difficulties, it is not surprising that the U.S. real interest rate is significant and
that growth is most sensitive to interest rate fluctuations in the Western
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Table 3.8 Determinants of Real GDP Growth in Emerging Market Economies

United States

Short Real Real GDP
Region/Country Constant Interest Rate Growth R2

Newly industrialized Asian economies 6.25 –0.21 0.56 0.16

(0.94) (0.23) (0.25)
Developing countries 4.83 –0.24 0.20 0.23

(0.40) (0.10) (0.11)
Africa 2.95 –0.14 0.05 0.03

(0.60) (0.15) (0.16)
Asia 6.30 0.16 0.01 0.04

(0.67) (0.16) (0.18)
Middle East and Europe 3.84 –0.52 0.43 0.17

(1.04) (0.26) (0.28)
Western Hemisphere 3.73 –0.71 0.32 0.43

(0.66) (0.16) (0.17)

Source: Authors’ calculations using International Monetary Fund, World Economic Outlook
(October 2000) and Council of Economic Advisers, Economic Report to the President (2001).
Notes: Estimated using annual data from 1970 to 1999. Standard errors are in parentheses.

17. The coefficient for the Western Hemisphere was –0.77, compared to –0.39 for all market
borrowers.



Hemisphere; the coefficient (–0.71) is almost four times as large, in absolute
terms, as for all developing countries. Indeed, one cannot reject the hypoth-
esis that a 1 percent increase in U.S. real interest rates leads to a 1 percent de-
cline in growth in the region. Real U.S. interest rates are also statistically sig-
nificant for the Middle East and Europe. For countries at the other end of the
spectrum—the newly industrialized Asian economies, with low levels of ex-
ternal debt and considerable access to private capital markets—U.S. interest
rates are not significant, although the coefficient has the expected negative
sign. As far as these regressions are concerned, U.S. developments have no
systematic relationship with the rest of developing Asia.18

3.4 The Consequences of Exchange Rate and 
Interest Rate Volatility in the North

To examine the issue of whether the volatility of interest rates and G3
exchange rates has adverse consequences for cross-border capital flows
to emerging markets and growth, we split our sample into high- and low-
volatility periods and conduct a set of exercises comparable to those dis-
cussed in the preceeding section.

3.4.1 Background on Exchange Rate Variability in Emerging Markets

The argument that excessive volatility of G3 exchange rates imposes sig-
nificant costs on emerging markets seems to rely mostly on a spending
channel. A large swing in the dollar’s value on the foreign exchange market
in terms of the yen and the euro translates directly into changes in the com-
petitiveness of countries that link their currencies to the dollar—either
through a hard peg or a highly managed float. The evidence in Calvo and
Reinhart (2002) suggests that many developing countries fall into that
group. They report a widespread “fear of floating,” in that many emerging
market currencies tend to track the dollar or the euro closely, even in cases
that are officially classified as floating.

Some sense of the stakes for emerging-market economies can be had
from figures 3.4 through 3.6 and table 3.9. We calculated simple annual av-
erages of the absolute value of the monthly changes in the logarithms of the
real deutsche Mark/dollar and real yen/dollar exchange rates from 1970 to
1999, of the percentage point change in the real U.S. treasury bill rate (on
the rationale that most developing country borrowing is denominated in
U.S. dollars) from 1973 to 1999, and of the monthly changes in the loga-
rithm of U.S. real personal consumption expenditure from 1970 to 1999.
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18. An elegant model that broadly supports this pattern of coefficients is provided by Gertler
and Rogoff (1990). They offer a framework in which a country’s level of wealth influences the
extent of agency problems in lending and, therefore, the degree of integration with the world
capital market. As a general rule in table 3.8, regions with greater per capita wealth tend to be
more tightly linked to U.S. interest rates.
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The three figures split the sample into two states of nature: those in which
G3 exchange rate volatility is above and below the sample median (in fig.
3.4), those in which U.S. interest rate volatility is above and below the
sample median (in fig. 3.5), and those in which the average annual volatility
of U.S. personal consumption expenditure is above and below the median
(in figure 3.6). As before, we report the volume of real capital flows by coun-
try grouping and type across the sample split. As is evident from figure 3.4,
the volatility of G3 exchange rates has little discernible effect on net real
private capital flows to emerging-market economies or on any of the major
regions reported. Beneath that total, though, there are important composi-
tional effects, in that both portfolio and other net capital flows step lower
when G3 exchange rate volatility is higher. The unchanged total is due to the
fact that private direct investment moves in the opposite direction: From
1970 to 1999, FDI tended to be higher in those years when G3 exchange rate
volatility was on the high side of the median.

Similar offsetting movements of FDI and portfolio and other capital
flows are evident when the sample is split according to the volatility of the
U.S. short-term real interest rates, as in figure 3.5. In this case, on net, real
private capital flows are somewhat higher when U.S. rates move more from
month to This follows because the expansion of portfolio and other flows
when interest rates are volatile more than makes up for a contraction in
FDI. Apparently, the short-term financial transactions in portfolio and
other flows are energized by interest rate volatility, even as the longer-term
transactions in FDI flag.

The total and major components of private capital flows respond more
similarly when the sample is split according to the volatility of U.S. con-
sumption spending, as seen in figure 3.6. Relatively stable personal con-
sumption expenditure (PCE) growth in the United States is associated with
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Table 3.9 Volatility and Foreign Real GDP Growth: Annual Rate (%), 1970–99

Degree of U.S.
Consumption 

Volatility

Degree of
G3 Currency 

Volatility

Degree of 
U.S. Rate
Volatility

Region/Country High Low High Low High Low

Newly industrialized 
Asian economies 7.95 7.02 6.96 8.49 8.94 6.23

Developing countries 5.33 4.56 4.68 5.54 5.25 4.88
Africa 2.42 2.75 2.73 3.12 3.44 2.30
Asia 6.53 6.89 6.30 6.87 6.64 6.48
Middle East and Europe 4.33 3.37 3.55 5.42 4.90 3.89
Western Hemisphere 4.90 1.98 3.33 4.09 3.87 3.47

Source: Authors’ calculations using International Monetary Fund, World Economic Outlook (October
2000).
Note: Sample period for U.S. rate volatility is 1973 to 1999.



larger capital flows, on net, to emerging market economies, especially those
taking the form of foreign direct and portfolio investment. To an important
extent, this may be due to the combination of a secular decline in U.S. con-
sumption volatility and a secular increase in the volume of capital flows.
Simply, low–consumption volatility years predominate later in the sample,
when capital flows are also larger.19

Table 3.9 reports the average annual growth rates of real GDP in devel-
oping countries for different splits of the data determined by the volatili-
ties, in turn, of G3 exchange rates, U.S. interest rates, and U.S. consumption.
As a general rule, neither G3 exchange rate volatility nor U.S. consump-
tion volatility appears harmful to growth prospects in emerging market
economies. In both cuts of the data, high volatility is associated with about
1⁄2 to 3⁄4 percentage point faster growth in developing countries, as we see
when comparing columns (1) and (2) for G3 exchange rates or columns (5)
and (6) for U.S. consumption. For some regions, particularly newly indus-
trialized Asian economies, the difference is quite large. What is also appar-
ent is that U.S. short-term interest rates, on average, are linked to slower
economic growth in the developing world, with differences in growth across
the two regimes ranging from 3/8 to nearly 2 percentage points.

The insight that emerges from the simple model is that enforcing target
zones in the G3 currencies involves choosing a point along the trade-off be-
tween lower exchange rate volatility and higher interest rate volatility.
Moreover, to the extent that G3 spending is sensitive to interest rates, there
will be a corresponding trade-off between lower exchange rate volatility and
higher consumption volatility. We parsed our sample along the dimensions
of that trade-off, examining capital flows and GDP growth according to the
joint behavior of the relevant volatilities. Table 3.10 records those results.
From an emerging-market perspective, G3 target zones imply moving from
the upper right cell of each panel, where G3 currency volatility is high but
U.S. interest rate of PCE volatility is low, to the lower left cell, where G3 cur-
rency volatility is low but U.S. interest rate or PCE volatility is high.

With regard to the upper four panels of the table looking at the comove-
ment of G3 exchange rate and U.S. interest rate volatility, net private capi-
tal flows were almost $5 billion higher, on average, in those years in which
G3 exchange rates were not volatile and U.S. interest rates were. However,
by considering the minor diagonals on the other three panels, it become
clear that this is the case because a sizable decline in FDI across the two pe-
riods was offset by increases in hotter-money flows—portfolio investment
and other private flows. Moreover, it would have been unwise in emerging-
market economies over the past twenty-seven years to trade times when G3
exchange rates were volatile but U.S. PCE growth was stable for times when
G3 exchange rates were stable but U.S. PCE growth was volatile. Across the
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19. Two-thirds of the observations on PCE variability in the first half of the sample lie above
the median calculated over the entire sample.



bottom four panels of table 3.10, real private flows uniformly fall as they
move from the upper right cell to the bottom right cell. Taken together, the
results given in table 3.10 provide no evidence that the flow of private capi-
tal to emerging market economies would benefit from a G3 target zone.

However, attracting financial capital is only an intermediate goal relative
to the ultimate responsibility of national authorities to foster economic
growth. Table 3.11 presents averages of real GDP growth from 1973 to 1999
for major country groups split according to the joint behavior of G3 ex-
change rates and either U.S. interest rates or PCE. Here, the evidence does
suggest that trading higher for lower G3 exchange rate volatility, even at the
cost of more volatility in either U.S. interest rates or consumption, would
benefit growth.

Table 3.12 addresses the possibility of nonlinearities in the responses of
developing countries by using an indicator approach. In the two left panels,
data on the number of currency crises in developing countries by year (out
of the total number of years) are sorted according to G3 exchange rate, U.S.
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Table 3.10 Net Private Capital Flows to Emerging Market Economies and 
G3 Volatilities

Condition of G3
Currency Volatility

Source of Capital U.S. Volatilitya Low High

U.S. Interest Rate and G3 Exchange Rate Volatilities
Net private capital flows Low 13.44 15.01

High 19.91 14.85
Net private portfolio investment Low 5.09 3.01

High 9.03 1.39
Net private direct investment Low 10.01 14.83

High 7.68 4.25
Other net private capital flows Low –1.65 –2.83

High 3.19 9.21

U.S. PCE and G3 Exchange Rate Volatilities
Net private capital flows Low 28.46 16.20

High 4.47 13.70
Net private portfolio investment Low 13.50 2.76

High 0.51 2.04
Net private direct investment Low 13.02 12.00

High 3.14 9.74
Other net private capital flows Low 1.94 1.44

High 0.82 1.93

Source: Authors’ calculations using International Monetary Fund, World Economic Outlook
(October 2000).
Note: Average, billions $1970, 1973 to 1999.
aColumn refers to U.S. rate volatility in first half of table and to PCE volatility in second half
of table.



Table 3.12 Likelihood of the Twin Crises and G3 Volatilities

Condition of G3 
Currency Volatility

Type of Crises U.S. Volatility Low High

Currency crises Lowa 0.10 0.25
Higha 0.10 0.10

Banking crises Lowa 0.05 0.20
Higha 0.10 0.15

Currency crises Lowb 0.10 0.25
Highb 0.10 0.10

Banking crises Lowb 0.10 0.20
Highb 0.05 0.15

Source: Authors’ calculations using International Monetary Fund, World Economic Outlook
(October 2000).
Note: Percent of the sample of above-the-median crises, 1980 to 1998.
aColumn refers to U.S. rate volatility.
bColumn refers to U.S. PCE volatility.

Table 3.11 Real GDP Growth in Emerging Market Economies and G3 Volatilities

Condition of G3
Currency Volatility

Region U.S. Volatilitya Low High

U.S. Interest Rate and G3 Exchange Rate Volatilities
Newly industrialized Asian economies Low 8.46 6.44

High 8.06 7.83
Asia Low 8.10 6.41

High 6.89 6.12
Developing countries Low 4.93 4.42

High 5.51 5.11
Western Hemisphere Low 9.04 9.93

High 7.37 6.20

U.S. PCE and G3 Exchange Rate Volatilities
Newly industrialized Asian economies Low 7.44 5.32

High 9.13 8.60
Asia Low 7.91 5.41

High 6.63 7.19
Developing countries Low 5.92 4.10

High 4.56 5.25
Western Hemisphere Low 6.08 6.04

High 4.51 5.44

Source: Authors’ calculations using International Monetary Fund, World Economic Outlook
(October 2000).
Note: Average annual rate, percent, 1973 to 1999.
aColumn refers to U.S. rate volatility in first half of table and to U.S. PCE volatility in second
half of table.



interest rate, and PCE volatility (with the crisis indicator defined according
to the methodology in Frankel and Rose 1996, as recently updated and ex-
tended to a larger country set by Reinhart 2000).20 The right panels report
similar calculations using the number of banking crises from the same
source. As can be seen along the minor diagonals of the four panels, years
in which G3 exchange rate volatility was above its median and interest rate
volatility in the United States was below its median over the past eighteen
years were associated with relatively more crises in developing countries, es-
pecially compared to those years when G3 currency volatility was low but
U.S. interest rate volatility was high. In that sense, advocates of target zones
are correct in noting that crises are more frequent when G3 exchange rates
are more volatile. Moreover, that historical record suggests that the situa-
tion can be improved upon by reducing that volatility by incurring more in-
terest rate of PCE volatility in the United States.

3.4.2 Basic Tests

The difficulty in interpreting these data, whether on capital flows or GDP
growth, is that some of the regularities observed in moving between the cells
of these contingency tables may result from systematic macroeconomic
changes rather than unique effects from the various volatilities. However,
in an earlier section, we offered a simple regression that helped to explain
emerging-market economies’ capital flows and GDP growth using variables
that could be treated as exogenous to the South–U.S. interest rates and eco-
nomic growth. We now ask whether G3 indicator variables have any ability
to explain the residuals to those “fundamental” regressions, and thereby
put confidence bands about the estimates of the effects of interest rate and
exchange rate volatility on capital flows and GDP growth.

Each block of table 3.13 corresponds to a specification in which the resid-
ual from the equation explaining the capital flow concept in the column
head is regressed against two G3 dummies (with no constant terms, as the
dummies are exhaustive). Those dummies are the same we have used to split
the data in the various exercises already reported and capture the U.S. busi-
ness cycle; U.S. monetary policy; the volatilities of U.S. real short-term rates,
G3 exchange rates, and U.S. consumption growth; currency crises; and
banking crises.21 In general, a statistically significant coefficient would indi-
cate that a G3 factor exerted an additional influence beyond that contained
in U.S. interest rates and income. As to G3 target zones in particular, there
appears to be no significant effect on average of episodes of higher vola-
tilities by either measure for topline net capital flows. Taken literally—
no doubt too literally—this would indicate there is no particular cost to
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20. The results are similar when one employs the methodology of Kaminsky and Reinhart
(1999).

21. Thus, there are twenty-eight regressions reported in the table corresponding to four mea-
sures of capital flows and seven different sets of states of nature.



Table 3.13 Can “Excess” Real Capital Flows Be Explained by G3 Factors?

Net Private Capital Flows

Type of Factor Total Direct Investment Portfolio Other

U.S. business cycle
Expansion 0.44 0.69 0.61 –0.88

(2.72) (2.14) (1.39) (1.98)
Recession –1.03 –1.61 –1.41 2.06

(4.16) (2.14) (2.13) (1.98)
U.S. monetary policy

Tightening –1.78 0.42 –0.44 –1.78
(3.58) (2.85) (1.86) (2.62)

Easing 1.19 –0.28 0.29 1.18
(2.92) (2.32) (1.52) (2.14)

Volatility of U.S. real 
short-term ratesa

High 2.40 –2.53 1.58 3.28
(3.49) (2.51) (1.77) (2.37)

Low 0.02 4.47 –0.18 –4.30
(3.36) (2.42) (1.71) (2.29)

Volatility of G3 
exchange rates

High 0.85 3.04 –0.92 –1.34
(3.11) (2.32) (1.59) (2.27)

Low –0.97 –3.47 1.05 1.53
(3.33) (2.48) (1.70) (2.42)

Volatility of U.S. 
consumption

High –4.93 –3.15 –2.76 1.06
(2.81) (2.31) (1.42) (2.28)

Low 5.63 3.61 3.16 –1.21
(3.00) (2.47) (1.52) (2.44)

Currency crisesb

High 1.44 1.66 3.34 –3.61
(4.37) (2.76) (2.04) (2.55)

Low 5.25 4.22 1.38 –3.61
(5.12) (3.23) (2.39) (2.99)

Banking crisesc

High 2.34 1.99 3.82 –3.55
(4.62) (2.91) (2.11) (2.69)

Low 3.83 3.57 1.07 –0.84
(4.87) (3.07) (2.22) (2.83)

Source: Authors’ calculations using International Monetary Fund, World Economic Outlook
(October 2000) and Council of Economic Advisers, Economic Report to the President (2001).
Notes: Relationship of the residual from the capital flow fundamentals equations to G3
dummy variables from 1970 to 1999. Standard errors are in parentheses.
aEstimated from 1973 to 1999.
bEstimated from 1980 to 1998.
cEstimated from 1980 to 1998.



making real interest rates more volatile, but there is also no particular bene-
fit in damping G3 exchange rate volatility. This statistical evidence ultimately
differs little from the theoretical analysis; from the perspective of emerging-
market economies, the case for limiting G3 exchange rate volatility is not
proven. A similar analysis across regional aggregates, not included here due
to considerations of space, provides no reason to question that judgment.

We performed a similar exercise to see if episodes of either volatile G3 ex-
change rates or U.S. real interest rates exerted a systematic influence on the
growth of output in major emerging-market areas. Those results, reported
in table 3.14, tell a similar story. Across the six areas examined, none of the
dummy variables related to the various volatilities differed significantly
from zero. Taken together, the evidence suggests that advocates of G3 tar-
get zones have to identify another mechanism by which financial market
volatility in the industrial countries impinges on their neighbors to the
South beyond that expected through the flows of trade (with their associ-
ated effects on income) or capital.

3.5 Concluding Remarks

In this paper, we have attempted to analyze and quantify how develop-
ments in the exchange rate arrangements of the G3 countries influence
emerging market economies. The debate on G3 target zones should be placed
in the broader context of the ongoing debate on exchange rate arrangements
in emerging-market economies, which often hinge on credibility. The advo-
cates for dollarization, for instance, argue that a nation with an uneven his-
tory of commitment to low inflation can import the reputation of the central
bank of the anchor currency. For the issue at hand, however, there are no ob-
vious bonuses to smaller countries should G3 central banks damp the fluc-
tuations of their currencies—and, as discussed in Rogoff (2001), the benefits
to developed countries are limited at best. This also implies that the direct
benefits to emerging-market economies should stem only from the lessened
volatility of their trade-weighted currencies. However, as Rose (2000) points
out, the benefits of reduced exchange rate variability on trade flows, at least,
are small compared to those of adopting a common currency.

This is also the place to discuss the limitations to our analysis. In partic-
ular, our use of linear, or nearly linear, models may understate the conse-
quences of variability in interest rates and exchange rates. To the extent that
high world interest rates trigger balance sheet problems in emerging mar-
kets, the consequences of the trade-off implied by a target zone may be con-
siderable. Indeed, one repeated message of this paper is that emerging-mar-
ket economies are different from their industrial brethren, having already
surrendered a high degree of autonomy in their monetary policies, often
pricing their goods in foreign—not local—currencies, and being vulnerable
to sudden exclusion from world financial markets.
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Table 3.14 Can “Excess” Real GDP Growth Be Explained by G3 Factors?

Newly Middle
Industrialized Developing East and Western

Type of Factor Asia Countries Africa Asia Europe Hemisphere

U.S. business cycle
Expansion 8.24 6.07 2.42 –6.82 –0.23 0.69

(3.02) (2.26) (1.53) (1.97) (0.68) (0.69)
Recession 6.54 –0.17 –0.86 1.46 0.54 0.87

(4.62) (3.45) (2.34) (3.01) (1.04) (1.06)
U.S. monetary policy

Tightening 4.12 4.37 0.29 –7.14 –1.23 –0.47
(3.91) (3.11) (2.06) (2.76) (0.85) (0.87)

Easing 10.14 4.08 2.20 –2.47 0.82 1.55
(3.19) (2.54) (1.68) (2.25) (0.70) (0.71)

Volatility of U.S. 
real short-term 
ratesa

High 9.74 0.66 2.36 –0.30 –0.85 –0.50
(4.01) (2.86) (2.07) (2.51) (0.77) (0.77)

Low 7.06 8.76 0.93 –9.37 –0.26 0.88
(3.87) (2.76) (1.99) (2.42) (0.74) (0.74)

Volatility of G3 
exchange rates

High 7.67 6.03 –0.40 –4.98 –0.34 0.46
(3.47) (2.64) (1.73) (2.46) (0.78) (0.79)

Low 7.80 2.10 3.54 –3.60 0.39 1.05
(3.71) (2.82) (1.84) (2.63) (0.83) (0.85)

Volatility of U.S. 
consumption

High 2.12 1.31 –1.24 –3.83 0.19 0.98
(3.10) (2.57) (1.64) (2.46) (0.78) (0.79)

Low 14.15 7.50 4.50 –4.92 –0.22 0.46
(3.32) (2.75) (1.75) (2.63) (0.84) (0.85)

Currency crisesb

High 6.44 3.83 3.03 –7.35 –0.89 0.09
(4.93) (3.10) (2.49) (2.95) (0.76) (0.83)

Low 15.99 10.33 4.23 –5.47 –0.48 0.40
(5.78) (3.64) (2.92) (3.46) (0.89) (0.97)

Banking crisesc

High 9.30 4.70 4.24 –6.76 –0.71 0.12
(5.39) (3.36) (2.61) (3.11) (0.80) (0.87)

Low 11.75 8.64 2.76 –6.33 –0.73 0.34
(5.68) (3.55) (2.75) (3.28) (0.84) (0.92)

Source: Authors’ calculations using International Monetary Fund, World Economic Outlook (October
2000) and Council of Economic Advisers, Economic Report to the President (2001).
Notes: Relationship of the residual from the real GDP growth fundamentals equations to G3 dummy
variables from 1970 to 1999. Standard errors are in parentheses.
aEstimated from 1973 to 1999.
bEstimated from 1980 to 1998.
cEstimated from 1980 to 1998.



Appendix

Determinants of Real Private Capital Flows to Emerging
Market Economies

United States

Region/Country Nominal Interest Rate Real GDP R 2

Africa
Net private capital flows 0.21 0.04 0.06

(0.17) (0.19)
Net private direct investment –0.07 0.00 0.15

(0.03) (0.04)
Net private portfolio investment –0.09 0.04 0.21

(0.04) (0.05)
Other net private capital flows 0.37 0.00 0.15

(0.18) (0.20)
Asia and crisis countries

Net private capital flows 0.05 –0.42 0.05
(0.34) (0.39)

Net private direct investment –0.12 –0.02 0.15
(0.06) (0.06)

Net private portfolio investment –0.25 –0.05 0.13
(0.13) (0.15)

Other net private capital flows 0.43 –0.35 0.18
(0.25) (0.29)

Other Asian emerging markets
Net private capital flows –0.26 –0.06 0.03

(0.27) (0.31)
Net private direct investment –0.64 0.07 0.19

(0.27) (0.31)
Net private portfolio investment –0.04 –0.04 0.03

(0.05) (0.06)
Other net private capital flows 0.42 –0.09 0.11

(0.25) (0.28)
Middle East and Europe

Net private capital flows –1.68 –0.25 0.33
(0.46) (0.54)

Net private direct investment –0.08 0.08 0.11
(0.07) (0.08)

Net private portfolio investment 0.02 –0.06 0.01
(0.12) (0.14)

Other net private capital flows –1.63 –0.27 0.39
(0.40) (0.46)

Western Hemisphere
Net private capital flows 0.04 –0.29 0.01

(0.47) (0.54)
Net private direct investment –0.41 0.10 0.09

(0.27) (0.32)
Net private portfolio investment –0.73 –0.21 0.20

(0.28) (0.32)
Other net private capital flows 1.18 –0.21 0.27

(0.40) (0.46)

Source: Authors’ calculations using International Monetary Fund, World Economic Outlook (October
2000) and Council of Economic Advisers, Economic Report to the President (2001).
Note: Estimated using annual data from 1970 to 1999. Standard errors are in parentheses.
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Comment Joshua Aizenman

This interesting paper investigates an issue of great importance to emerging
markets—the welfare effect of attempts to reduce the exchange rate volatil-
ity among the G3 currencies. My discussion will start with an overview of
the main message of the paper and will conclude with several remarks re-
garding the robustness of the arguments advanced in it.

Overview

The Goal

The purpose of the paper is to examine the welfare effect, from an emerg-
ing-market perspective, of reducing the G3 currencies’ variability. It ex-
plores the various channels of North-South transmission and analyzes the
link between the G3 exchange rate and interest rate volatility, and economic
growth in developing countries.

The Background

Using target zones as a mechanism for reducing the volatility of the G3
currencies has been advocated by various economists, including McKin-
non, Williamson, Clarida, and others. These proposals focused mostly on
the Organization for Economic Cooperation and Development (OECD).
Little attention was given to the implications of adopting the target zone
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regime on the welfare of the emerging markets. This issue may be of special
relevance as many developing countries tie their currency to that of one of
the G3 countries, frequently to the U.S. dollar, as a manifestation of the
“fear of floating” (see Calvo and Reinhart 2000).

The Main Argument

The authors are skeptical regarding the ultimate welfare gains from sta-
bilizing the G3 currencies. They assert that lower volatility of the G3 cur-
rencies would ultimately lead to higher interest rate volatility. They observe
that sterilized intervention does not work and that restricting capital mo-
bility is against the consensus. Hence, the authors conclude that the inter-
est rate adjustment will replace exchange rate adjustment. The welfare con-
sequences of these changes are ambiguous—higher interest rate volatility
would be costly to emerging markets (EMs), and these costs may exceed the
benefits from more stable G3 currencies.

This argument is illustrated in figure 3C.1. The authors presume the pres-
ence of a concave association between the exchange rate and the emerging
markets’ output. Similarly, the association between the G3 interest rate and
the emerging markets’ output is concave. This in turn would imply that sta-
bilizing the G3 currencies would increase the emerging markets’ expected
GDP and welfare, as is illustrated in panel A. However, the resultant greater
volatility of the interest rate would reduce the emerging markets’ expected
GDP and welfare (see panel B). The net balance would be determined by
the relative strength of these two conflicting effects.

In section 3.4 the authors review in detail the linkages between the G3 and
EM. Among their interesting findings, they report that economic growth in
developing countries tends to be faster against the backdrop of a more stable
U.S. short-term interest rate. Specifically, EMGrowth (volatile G3 E. rates �
stable iU.S.) – EMGrowth (volatile iU.S. � stable G3 E. rates) � %1.25. This ob-
servation induces them to conclude that there is no natural presumption that
the emerging markets would benefit from stabilizing the G3 currencies.
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Fig. 3C.1 A, Expected output and exchange rate volatility; B, Expected output and
interest rate volatility



Response

Is There a Trade-Off Between Interest Rate Volatility 
and Exchange Rate Volatility for the G3?

The logic of the paper presumes the existence of a trade-off between in-
terest rate and exchange rate volatility for the G3. With such a trade-off, fig-
ure 3C.1 illustrates the ambiguity of the welfare effects attributed to greater
exchange rate stability. However, no evidence is presented to support this
presumption. The existing literature provides us with little guidance regard-
ing this issue. In fact, several contributions are skeptical about this trade-off.
For example, Flood and Rose (1995) failed to find such a trade-off, report-
ing, “The graphs indicate that there is no substantial tradeoff between ex-
change rate volatility and the volatility of (domestic) interest rate” (Flood
and Rose 1995, 17). A recent update of this study is summarized by Jeanne
and Rose (1999), who found that macroeconomic fundamentals do not ex-
hibit regime-varying volatility. These authors advance a possible interpreta-
tion for these findings, focusing on the impact of the entry of noise traders to
the market. Accordingly, a pure float with an endogenous number of noise
traders may give rise to multiple equilibria. The same macrofundamentals
are consistent with low exchange rate volatility and a low number of noise
traders, or high exchange rate volatility and a high number of noise traders.
The multiplicity follows from the observation that noise traders affect the al-
location of risk in two ways—they create risk, and they allow for deeper risk
sharing. The ultimate impact of the entry of noise traders on the risk pre-
mium is ambiguous. Jeanne and Rose illustrate that for certain configura-
tions in which two equilibria exist, the inefficient one is associated with high
exchange rate volatility. In that equilibrium, all noise traders are active. Their
model provides a nice setup for the multiple equilibrium hypothesis (Eichen-
green and Wyplosz 1993). In such an economy, a target zone may eliminate
the inefficient equilibrium by restricting the feasible range of exchange rate
volatility. In this case there is a “free lunch,” in the sense that there is no
trade-off between exchange rate volatility and interest rate volatility—the
good equilibrium is associated with lower exchange rate volatility as well as
with a lower risk premium and lower interest rate volatility.

This argument may be restated in terms of the earlier literature dealing
with exchange rate regimes. If most of the shocks are nominal (as will be the
case, for example, with an unstable demand for money), greater fixity of the
exchange rate may be associated with lower interest rate volatility, if the
supply of money was allowed to adjust to the shocks affecting the demand
for money.

Interpreting the Empirical Facts

The empirical discussion dealing with the interest rate–monetary policy
cycle is very interesting and illuminating. The results dealing with the as-
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sociation between the North volatility and regional GDP and capital flows
leave one in doubt. The methodology of comparing the flows of capital
and the GDP between periods of relatively stable and unstable interest and
exchange rates is useful in motivating the welfare questions, yet it does not
allow one to fully assess the impact of policies. Specifically, there are no
controls for “level” variables that may explain the capital flows and the
GDP. Without controlling for all the level variables that may account for
capital flows and the GDP, little can be inferred about the pure effect of
volatility.

On the Association between Exchange Rate Volatility 
and the Gross Domestic Product

The presumption of the paper about the negative effect of exchange rate
volatility on the gross domestic product (GDP) has been subject to recent de-
bate. The earlier Flood and Rose (1995) contribution found a weak trade-off
between exchange rate and output volatility. Recently, however, Levy-Yeyati
and Sturzenegger (2001) report that for developing countries, less flexible ex-
change rate regimes are strongly associated with both slower growth and
greater output volatility. For industrial countries, different exchange rate
regimes do not appear to have any significant impact on growth.

To sum up, this paper is an interesting contribution. It raises several im-
portant questions, cautioning us that the welfare effects of attempts to sta-
bilize the G3 on the emerging markets are ambiguous. Resolving these
ambiguities requires further investigation.
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Discussion Summary

Michael P. Dooley remarked that there is no convincing empirical evidence
for the existence of a trade-off between interest rate and exchange rate
volatility and gave support to the authors’ view that monetary policy would
be the only tool for supporting a G3 target zone.

What Hurts Emerging Markets Most? 169



Richard Portes made reference to “the balloon analogy” for describing
the volatility trade-off. He questioned the paper’s dismissal of sterilized in-
tervention as a way of enforcing a target zone and pointed to empirical ev-
idence suggesting that foreign exchange intervention may be effective, at
least over certain periods of time.

Robert Flood pointed to the asymmetries of crisis models data and em-
phasized the importance of unconstrained estimation in order to take ac-
count of skewness in the data.

Jeffrey Shafer made a reference to the European economies during the
1980s and argued that there is no observed trade-off between exchange rate
and interest rate volatility. He questioned, however, whether soft target
zones as opposed to fixed rates would be sufficient to meet the goals of a G3
target zone.

Morris Goldstein made a reference to earlier literature and noted that bet-
ter bottom-line growth and inflation performance is not a likely outcome of
target zones. Thus, the G3 countries would be unwilling to enter such an ex-
change rate arrangement, and even if they did, weaker G3 economic per-
formance would not be of any help to emerging market economies.

Andrew Rose remarked that no exchange rate model seems to work well,
at least not in the short run, and, therefore, even though a trade-off between
exchange rates and interest rates seems to exist, this trade-off is hard to
quantify. Martin Eichenbaum pointed out that as long as there is no clear
understanding of what drives exchange rates, the idea of using monetary
policy as a tool for steering exchange rates seems problematic. Dooley
noted that doing nothing because of the lack of consensus regarding the
“right” exchange rate model seems problematic as well.

Jeffrey A. Frankel noted that exchange rates are not always tightly linked
to fundamentals and that sterilized intervention has been effective in the
past. However, he added, it would be impossible to commit persistent in-
tervention to maintain a target zone goal since a key element for effective
sterilized intervention is sparing use of the intervention tool.

Vincent Raymond Reinhart remarked that he was sympathetic to the
point made by Dooley regarding the lack of empirical evidence for a trade-
off between exchange rates and interest rates and agreed that the assertion
of such a trade-off is the weak part of the paper. He noted, in response to
Goldstein, that the authors had avoided references to earlier literature,
given that the focus of the paper is on emerging market economies. He re-
marked that even though it is indeed possible to achieve an anchoring of
exchange rate expectations under various regimes, the necessary element is
credibility; that is, the imposition of a target zone itself is not sufficient.
With respect to the issue of the effectiveness of sterilized foreign exchange
intervention, Reinhart noted that it is important to distinguish between
effectiveness during regimes and effectiveness during episodes. 
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4.1 Introduction

Little solid evidence exists on the practices of industrialized country
banks operating in emerging markets. Critics of the industrialized coun-
tries’ banks argue that these agents are unstable lenders who undermine lo-
cal financial markets. Supporters see the foreign banks as key sources of
otherwise scarce capital, with broader positive spillovers on the stability
and efficiency of local financial markets. Clearly, there is a need for careful
analysis of the lending practices of industrialized country banks to foreign
clients. Our goal in this paper is to make progress in this direction by exam-
ining the activities of individual U.S. banks with foreign exposures. This
microdata approach facilitates a comparison of the lending behavior of
these banks in the complete set of countries in which the banks have posi-
tions. By working with bank-level data, we can consider which types of U.S.
banks (with size as a defining characteristic) are the more volatile lenders, in
which regions the lending by these banks is most volatile, and whether lend-
ing to certain regions is volatile mainly because of higher volatility of the
economic fundamentals of these regions.

The main data we use are from quarterly foreign exposure data filed by
each U.S. bank (or bank holding company) and collected as a component
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of the bank supervisory process. The Country Exposure Reports provide a
by-country distribution of the foreign claims held by individual U.S. banks,1

revealing the extent of geographic concentration (and, to a lesser extent, the
maturity and type of concentration) of the bank’s international holdings.
We match these data with bank call report information to achieve corre-
sponding series on the quarterly assets of the same set of banks. Taken to-
gether, these data enable us to discuss the international portfolio allocations
of individual U.S. banks and consider the evolution of U.S. bank claims
abroad.

We pose a number of questions relevant for understanding the scope of
U.S. bank activity in international markets. First, what are the characteris-
tics of those U.S. banks that are international players? We describe the num-
ber of reporting banks, the average size of these banks, the scope of their
international exposures, and the geographical diversification of their
portfolios. Second, what drives changes in U.S. bank claims on particular
countries or regions? We conduct an econometric analysis of the sensitivity
of various international positions to a set of key macroeconomic funda-
mentals. In the same way that Peek and Rosengren (1997, 2000) showed that
Japanese banks transmit shocks from Japan to the United States, we con-
sider whether U.S. banks transmit U.S. business cycle fluctuations to their
foreign borrowers. We also posit that U.S. bank international exposures
may be closely tied to the performance of particular countries or regions.
We examine these relationships, considering throughout whether there are
observable differences in these sensitivities across U.S. banks differentiated
by their size or across the industrialized or emerging-market partners of the
U.S. banks.

Our main findings are the following:

• Over the past two decades, the U.S. banks engaged in international
lending have become more diverse: There are now fewer banks overall,
and these banks are more polarized in terms of their size and portfolio
allocations.

• An increasing portion of reporting U.S. banks, particularly smaller
banks, maintains an exclusive focus on Latin American markets. The
lending by smaller banks, especially with respect to Latin American
and Asian markets, has been more volatile than the lending by larger
banks.

• Compared with smaller U.S. banks, larger banks maintain claims on a
larger number of countries. About 60 percent of large bank exposure is
in industrialized countries, with most of the remaining exposure evenly
split between the emerging markets of Latin America and Asia.

• Looking across U.S. banks, their foreign claims are highly correlated
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with U.S. gross domestic product (GDP) growth, but not with foreign
demand conditions. The negative correlation between U.S. bank claims
and U.S. GDP growth for industrialized country partners suggests that
net claims on these areas contract when the U.S. economy is expand-
ing. A similar result arises for claims on emerging Asia. By contrast, the
positive correlation observed for claims on Latin American countries
suggests that lending to Latin America expands as the U.S. economy
grows.

• Foreign claims of U.S. banks are correlated with real U.S. interest rates
but generally uncorrelated with foreign real interest rates. Tighter real
lending conditions in the United States are associated with lower real
claims on industrialized countries and higher claims on Latin Ameri-
can countries.

• Overall, U.S. banks have not been volatile lenders internationally. Even
in periods of international financial crisis, we do not observe statisti-
cally significant or extensive retrenchments of the international claims
of U.S. banks.

These findings have direct relevance for currency crisis prevention in
emerging markets. First, although U.S. banks are active participants in in-
ternational markets, relatively few of these banks have high shares of their
assets located abroad. A large portion of U.S. international claims remains
within industrialized countries, but certain regions—most particularly
Latin America—are important lending destinations of U.S. banks. In re-
cent years, some small U.S. banks have heavily concentrated claims on
Latin American countries and high ratios of foreign claims to overall bank
assets.

The sensitivity of foreign claims to the U.S. business cycle parallels the
type of observations that have been made by Peek and Rosengren, wherein
Japanese banks were conduits for transmission of Japanese shocks to U.S.
markets. In our sample, these spillovers are statistically significant for Latin
America but not consistently so for other emerging market regions.2 The
positive correlation implies that lending to Latin American countries rises
when the United States grows faster, even after controlling for the local
GDP growth. Some of this expansion may be related to trade credit provi-
sion or investments in Latin America’s exporting sectors.

Small countries often express the concern that the international lender—
by conducting lending activities directly through foreign-owned branches
or indirectly through cross-border exposures—will make the emerging-
market economies more sensitive to external fluctuations through the lend-
ing channels. Although we concur that there is evidence of international
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2. In some specifications there is a significantly negative correlation between U.S. GDP
growth and U.S. bank claims on Asian emerging markets. Goldberg and Klein (1998) reached
similar conclusions for foreign direct investment patterns.



transmission of cycles, some of this correlation would likely be evident even
in the absence of a U.S. bank presence. More important is the observation
that generally the U.S. lenders are relatively stable providers of credit. Es-
pecially important is the lack of correlation between U.S. bank claims on
emerging markets and the real demand cycles of those markets. These find-
ings reinforce the conclusions by Dages, Goldberg, and Kinney (2000) that
foreign banks operating in emerging markets may play an important role
in stabilizing overall lending. Since local banks are highly sensitive to local
conditions, stable credit supplies from external lenders may reduce the lend-
ing and investment instability in emerging-market economies in times of
emerging market financial and balance-of-payments crises. As argued by
Palmer (2000), U.S. banks appear to take a long view of their positions in
many industrialized and emerging market regions, and local claims are rel-
atively stable as a result.

The remainder of this paper is divided into three sections. Section 4.2 dis-
cusses the data, the U.S. banks that are lending abroad, and their interna-
tional exposures. Section 4.3 econometrically explores the volatility of the
international claims of the U.S. banks. Section 4.4 provides concluding re-
marks related to currency crisis prevention and presents suggestions for fur-
ther analysis of this rich data source.

4.2 Reporting Banks and Their International Exposures

The main data for our analysis are from Country Exposure Reports filed
quarterly by individual banks. The Federal Financial Institutions Exami-
nations Council (FFIEC) report no. 0093 must be filed by every U.S. char-
tered insured commercial bank in the fifty states of the United States, the
District of Columbia, Puerto Rico, and U.S. territories and possessions,
that meets both of the following criteria:

(1) It has at least one of the following: a branch in a foreign country; a
majority-owned subsidiary in a foreign country; an Edge for Agreement
subsidiary; a branch in Puerto Rico or in any U.S. territory or possession
(except that a bank with its head office in Puerto Rico or any U.S. territory
or possession need not report if it meets only this criterion); or an Interna-
tional Banking Facility (IBF); and

(2) It has, on a fully consolidated bank basis, total outstanding claims on
residents of foreign countries exceeding $30 million in aggregate.
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3. The FFIEC is an umbrella organization that collects and warehouses data for the Federal
Reserve, Office of the Comptroller of the Currency, and Federal Deposit Insurance Corpora-
tion. Much of the information collected via the FFIEC 009 is made public, aggregated over all
reporting banks, via the Country Exposure Lending Survey (FFIEC Statistical Release E.16).
Palmer (2000) provides a useful discussion of trends in the aggregated data, with specific em-
phasis on emerging markets.



The reported data provide considerable detail on the U.S. bank claims on
foreign countries, with itemization by individual country. Bank claims are
fairly broadly defined, encompassing credit extended to foreign country
banks, public entities, and other recipients including individuals and busi-
nesses. In addition to direct international flows, bank claims also include
revaluation gains on interest rate, foreign exchange, equity, commodity, and
other off–balance sheet contracts. The reporting institution is asked to
break down the cross-border claims outstanding by type of borrower
(banks, public sector entities, other) and by time remaining to maturity (one
year and under, one to five years, and over five years). In other quarterly re-
ports, banks also provide information on their total assets located both in
the United States and abroad.

There are 200 possible foreign “countries” in which a bank can report an
exposure each quarter. These include industrialized countries; countries
within emerging Europe (encompassing a number of small countries and
countries that were formerly part of the Soviet Union); thirty-five countries
under the heading of Latin America; forty under the heading of Asia/Pa-
cific and the Middle East; and fifty-four countries within Africa. Each bank
is required to provide detailed information on exposure to a country only
when that exposure exceeds 1 percent of the reporting institution’s total as-
sets or 20 percent of its total capital, whichever is less.

For the time period spanned by our data, 1984 through 2000:Q2, the
number of U.S. reporting banks with foreign exposures changes dramati-
cally (table 4.1). In the second half of the 1980s, an average of 192 banks re-
ported foreign exposures.4 Almost all reporting banks maintained positions
in Latin America and in (non-U.S.) industrialized countries. A smaller pro-
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Table 4.1 Average Number of Reporting Banks, Over Time and by Region

1984–89 1990–95 1996–2000

Industrialized countries 182 137 72
Developing Europe 77 37 30
Latin America 183 133 78
Asia 122 85 50
Africa 71 40 27
Middle East 97 78 44
Total reporting banks 192 152 90

4. Our unbalance panel originally began with 317 banks. Thirty-five banks had only one
year or less of nonzero total exposure data and were deleted from our data set. Those obser-
vations with zero total exposure at any date were deleted from our sample. There were some
foreign banks in our sample whose asset information was not representative of their entire con-
glomerate. Because this created an inconsistency between the scope of exposure information
and the scope of asset information, these banks, classified as Edge Acts Banks and New York
State Article 12 corporations, and two other banks with unusual situations were eliminated
from the sample.



portion of banks is involved in developing Asia, with banks less frequently
involved in Africa and developing Europe.

The average number of reporting banks declined sharply over the course
of the 1990s, down to 152 in the first half and to 90 in the latter half of the
1990s. Much of this reduction is associated with the general tendency to-
ward banking sector consolidation in the United States over this period.
Additionally, in the late 1990s some banks opted to report exposures con-
solidated at a bank holding company level, further reducing the number of
distinct reporting institutions.

The data also reveal large changes in the relative popularity of regions
among the reporting banks; over time, a smaller share of reporting banks
was present in each region of the world. For example, whereas 182 banks
had positions in (non-U.S.) industrialized countries in the late 1980s, this
number declined to 72 by the late 1990s.5 The number of U.S. banks active
in Latin America declined to 78.

Alongside the sharp decline in the number of banks over the past two
decades, we observe important changes over time in the size distribution of
the reporting banks (table 4.2). Although the mean and median bank size
basically doubled over the period from 1984 through mid-2000, the actual
change in the size distribution of these banks was much greater. Sorting
banks by quartiles based on their total assets, the average bank in the low-
est quartile became considerably smaller, down from $15 million to $7.5
million in assets. In the next quartile of banks, the average size doubled
since the mid-1980s, with the representative bank growing from $46 million
to $102 million. The size variation within these quartiles of banks also grew
considerably. The banks classified in the 3rd and especially the 4th quartile
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5. Throughout the paper, when we refer to “industrialized countries” this means industrial-
ized countries other than the United States. The list of countries is provided in table 4A.3.

Table 4.2 Size of Reporting Banks: Total Assets (US$ millions)

1984–89 1990–95 1996–2000

Total reporting banks 178.8 235.1 446.2
(261.1) (309.1) (677.7)

Quartile 1 15.3 12.2 7.5
(9.3) (11.3) (7.3)

Quartile 2 46.5 67.2 101.9
(10.0) (20.1) (48.9)

Quartile 3 112.4 182.0 321.1
(40.5) (49.0) (79.6)

Quartile 4 541.0 680.1 1,353.2
(301.7) (317.9) (823.4)

Note: Means, with standard deviations in parentheses. Banks are sorted into quartiles by as-
set size.



more clearly reflect the phenomenon of banking sector consolidation. The
average 4th quartile reporting bank tripled in asset size, to more than $1 bil-
lion in assets by the late 1990s, with numerous banks considerably larger.
From both tables 4.1 and 4.2 we conclude that although the number of re-
porting banks has declined, the remaining banks have become considerably
more diverse.

Beyond differences in size, there are also huge differences across individ-
ual banks in their foreign exposure, measured as the sum of cross-border
exposure and local country claims, and expressed relative to total bank as-
sets (table 4.3).6 The first five rows of table 4.3 provide the unweighted aver-
ages of foreign exposure shares across all bank observations and within
every period. For all banks taken together (and unweighted by bank size)
there has been a tendency toward increasing shares of foreign exposure in
average U.S. bank portfolios. However, this result is driven by tendencies
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Table 4.3 Foreign Portfolio Shares of Reporting Banks

1984–89 1990–95 1996–2000

Unweighted average across banks 1.6 1.7 1.9
(4.8) (5.8) (6.9)

Quartile 1 2.8 4.1 5.4
(6.8) (9.5) (12.1)

Quartile 2 1.3 0.8 0.7
(3.8) (2.3) (2.3)

Quartile 3 1.0 0.9 0.7
(3.4) (3.5) (2.7)

Quartile 4 1.1 1.1 0.8
(4.4) (4.4) (3.7)

Weighted average across banksa 1.2 1.1 0.8

Reporting Banks with Exposure �1%
Unweighted average across banks 5.7 6.8 8.2

(8.6) (10.6) (13.0)
Quartile 1 7.6 10.3 13.1

(11.5) (14.5) (17.8)
Quartile 2 4.7 6.7 8.7

(6.5) (10.0) (14.0)
Quartile 3 4.7 4.1 5.3

(5.7) (5.5) (7.4)
Quartile 4 5.8 6.1 5.6

(9.1) (9.4) (8.3)
Weighted average across banksa 5.9 6.0 5.7

Note: Means, with standard deviations in parentheses. Foreign exposures as a percent of total
bank assets. Banks are divided into quartiles based on parent assets.
aUsing total asset weights.

6. Observations are included for every period in which a bank reports nonzero foreign ex-
posure.



among the smaller banks actively participating in international markets.
These banks have increased their average foreign portfolio share from 2.8 to
5.4 percent of bank assets. By contrast, the larger banks maintain smaller
foreign portfolio shares (at approximately 1 percent of bank assets) with the
overall shares slightly declining over time. Even when portfolio shares of all
banks are weighted by their respective asset positions at each date, the over-
all foreign portfolio share of U.S. banks reporting foreign exposures has de-
clined over time, to under 1 percent of U.S. bank assets.

The low foreign exposure shares in the first section of table 4.3 make it
tempting to conclude that international exposures pose very low degrees of
foreign risk to the reporting banks. This conclusion is inappropriate. Risk
analysis is more often conducted in relation to parent bank capital or eq-
uity and is generally not relative to the bank’s overall asset position.7 If a
bank’s capital is 10 percent of assets, a foreign portfolio share of 5 percent
would suggest that the ratio of foreign exposure to capital is 50 percent for
that bank—suggesting that bank equity can be substantially threatened by
adverse external conditions. Additionally, the low numbers of the first sec-
tion of table 4.3 are the result of having many banks with low exposures—
at less than 1 percent of assets—reported together with a lesser (but still
substantial) number of banks with much higher foreign exposures.

The second section of table 4.3 provides average exposures for only those
banks that have foreign exposures greater than 1 percent of assets, a re-
striction that reduces our sample to only 15 percent of those observations
reported in the first section of the table. Observe that these banks can have
quite large exposures, rising to 8.2 (5.7) as unweighted (weighted) averages
for the late 1990s. The tendency toward increasing exposure over time for
the average bank is especially due to the large increases in foreign exposure
shares by the smaller and medium-sized banks in the sample. This sample
of larger banks has maintained foreign portfolio shares on the order of 5–6
percent of assets for the full period covered by our data.

The form of these exposures has changed over time in terms of regional
concentration and in terms of clientele (e.g., banks, public sector borrow-
ers, or other private borrowers). The diversification structure across loca-
tion and clientele is important for ultimately interpreting our analysis of
lending volatility later in the paper. One hypothesis is that when U.S. bank
positions are highly dispersed regionally, their lending may be more insu-
lated from region-specific disturbances and less volatile, even to regions ex-
periencing shocks.8

Table 4.4 considers the share of all reporting banks, regardless of size,
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7. See Palmer (2000) and Bomfim and Nelson (1999) for related discussions of the appro-
priate measurement of risk.

8. Dages, Goldberg, and Kinney (2000) show that within Argentina and Mexico, loans by
domestic privately owned banks are more volatile with respect to local conditions than are
loans by foreign-owned banks.



that maintain claims exclusively in one foreign region.9 Only 4 percent of all
bank observations correspond to an exclusive position in industrialized
countries. In stark contrast, by the second half of the 1990s more than 12
percent of banks had foreign exposures exclusively concentrated in devel-
oping countries of the Western Hemisphere (e.g., Latin America). These
Latin American markets are the main foreign focus of some small, special-
ized banks operating out of the United States.

Given that a bank maintains an exposure to a particular region, we also
examined the likelihood that the same bank is diversified to other regions.
Claims on Latin American countries are always likely to be part of a bank’s
portfolio, regardless of other regions in which a bank maintains positions
(see appendix table 4A.1). Moreover, if a bank has a position in Latin
America, with the rise in Latin American specialization we observe a par-
allel decline over time in the likelihood of that bank’s also having positions
in industrialized economies, Asia, and Africa. If any bank has a position in
industrialized countries, there is a greater than 80 percent probability that
the bank will also have positions in Latin America and a 60 percent prob-
ability that it will also have positions in Asia.

The recipients of U.S. banks’ foreign exposure have also evolved over
time and across regions (table 4.5). The last sixteen years are characterized
by a declining (but still substantial) role of bank-to-bank lending, by a gen-
eral decline in lending to public entities, and by the rise in lending to a
broader group of nonbank private clientele.

Distinguishing across regions, we further observe that

• In industrialized countries, the substantial shift away from bank-to-
bank lending matches the rise in nonbank private lending. Public-sec-
tor borrowers have played relatively small roles, hovering at about 10
percent of the U.S. bank claims on these regions.

• The importance of public-sector borrowers declined substantially as a
fraction of activity in Latin American exposures. The decline was from
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Table 4.4 Percent of All Reporting Banks Maintaining a Position Exclusively in One Region

Exclusive
Position

Exclusive Position in a Single Region

in Any Industrialized Latin Middle
Region Countries Europe America Asia Africa East

1984–89 9.1 3.0 0.0 5.8 0.1 0.0 0.1
1990–95 13.6 4.9 0.0 6.7 0.8 0.4 0.5
1996–2000 21.5 4.0 0.0 12.7 2.8 0.5 1.7

Note: Last five columns represent developing country regions.

9. The regions used by the IMF are industrialized countries, developing Europe, developing
Western Hemisphere (mainly Latin America), developing Asia, Africa, and the Middle East.



about 40 percent of individual bank claims in the mid- to late 1980s to
just above 10 percent by the late 1990s. In absolute terms, there has
been a huge increase in U.S. bank private lending to Latin American
companies, with a smaller decline in public borrowing.

• For developing Asia, although the role of public borrowers has de-
creased since the late 1980s, the shift toward direct lending to nonbank
private clients has not been as pronounced as is observed in other re-
gions.

Also of interest is the source of these claims, which may be generated by
cross-border operations or by lending by U.S. branch or subsidiary opera-
tions already located in foreign markets (table 4.6). The ratio of cross-bor-
der claims to total bank claims is near 100 percent for almost all regions and
almost all banks in the lower three quartiles of banks. Local lending activi-
ties are prevalent mainly among the larger banks. Averaging over banks in
the 4th quartile (again, without weighting by bank size), the share of U.S.
bank claims that are generated by local lending is 16 percent for industrial-
ized countries, 24 percent for developing Asia, and 10 percent for Latin
American countries.

As a final descriptive exercise before turning to the volatility of claims of
section 4.3, in table 4.7 we show the average importance of particular re-
gions to the foreign exposures of the reporting banks. First, U.S. banks hold
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Table 4.5 Recipient Shares in U.S. Bank Exposure, by Period and Region

Banks Public Other Private

1984–89 47.6 29.1 19.3
Industrialized countries 62.4 12.8 18.7
Developing Europe 36.1 52.1 10.2
Latin America 36.3 40.6 20.8
Asia 47.5 24.4 21.2
Africa 21.2 52.1 23.9
Middle East 45.6 29.3 22.9

1990–95 46.6 21.4 26.6
Industrialized countries 57.9 9.9 24.1
Developing Europe 30.7 41.3 25.9
Latin America 37.5 24.1 35.3
Asia 54.2 11.8 23.3
Africa 22.6 45.3 27.3
Middle East 39.5 40.4 18.1

1996–2000 44.2 15.0 34.7
Industrialized countries 49.0 10.8 32.6
Developing Europe 37.0 28.7 30.6
Latin America 42.4 10.1 43.9
Asia 53.0 4.6 27.7
Africa 29.7 32.0 29.8
Middle East 43.3 35.1 18.9

Note: Percent of total exposure by bank.



Table 4.6 The Relative Importance of Cross-Border versus Local Lending, by Region and by
Quartile: % of Cross-Border Exposure

Developing Country Regions

Industrialized Latin Middle
Countries Europe America Asia Africa East

1984–89
All reporting banks 94.1 99.2 98.5 93.5 97.5 98.1
Quartile 1 99.9 99.9 100.0 99.7 100.0 100.0
Quartile 2 99.0 100.0 100.0 99.1 99.9 100.0
Quartile 3 95.9 100.0 99.0 97.5 99.5 100.0
Quartile 4 78.3 98.1 94.1 83.5 95.7 95.5

1990–95
All reporting banks 91.9 98.0 97.0 89.3 95.2 98.0
Quartile 1 99.7 100.0 99.9 99.1 100.0 100.0
Quartile 2 98.1 100.0 99.8 97.8 99.7 100.0
Quartile 3 92.5 99.9 96.4 95.1 100.0 100.0
Quartile 4 74.8 96.3 90.1 74.6 92.2 95.2

1996–2000
All reporting banks 92.2 96.3 96.4 85.3 91.5 97.4
Quartile 1 100.0 100.0 99.8 96.7 100.0 100.0
Quartile 2 96.3 99.9 97.8 89.8 100.0 100.0
Quartile 3 91.6 98.8 96.6 91.5 100.0 100.0
Quartile 4 84.2 96.3 90.5 76.0 92.2 96.0

Table 4.7 Regional Total Exposure Shares, Over Time and by Bank Type

Developing Country Regions

Industrialized Latin Middle
Countries Europe America Asia Africa East

1984–89
All banks 55.5 1.0 26.0 13.3 2.4 1.8
Quartile 1 51.5 0.9 37.5 5.5 1.7 3.1
Quartile 2 52.6 1.2 34.0 10.2 1.1 0.9
Quartile 3 53.5 0.9 29.4 12.7 1.9 1.6
Quartile 4 56.3 1.0 24.2 14.0 2.7 1.9

1990–95
All banks 58.4 0.9 21.7 16.5 1.3 1.3
Quartile 1 57.1 1.1 34.7 3.0 1.8 2.4
Quartile 2 53.5 0.3 29.0 16.0 0.4 0.8
Quartile 3 56.4 0.7 30.1 11.1 0.7 1.0

Quartile 4 59.2 1.0 19.1 18.0 1.4 1.4
1996–2000

All banks 57.5 1.9 22.6 15.6 1.2 1.2
Quartile 1 20.9 1.6 70.9 2.1 1.0 3.6
Quartile 2 48.4 0.3 32.1 17.8 0.4 1.0
Quartile 3 50.1 1.1 33.9 12.7 0.9 1.4
Quartile 4 60.3 2.2 18.7 16.4 1.4 1.0

Note: Unweighted by bank size: share of region in a bank’s total foreign exposure.



very small portions of their foreign portfolios in the regions of developing
Europe, Africa, and the Middle East. On average, each of these regions is
on the order of 1–2 percent of the foreign portfolio, regardless of the size of
the banks. Among the largest banks, developing Europe gained popularity
(to 2.2 percent of portfolios) in the second half of the 1990s. Among the
smallest banks, the Middle East is in some cases a higher portion of bank
portfolio (at 3–4 percent).

Reinforcing our earlier observations, table 4.7 shows the importance of
claims on the Latin American countries to the portfolios of both large and
small banks. While small banks have had disproportionately large empha-
sis on Latin American claims (at 37 percent in 1984–89, compared with 24
percent for the banks in the largest quartile), the role of Latin American in-
vestments soared for the smaller banks over the second half of the 1990s.
For 1st quartile banks, Latin American claims reached over 70 percent of
overall foreign exposures by the end of the 1990s. Claims on industrialized
countries have generally been 50–60 percent of the foreign exposures of
U.S. banks and remain at these levels for those banks without a more ex-
clusive Latin American focus.

4.3 The Volatility of International Exposures of U.S. Banks

Although the previous section has demonstrated that significant differ-
ences exist across banks and over time in the size and composition of U.S.
bank foreign claims, it did not address the reasons for and timing of changes
in these claims. We now turn to this more dynamic issue, asking whether
fluctuations in claims are econometrically explained by changes in the fun-
damentals of the countries in which these banks have claims and by changes
in the fundamentals of the United States.

To examine the fluctuations of bank claims on specific groups of coun-
tries, we divide banks by asset size categories and into the three time inter-
vals (1984–89, 1990–95, 1996–2000). We consider three arbitrary size divi-
sions. First, we define as smaller banks those with less than $50 million in
overall assets (all in real terms). Medium banks have assets of $50 million
to $250 million, and larger banks have assets in excess of $250 million.
Banks are assigned to these categories for each period in which they are in
operation. Thus, if a bank grows from $100 million in assets in 1987 to $500
million in 1997, that bank will first be considered a medium-sized entity,
and later, after crossing the arbitrary size threshold, will be a larger bank for
the purpose of our specification.

The econometric unraveling of this volatility is easily motivated by basic
portfolio theory. In that spirit, we model a bank’s exposure to a country as
dependent on the real rate of returns on investments in that country c,
which are assumed to be functions of local interest rates, it

c and on real GDP
growth rates, GGDP t

c. These foreign country fundamentals are assessed rel-
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ative to home market conditions, captured by U.S. real interest rates and
U.S. real GDP growth. Thus, we express the (log) claims of bank i into coun-
try c at time t, Expt

ic, as10

(1) Expt
ic � ai

0 � ai
1t � ar

2 � ar
2t � b � it

c � c � it
us � d � GGDPt

c

� e � GGDPt
us.

The terms ai � ai
1t allow for the possibility that some banks have higher av-

erage changes and higher trend changes in the foreign exposure of their
claims, independent of the time series variables in our specification. The
terms ar � ar

2t allow for the possibility that, regardless of observable funda-
mentals, some regions are more popular destinations for investment across
banks. This popularity is modeled as having mean and trend components.

In order to avoid estimation problems potentially arising from the unit
root properties of GDP growth, real interest rate, and claim series, we first
difference equation (1). With this differencing, the bank and regional con-
stant terms drop out, and the bank and regional trend terms enter the re-
sulting first-difference specification in levels.

(2) ∆Expt
ic � ai

1 � ar
2 � b � ∆it

c � c � ∆it
us � d � ∆GGDPt

c

� e � ∆GGDPt
us

Equation (2) is our basic testing specification, stating that the change in a
U.S. bank claims on any country has the following: a bank-specific compo-
nent common across all regions (which can represent a trend toward or
against further internationalization of a bank’s overall exposure level); a re-
gion-specific component (which can represent a trend change in the popu-
larity of claims of particular regions); components correlated with changes
in foreign country and in U.S. real interest rates; and components correlated
with changes in GDP growth rates for the foreign country and for the
United States.

Using this specification, we pose the following questions to the bank data
on country exposures:

• Do banks adjust exposure to different regions in similar ways in re-
sponse to fluctuations in the macroeconomic fundamentals of those
regions? Empirically, this translates into tests for common b and d
across regions.

• Is U.S. bank exposure to some regions relatively more sensitive to
changes in U.S. interest rates and U.S. output performance? Empiri-
cally, this translates into tests for common c and e across countries.
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10. We performed a parallel analysis using the share of country c claims in the bank’s port-
folio (i.e., claims relative to bank assets), instead of merely examining the changes in the actual
bank claims on country c. The few substantive differences in results are noted later in this sec-
tion.



• Are smaller banks generally more volatile lenders? Empirically, this
would translate into systematic differences in estimated coefficients b,
c, d, and e across banks, divided by size.

To estimate the elasticities of country claims with respect to fundamen-
tals, we gather country-specific data on real GDP and real interest rates. Al-
though our country sample initially contains 200 countries in which U.S.
banks may have claims, we trim the sample in a number of reasonable di-
mensions. First, most banks have held positions in a much smaller set of
countries. Looking across all banks together, on average banks maintain ex-
posures with respect to twenty to twenty-five countries. Again, the aggre-
gates mask big differences across larger and smaller banks (appendix table
4A.2). The larger banks in our sample (in the 4th quartile) tend to be in-
vested in many more countries, with the average across these banks at
eighty-six countries in the late 1980s, declining to sixty-six countries in the
late 1990s. Overall, compared with smaller and mid-sized banks, larger
banks have a greater number of countries in which they maintain relatively
smaller foreign exposures.

Moreover, there are some countries in which U.S. banks have little or no
exposure. By deleting these countries, we eliminate 51 of the 180 countries
for which banks individually could provide foreign exposure data.11 Addi-
tional countries are dropped from our sample due to the absence of ade-
quate data on interest rates or GDP.12 Because more data are generally
available on GDP than on interest rates by country, we run the regression
specification in a number of ways to generate appropriate insights on GDP
and interest rate elasticities, while maximizing the number of countries and
interval of observations explored. We find that the regression results are ro-
bust to the slightly narrower data sample that includes country real interest
rates as well as real GDP growth. Consequently we report only the fully
specified regressions.

We also want to limit the downward bias on significance that could po-
tentially arise from keeping in the sample the large number of banks with
very small foreign portfolio shares. The large quantity of bank observations
with foreign exposure shares well below 1 percent of bank assets indicates
that a relatively small number of U.S. banks account for a large share of the
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11. Among the 200 initial “country” choices for reporting are about 20 international organ-
izations and regional aggregates. We delete these “country” observations immediately. For our
econometrics, we reduce the sample of countries examined by eliminating countries where U.S.
banks, in aggregate, have less than $10 million of total exposure. With other data-related ex-
clusions, we are left with 105 countries for the regression analysis.

12. We generally use lending rates (IFS 60P), “the lending rate to meet the short and medium
term financing needs of the private sector, differentiated by credit worthiness of borrowers and
objectives of financing” (IMF 2001). If this rate is unavailable for a country, we use deposit
rates (IFS 60L) or treasury bill rates (IFS 60C). Appendix table 4A.3 details which countries
are ultimately included in our empirical specifications, along with a categorization of which
countries fall under the heading of Europe, Latin America, Asia, Africa, and other regions.



overall bank foreign exposure. We trim the data sample to that used in the
first section of table 4.3 by eliminating from the reported regressions all ob-
servations for which bank total foreign exposure is less than 1 percent of to-
tal bank assets.

4.3.1 Results

Regressions based on equation (2) demonstrate significant differences in
the effects of fundamentals on bank claims on countries in different regions.
In table 4.8 we include all bank observations. In table 4.9 we report the re-
sults of regressions that differentiate across banks on the basis of size. In the
reported specifications, the results are unweighted. The interpretation is
that the results describe what—on average—influences the claims of indi-
vidual banks, irrespective of differences across banks in the relative size of
their claims on countries. The results should not, therefore, be viewed as de-
scribing the evolution of total credit to specific countries or regions.

The first row of table 4.8 shows that, across all U.S. banks reporting for-
eign exposures, the claims on specific countries are on average relatively in-
sensitive to fluctuations in the real interest rates of those countries. More-
over, the GDP growth rates of both industrialized and emerging-market
economies do not generally influence the claims on these countries by the
average reporting bank.13 The lack of significance of own-country GDP
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Table 4.8 Regression Analysis Using Full Panel of Banks and Branches, Unweighted

Developing Countries

Industrialized Latin Middle
Countries Europe America Asia Africa East

�ic
t 0.026 0.000 0.000 0.043 –0.019 –0.001

(0.044) (0.001) (0.000) (0.031) (0.045) (0.003)
�i us

t –0.074∗∗∗ –0.020 0.042∗ –0.098∗∗ 0.017 –0.102
(0.015) (0.623) (0.021) (0.041) (0.155) (0.116)

�GGDPc
t –0.001 0.000 –0.001 –0.001∗∗ 0.001 0.005

(0.003) (0.000) (0.005) (0.001) (0.050) (0.024)
�GGDPus

t –0.106∗∗∗ –0.134 0.063∗∗ –0.142∗∗ 0.011 –0.135
(0.021) (0.312) (0.029) (0.056) (0.215) (0.158)

Adjusted R2 0.485
N 21,700

Note: Standard errors in parentheses. All regressions include regional fixed effects and bank fixed effects.
Includes only bank observations with foreign exposure exceeding 1 percent of bank assets.
∗∗∗Statistical significance at the 1 percent level.
∗∗Statistical significance at the 5 percent level.
∗Statistical significance at the 10 percent level.

13. This result also appears in regressions using portfolio shares of country claims (exposure
to a country relative to U.S. bank total assets) as the dependent variable.



Table 4.9 Regression Results, by Region and by Bank Size (unweighted specification)

Developing Countries

Industrialized Latin Middle
Countries Europe America Asia Africa East

A. Banks with Assets below $50 Million
�ic

t 0.157** 0.000 0.000 0.021 –0.010 –0.001
(0.078) (0.001) (0.000) (0.035) (0.046) (0.003)

�ius
t –0.086*** –0.052 0.025 0.011 0.263 –0.089

(0.023) (0.624) (0.027) (0.092) (0.183) (0.117)
�GGDPc

t 0.000 0.000 –0.001 –0.001 0.010 0.003
(0.003) (0.000) (0.007) (0.001) (0.050) (0.024)

�GGDPus
t –0.126*** –0.293 0.041 0.029 0.313 –0.114

(0.032) (0.333) (0.037) (0.127) (0.251) (0.160)

Adjusted R2 0.2585
N 10,912

B. Banks with Assets between $50 Million and $250 Million
�ic

t 0.043 –0.003 0.153* –0.843*
(0.054) (0.003) (0.085) (0.465)

�ius
t –0.025 –0.055 –0.197*** –0.747** 0.096

(0.026) (0.046) (0.062) (0.355) (1.205)
�GGDPc

t –0.027*** –0.017 –0.056
(0.011) (0.049) (0.070)

�GGDPus
t –0.041 –0.077 –0.278*** –1.051** –0.015

(0.036) (0.064) (0.086) (0.497) (0.941)

Adjusted R2 0.3649
N 4,250

C. Banks with Assets Greater Than $250 Million
�ic

t –0.178* 0.270 0.000 0.175 –0.255 10.212
(0.101) (0.244) (0.000) (0.109) (0.232) (7.215)

�ius
t 0.109*** 5.571 0.121** –0.069 –0.904

(0.027) (8.520) (0.052) (0.063) (0.981)
�ic

t 0.006 –0.030 –0.002 –0.082 1.035*
(0.014) (0.042) (0.009) (0.059) (0.534)

�ius
t –0.148*** 0.643 0.169** –0.112 0.423

(0.038) (1.003) (0.072) (0.087) (0.985)

Adjusted R2 0.2028
N 6,538

Notes: Standard errors in parentheses. All regressions include regional fixed effects and bank fixed effects.
Table includes only bank observations with foreign exposure exceeding 1 percent of bank assets.
***Significant at the 1 percent level.
**Significant at the 5 percent level.
*Significant at the 10 percent level.



growth and own-country interest rates for U.S. banks’ claims on emerging
markets is a consistent pattern observed across regression specifications.

More important determinants of U.S. bank claims abroad are the pat-
terns in U.S. macroeconomic variables. Industrialized and Latin American
country regions are the two regions in which these U.S. variables often have
statistically significant effects. All else being equal, when interest rates rise
in the United States, U.S. banks consistently reduce their claims on other in-
dustrialized countries, suggesting the possibility of substitution across mar-
kets. Likewise, higher U.S. GDP growth is consistently associated with re-
duced claims on other industrialized countries.

Higher U.S. GDP growth and interest rates have mixed effects on emerg-
ing markets, with some sensitivity to the regression specifications. For ex-
ample, higher U.S. interest rates are associated with higher claims on Latin
American countries in the unweighted regressions of table 4.8. Similar re-
sults arise in a claims-weighted version of this regression. For Asia, the sign
of this relationship is negative for the average bank reported in table 4.8
but becomes positive in claims-weighted specifications. The direction of
U.S. GDP growth on emerging-market claims is consistent across the un-
weighted and weighted regression specifications but differs across Latin
America and Asia. Claims on Latin America expanded for a reporting U.S.
bank when the United States grew faster, but on average claims on Asian
countries contracted.

Next, we consider whether the broad description arising from table 4.8 is
also pertinent when we divide banks according to their size but again com-
pute regressions for the “average bank,” that is, regressions unweighted by
bank size or total claims.14 We find that there are in fact observable differ-
ences across smaller and larger banks in the determinants of their claims on
foreign countries. These differences are apparent through comparisons of
parts A, B, and C of table 4.9.

First, for the banks in the smallest asset class category (part A), we ob-
serve differences in the role of fundamentals for claims on the (non-U.S.) in-
dustrialized countries versus those on emerging markets. While increases in
industrialized country real interest rates are associated with larger claims
on industrialized countries, claims on emerging markets are uncorrelated
with real local lending rates. Claims on the (non-U.S.) industrialized coun-
tries fall when U.S. interest rates rise, consistent with some substitution
between claims on the United States and other industrialized country bor-
rowers. For the average small bank, none of the emerging-market macro-
economic fundamentals included in the regressions were statistically signif-
icant and qualitatively important determinants of changes in their claims
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14. Bank size has been shown to be a relevant consideration in the U.S. lending markets: For
example, as Hancock and Wilcox (1998) show, in response to declines in their own capital
small banks shrank their loan portfolios considerably more than did large banks.



on specific emerging markets. These patterns of results were robust to the
inclusion of crisis period dummy variables in the regression specifications.15

For the larger banks shown in part C, we again see the pattern of local
country macroeconomic fundamentals being important mainly in the con-
text of U.S. bank claims on industrialized countries. Within the emerging-
market groupings, U.S. bank claims on Latin American countries expand
when the United States grows faster and when U.S. interest rates rise.16 For
the other emerging-markets regions, claims on specific countries are not as
tightly correlated with the macroeconomic fundamentals.

Finally, we generally observe larger point estimates on the coefficients in
the regression specifications using observations for the larger U.S. banks.
The differences in these point estimates are statistically significant in the
context of claims on Latin American countries. Especially with respect to
positions in emerging-market economies, the regressions suggest that
trends in claims may be very significant for the smaller banks, as opposed
to emerging market macroeconomic fundamentals. By contrast, larger
bank positions have less important regional trends and appear to be more
responsive to fundamentals. These patterns of results are robust to inclu-
sion of crisis period dummy variables.

4.4 Concluding Remarks

Foreign credit to emerging markets is viewed as one means for deepening
emerging capital markets and potentially reducing the severity of crises
when they occur. One relevant issue is the stability of foreign bank claims
on these markets and the source of volatility in these claims. U.S. banks gen-
erally seem to have been steady providers of credit to these markets in the
face of fluctuations in emerging-market growth rates and interest rates. Be-
cause lending by banks within emerging markets is likely to be more sensi-
tive to conditions in their home markets, these results suggest that the U.S.
banks may contribute to more stable overall credit supplies in emerging
markets.

On the other hand, the bank claims on emerging markets by large U.S.
banks are sensitive to U.S. cyclical conditions. The countries end up with a
more diversified supply of credit, but claims on emerging markets could
fluctuate with conditions in foreign markets. The patterns of exposure of

188 Linda S. Goldberg

15. We considered five distinct crisis dates: Latin American debt crisis (1984:1–1985:1);
ERM crisis (1992:3–1993:1); Tequila crisis (1994:4–1995:1); Asia crisis (1997:3–1997:4); and
Russian default (1998:3–1998:4). We entered these five period dummies into the regression
specification of equation (2), permitting the effects to differ across the countries of the six re-
gions in which U.S. banks have positions.

16. For claims on Latin America, there are qualitative differences between these results and
those generated using U.S. bank portfolio allocations. The alternative approach shows that
claims on Latin American countries, when measured relative to the overall assets of the spe-
cific banks, fall—not rise—significantly as U.S. GDP growth and real interest rates increase.



small U.S. banks may be driven more by trends, while the exposures of
larger U.S. banks may be driven more by changes in market fundamentals.
There is little evidence of systematic differences in the behavior of U.S. bank
claims across periods associated with international financial crises.

Appendix

When Is U.S. Bank Lending to Emerging Markets Volatile? 189

Table 4A.1 U.S. Bank Conditional Exposures by Region

Industrialized Developing Latin Middle
Countries Europe America Asia Africa East

1984–89
Industrialized countries 1.00 0.40 0.94 0.64 0.38 0.38
Developing Europe 0.98 1.00 0.99 0.86 0.74 0.78
Latin America 0.92 0.39 1.00 0.61 0.37 0.49
Asia 0.99 0.54 0.98 1.00 0.54 0.61
Africa 1.00 0.78 0.99 0.91 1.00 0.73
Middle East 0.97 0.62 0.98 0.78 0.55 1.00

1990–95
Industrialized countries 1.00 0.25 0.85 0.57 0.27 0.27
Developing Europe 0.98 1.00 0.98 0.80 0.68 0.83
Latin America 0.86 0.25 1.00 0.53 0.27 0.51
Asia 0.96 0.34 0.89 1.00 0.36 0.58
Africa 0.97 0.61 0.96 0.77 1.00 0.79
Middle East 0.90 0.38 0.91 0.62 0.40 1.00

1996–2000
Industrialized countries 1.00 0.36 0.89 0.62 0.34 0.34
Developing Europe 0.96 1.00 0.96 0.81 0.63 0.82
Latin America 0.78 0.32 1.00 0.53 0.31 0.52
Asia 0.92 0.45 0.89 1.00 0.46 0.60
Africa 0.95 0.66 0.98 0.86 1.00 0.86
Middle East 0.87 0.50 0.94 0.66 0.49 1.00

Note: Conditional on activity in a region in the stub column, the row entries provide the probability of
also having a position in the other regions.

Table 4A.2 Average Number of Countries in Which Banks Have Foreign Exposures

Exposures

1984–89 1990–95 1996–2000

All reporting banks 27 20 21
Quartile 1 14 12 13
Quartile 2 24 14 15
Quartile 3 35 33 35
Quartile 4 86 76 66

Note: Banks are divided into quartiles according to their asset size.
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Table 4A.3 Countries Included in Regression Analysis, Using IFS Classification

Developing Countries

Western
Industrialized Developing Hemisphere Asia and Middle
Countries Europe (Latin America) Pacific Africa East

Australia
Austria
Belgium
Canada
Denmark
Finland
France
Germany
Greece
Iceland
Ireland
Italy
Japan
Luxembourg
The

Netherlands
New Zealand
Norway
Portugal
Spain
Sweden
Switzerland
United

Kingdom

Bulgaria
Croatia
Cyprus
Czech

Republic
Estonia
Hungary
Kazakhstan
Latvia
Lithuania
Macedonia
Poland
Romania
Russia
Slovakia
Slovenia
Turkey
Ukraine

Argentina
Bahamas
Barbados
Belize
Bolivia
Brazil
Chile
Colombia
Costa Rica
Dominican

Republic
Ecuador
El Salvador
Guatemala
Guyana
Haiti
Honduras
Jamaica
Mexico
Nicaragua
Panama
Paraguay
Peru
Suriname
Trinidad and

Tobago
Uruguay
Venezuela

Bangladesh
China
Fiji
Hong Kong
India
Indonesia
Malaysia
Mongolia
Pakistan
Papua New

Guinea
The

Philippines
Singapore
South Korea
Sri Lanka
Thailand
Vanuatu

Chad
Congo
Côte d’Ivoire
Equatorial

Guinea
Gabon
Ghana
Guinea-

Bissau
Kenya
Mauritius
Morocco
Niger
Nigeria
Senegal
South Africa
Tunisia
Zambia

Bahrain
Egypt
Israel
Jordan
Kuwait
Oman
Saudi Arabia
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Comment Simon Johnson

Linda S. Goldberg has provided us with fascinating information on three
important questions. First, which U.S. banks lend outside the United
States? Second, what is the pattern of this international lending, and how
has this changed over time? Third, which parts of this bank lending are rel-
atively volatile, and what drives this volatility? On all three issues, Goldberg
both provides us with valuable new facts and points the way to further em-
pirical and theoretical research.

Goldberg establishes that a great deal of cross-border lending is ac-
counted for by relatively small banks, particularly those focused on Latin
America. Very large banks also lend internationally but do so more through
their own subsidiaries. Over time, fewer banks have been engaged in inter-
national lending, presumably as a result of bank consolidation. However,
some of the smaller banks have increased their foreign exposure shares over
time. There has also been an interesting increase in lending to the nonbank
private sector.

Goldberg also shows that the portfolio share of foreign lending for U.S.
banks is moved by U.S. gross domestic product (GDP) growth, not by U.S.
interest rates (with interesting differences between the coefficients on lend-
ing to developed and emerging markets). This lending also does not appear
to be sensitive to local GDP fluctuations or to movements in local real in-
terest rates.

Goldberg has created a fascinating new data set that allows fresh insight
into important questions. She has also covered a great deal of ground in
terms of the preliminary analysis presented here. My suggestions are in-
tended to indicate possible areas for further research (probably in the form
of several separate papers).

My first question concerns exactly why U.S. banks lend overseas. Does
this help them generate a superior return on equity, or does it represent
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some form of agency problem—or, perhaps, even a way to circumvent reg-
ulatory controls (e.g., perhaps it is easier to engage in connected lending to
overseas affiliates)? Why is there so much more lending to Latin America by
smaller banks than to Europe or Asia or anywhere else? Why does lending
to Latin America have different characteristics, for example in terms of its
sensitivity to U.S. GDP growth?

The volatility of U.S. bank lending could be usefully compared in more
detail to that of local lending in various markets. Goldberg has already
looked at this question in other work, but this new data set should allow fur-
ther insight. Does it help or hurt stability when there is a large amount of
lending by U.S. banks in a particular economy? Do U.S. banks pull out at
the first sign of trouble, or are they able to take a longer view? Is there evi-
dence that their presence is at all stabilizing, compared with the behavior of
local banks? (See, e.g., the recent work of Rafael La Porta and Florencio
Lopez-de-Silanes on Mexican banks after 1994.) The preliminary results
presented here suggest that U.S. banks are not volatile lenders, but it would
be helpful to look at this issue in more detail (and possibly to write the con-
clusive paper on this topic).

It would be useful to know more about the nature of overseas borrowers
from U.S. banks. Some more work may be needed to combine this data with
information on the reported exposure of publicly traded banks (and when
they take loan loss provisions), but it will probably repay the effort. Are U.S.
banks lending to exporters? Does this practice skim the cream off local
banking relationships? Does this address the concerns about the con-
straints on financing development in weak legal systems measured by Ra-
jan and Zingales (1998)? Does it help to keep the economy going even if lo-
cal banks collapse? Quantifying these various effects would be very useful.

Looking at particular countries where there has been severe disruption of
the banking system would be helpful (e.g., Indonesia from 1998.) To get at
these issues, it might be worth starting the data set a little earlier (e.g., in the
late 1970s or 1980) to compare the effect of several crises, for example those
in 1982 and 1994–95. These data could also be related to controversies
about the timing and causes of crises.

Does the nature of U.S. lending differ according to the institutional char-
acteristics of the countries involved? For example, is lending to European
Organization for Economic Cooperation and Development (OECD) coun-
tries different in a measurable way compared with lending to emerging
markets or just poorer countries? Using the La Porta et al. (1998) classifi-
cation of institutional systems would be useful here (e.g., as an alternative
to the geographic classification in table 4.1).

Overall, Goldberg has written an extremely useful paper that provides
important facts for researchers and regulators. It is my strong hope that
Goldberg will use this information to write several more important papers.
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Discussion Summary

Charles W. Calomiris made three suggestions. He first offered the following
explanation for the cyclicality of domestic and foreign bank lending in
emerging markets. During a boom, domestic banks have access to cheap
capital (from retained earnings) and thus can expand lending, which they
sustain even in the initial contraction phase because they have a compara-
tive advantage in identifying the quality of loans. During the period of deep
recession, however, domestic banks cannot lend (because they have lost
most of their capital), while foreign banks enter the market as a result of re-
laxed regulation on entry barriers. Thus, foreign lending is countercyclical.
He suggested taking into account the business cycle of the recipient coun-
try when studying the bank-lending behavior.

His second suggestion was to isolate the relative capital cost effect from
the portfolio opportunity effect by controlling for the cost of raising equity,
as for example by using variables like underwriting costs. He also suggested
to control for Spanish GDP cycle when studying Latin American countries.

Sebastian Edwards commented on the specific breakdown points of the
period. The first subperiod of 1984–89 coincided with the Brady plan, at
which time many banks exited the market; the end of the second subperiod
of 1990–95 was around the time of Mexican crises, which also led many
banks to go bankrupt.

He raised questions on the time series results of the paper because the
sample period is very heterogeneous. For example, Argentina and Peru had
hyperinflation, and Mexico underwent a series of crises; moreover, the
banking sector in Latin America was very much regulated until 1989, and
therefore the interest rates were not meaningful before that. He said that
these structural changes during the sample period could be the reason for
some of the strange findings in the paper (the dramatically different results
for lending to Latin American and Europe). Lastly, Edwards suggested that
one could do some more advanced studies on events such as financial inte-
gration by combining this data set and information on emerging markets’
financial integration.

Rudi Dornbusch raised the question of whether the lending by small
banks to Latin America is trade credit (which is safer and has extra tax ben-
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efits). He said that if this was the case, then one could run a gravity regres-
sion (before Andrew Rose does it) on lending of this particular sector.
(Later in the discussion Nouriel Roubini conjectured that a large part of the
lending of small U.S. banks in Latin America may reflect the money-laun-
dering activities of small Miami banks instead of the provision of trade
credits.)

Robert Dekle suggested that when looking at the transmission of shocks,
one could include the nonperforming loan ratio and the Bank for Interna-
tional Settlements (BIS) capital ratio to capture the weakness of the bank-
ing sector.

Michael P. Dooley made the remark that a piece of the folklore is that Eu-
ropean banks behave differently from the U.S. banks, so it would be inter-
esting to include European banks as a control group and see whether U.S.
banks are indeed different. He also suggested including variables such as the
Federal Reserve Bank’s ratings on emerging countries and the individual
bank’s loan loss experience in these countries in the regressions.

Joshua Aizenman suggested using exchange rates and measures of the
probability of crises and country risk in the regressions.

Carlos A. Végh commented on the issue of volatility and cyclicality. First,
what is the explanation for the fact that small foreign banks are more pro-
cyclical than big foreign banks? Second, he raised a question on the relative
procyclicality of foreign banks compared to domestic banks. This is impor-
tant for understanding whether foreign banks make cycles in these coun-
tries more or less pronounced. Third, he talked about the finding that U.S.
banks’ lending to emerging countries is highly correlated with the U.S.
GDP. He said that when the United States is in a boom, interest rates go up,
which typically implies that the GDP growth in emerging economies goes
down, so U.S. lending is countercyclical to the cycles of emerging countries.

Jeffrey A. Frankel, in support of Vegh’s last argument, cited a paper by
Calvo, Leiderman, and Reinhart in which the authors argue that a reason
for the large capital inflow to emerging countries in the early 1990s was the
slow growth of Japan and United States.

John McHale commented on the weak sensitivity of U.S. lending to eco-
nomic conditions in emerging countries. He asked how consistent this was
with the turnaround of capital inflows to emerging markets during crises,
and whether the behavior of U.S. banks was different from that of non-U.S.
banks. Second, he commented on the finding that foreign lending is insen-
sitive to local interest rates. As he pointed out, high interest rates can be at-
tractive to foreign investors but may also signal bad economic conditions (a
crisis). The finding of the weak effects might be the result of using pooled
data, which suggests that one should control for crisis periods versus regu-
lar periods.

Roubini suggested that this rich data set could be used to test hypotheses
related to theories about capital flight, and in particular to test whether cap-
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ital flights occur because of common creditor effects or contagion. This can
be done by looking at what motivates banks’ behavior during crises.

Linda S. Goldberg agreed that cycles are very important in studying for-
eign banks’ lending behavior and indicated that she intended to incorporate
that angle in subsequent work. This, she said, would contribute to a better
understanding of the role of interest rates. She also said that it would be
worthwhile to rethink the way regions were defined. An alternative could be
to define country groups by their income levels. She agreed that the event
study that Roubini suggested would be interesting and noted that one could
also compare the U.S. banks’ and Spanish banks’ lending in Latin Ameri-
can countries. On the volatility of U.S. (or overall foreign) banks’ lending
relative to domestic bank lending, she cited one of her earlier studies. In that
paper she showed that lending from both foreign and domestic private
banks was procyclical (with respect to the local economy), but that the lo-
cal lending was more procyclical because one of the sources of local banks’
funding—local deposits—is more procyclical.
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5.1 Introduction

What role, if any, do large traders and other highly leveraged institutions
(HLIs) such as hedge funds (HFs) and proprietary desks of commercial and
investment banks play in determining and propagating market volatility
during crisis episodes? Some policy makers and analysts have expressed
concern that the activity of large players in small markets (“big elephants in
small ponds”) may trigger crises that are not justified by fundamentals,
destabilizing foreign exchange and other asset markets, creating systemic
risk, and threatening the stability of the international financial system.

A typical argument is that the presence of large agents increases a coun-
try’s vulnerability to a crisis because their short-term portfolio strategies
provide a focal point for speculative behavior and induce small investors,
other things being equal, to be more aggressive in their position-taking.
True, phenomena such as herding (buying or selling an asset because other
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participants buy or sell at the same time), momentum trading (buying an as-
set when its price rises and selling when its price falls), noise trading, band-
wagon effects, short-termism, and the like can occur in financial markets
even if all agents are small and atomistic. However, market power stemming
from size, reputation, and ability to leverage may give large players a signif-
icant role in affecting market dynamics with destabilizing consequences.

Specifically, concerns about the aggressive, possibly manipulative, prac-
tices of large traders were expressed in 1998 by the authorities of a number
of small and medium-sized economies. To assess these allegations, the HLI
working group of the Financial Stability Forum (FSF) established in 1999
a study group on market dynamics in small and medium-sized economies,
which conducted a study of the 1998 market turmoil and the role played by
HLIs in six countries (Hong Kong, Australia, New Zealand, South Africa,
Singapore, and Malaysia).

Although the group could not reach consensus on the allegations of
destabilization and distortion of market integrity, the report found circum-
stantial evidence of aggressive trading practices, pointing out the material
role played by large players in some crises. Notably, the conclusions of the
Market Dynamics Study Group, published in April 2000 (Financial Stabil-
ity Forum 2000), were somewhat different from a previous study on HFs by
the International Monetary Fund (IMF 1998). The IMF study, which was
limited to the events in Asia up to late 1997, had concluded that HFs had
not played a significant role in the early market turbulence.

In light of the results of these reports and, more generally, in light of the
policy and academic debate on the 1997–98 events, our contribution aims
to reconsider in detail, at both theoretical and empirical levels, the role that
large players can play in currency crises and market dynamics.

This paper is organized as follows. In section 5.2 we present a stylized
model of speculative attacks, analyzing the effect of large investors on the
vulnerability of a country to currency crises. We first focus on a model in
which speculative attacks are the outcome of self-fulfilling shifts in expec-
tations from “good” to “bad” equilibria, in situations in which the eco-
nomic fundamentals are neither too strong (ruling out crises altogether)
nor too weak (so that a crisis is unavoidable).

Next, we consider a model with asymmetric and private information,
building on the “global-games” literature (Morris and Shin 2000, Corsetti
et al. 2000). In this model, the impact of a large trader on the market de-
pends on the interaction of three elements: size, reputation for quality of in-
formation, and the ability to signal its portfolio position to the rest of the
market. The key result is that, in general, the presence of large investors
makes all other investors more aggressive, in the sense that the latter choose
to liquidate their currency positions for stronger economic fundamentals
relative to the case in which there are no large investors.

We conclude the theoretical section by discussing extensions of the model
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and several open issues: Do large traders destabilize markets? How large
must a trader be to have a significant impact on market behavior? Do large
players always benefit from signalling their trading? Or do they benefit from
trading quietly to avoid adverse movement of prices while building their po-
sitions? Do they inhibit contrarian trade? Can large players manipulate
markets (through cornering, “talking one’s book,” spreading rumors, etc.)?

On the basis of the results of section 5.2, section 5.3 provides an overview
and an extension of the empirical literature on the behavior of large in-
vestors in currency markets. We first look at the evidence on the correlation
between exchange rate movements and major market participants’ net cur-
rency positions. We next consider a few recent case studies. A number of
sources, ranging from press articles to academic case studies, have suggested
that large HFs and HLIs played a role in numerous episodes of market dis-
tress in the 1990s, including the following: the exchange rate mechanism cri-
sis in 1992–93; the 1994 U.S. bond market turbulence; the 1994–95 Mexican
peso crisis; the speculative attack on the Thai baht in 1997; the fall of the Ko-
rean won in 1997; the crisis of the Malaysian ringgit in 1997–98; the “double
play” on the Hong Kong stock and foreign exchange markets in 1998; the
pressures on the Australian dollar in June and August 1998; the unraveling
of the “carry trade” in the summer of 1998 and the rally of the Japanese yen;
and the Russia to Brazil contagion episode in the summer and fall of 1998.
We focus on a sample of these events and conclude by highlighting the links
between our analysis and the findings of the FSF (2000) study.

There are two important premises to our assessment of the role of large
players in crisis episodes. First, in the context of our study, a large player is
defined as an agent with market power. The influence of a large player on the
market outcome is not, however, mechanically related to its size, as mea-
sured by the value of asset holdings or market share. Clearly, players with
equal size can differ in their ability to influence the portfolio strategies of
other agents in the market, owing to, for instance, access to superior infor-
mation or special forecasting ability. There are a number of reasons to expect
a positive association between a trader’s size and its reputation for quality of
information. For instance, traders controlling a large portfolio of assets are
able to devote more resources to data collection and analysis and thus are
more likely to obtain superior information. However, large traders need not
be better informed in all circumstances. If smaller market participants can
better exploit information asymmetries and other market inefficiencies, the
actions of large traders may have only limited influence. To shed light on this
issue, our analysis is carried out under different assumptions about the pre-
cision of the large trader’s information relative to the rest of the market.

Second, while herding may have exacerbated swings in capital flows and the
ensuing changes in asset prices, it was a large set of investors—domestic and
foreign, small and large, highly leveraged and not—who jointly contributed
to market volatility in the turmoil episodes of the 1990s. Thus, although it is
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important to study the specific role that large HLIs might have played in these
episodes, it is crucial to understand their role in the broader macroeconomic
context in which these events occurred. In fact, most of the crisis episodes con-
sidered in this study unfolded against the backdrop of deteriorating macro-
economic fundamentals, policy uncertainties, and structural weaknesses.

5.2 Modeling the Role of Large Traders in Speculative Attacks

In this section we analyze leading theories of currency and financial
crises, with the goal of understanding the role of large traders in generating
and sustaining speculative attacks. We consider two classes of models of co-
ordination games. The first allows for multiple instantaneous equilibria and
sunspots, therefore interpreting the crisis as a switch from one rational-
expectations equilibrium to another. The second focuses on games in which
agents rely on private information in forming their beliefs about the funda-
mentals of the economy, as well as about other agents’ beliefs and strategies.
In these latter games, known as global games, the nature of crises is rooted
not in the multiplicity of equilibria but in a stochastic flow of unobservable
private information.

Our analysis focuses on static games, analyzing the decision process of
agents who have to decide, independently and simultaneously, whether or
not to attack a currency. A subsection deals with an example of a dynamic
game with Bayesian learning (as discussed in Dasgupta 2001), in which
agents may choose to take a position before the rest of the market or to wait
so as to gain information by observing trading activity. We conclude with a
discussion of open issues, pointing at a new generation of models that syn-
thesize desirable features from different approaches.

5.2.1 A Unified Analytical Framework

To begin, consider a small open economy where the central bank pegs the
exchange rate at some parity. The economy is populated by a continuum of
risk-neutral traders, each of whom can take an infinitesimal position
against the currency. In addition, there may be a single trader who can take
a “large”—that is, discrete—position against the currency.

Let � denote the mass of financial resources that are mobilized by (small
and large) speculators when attacking the currency. The variable � varies be-
tween zero (nobody attacks the currency) and 1 (the whole market attacks
the currency).1 As a stylized way to model heterogeneity in agents’ size, we
allow for a single large player that can mobilize resources up to � � 1. The
combined mass of resources available to small traders then amounts to 1 – �.

Because the focus of the analysis is on speculative attacks, we abstract
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from welfare-related considerations (a devaluation can be either good or
bad for the economy), so the reasons that monetary authorities decide to re-
linquish the peg are not explicitly analyzed. It may be helpful to keep in
mind the textbook example of an economy endowed with a stock of inter-
national reserves, where the central bank is willing to defend the exchange
rate only as long as reserves are above some predetermined critical level.
The central bank sets this level based on its assessment of the economic fun-
damentals of the country, indexed by � in our model. The critical level is low
when fundamentals are strong (� is high): the central bank is willing to use
a large amount of reserves to defend the exchange rate. Conversely, the crit-
ical level is high when fundamentals are weak (� is low): even a mild specu-
lative attack can force the central bank to abandon the peg.

The condition for a currency collapse is therefore

(1) � � �.

Since 0 � � � 1, a collapse always occurs if � is negative (the economic out-
look is so bad that the central bank has no incentive to maintain the peg
even if no attack materializes) and never occurs if � � 1. A collapse may or
may not occur for 0 � � � 1, depending on whether the currency is attacked
by a sufficient mass of speculators.

For simplicity, we assume that the ex post payoffs to individual agents are
independent of the state of fundamentals.2 From the viewpoint of each
agent, taking a speculative position in the currency market entails a cost t
� 1, including both transaction costs and the differential between the do-
mestic and the foreign interest rate. Thus, if an agent attacks the currency
but the currency does not collapse, its ex post payoff is –t, that is, the loss
due to transaction costs incurred when speculating. If, instead, the currency
collapses, the ex post payoff is assumed to be 1 – t. If the agent does not at-
tack, the payoff is identically equal to 0. All of these payoffs are measured
per unit of domestic currency.

Agents take their speculative positions independently and simultane-
ously.3 The timing is as follows: (1) Agents have a uniform ignorance prior
about �—that is, � is uniformly distributed over the real line.4 At the begin-
ning of the period, they receive a signal about the state of fundamentals.
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2. As will be apparent in what follows, the extension to the general case would confirm and
strengthen our results.

3. In most of our study, we abstract from intertemporal considerations and focus on one-
period models. Below we discuss a model that allows for a sequential-move game among spec-
ulators.

4. As pointed out by Morris and Shin (2000), improper priors make it possible to concen-
trate on the updated beliefs of the traders conditional on their signals without taking into ac-
count the information contained in the prior distribution. In any case, results with the im-
proper prior can be seen as the limiting case as the information in the prior density goes to zero.
See Hartigan (1983) for a discussion of improper priors and Morris and Shin (section 2) for a
discussion of the latter point.



(2) Agents take their speculative positions in the foreign exchange market
at given prices; � is determined. (3) The state of the economy � is revealed.
(4) The central bank either defends or devalues the exchange rate according
to equation (1).

5.2.2 Models with Symmetric Information

Common Knowledge and Multiple Equilibria

We now discuss models of currency and financial crises that stress the
role of multiple equilibria, focusing first on the baseline case in which all
agents are atomistic. Consider the following specification of the informa-
tion structure: previous to trading, all agents receive the same public signal
y about the fundamentals �:

(2) y � � � �	 � � 0

where E(	) � 0 and the probability distribution function of 	 is symmetric
and smooth (we write H for the cumulative distribution function).5 Note
that agents do not know the exact state of the fundamentals. Given the uni-
form prior about �, their posterior distribution of the fundamentals is H,
with mean y and standard deviation �.

To calculate the expected payoff for an individual agent i, one needs to
specify its conjecture about the positions taken by the rest of the market.
Consider the two extreme conjectures, which will be the relevant ones in
equilibrium. The first is that all agents other than i attack the currency. Con-
ditional on � � 1, the expected payoff from attacking for i can be written as

(3) (1 – t)Pr(� � 1 | y) – tPr(� � 1 | y) � H�
1 –

�

y

� – t.

If the public signal is such that this expected payoff is nonnegative, it is op-
timal for i to speculate against the currency. Since all agents are identical,
this must be true for everyone in the economy: when the above expression is
nonnegative, � � 1 is an equilibrium.

The second conjecture is that no one attacks. Conditional on � � 0, the
expected payoff from attacking is:

(4) (1 – t)Pr(� � 1 | y) – tPr(� � 1 | y) � H�
0 –

�

y

� – t.

As before, if the public signal is such that the individual expected payoff is
negative, it is optimal for i not to attack the currency. As all agents are iden-
tical, � � 0 is an equilibrium. Note that equation (3) is larger than equation
(4): Individual payoffs are strategic complements. That is, given the signal
y, they are increasing in the action taken by other agents in the economy.

For the sake of comparison with the global-game model discussed below,
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we now rearrange equations (3) and (4) to describe the optimal behavior by
individual speculators in terms of “trigger strategies.” Note that, condi-
tional on everyone else attacking, the maximum value of the public signal
at which an agent optimally chooses to attack is

(5) y∗ � 1 – �H–1(t).

Conditional on � � 1, the optimal strategy pursued by any individual agent
is to attack if and only if y � y∗. By the same token, if everyone else refrains
from attacking (� � 0), the threshold value for an agent to choose not to
attack is

(6) y


∗ � 0 – �H–1(t).

Thus, conditional on � � 0, an agent refrains from speculation if and only
if y � y



∗.

Now, either threshold is a rational-expectations equilibrium. However,
what determines the choice of one threshold over the other is not explained
by the model. Simply, it is assumed that exogenous uncertainty—the same
for all individuals—drives the threshold selection. Note that, because y∗ �
y


∗, the model predicts that an attack will occur for certain (irrespective of

which equilibrium threshold is selected) if y � y


∗, but it will never occur if

y � y∗. In the first case, the signal about fundamentals is so bad that each
individual’s expected payoff from attacking is nonnegative regardless of the
action taken by the rest of the market: everyone attacks the currency. In the
second case, the expected payoff is negative even if everyone else attacks the
currency: no one speculates.

When the public signal is in the range y


∗ � y � y∗, the economy may or

may not be hit by a speculative run on the currency, depending on which
threshold is chosen by the speculators.6 Note that for it is rational for each
individual to participate in the attack only if everyone else attacks the cur-
rency. As all agents choose the same threshold, this model assumes com-
mon knowledge not only of the public signal on the fundamentals but also
of the actions undertaken by every individual in the market. This means
that, in equilibrium, each individual must somehow know that all the other
agents have simultaneously chosen to attack.

Large Traders in Models with Symmetric Information

We now recast the model to allow for a large trader. The presence of a
large trader does not affect the upper threshold, y∗, corresponding to an
equilibrium in which all agents attack the currency. What does change is the
lower threshold, y



∗. When the signal on the fundamentals is positive but
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6. We should note here that a speculative attack by the entire market does not necessarily co-
incide ex post with a collapse of the currency, as this only occurs if the ex post value of the fun-
damentals � is smaller than 1.



weak, the speculative firepower of a large investor may be sufficient to force
a devaluation, even if no small agent participates in the attack. The expres-
sion for the lower threshold equation (6) is therefore replaced by

(7) y


∗(�) � � – �H–1(t).

Thus, the larger the trader’s size �, the larger the range of public signals that
trigger an attack and the lower the range of signals over which an attack
may or may not occur. The conclusion from this model is straightforward.
The presence of a large trader increases the vulnerability of a peg, as this
trader trivially solves the “coordination problem” in a speculative attack for
signals in the interval between 0 and �.

Although in this benchmark model we cannot analyze the effects of vary-
ing the relative precision of the large trader’s information (the signal is the
same for every agent), we can nonetheless derive an important result by
varying the precision of the public signal. From equations (5) and (7), it is
apparent that (if t is relatively small, i.e., t � 1/2) both thresholds y



∗(�) and

y∗ are increasing in �. Higher uncertainty—say, a mean-preserving spread
of the distribution of the public signal—leads all agents to raise the trigger
for an attack, regardless of the equilibrium on which agents coordinate.

In equilibrium, small traders always take the same side of the market as
the large one. To avoid misunderstandings of this model, we stress that this
does not imply that the large trader has signalling ability or represents a fo-
cal point. For y � y



∗(�), the currency is expected to collapse even if no small

trader attacks the currency. For y


∗(�) � y � y∗, the presence of a large

trader makes no difference; in this region, an attack by a large trader does
not represent a focal point, at least no more so than any other event relevant
to the coordination of agents’ expectations on a particular equilibrium.
This is not to deny that signalling and focal points may be relevant in equi-
librium selection. However, these elements require a different approach,
possibly loosening the assumption of common knowledge about the fun-
damentals.

5.2.3 Models with Asymmetric Information

We now turn to a class of coordination games according to which in-
complete information is the key element of a theory of speculative behavior.
The approach in this section is based on the mechanism of equilibrium se-
lection first analyzed by Carlsson and van Damme (1993) for the case of two
agents, then in a series of papers by Morris and Shin for a continuum of
agents, including a contribution to the theory of currency crises (Morris
and Shin 1998). Building on this approach, Corsetti et al. (2000) have pro-
vided a comprehensive theory of the role of large traders in a currency cri-
sis. The analysis in this subsection discusses this contribution in detail.

The main feature of the global-games approach to speculative crises is
that agents do not share information about the fundamentals of the econ-
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omy, but observe informative private signals about it. Even if the noise of
the private signals becomes very small, individual information about the
fundamentals never becomes common knowledge among traders. In other
words, upon receiving its own signal, the representative trader can only
guess the signals reaching the other traders, as well as their conjectures
about each other’s information and guesses. It cannot, however, count on
the other traders to know its information and conjectures—each agent
forms its beliefs based exclusively on its own information. This departure
from the assumption of common knowledge of the signal is crucial for the
results that follow.

The Global-Games Approach to Currency Speculation

Once again, we start by abstracting from the presence of a large trader
(i.e., � � 0). As in the previous section, agents have a uniform ignorance
prior over �; however, here there is no public signal to all agents. Rather,
each small trader in the continuum receives a private signal,

(8) xi � � � �εi � � 0,

where the distribution of εi is smooth and symmetric (we let F denote the
cumulative distribution function). Although there is no public information
about �, the distribution of the fundamentals � as well as of signals xi is com-
mon knowledge.7

Conjecture that, as before, all agents (optimally) follow a trigger strategy:
they attack if and only if their signal is below some optimally selected
threshold x∗; otherwise, they refrain from attacking. As noise is indepen-
dent of the fundamentals, the expected mass of agents attacking the cur-
rency is equal to the probability that any particular agent receives a signal
below x∗. Thus, for a given x∗, the population of agents attacking the cur-
rency at � will be

(9) �(x∗, �) � Pr(xi � x∗ | �) � F �
x
∗

�

– �

�.
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7. To understand the logic of the model in the absence of common knowledge of the signal,
it is useful to look at an example in which the noise in the private signal is distributed uniformly
with a bounded support of size � around the realization of �. Agent i knows that the funda-
mentals are distributed in an interval of size � on each side of xi , that is, � ∈ [xi – �, xi � �]. As
the realization of � may fall on an extreme of this interval, agent i cannot exclude that the sig-
nal of agent j is equal to xi � xi � 2�. However, if agent j receives a signal as far as 2� from xi ,
j concludes that � is in an interval of size 2� around xi � 2� and, most importantly, cannot ex-
clude that agent i’s signal xi is 4� distant from its actual position. Iterating once more the ar-
gument above, we see that agent i cannot exclude that agent j believes that agent i’s own beliefs
about agent j’s signal are as far as 6� from xi, and so on. Note the paradox in this result. Agent
i is 100 percent sure that � is �-close to i’s own signal. Agent i also knows that all other agents
get a signal within an interval of 2�. However, the fact that agents do not have common infor-
mation useful to locate the position of the fundamentals makes them worry about the possi-
bility that their opponents’ beliefs about fundamentals and signals wander quite far away from
where the fundamentals and the signals actually are.



Now, we know that a crisis occurs when � is at least as large as �, that is,
when

(10) �(x∗, �) � F �
x
∗

�

– �

� � �.

Thus, the maximum value of the fundamentals at which a crisis materializes
must satisfy

(11) �(x∗, �∗) � F �
x
∗

�

– �∗

� � �∗.

This means that, given x∗, the peg collapses for any realization of the fun-
damentals below �∗ and survives otherwise.

Next, if agents expect the currency to collapse for any � � �∗, the ex-
pected profit from an attack—conditional on receiving the signal xi—is

(12) (1 – t)Pr(� � �∗ | xi ) – tPr(� � �∗ | xi ) � F �
�
∗

�

– xi

� – t.

Because agents attack if and only if their expected profit is nonnegative, the
minimum value of the signal xi at which they attack, x∗, satisfies

(13) F �
�
∗

�

– x∗

� – t � 0.

Thus, given �∗, agents optimally choose to attack upon receiving a private
signal smaller or equal to x∗ as defined above.

The equations (11) and (13) represent a system of two equations in two
unknowns (x∗ and �∗) that completely characterize the equilibrium of the
model.8 Solving this system, it is easy to see that the equilibrium in trigger
strategies is unique. From equation (13) above, accounting for the symme-
try of the signal, it follows that

(14) 1 – F �
x
∗

�

– �∗

� � t.

Comparing equations (13) and (14), the threshold value for the fundamen-
tal is

(15) �∗ � 1 – t.

Note that 1 – t is also the proportion of agents attacking the currency at � �
�∗. Using this result in equation (11) yields a closed-form solution for the
individual threshold:
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8. The system above is a Bayes-Nash equilibrium. According to the standard definitions, a
strategy for an agent is a rule that prescribes an action for each realization of the agent’s private
signal. A profile of strategies (one for each agent) is an equilibrium if, conditional on the in-
formation available to each agent i, and given the strategies followed by other agents, the ac-
tion prescribed by the strategy followed by agent i maximizes the conditional expected payoff
(utility).



(16) x∗ � �∗ – �F –1(t) � 1 – t – �F –1(t).

Note that, if we let the noise in the private signal go to zero, the trigger
point tends to the threshold value for the fundamental: x∗ → �∗. As agents
become more confident about the information content of their signal, the
level of the optimal trigger tends to coincide with the threshold value �∗. A
well-known feature of this model is that not only is its trigger-strategies
equilibrium unique, but agents also optimally select the trigger strategy
characterized above over any other possible strategy. The proof of unique-
ness can be found in Morris and Shin (2000).9

Large Traders in Models with Asymmetric Information

A large trader of size � is now introduced in the economy. The small
traders keep receiving private signals xi with the properties stated above,
and the large trader receives a private signal denoted by xl:

(17) xl � � � �l εl �l � 0

where the distribution of εl is smooth and symmetric (we write L for the cu-
mulative distribution). Notably, �l can and will differ from �. In other
words, the precision of the signal of the large trader (which is the inverse of
the variance of the signal �l

2 ) can differ from the precision of the signal of a
typical small trader.

This is a realistic feature of the model. On the one hand, as argued in the
introduction, it is widely believed that large traders tend to have access to
superior information. On the other hand, even if large traders are better in-
formed on average, under some circumstances the ranking of information
may favor small traders. It is therefore useful to analyze both cases. In the
model, it is assumed that all agents in the market are aware of their relative
information precision; that is, the distribution of the signals, including the
relative size of � and �l , is common knowledge.

To derive the equilibrium, conjecture again that all players play trigger
strategies.10 From the previous subsection, we know that the mass of small
traders attacking the currency is equal to the probability that any particu-
lar agent receives a signal below some optimal trigger x∗, as in equation (9).
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9. Two points are worth noticing. First, the equilibrium is unique in the sense that agents
choose a unique threshold for their signal. With a continuum of agents there is no aggregate
uncertainty, so there is also a unique level of the fundamentals that triggers a crisis. In equilib-
rium, however, agents may and will choose different actions depending on the specific realiza-
tions of their signals. In other words, there will be heterogeneity in the behavior of investors—
to be contrasted with the strong result in common-knowledge, multiple-equilibrium models in
which everybody takes the same action in equilibrium. Second, the structure of information is
crucial to uniqueness. As shown by Morris and Shin (2000), were agents to receive both a
private and a public signal, there would be some threshold for the relative precision of these
two signals beyond which the equilibrium in trigger strategies is no longer unique—despite the
presence of private information, we are back to the case discussed in the previous section.

10. We refer to Corsetti et al. (2000) for proof that trigger strategies would be optimally se-
lected even if agents were allowed to choose other types of strategies.



Now, the small traders amount to a percentage 1 – � of the market. Thus,
the condition for a crisis to occur as a result of an attack exclusively by the
small traders is equivalent to equation (10) rescaled by 1 – �:

(18) (1 – �)F �
x
∗

�

– �

� ≥ �,

and the value of the fundamentals below which the currency collapses sat-
isfies

(19) (1 – �)F �
x
∗

�

– �


� � �



.

If the large trader attacks the currency as well, the financial resources mo-
bilized by speculators on the left-hand side of equation (18) are increased
by �. Following the same steps as above, consider the level of fundamentals
�� that solves

(20) λ � (1 – λ)F �
x
∗

�

– ��

� � ��.

Obviously it is �



� ��. When the fundamentals are below �


, the currency col-

lapses whether or not the large trader attacks. When the fundamentals are
between �



and ��, the peg collapses if and only if all traders, small and large,

speculate against the currency. To sum up, with a large trader we have two
thresholds for the fundamentals (�



and ��) instead of a single one (�∗). Note

that the distance between the two is not equal to �.
Next, consider the expected payoff of the large trader. This agent knows

that, if it attacks, the currency will collapse for any � � ��. Clearly, it chooses
to attack as long as the expected profit conditional on its signal is nonneg-
ative, that is, as long as

(21) (1 – t)Pr(� � �� | xl ) – tPr(� � �� | xl ) � L�
�� �

–

l

xl

� – t � 0.

The highest value of the signal at which it attacks—that is, its trigger, xl
∗—

thus solves

(22) L�
�� –

�l

xl
∗


� � t.

To evaluate the expected payoff of the typical small trader is not as easy.
Small traders know that the currency will certainly collapse for any realiza-
tion of the fundamentals worse than �



. When � is between �



and ��, a col-

lapse will only occur if the large player participates in the attack—that is, if
and only if the large trader receives a signal worse than xl

∗. The expected
profit from an attack conditional on the signal xi must therefore be written
in such a way as to keep these different regions of the fundamentals sepa-
rated from each other.
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Conditional on the signal xi , we write the posterior density over � for a
small trader as

(23) 

�

1

 f �
� –

�

xi

�.

The expected payoff to attack conditional on signal xi is therefore11

(24) Pr(� � �
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The analysis of the model can be considerably simplified with a change of
variables, using the following definitions:

(25) z � 

� –

�

x∗

, �
 � �
�
 –

�

x∗

�, and �� � 


�� –

�
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 .

It can be shown that both �
 and �� are monotonically decreasing in x∗. The
threshold for the large player (x∗

l in equation [22]) can now be written as

(26) xl
∗ � x∗ � ��� – �lL

–1(t)

while the optimal threshold for the small players, x∗, is the unique solution
to the following equation:

(27) F(�
�

) � ���
�


f (z)L�

�

�

l


(�� – z) – L–1(t)�dz – t � 0.

Once x∗ is determined,12 the large trader’s switching point, xl
∗, and the two

thresholds for the fundamentals are also uniquely determined.

Does a Large Trader Increase Financial Fragility? 
The Role of Size and Information Precision

In contrast to the model with small traders only, the model with a large
player has no closed-form solution. However, the key results can be ana-
lyzed by focusing on its limiting properties—that is, by letting agents be-
come arbitrarily well informed about the fundamentals.

Consider the case in which the information of the large trader is arbi-
trarily more precise than the information of the rest of the market, that is,
lim �/�l � ∞. Evaluating equation (27) under this maintained assumption,
we observe that for any � � �� (that is, for any z � ��) the probability that a
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11. Note that this expression requires the signal of the large trader to be independent from
the signal of a typical small trader.

12. Observe that the function on the left-hand side of equation (27) is continuous and strictly
increasing in both �
 and ��, variables that are in turn continuous and strictly decreasing func-
tions of x∗. Also note that the left-hand side of equation (27) is positive for sufficiently small
x∗, while it becomes negative for sufficiently large x∗. Thus, there is a unique x∗ solving equa-
tion (27).



precisely informed large trader chooses to attack is equal to 1. We can thus
write:

(28) F (�
) � ���
�


f (z)dz � F (��) � t.

This expression has a simple interpretation. If in the limit the noise in the
large trader’s signal is zero, small traders need simply guess the position of
the fundamentals, thereby forming their best estimate of the signal to the
large trader. Intuitively, a large trader with extremely precise information
does not add any noise to the estimation problem of small traders: they need
not worry about the large trader’s errors.

To solution of the model is then

(29) �� � � � (1 – �)F(–��) → � � (1 – �)(1 – t)

x∗ → �� – �F –1(t)

xl
∗ � �� – �l L

–1(t).

These expressions establish a first important result. In equilibrium, ��, xl
∗

and x∗ are increasing in the size of the large player, �. A larger � makes the
large and the small traders more aggressive, in the sense that they optimally
choose to attack for higher values of their signals. In particular, since �� � 1
– t � �∗, relative to the benchmark with small traders only, the presence of
a large, well-informed trader increases the fragility of the market by making
small traders willing to attack the currency for stronger fundamentals.13

What if the information of the large trader is less precise than that of the
small players? Will the size of the large trader still affect the fragility of the
market (despite inferior information)? Interestingly, the answer is a quali-
fied yes. Referring to Corsetti et al. (2000) for details, when lim �/�l � 0 the
influence of an uninformed large trader on the small traders’ strategies is ei-
ther null or moderate, depending on the size of �. If � is small enough, vary-
ing � does not affect the equilibrium strategy of small traders: Intuitively,
the noisy behavior of the large trader is offset, in equilibrium, by the net po-
sitions taken by the bulk of the market. If � is large enough, the “erratic” be-
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13. A heuristic argument can help to clarify the latter point. As we observed in the first part
of section 5.2.3, without a large trader (� � 0) the threshold for an attack by small traders only
is equal to 1 – t. This means that, at � � 1 – t, a proportion of 1 – t of traders attacks the cur-
rency. Now, suppose that each small trader has a share � of resources taken away, and that this
share is given to a single large trader with arbitrarily precise information. At � � 1 – t, the
amount of resources thrown into the market by small traders falls from 1 – t to (1 – t)(1 – �).
However, at � � 1 – t, because of her arbitrarily precise information, the large trader will al-
ways attack the currency, using the full amount of the resources given to it. Thus, the overall
amount of resources in the market increases from 1 – t to � � (1 – t)(1 – �), so that 1 – t can no
longer be the threshold of the fundamentals at which the currency collapses. However, this
means that, in the presence of a large trader, the region of the fundamentals where the currency
is expected to collapse becomes wider, and small agents are willing to follow a more aggressive
trading strategy.



havior of the large trader cannot be offset by the rest of the market. Its pres-
ence still makes all traders more aggressive, but to a lesser extent than in the
case discussed above.

We can now draw our main conclusions from this model by stressing two
key elements for a theory of speculative attacks with large traders. The first
element is size. In the model, � is positively related to the small traders’ ex-
pected payoff, through its influence on the region of fundamentals in which
a collapse of the currency is possible. As the upper bound of this region, ��,
is increasing in �, speculative attacks can be successful for stronger funda-
mentals. Consistently, the threshold x∗—that is, the maximum estimated
value of the fundamentals at which small traders are willing to attack the
currency—is also increasing (in some limit cases nondecreasing) in �.

The second element is the relative precision of information, as indexed by
the ratio �/�l . For a given �, a high degree of large trader’s information ac-
curacy (i.e., an arbitrarily small �l ) reduces the uncertainty about the be-
havior of the large player itself and increases the expected payoff of the
small agents for any given signal. Small traders thus become more aggres-
sive in the market (i.e., they attack at a higher threshold x∗). Interestingly,
a large player with relatively low precision of information can still exert
some influence on market participants’ behavior, but the extent of its influ-
ence is much lower.

Note the difference between the prediction of this model and the main
conclusion of the model with multiple equilibria. In the latter model, a large
trader increases the vulnerability of a peg independently of the behavior of
small traders—recall that the presence of a large trader only affects the
lower threshold y



∗ of the signal, increasing it by an amount equal to the

trader’s size. However, for signals in the upper end of the region of multiple
equilibria, the large trader makes no difference. In the global-games model,
however, the impact of a large player on the market outcome depends cru-
cially on her influence on the behavior of small traders. Moreover, the large
player makes a difference for strong fundamentals: It is the upper threshold
�� that is increasing in � as, for a bigger �, both the large and the small traders
bet against the currency for stronger values of their signals xl

∗ and x∗.
Thus, although multiple equilibrium models shed light on the effects of a

large trader when fundamentals are relatively weak, the global-games
model shows that the presence of a large trader may make a difference in
economies with relatively strong fundamentals. Together, these two classes
of models show that, in some circumstances, pegs that may not (or would
not) collapse in the absence of a large trader may well be expected to crum-
ble if one big elephant steps into a small pond.

Signalling and Herding

An important lesson from the above model is that a large trader can in-
crease the fragility of a peg even when the market can at best guess the large
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trader’s actual portfolio position and information. Her mere presence in-
fluences the equilibrium portfolio strategies in the market as a whole, espe-
cially when the large trader has more precise information. We may reason-
ably expect this influence to increase further if the large trader is given the
opportunity to let the market learn its positions or information.

Consider the following problem of dynamic coordination with learn-
ing—an example that can be framed in a modified version of the above
model.14 After receiving their signals about the state of the fundamentals,
both the large and the small traders can now choose between moving first
or waiting one period before taking a speculative position in the foreign ex-
change market. The state of the economy � is revealed after all agents have
built up their positions, and the payoffs are independent of the timing of the
move, so that there are no costs to waiting. Late movers can observe the
trading flow generated by early movers, raising the possibility of signalling
(by assumption, there is no other form of communication).

Should small traders move first? To the extent that their size is infinitesi-
mal, small traders’ individual positions do not influence trading flows in
any appreciable way. As each small trader ignores the impact of its own ac-
tion on the market, it cannot hope to affect the market by moving first.
However, small traders may obtain some informational benefit by waiting.
Thus, it can be concluded that small traders will weakly prefer to be late
movers. It is plausible to assume that, if indifferent whether to be early or
late movers, small traders will move late.

Now, since the large trader knows that small traders have no reason to
move early, it will never learn anything by waiting. Still, its portfolio posi-
tion cannot be ignored by the market. Instead, by letting people know its
portfolio position, it may increase the probability that its strategy will be
successful. Thus, a large trader weakly prefers to move early. Once again, it
is plausible to assume that, if indifferent about the timing of the move, the
large trader will move early.15

From here on, the analysis follows the same steps outlined in the previous
subsection, but with an important qualification: Now the decision taken by
small traders is conditional on the action taken by the large trader. Conjec-
ture that the large trader chooses to attack only if its signal is lower than xl

∗,
where, as in equation (22), this threshold is defined by

(30) Pr(� � �� | xl � xl
∗) � t
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14. We draw once again on Corsetti et al. (2000). The example comes from a class of models
discussed in Dasgupta (2001).

15. A large trader’s incentive to move first is strong when its estimate of the fundamentals is
not too good or too bad, leading it to believe that an attack will be successful only if many small
traders join. Conversely, if the private signal xl is bad enough, the large trader may expect a cur-
rency collapse regardless of speculation by small traders. In this case, as there is no cost in wait-
ing, the large trader will be indifferent whether to attack early or late (the same consideration
applies for signals xl that are sufficiently good).



If the large trader does not attack, its inaction signals that, based on its own
information, it finds the economy to be strong (that is, xl � xl

∗). However,
those small traders that receive a bad signal about the fundamentals may
nonetheless choose to attack the currency, thinking that enough small
traders will join the attack and cause a collapse. Consequently, there will be
an optimal threshold x

�
∗, below which small traders attack the currency

even when the large trader has not taken a speculative position against it.
This optimal threshold is defined by

(31) Pr(� � �



| xl � xl
∗, xi � x∗) � t

if a finite solution to this equation exists. Otherwise, if the left-hand side of
the above equation is strictly larger (smaller) than the right-hand side, x

�
∗ is

set equal to �� (–�).
Of course, when the large trader attacks the currency, it signals to the

small traders a quite different assessment of the strength of the economic
fundamentals (as xl � xl

∗). Relative to the previous case, small traders are
willing to attack for a wider range of signals they receive. The optimal trig-
ger conditional on an attack by the large trader, denoted x�∗, is defined by

(32) Pr(� � �� | xl � xl
∗, xi � x�∗) � t

if a finite solution to this equation exists. Otherwise, x�∗ is set equal to ��
or – �, depending on whether the left-hand side of the above equation is
larger or small than the right-hand side.

Through its influence on the trigger strategies of small traders, the large
investor induces some herding in the market; for a given distribution of
private signals, its position affects the number of agents taking the same side
of the market. The extent of herding will depend on the equilibrium value
of the two thresholds above. If these are not finite, there will be a stronger
form of herding: the position of the large trader will determine the position
of all other agents in the market.16

To illustrate this point, suppose the signal of the large trader is arbitrar-
ily precise relative to the signals received by the rest of the market. In this
case there are no finite solutions for the triggers of small traders, but x



∗ �

–� and x�∗ � ��, while �



and �� converge to 0 and 1, respectively. In equi-
librium, a large trader with superior information effectively leads the pack
of the small traders with no defection: each small agent ignores its own
private signal and always takes the same side of the market as the large
trader (we return to this in the next section).17

In the limiting case �/�l → ∞, herding does not depend on the size � of the
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16. The thresholds of the fundamentals below which the currency collapses solve (1 – �)Pr[xi

� x∗  � � �
] � �
 if the large trader has not attacked the currency, and � � (1 – �)Pr[xi �
x�∗  � � θ�] � θ� otherwise.

17. See Dasgupta (1999) for a theoretical discussion of herding in coordination games.



large investor. As long as � � 0, even a relatively small player can have the
strongest impact as long as the market regards its information as arbitrar-
ily precise. That is to say, the only dimension in which size is important is
the signalling ability associated with it, that is, the fact that the market does
not ignore the influence of its actions on the equilibrium outcome.

Size makes a difference, however, when the large trader’s information is
less than arbitrarily precise, and becomes very important if the ranking of
information precision tilts in favor of small players. To see this, suppose that
a large player without precise information gets a relatively bad signal on the
fundamentals. By moving first and attacking the currency, it cannot hope to
affect significantly the beliefs of the other agents, which know that its infor-
mation is relatively inaccurate. Yet, by moving first, the large trader can re-
duce the small traders’ uncertainty about its action in equilibrium. Small
agents will decide their optimal behavior knowing it has (or has not) thrown
its resources on the market. If it attacks, for a larger �, a smaller resource
gap remains to be filled for a speculative attack to be successful.

To summarize, the dynamic effects of a large trader are related both to in-
formation about the fundamentals and to the size of resources already de-
voted to an attack. In the limiting case (the information of the large trader
is extremely accurate), the first factor overshadows the second. However,
for some lower degree of precision of information, we may expect the sec-
ond factor to dominate.

5.2.4 Open Issues

Do Large Players Destabilize Markets?

In the long-standing academic and policy debate on whether speculation
is destabilizing, the role of large players is a particularly hot item. One view
is that large traders and arbitrageurs able to collect and process superior in-
formation improve the efficiency of the price mechanism. Also, because of
their ability and willingness to take leveraged positions, HLIs can be an im-
portant source of market liquidity. The alternative view emphasizes their
role as catalysts of market panic and short-termism. The literature provides
many example in which market efficiency is jeopardized by the behavior of
noisy traders even when they are atomistic, let alone when the size of their
speculative positions make them primary suspects as market “agitators.”

Indeed, an oft-voiced concern is that the presence of large players may
not lead only to short-term, high-frequency excess volatility of exchange
rates and other asset prices, but also to persistent and destabilizing devia-
tions of asset prices from their equilibrium values, with negative effects on
real economic activity. This is the case, for instance, if the actions of large
players can trigger currency crises that would not have otherwise occurred,
or force monetary authorities to prevent a currency collapse at the cost of
hiking interest rates and halting growth.
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In fact, it is rather difficult to prove that any specific economy fits this de-
scription. Some have argued, however, that Hong Kong in 1998 was the
nearest case of an economy whose fundamentals were generally sound, in
spite of some macro weaknesses, but that came close to the collapse of its
currency board regime as a result of aggressive speculation against its forex
and stock markets. In this example, only a controversial direct intervention
of the authorities in the equity market prevented a break of the peg and fur-
ther sharp falls in its equity market (see section 5.3.3). However, the effects
of defending the peg with high interest rates, likely exacerbating the reces-
sionary effects of the Asian crisis on the domestic economy, were quite
costly. While it remains controversial to assess whether the actions of large
players have a destabilizing impact (and counterfactuals are hard to assess
when fundamentals interact with complex market dynamics), the welfare
costs of potential destabilization have been a matter of concern for policy
makers in small and medium-sized economies.

In the models discussed above, the mere presence of a large trader makes
all other agents more aggressive and ready to bail out for stronger values
of the fundamentals. Although the analysis does not explicitly address
welfare issues, it is compatible with models in which the economy ends up
being worse off after a currency collapse. We should note that the above
analysis rests on the key assumption that the large trader profits in the
event of a devaluation. This may not always be the case. As large traders
take speculative positions in many different markets, it is plausible that,
under some circumstances, they may actually lose because of currency in-
stability. To mention but one example, in 1998 several large financial insti-
tutions were reportedly long in Russian assets. Given the size of their port-
folios and the relative thinness of the market for such assets, a precipitous
unwinding of long positions would have exposed these institutions to
heavy losses. Attempts to hedge these positions through forward pur-
chases were thwarted when the fall of the ruble led counterparts to default
on their contracts.

This example suggests that, in some situations, large traders may well pre-
fer exchange rate stability to a devaluation. To analyze this case in the the-
oretical model presented in this section, one needs to allow for a more gen-
eral payoff function, reflecting the initial portfolio positions of large
players. In this case the presence of a large trader may end up making small
players less (instead of more) aggressive in the currency market, thus re-
ducing the likelihood of speculative attacks and sharp currency devalua-
tions.

Do Large Players Have Substantial Market Impact?

One may claim that the estimated total size of large players’ activity (say,
HFs’ net currency positions) is too small, relative to the depth of the forex
market and the amount of international reserves available to the govern-
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ments, to be a determining factor in a currency crisis.18 But if markets think
that large players have access to superior information, the model presented
above suggests that even modest short positions by HFs may lead a large
number of other investors to herd. As many investors mirror the behavior
of large funds, the overall buildup of short positions against a currency is a
multiple of the cumulative positions of these funds—indeed, large enough
to trigger a currency crisis.

In this respect, the FSF (2000) study suggests that, in the 1990s, some macro
HFs had built a very strong reputation in terms of information precision and
ability to forecast macro developments. In addition, anecdotal evidence sug-
gests that many financial institutions stood ready to provide credit to HFs as
well as services in executing forex trade, at least in part as a way to track the
investment strategy of these funds. Information about what HFs were doing
was indeed considered a valuable asset by a wide range of investors.

We should note here that small agents may try to infer the action by in-
formed large traders even when they do not have information about order
volumes. Under the plausible assumption that large trades tend to affect
prices, small agents without knowledge of order volumes can exploit the in-
formation implicit in price movements by buying when prices are rising and
selling when prices are falling. In other words, price changes are interpreted
as signals that large players are buying or selling. This case for positive feed-
back strategies, however, crucially depends on the degree of asymmetric in-
formation in the market. One may think that strong asymmetries are not
likely in foreign exchange markets, because the information about macro-
economic variables is mostly public. However, in the case of emerging mar-
kets, certain players with privileged access to policy makers are usually be-
lieved to have better information than average market participants, as well
as superior skills in analyzing public data.

Two factors play a key role here: leverage capacity and overall market liq-
uidity. As regards the first factor, some players, such as HFs, are less re-
stricted than others (such as institutional investors) in taking large lever-
aged positions. In a speculative attack, these agents could mobilize massive
resources up to a multiple of their capital base.

As regards market liquidity, the evidence suggests that forex liquidity
drops significantly in periods of turmoil (see FSF 2000). Thus, while the
overall cumulative short position by HFs may be small relative to the depth
and liquidity of the market in normal times, its relative size may increase
significantly when market liquidity shrinks during crisis periods. This effect
is particularly strong under institutionalized fixed exchange rate regimes
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18. Note that another large player in any forex market dynamics is the monetary authority,
which may affect currency values through its intervention in the forex market. What usually
distinguishes monetary authorities from other large players is the objective function: maxi-
mization of the country’s welfare function for the former, and profit maximization for the lat-
ter. However, in some episodes, even monetary authorities in emerging economies have al-
legedly engaged in currency trading for balance-sheet purposes.



such as currency boards, because these regimes limit the overall degree of
liquidity in the financial system. Even medium-sized sales of domestic cur-
rency to purchase foreign currency can dry up liquidity very quickly, lead-
ing to interest rate spikes such as the ones in Hong Kong in 1998 and in
Turkey and Argentina in late 2000. It should be stressed that a drying-up of
liquidity is an endogenous feature of an equilibrium with speculative at-
tacks. In the model above, for instance, it is an implication of the herding re-
sult, as the speculative position by a large informed agent makes all agents
take the same side of the market.

Do Large Players Intentionally Foster Herding?

The above theoretical analysis vindicates the view that large players can
effectively behave like market leaders by signaling their investment strate-
gies (“talking one’s book”), driving a large number of traders toward short-
ing a particular currency or asset market. Nonetheless, this result by no
means implies that herding is always in the interest of large players, nor that
we should expect them to engage systematically in signalling games, reveal-
ing their positions and information to the rest of the market. In fact, major
market participants may well try to prevent herding while they build (or un-
wind) their short positions. It is only when positions have been built that
herding by other agents (taking short positions or selling the currency out-
right) may become advantageous, as a way to increase the pressure on the
exchange rate and push a currency peg to break.

Suppose a large player is planning to short a currency or an equity index
in expectation of a future fall in prices warranted by weakening fundamen-
tals. In order to minimize any effect from its trading on current prices, its
preference would be to build its positions secretly. The same consideration
applies to the case of a large player that is trying to unwind its short posi-
tions, because herding would generate adverse upward pressures on prices.
Actually, if anything, a large player that is shorting an asset or unwinding a
short position may prefer the other agents to take a contrarian trading po-
sition, so as to minimize price movements.

In other words, when building a position, a large player has a clear interest
in trading at prices that do not reflect its private information. Only after it has
built up its position does its benefit if its information becomes public, as prices
would then move in the desired direction. At that point, there is a clear incen-
tive to engage in signaling, as analyzed in the period model presented above.19
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19. This issue is in part debated in the literature on optimal trading strategy. In the model by
Easley and O’Hara (1987), for instance, large trading size signals that some informed agent is
trading on the basis of superior information. These authors argue that an investor trading on
superior information will nonetheless prefer to take large positions at any given prices. The al-
ternative view, presented by Barclay and Warner (1993), is that informed traders do not want
to let the market learn their information by observing their position. Thus they engage in
“stealth trading,” for instance, by placing multiple medium-size orders). Of course, the reac-
tion by small players will crucially depend on which trades (large or small) they perceive to be
more informative; see Lee, Lin, and Liu (1999) for a discussion of this issue.



We note here that the goal of building a speculative position without
moving prices is helped by the presence of public authorities committed to
stabilizing prices—as is the case in a fixed exchange rate regime. It is still
true that early herding may be bad news for speculators: Early speculative
pressure on the currency may translate into higher interest rates and for-
ward prices, raising the costs of shorting positions in that currency. Thus,
there are still advantages to keeping early moves secret. However, price sta-
bilizing schemes, such as fixed rate regimes, usually lead domestic authori-
ties to provide a large amount of liquidity at current prices. Under a flexible
exchange rate regime, instead, attempts to build large short positions with-
out affecting prices require other investors to take the other side of the mar-
ket (playing contrarian and being long) as monetary authorities are not
committed to providing foreign currency at a fixed price. Again, only once
such positions have been taken does noisy signalling become profitable by
pushing exchange rates down.

Do Large Players Inhibit Contrarian Trade?

In the model discussed under “Signalling and Herding” in section 5.2.3,
strong herding only occurs in the limiting case when the large trader is ar-
bitrarily better informed than the rest of the market. Otherwise, there will
always be some agents who are willing to take contrarian trading positions
based on their own beliefs about the sustainability of the existing regime. It
is worth stressing that small agents do not necessarily lose when taking long
positions in the currency against the large one. Even when the large trader
has superior information, its private information may not reflect the true
state of the economy.

Indeed, there is circumstantial evidence that, on a number of occasions
during the 1997–99 period, some HFs experienced heavy losses as the ma-
jority of market investors traded against them. In some episodes, the losses
followed HFs’ attempts to bet on exchange rate stability or appreciation by
taking long positions on currencies under speculative pressure (such as the
alleged long positions by some large funds on the Indonesian rupiah in the
winter of 1997). Clearly, it is possible that large investors engage in strategic
games against each other. If so, differences in information and beliefs about
the evolution of fundamentals in a market would play a much larger role
than a stylized theoretical model with only one large trader and a mass of
small traders may suggest.

Still, one cannot rule out the possibility that, despite differences in infor-
mation and opinions, the size and reputation of large players taking aggres-
sive positions in the market may, at times, drive out contrarian investors. As
compared with the usually high leverage capacity of hedge and investment
funds, for instance, risk aversion and credit constraints may effectively limit
the amount of stabilizing speculation that individuals and other institutions
can provide. In other words, in a speculative attack against a currency, small
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investors who are risk averse and credit constrained may refrain from con-
trarian trading, even if they believe that fundamentals do not warrant a de-
valuation. Paradoxically, these investors may end up taking the same short
positions as the large institutions initiating the attack.

While plausible and realistic, these conjectures should nonetheless be an-
alyzed systematically in models of speculative attacks explicitly allowing for
credit constraint and risk aversion. Differences in leverage and attitude to-
ward risk need not mechanically imply that small investors stay on the side-
line or follow a large player in a lemminglike fashion.

The theory of speculative attacks with large traders should also be devel-
oped so as to explain, rather than assume, differences in the size of the spec-
ulative positions taken by economic agents. When trading size is endoge-
nous, individual agents know that choosing a large position helps solve the
coordination problem inherent in a speculative attack—for the reasons dis-
cussed above, the chances of success are increasing in the magnitude of
speculation. However, agents choosing a large speculative position also
have more at stake. A risk-averse agent’s marginal willingness to speculate
can decrease rapidly as its open position grows. There are therefore two
contrasting forces shaping the optimal speculative behavior of investors,
one suggesting larger, the other smaller portfolio positions.

In general, herding phenomena result from the complex and, at times,
unpredictable interaction of decisions of a large number of players, both
small and large. Whether domestic and foreign investors herd, whether do-
mestic investors herd more or less than foreign ones, whether offshore (and
highly leveraged) foreign investors herd more or less than onshore foreign
investors, and whether larger investors are leaders of the pack are all em-
pirical questions that must be addressed in case studies.

Can Large Players Manipulate Markets?

The basic question addressed by the literature on market manipulation is
whether it is possible for a trader to buy an asset, drive the price up, and then
sell the asset at this inflated price, thereby earning a profit (see, e.g., Kyle
1984; Vila 1987, 1989; Jarrow 1989; Bagnoli and Lipman 1998; Benabou
and Laroque 1990; Kumar and Seppi 1992). Although most of this litera-
ture does not directly address large players, these studies highlight poten-
tially important issues to complement our analysis above.

Conceptually, one can distinguish between three types of market manip-
ulation (see Allen and Gale 1992):

1. Action-based manipulation, based on actions that change the actual
or perceived value of the assets. This includes actions by insiders (such as
owners and or managers) as well as insider trading.

2. Information-based manipulation, based on the release of false infor-
mation or the spread of false rumors.
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3. Trade-based manipulation, which occurs when a trader attempts to
manipulate a stock simply by buying and then selling, without taking any
publicly observable action to alter the value of the firm or releasing false in-
formation to change the price. This form of manipulation includes attempts
to corner the market for a good or an asset.

Because investors do not control national policy making, action-based
manipulation seems unlikely in international currency markets. Informa-
tion-based manipulation (rumor spreading) is a somewhat more interesting
possibility. Information-based manipulation models, however, require that
the manipulators have a real or perceived information advantage. The pres-
ence of inside information pertaining to the value of corporate securities
makes this assumption highly plausible in stock markets, but it is harder to
envision in foreign exchange markets. Still, even in these markets, there
could be particular conditions in which rumors and leaks, say, about the ac-
tions of reputable players, may have strong effects that do not occur in nor-
mal times.

While trade-based manipulation is in principle the most relevant issue for
the purpose of this paper, it is not clear that such manipulation can be prof-
itable. Buying a stock tends to push its price up, while selling it tends to push
the price down. Consequently, if a large trader who attempts to manipulate
a market through trade ends up buying high and selling low, how can she
make a profit?20 For a large trader with market power to profit from trade
manipulation it is necessary that other (small) agents trade on the opposite
side of the market. However, if the manipulator makes net relative profits,
these agents will lose. Who would take a position that implies net expected
losses or negative risk-adjusted returns?

Market manipulation appears to be profitable only in particular circum-
stances, when there are agents with an informational disadvantage or
agents who have to sell or buy for some exogenous reason, perhaps receiv-
ing benefits that compensate them for the losses in the trade.21 In the con-
tribution by Allen and Gorton (1992), for instance, traders with superior in-
formation can inflict losses on a specialist, thanks to exogenous trades by
agents who face binding liquidity constraints. The authors of this study cor-
rectly observe that the welfare implications of this example of trade manip-
ulation are ambiguous: why should policy makers care if some investors
make money at the expense of less informed specialists?

Market corners are another form of trade-based manipulation. For in-
stance, a trader may obtain control of a sufficiently large share of the supply
of an asset that must be delivered in the futures or forward market.22 This
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20. Indeed, Jarrow (1992) shows formally that profitable manipulation is impossible in an
efficient market.

21. Theoretical examples are given by Kyle (1985), Jarrow (1992), Allen and Gorton (1992),
Allen and Gale (1992), and Kumar and Seppi (1992).

22. As in the cases of the Salomon Brothers’ Treasury market corner and the Hunt Broth-
ers’ corner of the silver market.



type of manipulation may not be feasible in markets, such as the forex,
where the relevant assets are not in fixed supply. Finally, we should note that
the issue of collusion, alleged to be a factor in recent market dynamics
episodes, has not been systematically studied by the literature on manipu-
lation.

Based on this overview of the literature, we can only attempt a prelimi-
nary assessment of the theoretical case for market manipulation by large
players in the forex market. The key observation is that successful manipu-
lation requires relatively strict informational and behavioral conditions.
For example, an individual fund should be large enough or leveraged
enough to be able to corner the market for a particular currency. Alterna-
tively, if no player was large enough to affect markets by itself, manipulation
would require collusion among investors. In the absence of outright collu-
sion, some HFs would have to lead the trading strategies of a sufficient
number of traders—perhaps by verbal manipulation, “talking down” a
currency to encourage other market players to sell short. Although such
convergence of strategies is possible, there is currently no evidence that it
occurred in any of the turbulence episodes of the 1990s.

Manipulation is hard to prove even when it is clear that a large agent
talked down a currency or market. Suppose that a major market partici-
pant, believing that a currency is overvalued, places global macro bets
shorting that currency and publicly announces its views to this effect. Be-
cause there is a broad range of uncertainty on whether a currency is over-
valued, how can one prove that the large agent’s public statement is a form
of market manipulation?

We conclude this section by noting that, although the social impact of
manipulation of individual equities may be ambiguous (because it leads to
a redistribution of wealth from less informed specialists to more informed
investors), successful manipulation of currency markets may have serious
welfare implications. Price movements away from fundamentals could be
associated with large and undesirable real effects such as employment losses
and fiscal and monetary imbalances. Moreover, wealth would be redistrib-
uted from vulnerable emerging-market economies to powerful interna-
tional investors.

5.3 Large Players and Currency Markets: Empirical Studies

A key lesson of the 1997–99 episodes is that no single factor can entirely
explain the volatility in cross-border capital flows, nor the large swings in as-
set prices that capital volatility sometimes causes. Corporate, financial, and
policy weaknesses in emerging markets are often exacerbated by adverse
monetary and macroeconomic developments in advanced economies;
countries with different domestic fundamentals have been equally vulner-
able to shifts in market sentiment among international investors. As a re-
sult, small countries that have been the recipients of international capital
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have also been increasingly worried by forces beyond their control in inter-
national capital markets.23 No wonder the role of HFs and other HLIs in
global financial crises has been closely scrutinized and often criticized, es-
pecially during the second half of the last decade.

The evidence on the portfolio strategies of HFs and HLIs and their im-
pact in currency turbulence episodes is mixed. IMF (1998) finds some evi-
dence that HFs, acting as market leaders, helped precipitate the ERM cri-
sis in 1992, although they appear to have done so in response to economic
fundamentals. Regarding the same episode, Fung and Hsieh (1999b) show
that the 25 percent net asset value (NAV) gain of the Quantum Fund in Sep-
tember 1992 can be explained by its position against the British pound.24

However, this episode hardly proves that a single large player can cause the
collapse of an otherwise sound currency. It is generally agreed that the
pound was overvalued in 1992 and that a devaluation was necessary to re-
store the competitiveness of the U.K. economy.25 Although specific HFs
might have contributed to triggering the fall of the pound, this episode
hardly fits the view that speculators successfully forced a devaluation not
justified by fundamentals.26

More recently, the authorities of a number of countries—such as
Malaysia, Hong Kong, and Australia—have claimed that the HFs’ role was
significant in several recent crises: Such funds have been accused of leading
market dynamics, intentionally causing herding, and manipulating curren-
cies and other asset markets. However, some studies, especially IMF (1998)
and other research (see Brown, Goetzmann, and Park 2000; Fung, Hsieh,
and Tsatsaronis 2000), have expressed skepticism. A typical argument made
in these studies is that HFs were “at the rear of the herd of investors rather
than in the lead.” This view is partly at odds with the conclusions of the
more recent FSF official study (FSF 2000) of the 1998 turmoil, which fo-
cused on a sample of small and medium-sized economies such as Hong
Kong, Australia, New Zealand, South Africa, Singapore, and Malaysia.
Whereas the IMF study concluded that HFs had played only a minor role
in 1997, FSF found a more significant impact of HFs and prop desks in the
episodes of turmoil in 1998.
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23. See Schadler et al. (1993) and Mussa et al. (1999) for emerging-market experience with
volatile capital flows and some possible policy responses.

24. The authors infer the directional exposure of the Quantum Fund to several currencies
from data on its weekly or daily net asset values.

25. The debate on the 1992–93 crisis of the European Monetary System is assessed in Eichen-
green and Wyplosz (1993), Buiter, Corsetti, and Pesenti (1998a, b), and Eichengreen (2000).

26. In other episodes, notably the 1994 bond market turbulence, IMF (1998) shows that HFs
as a group bet on a decline in interest rates, realizing substantial losses when they instead rose.
Fung and Hsieh (1999a) and Fung, Hsieh, and Tsatsaronis (2000) show that the Quantum
Fund took positions in anticipation of a strengthening of the U.S. dollar against the yen in Feb-
ruary 1994, then suffered sharp losses as the yen appreciated. They also consider the perfor-
mance of several large macro HFs in the episodes of market turmoil in 1997–98. We return to
these case studies below.



Some preliminary evidence about the performance of HFs for the period
1997–98 is presented in figures 5.1–5.4, where we plot the time series of the
NAVs of four large macro HFs,27 in parallel with the Standard & Poor’s 500
index and the yen/dollar exchange rate.28 Over this period, large macro HFs
were reported to be taking substantial long positions in the U.S. equity mar-
ket; they may also have been involved in the “yen carry trade” (borrowing
in yen to finance positions in other currencies or assets), as argued by Fung
and Hsieh (1999b).

For the Quantum fund, figure 5.1 suggests a strong correlation between
the NAV and the Standard & Poor’s 500 index in the first eleven months of
1997. The comovement is loose afterwards. Parallel movements between the
yen/dollar exchange rate and the NAVs of the four HFs are apparent in the
fall of 1998, in coincidence with the rally of the yen. Over the same period,
the NAVs of these funds also seem to be affected by the fall in the U.S. eq-
uity markets following the turmoil generated by the Russian crisis and the
near-collapse of Long-Term Capital Management (LTCM).

A striking feature of the performances of these four funds during the
1997–98 period is the size of fluctuations. The Jaguar Fund’s NAV rose by
100 percent between the beginning of 1997 and August 1998 but lost 25 per-
cent of its value between August 1998 and the end of 1998. The Emerging
Growth Fund rose by 40 percent between January and May 1997, then fell
sharply, remaining on a downward trend until the end of 1998, when its
NAV was about 40 percent below its level at the beginning of 1997. The
Quasar Fund was volatile but on average rose by about 50 percent between
the beginning of 1997 and August 1998; after that, it plunged by 50 percent.
By the end of 1998, its NAV was at the same level as at the beginning of 1997.
The Quantum Fund rose by about 30 percent between the beginning of
1997 and November 1997, but then it was mostly on a downward trend, ap-
proaching, at the end of the sample, a level close to the one at the beginning
of 1998. Overall, the performance of three of these four funds in the 1997–
98 period was far from exceptional: Two funds had on average zero returns
over the period, while one lost almost 40 percent of its value. The fourth
fund gained over 40 percent over the same period.

In what follows we provide a reassessment of the foreign exchange strate-
gies of large players in light of our theoretical analysis. A few selected case
studies on turbulence episodes in emerging markets are preceded by an
analysis of the evidence on the aggregate foreign currency positions of large
market participants in advanced economies.
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27. These are the Quantum Fund, the Quasar International Fund, the Emerging Growth
Fund of the Quantum Group, and the Jaguar Fund. They were among the largest macro HFs
in the industry over the period considered. Data on their weekly (Wednesday) NAVs have been
collected from the Financial Times.

28. Similar charts appear in Fung, Hsieh, and Tsatsaronis (2000), who consider the perfor-
mance of the HFs only up to 1997.
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5.3.1 The Treasury Foreign Currency Reports 
of Major Market Participants

We have argued before that a number of elements may contribute to a fi-
nancial institution’s market power—asset size and leverage ability, visibil-
ity and reputation for superior information. In this section we investigate
the links among these elements, focusing on the currency market. Do large
players affect the price of foreign currency? Can they have access to better
information than average market participants? Can they count on superior
forecasts of future exchange rate developments? Do they consistently take
long (short) positions in currencies whose value tends to appreciate (depre-
ciate) over time? To address these questions, at least on a preliminary basis,
we analyze the evidence on the foreign currency positions of the largest par-
ticipants in the U.S. forex market.

Major foreign exchange market participants are required by law to file
weekly and monthly reports on their holdings of foreign currency.29 An in-
stitution qualifies as a major participant if, on the last business day of either
March, June, September, or December during the previous year, it had
more than the equivalent of $50 billion in foreign exchange contracts on its
books. Contracts include sales and purchases in the spot, forward, futures,
and options markets. Actual currency holdings (deposits) and any other
foreign currency–denominated securities are not included in the reports.
U.S.-based institutions file a consolidated report for their domestic and for-
eign subsidiaries, branches, and agencies. Subsidiaries of foreign entities
operating in the United States file only for themselves, not for their foreign
parents. Market participants with foreign currency holdings of less than
$50 billion but greater than $1 billion need only file a quarterly report.

In their weekly Treasury Foreign Currency (TFC) reports, major partic-
ipants indicate the amounts of foreign currency outstanding at the close of
business each Wednesday.30 The currencies included in the reports are the
Canadian dollar, German mark, Japanese yen, Swiss franc, pound sterling,
and, since 1999, the euro. Also since 1999, reporting institutions approxi-
mate all other currency positions under the aggregate entry “U.S. dollar.”
Data are organized into four categories: foreign exchange spot, forward,
and futures purchased; foreign exchange spot, forward, and futures sold;
net options position delta equivalent value long or [short]; net reported
dealing position long or [short]. The first two categories represent the out-
standing amounts of foreign exchange that the reporter has contracted to
receive or deliver. Contracts are reported on a gross basis, and when the
contracts provide for the exchange of one currency for another, both the
purchase and the sale are reported. Options (third category) are reported if
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29. 31 United States code 5315; 31 Code of Federal Regulation 128, Subpart C.
30. The reports are filed no later than noon on the Friday following the Wednesday to which

the report applies.



the aggregate notional principal amount of contracts purchased and sold
exceeds $500 million equivalent. Options are reported in terms of net “delta
equivalent,” an estimate of the relationship between an option’s value and
an equivalent currency hedge, that is, the amount of currency with the same
gain or loss characteristics as the option for small movements in the ex-
change rate.31 The fourth category is defined as the actively managed net
dealing position monitored and used by each reporter for internal risk
management purposes. Estimates of net dealing position typically come
from internally generated reports.

Based on the TFC reports, since 1994 the Treasury Bulletin publishes in-
formation on the weekly, monthly, and quarterly foreign currency position
taken by all large players collectively. No information is released on single
participants’ positions, and data on their net dealing positions are unavail-
able even at the aggregate level. A previous study (Wei and Kim 1999) has
used this data set, covering the sample period 1994–96. Our paper covers the
entire sample available at the time of writing, January 1994 through June
2000. In 1996 thirty-six reporters qualified as major participants; of these,
twenty-nine were commercial banks and the remaining seven were other
forms of financial institutions, including HFs. By 2000, the number of re-
porters was down to twenty-five, of which eighteen were banking institutions.

Table 5.1 provides summary statistics on major participants’ weekly po-
sitions, all expressed in millions of U.S. dollars.32 Gross sales and purchases
of foreign currency are rather large (for instance, sales of Japanese yen av-
erage $1,459 billion, and purchases of marks average $1,252 billion) but net
positions are relatively small across currencies (net positions in yen are
about $20 billion in absolute value, and net positions in marks are on aver-
age $7.5 billion). The limited size of net relative to gross positions is partly
due to large market participants’ role as intermediaries: Reported foreign
currency transactions typically involve two offsetting operations, such as a
purchase of foreign currency from the market on behalf of a client and the
sale of foreign currency to the client itself. However, limited net positions
also indicate unwillingness by major participants to maintain large specu-
lative positions at high (weekly) frequency. It is worth noting, however, that
large players’ net positions have increased over time, on average, across all
currencies in the sample except the Canadian dollar.

Figures 5.5–5.11 plot the weekly time series of aggregate net foreign cur-
rency positions, defined as purchases minus sales of foreign exchange spot,
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31. Technically, the “delta equivalent” value represents the product of the first partial deriv-
ative of an option valuation formula with respect to the price or rate of the underlying con-
tract, multiplied by the notional principal of the contract.

32. We consider data on positions in German marks only until the end of 1998. After 1999,
positions in marks are reported only if the institution separately manages the exchange rate
risk of the euro and the legacy currencies; otherwise, all legacy currency amounts are reported
as euro-denominated contracts.



Table 5.1 Summary Statistics on the Treasury Foreign Currency Position Data

1994–2000

Standard
Observations Mean Deviation Minimum Maximum

U.K. pound
Purchased 337 622,847 165,994 339,847 917,309
Sold 337 611,583 159,274 339,060 906,447
Net options position 337 1,208 1,563 –5,473 6,243
Net foreign currency position 337 12,472 8,551 –2,576 40,193
Swiss franc
Purchased 337 334,790 62,349 216,129 519,961
Sold 337 339,857 65,951 215,423 531,052
Net options position 337 3,191 3,073 –4,473 10,394
Net foreign currency position 337 –1,876 3,823 –15,385 14,936
Japanese yen
Purchased 337 1,429,063 219,094 870,624 2,100,231
Sold 337 1,459,080 225,300 882,762 2,121,832
Net options position 337 10,142 3,625 2,824 23,085
Net foreign currency position 337 –19,876 11,933 –57,232 –704
Canadian dollar
Purchased 337 173,793 40,995 87,799 246,798
Sold 337 171,609 42,452 86,141 248,266
Net options position 337 –1,929 1,092 –4,410 995
Net foreign currency position 337 256 2,716 –11,423 7,179

1997–2000
U.K. pound
Purchased 182 755,470 96,081 568,827 917,309
Sold 182 737,607 95,455 550,143 906,447
Net options position 182 1,330 1,924 –5,473 6,243
Net foreign currency position 182 19,193 5,561 4,284 40,193
Swiss franc
Purchased 182 361,052 65,812 216,129 519,961
Sold 182 365,670 71,133 215,423 531,052
Net options position 182 2,054 3,246 –4,473 8,340
Net foreign currency position 182 –2,564 4,771 –15,385 14,936
Japanese yen
Purchased 182 1,573,070 186,778 1,175,914 2,100,231
Sold 182 1,611,159 184,751 1,202,603 2,121,832
Net options position 182 11,602 3,580 4,868 23,085
Net foreign currency position 182 –26,487 12,141 –57,232 –870
Canadian dollar
Purchased 182 205,602 18,538 159,173 246,798
Sold 182 204,945 20,030 154,471 248,266
Net options position 182 –1,936 1,394 –4,410 995
Net foreign currency position 182 –1,279 2,424 –11,423 4,719

1994–96
U.K. pound
Purchased 155 467,122 63,818 339,847 631,167
Sold 155 463,606 61,889 339,060 622,839
Net options position 155 1,065 971 –1,640 3,209
Net foreign currency position 155 4,580 2,672 –2,576 12,291



Table 5.1 (continued)

1994–2000

Standard
Observations Mean Deviation Minimum Maximum

Swiss franc
Purchased 155 303,952 40,233 247,431 449,426
Sold 155 309,547 42,788 250,865 458,367
Net options position 155 4,527 2,213 803 10,394
Net foreign currency position 155 –1,068 1,980 –7,897 3,942
Japanese yen
Purchased 155 1,259,971 102,189 870,624 1,477,491
Sold 155 1,280,511 105,852 882,762 1,500,136
Net options position 155 8,427 2,852 2,824 13,996
Net foreign currency position 155 –12,113 5,013 –25,856 –704
Canadian dollar
Purchased 155 136,443 25,747 87,799 204,644
Sold 155 132,465 24,595 86,141 198,807
Net options position 155 –1,920 564 –3,215 –526
Net foreign currency position 155 2,058 1,770 –1,015 7,179

1994–98
German mark
Purchased 259 1,252,768 126,035 1,025,474 1,694,490
Sold 259 1,248,805 116,520 1,026,360 1,643,567
Net options position 259 3,519 5,386 –12,705 11,892
Net foreign currency position 259 7,481 12,606 –10,647 50,989

1994–96
German mark
Purchased 155 1,214,599 103,602 1,025,474 1,557,578
Sold 155 1,215,384 101,510 1,026,360 1,547,771
Net options position 155 6,529 2,644 –1,728 11,892
Net foreign currency position 155 5,744 9,237 –7,616 25,603

1997–98
German mark
Purchased 104 1,309,654 135,209 1,102,822 1,694,490
Sold 104 1,298,617 120,066 1,109,383 1,643,567
Net options position 104 –968 5,315 –12,705 7,834
Net foreign currency position 104 10,069 16,099 –10,647 50,989

1999–2000
Euro
Purchased 78 1,707,470 126,408 1,470,427 1,994,301
Sold 78 1,714,560 124,464 1,478,126 1,996,041
Net options position 78 –3,919 2,879 –9,953 2,451
Net foreign currency position 78 –11,009 10,916 –33,426 23,001

1999–2000
U.S. dollar
Purchased 78 5,198,645 188,140 4,549,910 5,665,935
Sold 78 5,228,695 177,475 4,598,793 5,657,587
Net options position 78 3,175 6,119 –9,481 17,290
Net foreign currency position 78 –26,875 17,362 –70,953 20,912

Notes: Data are reported in millions of U.S. dollars. Purchased (sold) refers to spot, forward, and futures con-
tracts purchased (sold) in that currency. Net options position is the net delta-equivalent value of the total op-
tions position. Net foreign currency position is calculated as net contracts purchased plus net options position.
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forward, and futures, plus net options positions, all expressed in millions of
local currency (except for the contracts in yen, expressed in billions). The fig-
ures also plot the relevant exchange rates, expressed as U.S. dollars per unit
of local currency. Visual inspection of these figures leaves the impression
that the two series tend to move in parallel: When a currency strengthens
against the dollar, large players systematically increase their purchases and
reduce their sales of that currency, unwinding their net positions in dollars.

For example, in figure 5.7, the weakening of the yen relative to the U.S.
dollar from the fall of 1997 through the summer of 1998 is strongly corre-
lated with increasing net short positions on the yen, rising from about ¥2
trillion (about $16 billion at the prevailing exchange rate) to over ¥8 trillion
(about $56 billion). The rally of the yen between August and October 1998
is also associated with a sharp and rapid unwinding of major participants’
short positions. In the case of the German mark (fig. 5.9), the cycle of ap-
preciation against the U.S. dollar in the first half of 1995 and depreciation
in the second half of that year appears to be correlated with an initial
buildup of long positions in marks and their subsequent reversal. Similar
episodes are noticeable for the pound, the euro, the Canadian dollar, and
the Swiss franc. There are, however, exceptions: Notably, the weakening of
the euro in 1999 (fig. 5.10) seems to be associated with larger short positions
on this currency until the summer of 1999 but not afterwards.

Obviously, the direction of causality is not clear. On the one hand, large
players may affect the price of the currency simply because of the size of
their net positions. On the other hand, large players observe current ex-
change rates and take into account the perceived strength or weakness of
the currency in determining their net position at the close of business, sub-
stantially extrapolating some persistence in the behavior of the exchange
rate over the very short term. Superior information by large players may
also explain why current positions appear at times to be associated with
contemporaneous and future exchange rate levels.

To provide formal statistical evidence on these correlations, we regress
the current (Wednesday) exchange rate on the foreign currency position de-
nominated in local currency.33 For sensitivity analysis we exclude from the
sample outliers34 and consider two subsamples, 1994–96 (as in the Wei and
Kim 1999 study) and 1997–2000. The first column of table 5.2 reports the
results. In general, the regressions provide evidence in support of a strong
positive link between exchange rates and simultaneous net positions. The
results are particularly striking in the case of the pound, the Canadian dol-
lar, the yen, the Swiss franc, and the euro. The link is weaker in the case of
the German mark, as the coefficient is statistically significant only at the 10
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33. For sensitivity analysis, we also regress the exchange rate on currency positions con-
verted into U.S. dollars. The results are substantially similar.

34. The outliers are identified visually as 5/19/1999 (Canadian dollar), 9/15/1999 (Swiss
franc), and 1/6/1999 (euro). Outliers play little role in our results.



Table 5.2 Regressions of Level Exchange Rate on Net Foreign Currency Position

Net FCP

Current One-Week Lag Net FCP lag

U.K. pound
1994–2000 69.0** 33.5** 37.8**

(4.46) (11.50) (11.50)
1994–96 109.0** 71.5** 47.6*

(18.9) (28.0) (28.0)
1997–2000 22.4** 9.3 18.3

(9.06) (13.00) (13.10)
Canadian dollar
1994–2000 40.1** 23.7** 21.7**

(3.60) (5.47) (5.49)
1994–96 9.39** 6.90 4.40

(3.53) (6.95) (6.89)
1997–2000 9.83* 6.20 6.70

(5.44) (6.49) (6.44)
Excluding outliers

1994–2000 41.6** 25.4** 20.5**
(3.70) (5.76) (5.62)

1994–96 9.39** 6.90 4.40
(3.53) (6.95) (6.89)

1997–2000 10.4* 6.6 6.5
(5.74) (6.95) (6.56)

Swiss franc
1994–2000 28.8** 18.9 12.6

(7.58) (13.30) (13.30)
1994–96 25.2 35.9 –5.4

(18.3) (29.9) (30.2)
1997–2000 1.8 4.2 –3.0

(3.93) (6.76) (6.76)
Japanese yen
1994–2000 4.17** 1.90** 2.42**

(0.3) (0.9) (0.9)
1994–96 3.99** 2.30 2.50

(1.2) (2.0) (2.0)
1997–2000 1.98** 0.70 1.34*

(0.294) (0.785) (0.785)
German mark
1994–98 3.19* –6.7 10.2

(1.68) (6.65) (6.69)
1994–96 19.9** 2.6 17.9**

(1.84) (5.38) (5.36)
1997–98 3.83** –0.1 4.0

(0.703) (3.13) (3.15)



percent level; it is significant at the 5 percent level if we regress the exchange
rate on net positions expressed in U.S. dollars. Breaking the sample into two
periods does not significantly alter the results; in general, the t-statistics fall
in the most recent subsample, with the notable exception of the yen.

The relation between the exchange rate and net position is also significant
when we introduce lagged values of the latter variable. In the second column
of table 5.2 we report results based on regressing the Wednesday exchange
rate on current and one-week lagged net positions. The coefficients of both
regressors are significantly positive in the cases of the pound, the Canadian
dollar, and the yen. In other words, past net positions help to predict cur-
rent exchange rates:35 Large players tend to take long positions in curren-
cies that are strong and remain so for a while—a result reflecting some de-
gree of persistence in exchange rates.36

Are net positions associated with changes (rather than levels) of exchange
rates over time? If a significant relation were found between net positions
and movements of the exchange rate, two interpretations would be possible.
On the one hand, if large players had superior information, they should be
able to anticipate currency movements, selling short before depreciation.
On the other hand, large players could affect the movement of the exchange
rate simply because of the size of their trading.

Table 5.3 reports the results of regressing the ex post exchange rate de-
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Table 5.2 (continued)

Net FCP

Current One-Week Lag Net FCP lag

Euro
1999–2000 30.7** 26.5** 9.4

(6.2) (8.6) (8.5)
Excluding outliers

1999–2000 33.4** 26.5** 9.4
(5.9) (8.6) (8.5)

Notes: The first column reports results of the regression of the level exchange rate (US$ per
unit of foreign currency) on the current net foreign currency position (in millions of local cur-
rency, except for billions of Japanese yen). The second column reports results including the
one-week lag of the net foreign currency position (Net FCP_lag). Coefficient estimates and
standard errors (reported in parentheses) are multiplied by 107. Constants are not reported.
**Significant at the 5 percent level.
*Significant at the 10 percent level.

35. Separate regressions, not reported here, show that the correlation between current posi-
tions and future levels of the exchange rate holds significantly for horizons up to two months
for most currencies.

36. Also, this result is not inconsistent with an interpretation according to which large play-
ers’ positions today influence other market participants’ behavior, leading them to take simi-
lar net positions over time (a form of momentum trading).



Table 5.3 Regression of Log Difference Exchange Rate on Net Foreign Currency Position

Horizon (Days)

Currency 1 2 3 5 10 20 60

U.K. pound
1994–2000 0.40 –0.10 –0.50 –0.60 –1.10 –2.10 –9.49**

(0.498) (0.748) (0.897) (1.030) (1.47) (1.99) (2.89)
1994–96 –2.0 –0.2 –2.0 –2.3 –2.7 4.8 –30.6**

(2.08) (3.20) (3.94) (4.69) (6.49) (8.53) (12.70)
1997–2000 2.00* 2.77* 3.00 3.00 5.00 8.01* 12.80**

(1.11) (1.64) (1.89) (2.18) (3.14) (4.31) (6.08)
Canadian dollar
1994–2000 –0.80 –1.20* –0.90 –0.20 –0.20 1.00 8.43**

(0.471) (0.656) (0.849) (0.958) (1.320) (1.780) (2.910)
1994–96 –0.8 –0.3 0.4 1.3 1.6 5.8 –0.3

(0.857) (1.200) (1.790) (2.030) (2.790) (3.960) (6.590)
1997–2000 –0.3 –1.4 –1.4 –1.5 –2.3 –2.6 10.4**

(0.817) (1.140) (1.360) (1.540) (2.110) (2.750) (4.460)
Excluding outliers

1994–2000 –0.827* –1.150* –0.700 –0.400 –0.500 1.200 8.440**
(0.486) (0.677) (0.878) (0.988) (1.360) (1.840) (3.000)

1994–96 –0.8 –0.3 0.4 1.3 1.6 5.8 –0.3
(0.857) (1.200) (1.790) (2.030) (2.790) (3.960) (6.590)

1997–2000 –0.3 –1.3 –1.0 –2.0 –3.1 –2.5 10.6**
(0.862) (1.210) (1.440) (1.620) (2.220) (2.910) (4.710)

Swiss franc
1994–2000 –1.38** –2.17** –1.70 –1.30 –2.70 –5.110* –10.70**

(0.646) (0.993) (1.170) (1.420) (2.020) (2.870) (5.080)
1994–96 0.9 2.0 1.8 0.5 0.6 7.6 81.5**

(2.3) (3.28) (4.05) (4.84) (7.07) (10.1) (18.6)
1997–2000 –1.41** –2.86** –2.69** –2.00 –3.99* –8.20* –24.00**

(0.647) (1.050) (1.170) (1.490) (2.100) (2.870) (4.340)
Japanese yen
1994–2000 –2.30 1.00 9.73** 2.50 1.80 –2.50 –54.10**

(2.6) (4.1) (5.0) (5.8) (8.4) (12.5) (23.1)
1994–96 –2.8 7.7 24.8 44.6** 81.4** 169.0** 487.0**

(10.0) (15.8) (18.6) 21.8 (31.5) (49.1) (96.0)
1997–2000 –1.8 1.2 10.5 1.9 –1.2 –10.4 –85.2**

(3.77) (5.83) (7.16) (8.34) (12.20) (17.70) (29.60)
German mark
1994–98 0.388** 0.400 0.400 0.500 0.800 0.900 –2.200

(0.174) (0.274) (0.331) (0.389) (0.545) (0.799) (1.430)
1994–96 0.5 0.6 0.8 0.5 1.1 1.6 0.9

(0.371) (0.551) (0.683) (0.785) (1.110) (1.600) (2.940)
1997–98 0.30 0.30 0.40 0.60 0.90 1.00 –2.77*

(0.182) (0.314) (0.371) (0.453) (0.625) (0.934) (1.590)
Euro
1999–2000 –0.80 –0.70 –1.00 –2.00 –3.20 –6.49** –5.60

(0.7) (1.0) (1.1) (1.5) (2.2) (2.9) (4.1)
Excluding outliers

1999–2000 –0.80 –0.90 –1.20 –2.00 –3.40 –6.94** –6.40
(0.7) (1.0) (1.1) (1.6) (2.2) (2.9) (4.1)

Notes: The table reports the coefficient of the regression of the log-difference exchange rate (US$ per unit of for-
eign currency) on the net foreign currency position. Coefficient estimates and standard errors (reported in paren-
theses) are multiplied by 107. Constants are not reported.
**Significant at the 5 percent level.
*Significant at the 10 percent level.



preciation rate on lagged net positions. As above, for sensitivity analysis we
report estimates for the two subsamples and excluding outliers. We consider
different time horizons for the rate of depreciation: one day (Thursday on
Wednesday), two days, three days (Monday on Wednesday), five days
(Wednesday on Wednesday), two weeks, four weeks, and twelve weeks. The
results are, to say the least, mixed.

There is some indication that large players take positions against curren-
cies that tend to depreciate. At very short horizons (from one to three days)
there is at least one statistically significant, positive coefficient for the mark
and the yen (three days). In the case of the pound, the coefficient is signif-
icant only at the 10 percent level and only in the 1997–2000 subsample.
There is a statistically significant relation, but with the wrong sign, in the
case of the Swiss franc. In many cases the coefficients are not significant,
and some have the wrong sign. The picture does not change if we lengthen
the horizon of the depreciation.37 When we compare our results with previ-
ous studies, the evidence that exchange rate changes are correlated with the
net positions of large players is only marginally stronger.38

To sum up, although high-frequency noise in exchange rate changes may
explain the weak correlation between net positions and short-term changes
in exchange rates, the level regressions point to persistent low-frequency
movements (“long cycles” of exchange rates) associated with aggregate net
positions. Overall, the evidence suggests that the net positions of large play-
ers are significantly correlated with exchange rates; this can be attributed to
either size or informational advantages.

5.3.2 The Pressures on the Thai Baht in the Spring and Summer of 1997

We now turn to case studies of currency crises in which HFs and other
large traders were alleged to have played a key role. The first episode we con-
sider is the attack on the Thai baht, whose fall in the summer of 1997 started
the Asian currency and financial crisis.39

An assessment of Thai economic fundamentals suggests that the cur-
rency was overvalued. The country had run large current account deficits
for almost a decade, and the currency had appreciated in real terms. Exter-
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37. When twelve weeks are considered, there is a strongly significant relation for the pound,
the Canadian dollar, the Swiss franc, the euro, and the yen. The problem is that, with the only
exception being the Canadian dollar, the sign is always negative—that is, large players sys-
tematically take long positions in currencies that, on average, tend to depreciate over the next
quarter. One could interpret this result as implying some mean reversion in exchange rate re-
turns.

38. Wei and Kim (1997) do not find any significant positive association between large par-
ticipants’ position in a foreign currency and the latter’s subsequent appreciation. A nonpara-
metric approach finds some weak support for a positive association, but not on a systematic
basis. Recall that this study is limited to the 1994–96 period, whereas we extend the sample up
to the year 2000.

39. For a reconstruction of the Asian crisis and the debate surrounding these events see
Corsetti, Pesenti, and Roubini (1999).



nal imbalances had been financed through short-term unhedged liabilities,
making the country vulnerable to a liquidity run. Also, there were severe
weaknesses in the financial system that eventually led to a banking crisis.
On the other hand, high growth, high investment and savings rates, and a
prudent fiscal policy suggest that the country was not seriously misman-
aged.

The analytical models discussed in the first part of this paper suggest that
a country with weak fundamentals may be vulnerable to the market dy-
namics either generated or fed by short positions taken by large players.
Smaller players react to the actions taken by the large player by becoming
more aggressive in their speculative behavior. Thus, one question is whether
large HFs were “leaders of the pack” in this particular currency crisis
episode. On this issue, the IMF (1998) study is skeptical, arguing that the
HFs were at the rear rather than at the head of the pack (see also Eichen-
green and Mathieson 1999).

This conclusion appears to be somewhat at odds with the very informa-
tion available in the IMF study, let alone other sources of evidence. For in-
stance, IMF (1998) shows that some large HFs had already taken signifi-
cant short positions against the Thai baht in the spring of 1997, presumably
based on a negative economic assessment of Thai fundamentals (stressing
the size and persistence of the current account deficit and the overvaluation
of the exchange rate). The estimated net short position of the HFs in Thai-
land was about $7 billion.40 Fung, Hsieh, and Tsatsaronis (2000) estimate
that twelve HFs had about $5 billion in short positions against the Thai
baht at the end of June 1997.41

The evidence on HFs’ taking short positions before the eruption of the
crisis is indirectly confirmed by the econometric results presented in table
5.4, part A. Using weekly data, we regress the NAV of four large macro
HFs42 against the Standard & Poor’s 500 index, the yen/dollar exchange
rate, and the value of the Thai baht in the period from February through
July 1997—when the baht was under pressure.43 As argued before, the first
two regressors control for the hypothesis that these funds had significant in-
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40. This is an estimate of direct forward transactions with the Bank of Thailand. Short po-
sitions may have been larger as “hedge funds may also have sold baht forward through offshore
intermediaries, onshore foreign banks, and onshore domestic banks, which then off-loaded
their positions (commitments to purchase) to the central bank. Hence, there is no way of ac-
curately estimating their total transactions” (Eichengreen and Mathieson 1999).

41. Estimated short positions are lower after July 1997 as such funds took profits on their
shorts and partially closed these positions. Thus, while HFs may have played a role in trigger-
ing the initial collapse of the baht, they played a lesser role in the continued fall of the currency
throughout the summer and fall of 1997. For example, according to Fung and Hsieh (1999a)
there is no evidence that the Quantum Fund had shorted the baht during September 1997,
when this currency fell sharply.

42. These are the same considered in figures 5.1–5.4 and section 5.3.1.
43. For the Jaguar Fund the sample period is the full 1997–98 period, as we found significant

effects of all regressors throughout the sample.



Table 5.4 Hedge Fund Net Asset Value Regressions

S&P Yen Baht

A. February 1997–July 1997

Quantum 0.65** 0.08 0.25**
(0.1) (0.16) (0.06)

Quasar 0.10 0.98** 0.29**
(0.12) (0.18) (0.07)

Emerging growth N/A 2.62** 0.31**
(0.22) (0.12)

Jaguar (1997–98) 0.72** 1.61** 0.29**
(0.06) (0.10) (0.04)

B. May 1998–September 1998

S&P Yen HIBOR

Quantum 0.51 0.32 0.00
(0.38) (0.74) (0.12)

Quasar 1.08** 2.30** 0.14*
(0.26) (0.50) (0.08)

Emerging growth N/A 2.21** –0.32**
(0.51) (0.09)

Jaguar (1997–98) 0.99** 1.64** 0.12**
(0.05) (0.10) (0.02)

C. May 1998–September 1998

S&P Yen Hang Seng

Quantum 0.22 0.79 0.16
(0.35) (0.57) (0.15)

Quasar 0.28 3.75** 0.23**
(0.23) (0.37) (0.10)

Emerging growth N/A 1.87** 0.47**
(0.42) (0.11)

Jaguar (1997–98) 0.83** 1.20** –0.28**
(0.05) (0.12) (0.03)

D. February 1997–July 1997

S&P Yen Ringgit

Quantum 0.90** 0.40** 0.27
(0.14) (0.19) (0.38)

Quasar 0.22 1.20** 0.83**
(0.15) (0.20) (0.40)

Emerging growth N/A 2.60** 0.42
(0.26) (0.60)

Jaguar (1997–98) 0.49** 1.37** 0.50**
(0.07) (0.09) (0.05)

Notes: Standard errors in parentheses. Constants are not reported.
**Significant at the 5 percent level.
*Significant at the 10 percent level.



vestments in the U.S. equity markets and may have shorted the Japanese yen
to fund positions in other markets (Fung and Hsieh 1999b). The results
show significant effects of the Thai baht on the NAV of the four funds: The
NAVs increase when the baht weakens. The Standard & Poor’s index and
the yen/dollar rate also enter significantly in these regressions with the ex-
pected sign.44

The overall short positions by large traders ($7 billion in the estimate by
IMF 1998) represent only a quarter of the Bank of Thailand’s $28 billion
forward book at the end of July 1997. This suggests that many other in-
vestors besides HFs had built short positions in baht before the currency’s
fall in July. According to the IMF study, although “HFs apparently sold
some long-dated forward contracts on the baht in February 1997, the bulk
of their forward sales to the Bank of Thailand seems to have occurred in
May” when significant speculative pressure on the currency started to build
up and Thailand introduced some capital controls to limit the speculation
against its currency.45

On balance, the conclusion in the IMF study that HFs were at the rear of
the pack is not strongly supported by the data. Although lack of informa-
tion prevents a full assessment of the sequence of events and movements by
players of different sizes, a plausible interpretation is that large macro HFs
detected rather early the fundamental weaknesses of the baht and the like-
lihood of a devaluation. Since the buildup of short positions started in Feb-
ruary and continued through May, one could argue that HFs actually
moved first and were followed by a wide range of domestic and interna-
tional investors.

On the basis of our analysis in the second part of section 5.2.4, the argu-
ment that the HFs were “small” in the baht market (short positions for $7
billion against $25 billion at the central bank) needs to be qualified. If the
HFs’ short positions had been built by the time of the May attack (after the
capital controls of 15 May and the spikes in offshore rates, it became much
more expensive to short the currency), they would have accounted for a
large fraction of the forward book of the central bank by the end of May.
Although the eventual fall of the baht was certainly triggered by funda-
mental weaknesses in the economy, the evidence is not inconsistent with the
view that HFs moved first and their presence made other investors more ag-
gressive in their trading strategies.
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44. The Standard & Poor’s index is not included in the Emerging Growth Fund because this
fund invests mostly in emerging markets. Indeed, the Standard & Poor’s regressor is not sig-
nificant when included in the regressions.

45. In one week in May, the central bank intervened by selling about $15 billion. Since this
intervention was in the forward market, this information did not become public until August
1997. Smaller speculative attacks had occurred in January, February, and March (see Ito
1999).



5.3.3 The “Double Play” Hypothesis in Hong Kong

In 1998, the currency and other asset markets in Hong Kong felt signifi-
cant speculative pressures as the Asian crisis worsened. Local authorities
argued that large macro HFs were attempting to influence Hong Kong’s
forex and equity markets (Hong Kong Monetary Authority [HKMA] 1999;
HKMA and Reserve Bank of Australia 1999; Tsang 1998). Allegedly, large
traders were implementing a “double play”: shorting the equity market,
then shorting the currency, so as to lead monetary authorities either to
abandon the fixed exchange rate or to increase interest rates sharply, or
both, and profit from falling stock prices.

In the view of the Hong Kong authorities, the double play proceeded as
follows. First, HFs shorted the Hong Kong (spot) stock market as well as
the Hang Seng Index futures. HFs allegedly prefunded their Hong Kong
dollar needs via swaps with multilateral financial institutions that had heav-
ily borrowed in 1997 and 1998. Next, by using forward purchases of U.S.
dollars and spot sales of Hong Kong dollars, they tried to induce a devalu-
ation. Apparently, the size of the short positions of these HFs in the forex
and stock markets were very large.

Suppose that, to defend the currency board arrangement, the Hong
Kong Monetary Authority (HKMA) had intervened in the foreign ex-
change market only, drying up market liquidity and causing a correspond-
ingly large increase in interest rates. The monetary tightening would have
caused a sharp drop in equity prices, to the benefit of the HFs and other in-
vestors who had taken short positions in the stock market.

Suppose instead that, to avoid this stock market collapse, the HKMA
had kept interest rates low, while allowing the exchange rate to devalue.
Again, the HFs would have reaped large gains, this time through their po-
sitions in the currency markets. In either scenario, speculators would have
gained from their positions in the stock market or in the forex market, or
both.46

The HKMA, however, chose a different and unconventional option, con-
sisting of monetary tightening to prevent devaluation and, in August 1998,
sizable interventions in the stock markets to support stock prices.47 In the
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46. Chakravorti and Lall (2000) develop an analytical model of simultaneous speculative at-
tack on currency and equity markets that is designed to explain the double play hypothesis for
Hong Kong. They identify the conditions under which a simultaneous shorting of equity and
currency/money markets is a potentially profitable strategy. The model suggests that a simul-
taneous shorting of the two markets could result from poor economic fundamentals and an in-
crease in the probability that a devaluation may occur. They also explicitly model the effects of
central bank intervention in the stock market (as occurred in Hong Kong).

47. In the two weeks between August 14 and 28, 1998, the HKMA purchased approximately
US$15 billion of stocks and futures. This represented about 7 percent of the Hong Kong mar-
ket capitalization and about 30 percent of the free float in the market.



view of the Hong Kong authorities, this radical action was necessary to in-
flict losses on speculators and give them sufficient cause to be wary of future
attempts to corner the market. In the words of Financial Secretary Donald
Tsang, the speculative attack “was a contrived game with clearly destructive
goals in mind [to] drive up interest rates, drive down share prices, make the
local population panic and exert enough pressure on the linked exchange
rate until it breaks” (Tsang 1998).

The FSF (2000) study supports the double play hypothesis. Large macro
HFs appear to have detected fundamental weaknesses early and started to
build large short positions against the currency. According to available es-
timates, HLIs’ short positions in the HK$ market were close to U.S.$ 10 bil-
lion (6 percent of GDP), but some observers believe that the correct figure
was much higher. Several large macro HFs that had shorted the currency
also took very large short positions in the equity markets, and these posi-
tions were correlated over time.48 When the news spread that large HFs were
building short positions, other investors followed.

Indirect evidence on the positions of HFs in the Hong Kong currency
and equity markets can be provided by regressing the NAV of the four large
macro HFs in our sample against the Standard & Poor’s 500 index, the
yen/dollar rate, the Hang Seng equity index, and a short-term interest rate
measure in Hong Kong (the three-month Hong Kong Interbank Offered
Rate [HIBOR]) for the period May to September 1998. A negative relation
between NAV and the equity index is consistent with short positions of the
fund in the Hong Kong equity market. Also, because Hong Kong kept the
exchange rate fixed throughout the sample period, profitable short posi-
tions in the currency markets would show up as a positive coefficient on the
short-term interest rate—interest rate hikes lead to an increase in the for-
ward exchange rate, raising the NAV of a portfolio including short positions
in the currency. Results are presented in parts B and C of table 5.4, where
we find strong and significant effects of the expected sign (negative on the
Hang Seng index and positive on the HIBOR) for one of the funds, and a
significant effect of the HIBOR for another fund.49

According to the local authorities (Tsang 1998), unsubstantiated rumors
and false information about the health of the financial sector and the pos-
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48. “Among those taking short positions in the equity market were four large HFs, whose
futures and options positions were equivalent to around 40 percent of all outstanding equity
futures contracts as of early August prior to the HKMA intervention. Position data suggest a
correlation, albeit far from perfect, in the timing of the establishment of the short positions.
Two HFs substantially increased their positions during the period of the HKMA intervention.
At the end of August, four hedge funds accounted for 50,500 contracts or 49 percent of the to-
tal open interest/net delta position; one fund accounted for one-third. The group’s meetings
suggested that some large HLIs had large short positions in both the equity and currency mar-
kets” (FSF 2000, 131).

49. The coefficients of the Hang Seng index on two other funds are significant but with the
wrong sign. It is possible that losses inflicted on short equity positions by the Hong Kong in-
tervention may account for this result.



sibility of a devaluation were being spread in the local press and in financial
markets, apparently to push down the stock market, spike interest rates,
and put pressure on the currency. The FSF (2000) study mentions circum-
stantial evidence of aggressive trading behavior in the forex market: “Ag-
gressive trading practices by HLIs reportedly included concentrated selling
intended to move market prices, large sales in illiquid offshore trading
hours, and ‘spoofing’ of the electronic brokering services to give the im-
pression that the exchange rate had moved beyond the HKMA’s interven-
tion level. There were frequent market rumors, often in offshore Friday
trading, that a devaluation of the Hong Kong dollar or Chinese renminbi
would occur over the weekend” (FSF 2000, 130–31).

However, the empirical findings do not provide, per se, evidence of mar-
ket manipulation. Macroeconomic conditions in Hong Kong and East Asia
in the summer of 1998 (a sharp recession in Hong Kong and a worsening fi-
nancial and economic crisis in the entire East Asian region, with a falling
yen and a threat of currency devaluation in China) were causing concern
among investors about the Hong Kong stock market while raising doubts
about the survival of the Hong Kong currency peg, in spite of the commit-
ment by the authorities to maintain the currency board. Shorting both the
Hong Kong stock market and its currency at that time could have been in-
terpreted as a rational strategy for all investors, domestic and foreign,
highly leveraged and not, behaving according to normal market rules and
conventions. In other words, the hypothesis of rational investors’ taking
short positions in two markets (based on an assessment of economic fun-
damentals) and the hypothesis of a double play (suggesting market manip-
ulation) are observationally equivalent.

5.3.4 The Malaysian Ringgit

The role played by macro HFs in the fall of the Malaysian ringgit remains
controversial. Local authorities have forcefully argued that their presence
made a significant difference. However, several studies (IMF 1998 and
Brown, Goetzmann, and Park 2000) suggest that their role was minor.

As in the case of many other currencies in the region, the pressure on the
ringgit was undoubtedly driven by fundamental weaknesses in the econ-
omy, namely a large current account deficit and a structurally weak finan-
cial system, as well as financial and trade contagion from the fall of other
Association of Southeast Asian Nations currencies. Nonetheless, it is unre-
solved whether HFs were leaders of the pack in the circumstances that trig-
gered the fall of the ringgit and the continued pressures on the currency
throughout 1997 and 1998.

How large were HFs’ short positions against the ringgit? The aforemen-
tioned IMF study suggests that their positions were relatively small at the
time of the devaluation of the baht, July 1997, when pressures on the
Malaysian currency started to rise. Fung, Hsieh, and Tsatsaronis (2000)
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reach similar conclusions, estimating that the combined short positions in
the ringgit market by twelve HFs amounted to less than $1 billion in June
and July 1997.

A study by Brown, Goetzmann, and Park (2000) reaches analogous con-
clusions. Using returns data, these authors derive estimates of the positions
in the Malaysian ringgit over time by the largest ten currency funds. They
find that positions in the ringgit did fluctuate dramatically in the second
half of the 1990s but were not correlated with movements in the exchange
rate. More generally, they identify periods when the HFs had very large ex-
posures to Asian currencies, both positive and negative, but find no relation
between these positions and current, past, or future movements in exchange
rates.

Some aspects of this study, however, are problematic. Specifically, these
authors did not have access to data on net positions but inferred them from
observed returns, so serious measurement errors are possible. For example,
some of their estimates imply that the gross foreign currency positions on
the ringgit were at times close to 200 percent of Malaysian GDP. For in-
stance, in February 1996 the estimated short position by HFs was greater
than $200 billion. At the end of June 1997, when the pressure on the cur-
rency started to mount, the estimated HFs short positions reached a new
peak of $100 billion. Now, either these estimates are subject to significant
measurement error or, if correct, their size makes it difficult to argue that
HFs’ portfolios had no impact on the value of the Malaysian currency. Sta-
tistical tests suggest that, for two of the four funds in our sample, NAVs
were significantly correlated with movements of the ringgit after controlling
for the Standard & Poor’s and the yen/dollar rate.50

Ultimately, even when one accounts for the apparent gross mismeasure-
ment, the study leaves open the possibility that large traders built sizable
positions at the start of the speculative pressure against the ringgit (late
June and early July 1997). This is consistent with the view that HFs took
large positions before other domestic and foreign investors began to short
the currency. In this regard, and based mostly on circumstantial evidence,
the FSF (2000) study came to the conclusion that “the ringgit came under
heavy selling pressure around May 1997 during the pressures on the Thai
baht. Leveraged institutions reportedly had substantial short positions at
this time. Pressures continued after the authorities floated the ringgit in
July” (FSF 2000, 133).

5.3.5 The Pressures on the Australian Dollar in the Summer of 1998

The view that HFs played a significant role in the pressures on the Aus-
tralian dollar in the summer of 1998 has been presented in Reserve Bank of
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Australia (1999). The Australian view is nuanced. The Australian authori-
ties accept that a moderate depreciation of the Australian dollar might have
been justified by fundamentals in June and August of 1998. In June, the
Australian currency was negatively affected by a weakening Japanese yen
and by concerns about the spread and deepening of the Asian crisis. In Au-
gust, the pressure on the Australian currency was triggered by the Russian
collapse and expectations of falling commodity prices in a global slow-
down.

Although acknowledging the rationale for a depreciation in light of these
fundamental weaknesses, the Australian view was that large macro HFs
manipulated foreign currency markets to force a depreciation well in excess
of what was justified by fundamentals. The Australian authorities argued
that, even though the Australian dollar exchange rate market was very liq-
uid and had one of the highest turnover rates among Organization for Eco-
nomic Cooperation and Development countries, HFs were nonetheless try-
ing to manipulate it in different ways. First, HFs were supposedly able to
borrow Australian dollar funds from Australian banks in large amounts in
order to build speculative positions in the foreign exchange market. Second,
a few large HFs were allegedly signalling their short positions in the Aus-
tralian dollar market, effectively becoming leaders for a wide set of funds
and financial institutions. As a result, by taking very large short positions
against the Australian dollar while inducing other investors to follow a sim-
ilar strategy, the HFs were effectively able to corner the market.

Reportedly, the overall short positions against the Australian dollar were
sizable in the summer of 1998. Only a very aggressive intervention by the
Reserve Bank of Australia in June and August (and eventually the unravel-
ing of the yen carry trade) could stop what looked like a large speculative at-
tempt to cause an unwarranted collapse of the currency.

An interesting feature of the Australian case is that the speculative attack
hit a flexible, rather than a fixed, exchange rate regime. FSF (2000) provides
a systematic study of the Australian episode, suggesting that HLIs built up
speculative short positions against the Australian dollar from late 1997 on-
ward. The speculative activity intensified in April and May 1998: By the end
of May, the currency had fallen 24 percent below its peak in late 1996. In
June 1998, the pressures on the currency increased, with short positions by
HFs and other HLIs estimated at roughly $10 billion, about 2 percent of
Australian GDP.

The study found evidence of aggressive trading, shrinkage of liquidity,
the spread of rumors, the moving of contrarians to the sidelines, and herd-
ing along the HLI positions. In particular, “having already accumulated
large short positions, a few HLIs—primarily large macro HFs—according
to some market participants took actions in late May and early June to at-
tempt to push the exchange rate lower. These actions reportedly included
spreading rumors about an upcoming attack in the currency to deter buy-
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ers, and aggressive trading. A key feature of this latter was to concentrate
large amounts of sales into periods of thin trading. These actions were re-
ported by market participants to be designed in part to cause those who
might have taken contrarian positions to withdraw from the market. One
consequence was that exporters, who had been consistent buyers of Aus-
tralian dollars at higher levels, not only stood aside and stopped buying at
this time but some even began selling as the currency looked to fall to record
lows” (FSF 2000, 128).

5.3.6 Financial and Currency Turmoil in South Africa in 1998

The case study of South Africa in 1998 is interesting for a number of rea-
sons. First, the country had a semiflexible exchange rate regime, yet the au-
thorities heavily intervened in the forward market to defend the currency
when strong speculative pressures emerged in the spring of 1998. Second, as
in Hong Kong, investors may have attempted a double play. In this case,
however, the double play was staged in the bond and forex markets rather
than in the equity and forex markets. Third, according to FSF (2000), the
main role in the financial market was played by proprietary desks of large
international financial firms, rather than large macro HFs.

As in previous episodes, macro policy was generally sound, but the econ-
omy was hit by a number of shocks at the time of the turmoil. In the spring
of 1998, the economy was suffering from political uncertainty, a fall in the
price of gold and other export commodities, and a confidence deteriora-
tion, all of which led to a downgrade of GDP growth forecasts. Until April
1998, many nonresident investors—including HLIs—had built long posi-
tions in South African assets (especially government bonds). A major re-
versal of capital flows occurred in May and June 1998, with outflows by
nonresidents estimated at about 24 billion rand.

These speculative pressures led between April and August to a 25 percent
fall of the rand, a 40 percent plunge of the equity market, and sharp in-
creases in the yields on medium-term bonds from 12.9 percent to 21.6 per-
cent. The central bank initially responded to the pressure on the currency
by aggressively intervening in the forward market (selling about $8 billion
of reserves forward in May and June). Total short foreign exchange posi-
tions were estimated to be about US$8–9 billion (approximately 7 percent
of GDP), thus equivalent to total forward interventions. At the same time,
investors could easily build short fixed-income positions in the government
bond market by borrowing in the large and liquid repo market. As reported
in FSF (2000), some suggested that a double play took the form of aggres-
sive sales of the currency to spike short-term interest rates and profit from
short positions in the bond market.

The fall in the rand accelerated in June after the reserve bank stopped in-
tervening. The publication of the forward book showed that the reserve
bank was then vulnerable to large losses from previous forward interven-
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tion. Attempts to influence the course of market prices to the HLIs’ own
advantage were once again reported to have taken place: “[A]t times trad-
ing was reported as very aggressive, including the sale of large parcels to the
market at any price and greater than normal trading in periods of illiquid-
ity, sometimes apparently with sustained price impact” (FSF 2000, 141).

5.3.7 The Conclusions of the FSF Study on 
Market Dynamics in Turmoil Episodes

In our analysis above we have often built upon the FSF (2000) study, an
extensive study whose overall results are consistent with the key implica-
tions of our theoretical analysis. The ambivalent conclusions of this study
provide an excellent summary of the complex and multifaceted debate on
the role of HLIs in currency crises:

• “Under normal market conditions, HLIs do not threaten the stability
of medium-sized markets. Together with other market participants,
HLIs can play an important role translating views about the funda-
mentals into prices and face the same incentives as other market par-
ticipants to avoid outsized positions. Because of their ability and will-
ingness to take leveraged positions, HLIs can be an important source
of market liquidity and can, over time, contribute positively to market
development.”

• “From time to time, HLIs may establish large and concentrated posi-
tions in small and medium-sized markets. When this is the case, HLIs
have the potential to materially influence market dynamics. The size
and duration of the effects can be amplified through herding or through
other market participants moving to the sidelines and depend critically
on the strength of the fundamentals and the behavior of ‘ongoing’
transactors in the domestic currency.”

• “The judgment as to whether HLI positions are destabilizing has to be
made on a case-by-case basis. Several members of the study group be-
lieve that large HLI positions exacerbated the situations in several of
the case-study economies in 1998, contributing to unstable market dy-
namics and significant spillovers. These members of the group are of
the view that HLI positions and tactics can at times represent a signif-
icant independent source of pressure. Some other group members do
not think that there is sufficient evidence to advance such judgments on
the basis of the 1998 experience, given the uncertainty prevailing in the
markets at that time. They believe that the impact of HLIs on markets
is likely to be very short-lived and that, provided fundamentals are
strong, HLI positions and strategies are unlikely to present a major in-
dependent driving force in market dynamics.”

• “The group is concerned about the possible impact on market dynam-
ics of some of the aggressive practices cited in the case-study economies
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during 1998; it is not, however, able to reach a conclusion on the scale
of these practices, whether manipulation was involved and their impact
on market integrity. Some group members believe that the threshold for
assessing manipulation can be set too high and that some of the ag-
gressive practices raise important issues for market integrity. They are
of the view that there is sufficient evidence to suggest that attempted
manipulation can and does occur in foreign exchange markets and
should be a serious source of concern for policy makers (FSF 2000,
125–26).

As a conclusion to the assessment of the 1990s crisis episodes, it is worth
recalling that foreign exchange market pressures rapidly diminished in the
late summer and early fall of 1998, when large HFs and other HLIs reduced
their activity following a number of events: the Russian devaluation and de-
fault; the collapse of LTCM and the ensuing liquidity and credit squeeze in
the financial markets of advanced economies; the sharp appreciation of the
yen in September and October of 1998, which brought losses to those HLIs
that had heavily shorted the yen and played the aforementioned carry trade.
Also, “unorthodox” policy actions such as the massive Hong Kong inter-
vention in its equity market, capital controls in Malaysia, and intervention
against bond-shorters in South Africa contributed to a squeeze on the
speculative short positions of HLIs.51

5.4 Conclusion

This paper has presented a theoretical and empirical analysis of the role
of large players in currency crises. Our study contributes to an analytical lit-
erature that, while still in its infancy, is making significant progress in un-
derstanding how the existence of large players may affect foreign exchange
market dynamics. On the empirical side, results are constrained by the fact
that detailed data on major market participants’ positions and strategies
are limited. However, the evidence presented in our paper and in a number
of recent studies sheds some light on the role played by large players in re-
cent episodes of currency turmoil.

In sum, our analysis does not contradict the conventional wisdom that
large players possess the following traits: they are better informed or per-
ceived to be better informed, they are able to build sizable short positions
via leverage; they tend to move first based on an assessment of fundamen-
tal weaknesses; they contribute to currency pressures in the presence of
weak or uncertain fundamentals; they are closely monitored by smaller in-
vestors prone to herd on their observed or guessed positions, even when the
small traders would act as contrarians based on the private information
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available to them; and they may recur to aggressive trading practices. Un-
doubtedly, future theoretical and empirical research will shed further light
on many of the aspects discussed here.

We conclude with three observations. First, the role of large players in fi-
nancial markets may have recently changed. Some large macro hedge funds
and other HLIs have closed down or retrenched their operations.52 Perhaps
in part as a consequence of this retrenchment, there is now some concern
that liquidity in the forex market may have been reduced and greater asset
price volatility may have emerged. However, it is still too early to assess
whether such liquidity shrinkage has occurred and what its causes and con-
sequences are.

Second, the disappearance of several large macro HFs after 1998 may in
part be the result of the ongoing phase-out of fixed exchange rate regimes;
one after another, most noninstitutionalized exchange rate pegs have been
abandoned (Mexico, Asia, Russia, Brazil). Large macro bets against a peg
are easier to make, since large short positions can be built at low cost when
the monetary authority provides foreign currency at a fixed price. With flex-
ible rates, instead, there is always a two-sided currency risk, and the costs of
building short positions depend on whether, and to what extent, other
agents (other than the central bank) are willing to take the opposite side of
these transactions. Attempts to build speculative positions lead to continu-
ous time movements in the exchange rate, reducing not only the incentive to
speculate but also the scope for sharp (thus profitable) adjustment. Indeed,
large macro directional bets on the flexible exchange rates of the G3
economies allegedly led to losses in 1999 and 2000, contributing to the even-
tual demise of some large macro HFs.

Third, the policy implications of the role of large players in market dy-
namics are complex and multifaceted. The official sector began to address
these issues within the HLI working group of the FSF. This group consid-
ered both the implications of HLIs for systemic risk in global financial mar-
kets and the role of HLIs in market dynamics in small and medium-sized
economies.

Regarding systemic risk, the recommendations of this working group’s
report mirrored many of the recommendations of the report of the U.S.
President’s Working Group on Capital Markets (1999). The recommenda-
tions included measures aimed at better risk management by HLIs and their
counterparties (better credit assessments, better exposure measurement, es-
tablishment of credit limits, and collateral management techniques), better
creditor oversight (greater intensity of scrutiny of firms that are falling short
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and periodic reaffirmation of compliance with sound practices), and en-
hanced practices of public disclosure and reporting to authorities.

Regarding the issue of market dynamics in small and medium-sized
economies, the HLI report also made a number of recommendations. First,
the report noted that enhanced risk management practices could address
some of the concerns raised by emerging markets by constraining excessive
leverage. Second, it noted that trading on organized exchanges, requiring
market participants to report to regulators, and possibly requiring position
limits as well could alleviate some of the pressures caused by large and con-
centrated positions. Third, the FSF recommended that market participants
themselves articulate guidelines for market conduct in the area of foreign
exchange trading. These market guidelines would address the concerns of
smaller and medium-sized economies about the trading practices that
might have contributed to exacerbating market pressures in period of mar-
ket turmoil.
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Comment Jaume Ventura

The paper by Corsetti, Pesenti, and Roubini studies how the presence of
large investors affects the nature of currency crises. Its motivation is the al-
leged prominent role that some hedge funds and investment banks have
played in recent episodes of this sort. Regardless of whether this is factually
correct or not, I am convinced that the topic is of great interest. In this com-
ment, I raise a few issues that the paper either overlooks or does not treat
with sufficient clarity. To illustrate them, I use a bare-bones version of the
model that removes all uncertainty (public and private) about fundamentals.

The simplest model is the “speculators” game. In this game, one or more
investors command resources of mass 1. Let � be the state of the country or
fundamentals, and assume everybody observes it. Define � ∈ �0,1� as the frac-
tion of resources that are used to attack the currency. The currency collapses
if and only if fundamentals are weak relative to the size of the attack, that is,
if � � �. Investors have no intrinsic interest in the country. If they abstain from
attacking the currency, their payoff is zero independently of whether the cur-
rency collapses. Investors see the country merely as an opportunity to make
profits from inconsistent policy making. They can commit their resources to
the attack by paying a per-unit cost of t � 1. If the currency collapses, they
gain a per-unit profit equal to one. Otherwise their profit is zero. With these
assumptions, we can write the payoff matrix of investors in table 5C.1:
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Assume first that the unit mass of resources is uniformly distributed
among a continuum of atomistic investors. If � � 1, the currency does not
collapse regardless of the investors’ actions. Knowing this, nobody attacks,
and � � 0. If � � 0, the currency collapses regardless of the investors’ ac-
tions. Knowing this, all investors attack and � � 1. In the range 0 � � � 1,
there are two possible equilibria. If investors believe nobody else will attack,
then � � 0 and the currency does not collapse. If investors believe everybody
else will attack, then � � 1 and the currency collapses. How do investors se-
lect the equilibrium when this happens? Simply assume there is a sunspot
variable that coordinates them and takes one of two values, ATTACK and
NO ATTACK, with probabilities � and 1 – �, respectively. Under this as-
sumption, if 0 � � � 1 the currency collapses with probability �.

Assume next a fraction � � 1 of the unit mass of resources is owned by a
single large investor and the rest is uniformly distributed among the con-
tinuum of atomistic investors. How does this change in market structure
affect the likelihood of a currency crisis? To develop some intuition, con-
sider three alternative (and arbitrary) rules of behavior for the large in-
vestor:

1. The large investor is a hawk. Assume the large investor always attacks.
If � � �, the currency collapses. If � � 1, the currency does not collapse. If
� � � � 1, there are two equilibria. If atomistic investors believe that only
the large investor will attack, then � � �, and the currency does not collapse.
If atomistic investors believe everybody else will attack, then � � 1, and the
currency collapses. The presence of a hawkish large investor raises the lower
threshold of the range of multiple equilibria. As � → 1, this range disap-
pears as this threshold converges to 1.

2. The large investor is a dove. Assume the large investor never attacks. If
� � 0, the currency collapses. If � � 1 – �, the currency does not collapse. If
0 � � � 1 – �, there are two equilibria. If atomistic investors believe nobody
else will attack, then � � 0, and the currency does not collapse. If atomistic
investors believe other atomistic investors will attack, then 1 � 1 – �, and
the currency collapses. The presence of a dovish large investor lowers the
upper threshold of the range of multiple equilibria. As � → 1, this range dis-
appears as this threshold converges to zero.

3. The large investor follows the crowd. Assume the large investor attacks
only if it expects other investors to attack. If � � 0, the currency collapses.
If � � 1, the currency does not collapse. If 0 � � � 1, there are two equilib-
ria. If investors believe nobody else will attack, then � � 0, and the currency
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Table 5C.1 “Speculators” Game

Collapse No Collapse

ATTACK 1 – t –t
NO ATTACK 0 0



does not collapse. If investors believe everybody else will attack, then � � 1,
and the currency collapses. The presence of a follow-the-crowd large in-
vestor has no effect on the equilibrium of the game.

What are these examples telling us? As � grows, the large investor gradu-
ally replaces atomistic investors in the task of allocating resources.1 If its in-
vestment strategy is more aggressive than those of the atomistic investors it
replaces, more resources will be used to attack the currency in some range
of the fundamentals. An obvious reason for this is that the resources trans-
ferred are now invested more aggressively. However, because the actions of
investors are strategic complements, the presence of a more aggressive in-
vestor also leads other investors to be more aggressive. This brings me to the
first point: The effects of a large investor on the likelihood of a currency crisis
depend on how aggressive its strategy is relative to those of the atomistic in-
vestors it replaces.

None of the examples above describe the solution to the “speculators”
game. They instead describe the solutions to three alternative games in
which atomistic investors are rational speculators, but large investors are ir-
rational in some specific ways. The only purpose of the examples was to de-
velop intuition on how the behavior of a large investor affects the likelihood
of a crisis and the behavior of other investors. Assume from now on that the
large investor is rational and chooses its investment strategy optimally. Is
this enough to tell us whether the large investor behaves more or less ag-
gressively than the atomistic investors it is replacing?

Let’s start by describing the actual solution to the “speculators” game. If
� � 1, the currency does not collapse. If � � �, the currency collapses be-
cause the large investor always attacks. If we assume that it does not, then
its payoff is zero rather than � � (1 – t) � 0. If � � � � 1, there are two equi-
libria. If investors believe nobody else will attack, then � � 0, and the cur-
rency does not collapse. If investors believe everybody else will attack, then
� � 1, and the currency collapses. In this range the currency collapses with
probability �. Note that the large investor chooses a more aggressive in-
vestment strategy than that of the atomistic investors it is replacing. In the
range 0 � � � � it chooses to attack with probability 1, whereas the (re-
placed) atomistic investors attack with probability �. For all other values of
the fundamentals, the strategy of the large investor is identical to those of
the (replaced) atomistic ones. Therefore, the presence of a large investor
raises the likelihood of a currency crisis.

Is this a robust result? A simple modification of the game dispels any
hope in this direction. In the “speculators” game, investors have no intrin-
sic interest in the country and only see in the latter an opportunity to profit
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1. Naturally, this is in a figurative sense. I am analyzing a class of games indexed by �. Within
each game there is no transfer of resources among investors.



from inconsistent policies. From their perspective, the best possible sce-
nario is a currency collapse. Consider instead a “creditors” game, in which
investors have already invested in the country a unit mass of resources. Per-
haps they have lent to domestic banks or the government at an interest rate
r higher than the world interest rate of zero. The risk, of course, is that the
currency devalues by an amount d � r. In the “creditors” game, the best
possible scenario for investors is that the currency does not collapse. If in-
vestors attack (i.e., sell their investments and leave the country), their payoff
is the world interest rate regardless of whether the currency collapses or not.
If they do not attack (i.e., keep their investments and stay in the country),
their payoff is r if the currency does not collapse and r – d � 0 if it does. This
is shown in the payoff matrix in table 5C.2.

As a description of recent currency crises, the “creditors” game seems at
least as realistic as the “speculators” game. Moreover, in the absence of a
large investor, both games exhibit the same equilibria.2 However, the pres-
ence of a large investor leads to opposite results in both games. To see this,
let’s describe the solution to the “creditors” game: If � � 0, the currency col-
lapses regardless of the actions of investors. If � � 1 – �, the currency does
not collapse because the large investor never attacks. If we assume that it does
not, then its payoff is zero rather than � � r � 0. If 0 � � � 1 – �, there are two
equilibria. If investors believe nobody else will attack, then � � 0, and the cur-
rency does not collapse. If investors believe everybody else will attack, then
� � 1, and the currency collapses. Assuming that the same sunspot variable
selects the equilibrium in both games, the currency collapses with probabil-
ity � in the range of multiple equilibria. In the “creditors” game, the large in-
vestor chooses a less aggressive strategy than that of the atomistic investors
it is replacing, and as a result the likelihood of a currency crisis decreases.

The common thread in these two games is that atomistic investors are
nervous about the behavior of other investors. There is always a preferred
outcome, but achieving it requires coordination. In the “speculators” game,
the preferred outcome was to profit from policy inconsistencies. In the
“creditors” game, the preferred outcome was to preserve good investment
opportunities in the country. For some range of fundamentals, the large in-
vestor can decide market outcomes and effectively choose its preferred
equilibrium. Because the incentives of small and large investors are aligned,
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2. They even exhibit the same payoffs if r � 1 – t and d � 1.

Table 5C.2 “Creditors” Game

Collapse No Collapse

ATTACK 0 0
NO ATTACK r – d r



this equilibrium will also be preferred by atomistic investors. This leads us
to the second point: With atomistic investors, a coordination failure is pos-
sible in that the equilibrium chosen is “bad” from the investors’ perspective.
The presence of a large investor partially solves this coordination failure and
raises the likelihood of achieving the equilibrium considered “good” from the
investors’ perspective.

A natural generalization of this intuition applies in games in which there
is conflict among investors. The simplest illustration of this point is a
“mixed” game, in which a fraction � of the unit mass of resources is owned
by “speculators” (i.e., investors with the payoff matrix of the “speculators”
game) and the rest by “creditors” (i.e., investors with the payoff matrix of
the “creditors” game). If all investors are atomistic, the “mixed” game de-
livers the same equilibrium as the previous two games. However, the effects
of a large investor depend on its type in an intuitive fashion. It is easy to
check that the presence of a large investor lowers the range of multiple equi-
libria and raises the likelihood of achieving the equilibrium that is preferred
by investors of its own type.3

The last issue I want to take on here is that of the interaction between the
large investor and the government. In the games analyzed so far, governments
can take no action that affects the likelihood of a currency crisis. In real
episodes, governments do not passively wait until investors have made up
their minds. On the contrary, they actively try to affect their decisions through
announcements and promises of various sorts. Does the presence of a large
investor affect the government’s options to affect the resolution of a crisis?

Consider the “speculators” game again, but assume now that the gov-
ernment can bribe investors. More precisely, before investors choose their
strategies, the government can credibly commit to pay them b if the cur-
rency does not collapse. Clearly, this bribe has no effect at all on the out-
come of the game if the fundamentals are too strong or too weak, that is, if
� � 1 or � � 0. Therefore, there is no point in the government’s offering it in
this case. The question I address here is whether the government can use a
bribe to affect the outcome of the game when fundamentals are in the in-
termediate region, that is, 0 � � � �.4 In this region, the bribe transforms
the payoff matrix of investors as shown in table 5C.3.
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3. More fun is possible if we allow for two large investors with different types in the “mixed”
game. Assume that each of them commands a fraction � of the resources of her type. Then the
range of multiple equilibria is � � � � � � 1 – � � (1 – �). As � → 1, the range of multiple equi-
libria disappears as both thresholds converge to �.

4. It is crucial here that this bribe be contingent on the outcome of the game (or the collec-
tive actions of the investors) and not on each individual investor’s action. If the latter type of
conditioning were feasible, an intriguing possibility arises. Assume that, in the range 0 � � �
1, the government promises a very large payment if the currency collapses to all those investors
(large and small) that did not attack. If this promise is credible, the government has found a
free lunch. Now the dominant strategy for all investors is never to attack when 0 � � � 1, so
the government has coordinated investors toward the desired equilibrium. Because the cur-
rency never collapses, this has been achieved at zero cost.



Assume first that all investors are atomistic and, within the range of mul-
tiple equilibria, they select the equilibrium with the now-familiar sunspot
variable that leads them to attack with probability � and not to attack with
probability 1 – �.5 Then the presence of a bribe does not influence the equi-
librium of the game or the likelihood of a currency crisis. Why? Altering the
incentives of investors makes no difference if the latter cannot coordinate
their actions to reach their preferred outcome. Because the bribe would be
ineffective, the government will never offer it in the first place.

Things can be quite different, however, if there is a large investor and the
bribe is sufficiently attractive. Assume b ≥ 1 – t. In this case, the solution of
game is as follows: If � � 0, the currency collapses, whereas if � � 1 – �, the
currency does not collapse. If 0 � � � 1 – �, the currency collapses with
probability �. If b � 1 – t, the solution of the game is the same as if there
were no bribe. Therefore, a large enough bribe succeeds in reducing the like-
lihood of a currency collapse. If the government attaches enough value to
sustaining the currency, the equilibrium bribe is 1 – t. Otherwise, the equi-
librium bribe is zero. What is going on? If the bribe is attractive enough, in-
vestors no longer prefer a currency collapse. They would rather take the
bribe instead. If investors can coordinate their efforts even partially to reach
their preferred outcome, the government has an incentive to use a bribe to
align this preference with its own. When this happens, the large investor
changes its strategy, and this reduces the likelihood of a currency collapse.6

In the presence of a large investor, the outcome of the “speculators” game
is not robust to giving the government the option to offer a bribe, since the
latter will be used to affect the incentives of the large investor and the out-
come of the game. The same is not true for the “creditors” game, because
the incentives of the government and the large investor are already aligned.
Any government bribe would simply be a waste of resources and, recogniz-
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Table 5C.3 “Speculators” Game with a Bribe

Collapse No Collapse

ATTACK 1 – t b – t
NO ATTACK 0 b

5. This assumption now has some bite. The presence of the bribe has converted the “specu-
lators” game into a Stackelberg game with the government as the leader. This game has a much
larger set of equilibria, which includes strategies that condition the attack on the bribe, such as
“if b � b∗, attack; otherwise, don’t.” In fact, there is an infinite number of equilibria! The
sunspot variable effectively rules out all of these additional equilibria, so that we keep only the
two familiar ones.

6. The bribe might be too expensive in this game. After all, it must be at least as high as the
benefits that all investors receive if the currency collapses. There might be situations in which
the government can target the bribe to reach the large investor without much of a giveaway
to the atomistic ones. If this type of targeting is feasible, then the lowest bribe that would
change the outcome of the game is � � (1 – t) instead of 1 – t.



ing that, the government does not offer one. This leads me to the third and
final point: The presence of a large investor tends to reduce the likelihood of a
currency crisis, because the government can manipulate its incentives and use
it to partially solve the coordination failure in such a way as to avoid a currency
collapse.

When we attempt to map the concept of a bribe to reality, two ideas come
to mind. The first and obvious one is reforms. The government might have
the ability to credibly commit to some costly policy changes that raise the
profitability of foreign investments in the country. Notice, though, that
these reforms must be made contingent on the currency’s not collapsing.
This seems somewhat to contradict actual events, because many countries
wait to implement costly reforms until a crisis has already occurred.

A second possibility is to think of the bribe as a high interest rate. Be-
cause the value of loans falls after a currency collapse, a high interest rate
can be seen as a bribe that is conditional on the currency’s not collapsing.
In this case, the simple model here gives us some insights regarding the
effectiveness of raising the interest rate as a defense against a currency at-
tack. If there is a large investor of the “speculator” type, this defense will
succeed for some values of the fundamentals. If the large investor is of the
“creditor” type or all investors are atomistic, this defense will never suc-
ceed.

Where do we go from here? In this comment, I have used a standard
model of coordination failures to raise some questions and submit some
conjectures on the role of large investors in currency crises. My hope is that
more researchers will devote their time to this problem. Our knowledge of
how market structure affects international capital flows is, to say the least,
rudimentary, yet I suspect the payoff to research in this area might be quite
large. Models of perfect competition have been unable so far to explain ba-
sic observations such as why long-term capital flows are so small, or why
short-term capital flows are so volatile. Perhaps models of imperfect com-
petition will have more success at this task. However, as the examples here
show, sorting out the arguments and the facts is likely to prove a long and
treacherous journey.

Discussion Summary

The discussion centered on two themes: the theoretical treatment of large
players in the model and the empirical part of the paper.

Aaron Tornell raised the issue of there being more than one large player.
There are usually several large actors in a given market, and the industrial
organization literature suggests that the ways that a monopoly and an oli-
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gopoly work are markedly different. When there is more than one big
player, the players interact strategically with each other, and the logic in the
paper—which focuses on the interaction between the single large player
and many small players—may not carry over in such a situation. He argued
that we need a theory that is robust to the number of large players in the
market.

Michael P. Dooley made the remark that the largest, highly leveraged, and
nonfundamental speculator in these markets is the central bank. In the
model’s setting, one big player (a hedge fund) is followed by many small
players, but in reality, the central bank fulfills the role of large player. As he
playfully put it, the central bank sits there with a big hammer and threatens
to crush the little players should they bet against it. He agreed with Tornell
that the behavior of several large players needs to be modelled instead of the
interaction of small players with a single large one.

Roberto Chang agreed with both and commented that the governments
in most crisis countries did (or tried to) punish speculators severely. How-
ever, this behavior is not represented in the model; instead, the government
is assumed to carry out a mechanical role.

Martin Feldstein commented on the role of large players. He said that we
tend to think that large players play a negative role because they are effec-
tive in increasing the probability of crises, as suggested in the paper. But
perhaps the large players are performing a useful role as potential disci-
pliners. For example, they force some countries to move toward flexible ex-
change rates, and they make countries adopt more sensible domestic fiscal
policies. Federico Sturzenegger disagreed with the role of large players; he
said that the fact that the large players had moved out of the market sug-
gests they could not do anything. Rudi Dornbusch gave a different explana-
tion for the exit of hedge funds (large players) from the market: the big play-
ers are now old and rich enough!

Sebastian Edwards raised a related question regarding the exchange rate
regime and large players. This paper argues that many large players have
stopped operating partly due to the fact that a large number of emerging na-
tions abandoned the pegged exchange rate system. The current view on ex-
change rate regimes is increasingly in favor of the two corner solutions. He
asked whether countries that chose to have a fixed regime (in the form of
dollarization or currency boards) are more likely to be affected by large
players and are more subject to crises.

On the empirical part of the paper, Feldstein asked what the U.S. hedge
fund data cover. What is “U.S.” for this purpose? Moreover, if a hedge fund
is offshore, how offshore can it be to evade being part of the data set?

Linda S. Goldberg suggested that the paper could do more hypothesis
tests in the empirical part. For example, on the relationship between the net
foreign borrowing position and exchange rates, what part of the change of
net foreign position of large players is due to exchange rate movements, and
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what part is associated with their position? When looking at the dynamics
of players and action, what incremental dynamics are expected for ex-
change rate movements based on the change of position? What are the tim-
ing and nature of the dynamics predicted by the theory? Can one do some-
thing over time by looking at different dynamics related to the change of
composition of the players, or the change of relative sizes of players as pre-
dicted by the theory?

Tornell said that the paper only shows that large asset price changes are
correlated with the position of some large firms. In order to say this is sup-
portive to the theory of the paper, one should also show that there is no cor-
relation between asset price changes and the position of small firms (as
pointed out by Min Shi).

Sturzenegger raised a question on endogeneity in the relationship be-
tween the change of net foreign position and exchange rate, namely, how
does exchange rate change affect the change of net foreign position? He also
suggested that one could conduct some case studies, for example, on how
large players make announcements and try to influence the market. These
events could also be used to do hypothesis tests.

Kristin J. Forbes said that the paper focuses on the role of hedge funds in
exchange rate markets only. One extension could be to look at the role of
large hedge funds in equity markets. There are some assumptions in the
model that do not apply to equity markets. For example, when one com-
pares hedge funds and mutual funds in this market, it seems that mutual
funds have superior information, greater transparency, and less leverage;
more importantly, hedge funds can short, while other investors cannot.
Therefore, it could be interesting to study the broader implications of the
model regarding hedge funds in other markets.

Shang-Jin Wei mentioned the only three academic papers on the role of
large players and argued that they do not provide supportive evidence for
the role of large players. In the Korean case that Kim and Wei looked at, the
offshore funds, which are mostly hedge funds, do not seem to be aggressive
in the sense of pursuing momentum trading relative to non-offshore funds.
The study by Brown, Goetzman, and Park (1998) of hedge funds based on
payoff data does not suggest that hedge funds were playing a special role in
the Asian crises. Moreover, the fact that Quantum and Tiger groups got off
the market is consistent with the view that they are not doing particularly
well on an ex post profit basis, which is also confirmed in the Korean case.
Thus, his question was whether we are in the stage of identifying supportive
evidence for the large player models.

Giancarlo Corsetti talked briefly on the theory. This is a very exciting field
of research, and this paper is the first step toward understanding the role of
large players. He said that there is a group of students and faculty working
on various aspects of the topic—such as oligopoly, game-theoretical ap-
proach, risk aversion, credit constraint, and welfare—at Yale right now.
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Paolo Pesenti agreed with Martin Feldstein on the positive role of large
players. Major market participants can indeed help translate views about
fundamentals into prices and can represent sources of market liquidity.
Problems arise, however, when aggressive trading has a destabilizing im-
pact, to the extent that highly leveraged institutions attempt to influence
market dynamics to their own advantage.

On the “disappearance” of large players, Pesenti cited thirty-six reporters
qualified as major market participants in 1996 (twenty-nine of which were
commercial banks), but the number was down to twenty-five in 2000, with
eighteen banking institutions.
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6.1 Introduction

The issue of contagion has been one of the most debated topics in inter-
national finance since the Asian crises. One interesting aspect of this dis-
cussion is the strong agreement among economists about which events have
constituted instances of contagion: the debt crises in 1982, the Mexican
Tequila effect in December 1994, the Asian “flu” in the last half of 1997, the
Russian “cold” in August 1998 (including the long-term capital manage-
ment [LTCM] crisis), the Brazilian “sneeze” in January 1999, and the Nas-
daq “rash” in April 2000. Paradoxically, however, there is no consensus on
what contagion means.

This paper deals with the question of how to measure contagion. There-
fore, instead of providing a list of all its possible definitions and the proce-
dures to measure it, this paper concentrates on the two most frequently
asked questions raised by applied papers in this area: First, what are the
channels through which shocks are propagated from one country to the
other? In other words, is it trade, macrosimilarities, common lenders, learn-
ing, or market psychology that determines the degree of contagion? Second,
is the transmission mechanism stable through time? Or more specifically,
does it change during a crisis?

Answering either of the previous two questions encounters important
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econometric limitations. Contagion has been associated with high-
frequency events; hence, it has been measured on stock market returns, in-
terest rates, exchange rates, or linear combinations of these. These data are
plagued by simultaneous equations, omitted variables, conditional and un-
conditional heteroskedasticity, serial correlation, nonlinearity, and non-
normality problems. Unfortunately, no procedure can handle all these
problems at the same time; therefore, the literature has been forced to take
short cuts.

This paper evaluates the performance of some of those techniques. Obvi-
ously, there is not enough space to study all the possible empirical proce-
dures nor all the problems. Thus, the paper discusses the most widely used
methodologies in the contagion literature (linear regressions, logit-probit
regressions, and tests based on principal components and correlation co-
efficients1) and concentrates on the three main problems exhibited by the
data: simultaneous equations, omitted variables, and heteroskedasticity. Is-
sues related to serial correlation, nonnormality, and nonlinearity are left
out of the analysis.

The paper briefly examines two new procedures that are robust to the
problems studied here: one designed to test for the stability of parameters,
and the second one designed to solve the problem of identification. In each
case, the assumptions underlying the methodologies and the circumstances
in which they can be used are reviewed.

The paper is organized as follows: Section 6.2 introduces the statistical
models used in the discussions. Section 6.3 investigates the problems sur-
rounding the second question concerning contagion: how to test for
changes in the propagation mechanism. The paper analyzes this question
first because the limitations of the standard techniques become evident in
simple models. Section 6.3 studies alternative corrections for the standard
tests and the conditions under which they can be used. Finally, the section
summarizes a new procedure to test for parameter stability under simulta-
neous equations, omitted variables, and heteroskedasticity, and points out
the assumptions required for its use.

Section 6.4 considers the more complicated issue: the measurement of
the transmission channels. Several Monte Carlo simulations are presented
to illustrate the problems in the interpretation of the results when the prop-
agation channel is measured by probit, ordinary least squares, or principal
components methods. At the end of the section, a new procedure to esti-
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1. I am leaving important aspects of the measurement of contagion out of this analysis,
mainly measures based on autoregressive conditional heteroskedasticity (ARCH) models (see
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are two other techniques that have not yet been used: factor regression models (see Sentana
and Fiorentini 1999 for problems of estimation in these models when the factors are het-
eroskedastic) and limited dependent models under heteroskedasticity (see Chen and Kahn
1999 and Klein and Vella 2000 for estimation problems in these models).



mate the contemporaneous interrelationship across countries is reviewed.
This procedure is robust to the data problems emphasized here.

Section 6.5 applies the two new techniques to measure contagion in Latin
American and Southeast Asian countries. First, the test on stability of pa-
rameters across time is implemented; second, the transmission mechanism
is estimated. Section 6.6 explores avenues for future research. Section 6.7
concludes.

6.2 The Models

Several simple models are used to discuss the problems involved in the
measurement of contagion. Even though true description of the world is
probably the union of these particular pieces, the paper uses minimal sta-
tistical frameworks to highlight the problems there more easily.

The country variables of interest are denoted by xt and yt. They reflect ei-
ther stock market returns, exchange rates, interest rates, or combinations of
these. Without loss of generality, assume that xt and yt have been demeaned
and are serially uncorrelated. Common unobservable shocks are denoted by
zt. These should be interpreted as liquidity shocks, risk preferences, investor’s
sentiments, etc. All the idiosyncratic innovations are denoted by εt and �t. It
is assumed that they are independent, with mean zero, and independent
from the common shocks as well. The models concentrate on the bivariate
case, although most of the results can be easily extended to larger setups.

When the paper focuses on the problems of simultaneous equations, the
following model (model 1) to describe the interrelationship between the
countries is used:

yt � �xt � εt

xt � �yt � �t

where E(εt) � 0, E(�t) � 0, and E(εt�t) � 0, and their variances are denoted
by �ε and ��. When the problem of omitted variables is contemplated, model
2 is used:

yt � �xt � �zt � εt

xt � zt � �t

where, in addition to the previous moment restrictions, it is assumed that
E(εt zt) � 0, and E(�t zt) � 0. The variance of the common shock is �z.

In all these models, the parameter of interest is � (or whether it has
shifted). It is assumed that the equation to be fitted is the following:

(1) yt � �xt � �t

Due to the problems of simultaneous equations and omitted variables, it is
well known that this equation cannot be consistently estimated without fur-
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ther information. Formally, E(xt�t ) is different from zero (the “identifica-
tion condition”) for both model 1 and model 2, which implies inconsistent
estimates.

One solution is to find valid instruments. However, for the purpose of the
paper, it is assumed that those instruments do not exist. Nevertheless, there
are circumstances in which it could be claimed otherwise. For example, it is
possible to assume, on the basis of large-economy arguments, that Organi-
zation for Economic Cooperation and Development (OECD) countries are
unaffected by emerging markets. This would motivate an exclusion restric-
tion, � � 0. Even though this assumption might be appealing, it raises im-
portant questions of why, during both the Hong Kong and Russian crises,
the U.S. and European stock markets were so heavily influenced. In fact,
part of the FED’s motivation to lower interest rates at the end of 1998 was
based on the stability of world markets. Similarly, it is possible to argue that
proxies for the common shocks exists. However, most of these measures are,
at best, derived from the same prices and volumes the model is explaining.
In this paper, it is assumed that the instruments are weak (whenever they ex-
ist), and that the problems persist.

To tackle the question on the measurement of the channels of contagion,
the statistical framework must be slightly more general. Most of the theo-
ries of contagion imply that the transmission of shocks across countries is a
function of the strength of the contagion channel. Therefore, a reduced
form of the return of country xi,t would be described by a latent factor model
as follows:

xi,t � �1X~i,t � �2TRADEi,~iX~i,t � �3MACROi,~iX~i,t � �4REGIONi,~iX~i,t

� . . . � �1,i LIQUIDITYt � �2,i RISKt � . . . � εi,t

where xi,t is the ith country return; εi,t is the idiosyncratic shock to country
i’s fundamentals; X~i,t are the returns of the rest of the countries; TRADEi,~i

is the vector that measures trade between country i and other countries;
MACROi,~i is the degree of macrosimilarities across the countries; and
REGIONi,~i captures regional characteristics (similarly for other channels
of contagion not included in the specification). Common unobservable
shocks also affect country returns, and in this example, liquidity shocks and
shifts in risk preferences have been modeled. Other shocks could be incor-
porated.

Each country satisfies an analogous equation, which conforms a system
of equations

A1Xt � A2(TRADE)Xt � A3(MACRO)Xt � A4(REGION)Xt � . . . 

� B1LIQUIDITYt � B2 RISKt � . . . � εt,

which can be rewritten as
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(2) AXt � BZt � εt

A � A1 � A2(TRADE) � A3(MACRO) � A4(REGION) � . . . 

B � (B1, B2, . . . )

Zt � (LIQUIDITYt, RISKt, . . . )	.

This model is too complex to analyze. Therefore, it is simplified it in two
directions. First, model 3 concentrates on the omitted variable problems
with multiple regressors. Therefore, A is assumed to be triangular, and B is
assumed to be different from zero and nontriangular. In particular, the
model with three countries (model 3) is

yt � �x1,t � zt � εt,

x1,t � �1zt � �1,t,

x2,t � �2zt � �2,t,

where yt and zt are as before and xi,t are two other countries. The idiosyn-
cratic shocks are assumed to be independent.

In this model, x2,t does not enter the structural equations of yt. The only
relationship between these variables arises from the omitted common
shock. The main question is how well the standard procedures capture the
true underlying structure of the model.

Second, model 3a focuses on simultaneous equations problems. The
common shocks are shut down (B � 0), and the three country returns are
determined by

A � � � � �,
where A is non-block diagonal. Again, the question in this model is related
to the identification of matrix A.

These models are (in general) estimated using three procedures: OLS,
probit, and principal components. When OLS is used, it is assumed that the
research fits the following equation:

(3) yt � �1x1,t � �2x2,t � �t

It is well known that �1 and �2 will be biased, but the question is the size and
direction of it.

There is another important strand of the contagion literature that esti-
mates models 3 and 3a using probit (logit or multinomial) setups. The equa-
tion fitted is

(4) y∗
t � 1(c � �1x1,t � �2x2,t 
 y~).

Again, where c is the constant, the question is the bias of �1 and �2.

εt

�1,t

�2,t

yt

x1,t

x2,t
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Finally, the last technique used to determine the importance of the con-
tagion channels is based on principal components estimation on the multi-
variate system.

6.3 Testing for Changes in the Propagation Mechanism

A large applied literature defines contagion as a shift in the transmission
channel. Hence, testing for the existence of contagion is implemented as a
test for parameter stability.

The most widely used procedures are based on OLS estimates (including
generalized least squares [GLS] and feasible generalized least squares
[FGLS]), principal components, and correlation coefficients. The objective
of the tests is to determine whether there is a change in the coefficients
across two different samples, usually crisis and tranquil periods.

As will become clear below, if the data suffer from heteroskedasticity and
either of the other two problems (simultaneous equations or omitted vari-
ables), then most of the standard techniques are inappropriate to test for the
stability of the parameters.

It is important to note that the standard techniques are inappropriate
only if all problems are present. For example, if the data are homoskedas-
tic, then the tests for parameter stability are consistent even in the presence
of simultaneous equations and omitted variables. In other words, if the
structural change test is rejected, then it must be explained by parameter in-
stability. The test result does not indicate which one has changed, nor in
which equation, but at least it indicates that a shift has occurred. On the
other hand, if there is only heteroskedasticity, then procedures exist to cor-
rect all the traditional tests and achieve consistency. It is the interaction be-
tween the heteroskedasticity and the other problems what creates the in-
consistency in the tests.

The intuition explaining this case is simple: both the endogenous and the
omitted variable biases depend on the relative variances. If the data exhibit
heteroskedasticity, then the biases shift across the sample. Therefore, it is
possible to reject the hypothesis that the estimates are stable because of the
change in the biases, and not because of a shift in the underlying parame-
ters.

The objective of this section is to show these results formally. It is organ-
ized as follows: First, it analyzes each of the procedures and their problems.
Second, it summarizes some of the adjustments that can be introduced to
(partially) solve them. In certain cases, exact corrections exist; however,
these adjustments are not general and often only approximations can be
used. Finally, this section reviews a new test that is robust to the presence of
all three problems, indicating the situations in which the test can be used
and what assumptions are needed.
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6.3.1 Testing Using OLS

The OLS estimates of the first equation in model 1 and model 2 are

(5) �̂Mod1 – � � �(1 – ��) �
�2�ε

�

�

ε

��

� ,

(6) �̂Mod2 – � � ��
�z �

�z

��

� ,

respectively. Note that the bias (in both cases) depends on the relative vari-
ances of disturbances.

Assume that the question of interest is whether the parameters are stable
along the sample. In general, the structural change test takes two forms; ei-
ther it estimates a � in the two subsamples and performs a comparison, or
it introduces a dummy in one of the subsamples and tests for its signifi-
cance. Independently of the setup, however, the results indicated below are
the same. For simplicity in the exposition, it is assumed that the sample is
split and two separate regressions are run.

R 1. When there is no heteroskedasticity, then regardless of the si-
multaneous equations or omitted variables problems, the test for structural
change is consistent.

This results comes from the fact that the biases under the null hypothesis
are the same in both subsamples. Formally, the difference in the estimates is

(�̂Mod1,s1 – �s1) – (�̂Mod1,s2 – �s2) � – (�s1 – �s2)

in model 1 and

(�̂Mod2,s1 – �s1) – (�̂Mod2,s2 – �s2) � (�s1 – �s2)

in model 2, where s1 and s2 stand for each subsample.
Under the null hypothesis that �, �, and � are constant across samples,

the difference in the estimates is zero; it is proportional to the change in the
parameters. Thus, the rejection occurs only if the parameters have shifted.

R 2. When the data have heteroskedasticity along with either simul-
taneous equations or omitted variables problems, the test for stability is in-
consistent.

If there is heteroskedasticity in the sample, the test for stability can be re-
jected under two cases: (1) if the parameters have changed, or (2) if the vari-
ances (and hence the biases) have shifted. To exemplify this point, assume

1
�
1 � �
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�
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�

�2
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�
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there is heteroskedasticity and that the parameters are constant. The differ-
ence in the estimates is

�̂Mod1,s1 – �̂Mod1,s2 � �(1 – ��) � – �
in model 1 and

�̂Mod2,s1 – �̂Mod2,s2 � �� – �
in model 2.

The biases across the samples cancel each other out if there is ho-
moskedasticity or if the heteroskedasticity implies a proportional increase
in the variance of all shocks (��/�ε or ��/�z are invariant). Otherwise, the es-
timates are different even though the underlying parameters are constant.2

Moreover, this problem cannot be solved by estimating the parameters us-
ing GLS or FGLS.

In conclusion, when there are problems of specification, the test for sta-
bility (based on a version of the Chow test) is implicitly testing against the
joint alternative hypothesis: the stability of parameters and the homo-
skedasticity of the residuals. In the particular case of contagion, it is im-
portant to remember that the data are characterized by large shifts in sec-
ond moments. Thus, making any inference about the stability of parameters
in the linear regression context is complicated; the test does not provide the
reason for the rejection.

6.3.2 Testing Using Principal Components

Principal components is a technique designed to find common factors for
a set of time series. The objective of the methodology is well summarized by
Kaminsky and Reinhart (2000), who state that “in the case where the orig-
inal series are identical, the first Principal Component explains 100 percent
of the variation in the original series. Alternatively, if the series are orthog-
onal to one another, it would take as many Principal Components as there
are series to explain all the variance in the original series. In that case, no
advantage would be gained by looking at common factors, as none exist.”3

Formally, assume there are K variables each with n observations. Denote
the sample data as X and their covariance matrix as �. The first component
explains the K series as well as possible. Thus, it minimizes the discrepan-
cies of

1
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2. Obviously, the changes in parameters and heteroskedasticity exactly cancel each other out
and make the test equal to zero. This means that the test has no power against such a set of pa-
rameters.

3. See Theil (1971) for a formal derivation.



X – a	p

where p is the principal components and a	 is a matrix of scalars. The vari-
able p is identified only up to a constant, and therefore some normalization
is imposed (usually p′p � 1 or the diagonal of the p matrix is equated to 1).
It can be shown that the first component corresponds to the eigenvector of
the largest eigenvalue of �. The components of p are known as the loading
and reflect the importance of a particular variable in explaining the rest.

Principal components have been widely used to test for the stability of the
propagation mechanism because their estimates are consistent even if the
data have simultaneous equations and omitted variables problems.4 This as-
pect of the measurement is perhaps the greatest advantage of using princi-
pal components.

R 3. When there is no heteroskedasticity, tests of stability based on
principal components are consistent.

The intuition of the structural change test based on principal compo-
nents is that if the loadings in the first component change, then the param-
eters underlying the statistical model have shifted as well. Model 1 implies
a covariance matrix equal to5

� � �
(1 –

1

��)2
� � �.

The eigenvalues are given by

�
1

2
��ε�1 � �2�� ,

where

1 � 1 � �2 � (1 � �2)θ,

2 � (1 � �2)2θ2 – 2[(1 – �2)(1 – �2) – 4��]θ � (1 � �2)2,

θ � �
�

�

�

ε

�.

The eigenvector of the first eigenvalue (the largest one) is

(7) ��
1

2
� �

� �

�ε

�θ
� (3 � �2��,

1

��� � ��ε

�� � �2�ε

�2�� � �ε

��� � ��ε
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4. See Calvo and Reinhart (1995), Kaminsky and Reinhart (2000), and Masson (1997) for
applications in the contagion literature.

5. In this section only the case under endogenous variables is studied; the results are quali-
tatively the same under omitted variables.



where

3 � 1 – �2 – (1 – �2)θ.

Note that the eigenvalues and eigenvectors depend only on the parameters
(� and �) and the relative variance of the idiosyncratic shocks (θ).

Therefore, under the assumption of homoskedasticity, a change in the
loadings of the principal component indeed implies a shift in the parame-
ters (� and �). This property of the principal components is what grants its
usefulness in testing for parameter stability. However, as before, this result
holds only in the lack of heteroskedasticity.

R 4. Tests of parameter stability based on principal components are
inconsistent in the presence of heteroskedasticity.

This result is stronger than the one stated for the OLS case. It says that
even in the absence of simultaneous-equation and omitted-variable prob-
lems, the tests of structural change based on principal components are in-
consistent if the residuals are heteroskedastic. Hence, as oppose to the OLS
or the correlation case (see below), there is no procedure that can deal with
the existence of heteroskedasticity alone. A shift in the relative variances (θ)
alters the loadings, even if � or � is equal to zero.6

Again, the fact that contagion is accompanied by large shifts in second
moments implies that comparisons of principal components across samples
are inadequate as an indication of parameter stability.

6.3.3 Testing Using the Correlation

The first paper (to my knowledge) to test for changes in the propagation
mechanism using correlation measures was the influential contribution by
King and Wadhwani (1990). The intuition of their test is that changes in the
underlying coefficients imply a shift in the correlation coefficients as well.
This test has been widely used in the literature because of its simplicity and
intuitive implications.

However, the conditions under which a change in correlations implies a
shift in the underlying parameters are restrictive. Ronn (1998) shows that
increases in variance implies a rise in the correlation.7

For instance, assume that the problem of endogenous variables does not
exist (make � � 0 in model 1). The correlation between xt and yt is

� ��
���(�

�

ε

�

��
�

�2��)�
�� ,

which is a function of θ.

�
��

��
θ
1

� � ��2�

278 Roberto Rigobon

6. This result should be intuitive. By the definition of principal components, movements in
the relative variances, in the end, must reflect changes in the loadings because the common
component is shifting. This should be true in almost any model.

7. See Boyer, Gibson, and Loretan (1999), Forbes and Rigobon (1999), and Loretan and
English (2000) for generalizations of Ronn’s result.



Shocks to the variance of xt imply an increase in θ, which causes the ab-
solute value of the correlation to rise as well. In the limit, when shocks to
country xt are infinitely large, the idiosyncratic shocks to yt are negligible
and the correlation between the two variables is 1. On the other hand, when
the variance of �t goes to 0, the correlation is 0. Note that the correlation
moves from 0 to 1 and that the parameter � remains the same.8

R 5. Tests of parameter stability based on (unadjusted) correlation
coefficients are inconsistent if the data are heteroskedastic.

The result is stated on unadjusted correlation because there are some
cases in which the bias can be corrected. This adjustment was first proposed
by Ronn (1998) in the bivariate setting.9 The main assumptions required are
that there are no problems of simultaneous equations or omitted variables
and that the heteroskedasticity is fully explained by shifts in �t and not in εt.
In this case, the data provide a measure of the change in θ (which is given by
the increase in the variance of xt), and the “unconditional” correlation can
be computed where it can be compared across samples, and its stability is
consequential for tests of structural change.

The procedure is as follows. Assume the variance of xt increases in �; then
the correlation in that subsample is given by

�c � .

The implied unconditional correlation is the one that would have prevailed
if the errors were homoskedastic. Hence, it is given by

�u � ;

Solving for the implied unconditional correlation (�u ) as a function of the
conditional correlations and the shift in the volatility, the following adjust-
ment is found:

�c � �u��
1
1
�

�

�

�

��2
u

��
The �u’s can be compared across samples. Under the assumptions stated in
this derivation, if they change it is the case that the �’s have also shifted. The
two main advantages of this procedure are: First, � can be estimated directly
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�
��
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8. See Rigobon (1999) and Forbes and Rigobon (2000) for a simple example highlighting the
biases induced by using correlation coefficients.

9. For applications of these corrections, see also Baig and Goldfjan (2000), Gelos and Sahay
(2000), and Favero and Giavazzi (2000).



from the sample by looking at the shift in the variance of xt. This makes the
adjustment very simple. Second, there is no need to estimate � to perform
a test of its stability.

However, as was mentioned before, this adjustment can be used only if
there are no simultaneous equations and omitted variables issues.10 In fact,
in this situation there is no problem using OLS, and thus no need to estimate
the correlation coefficient in the first place. This is the main weakness of us-
ing correlation coefficients to indicate the stability of a model; the setting
under which the change in the correlation coefficient (or its adjustment) is
meaningful generally justifies the implementation of other methodologies.

6.3.4 New Procedure

The previous discussion clearly indicates that the empirical question of
the stability of parameters across countries faces tremendous econometric
difficulties. The properties of the data make procedures designed to cope
with one of the empirical issues inappropriate when all the problems are
present.

This section describes a new methodology to test for structural change
under simultaneous equations, omitted variables, and heteroskedasticity
problems. It is a simplified version of Rigobon (2000b). This procedure is
based on the assumptions that (1) the country generating the crisis is
known, and (2) the changes in the variance of the rest of the countries is ex-
plained, at least in the short run, by the country under crisis and not by
other idiosyncratic shocks.

The first assumption is relatively uncontroversial. However, it is impor-
tant to highlight that in several events, this information is unavailable. For
example, during the European Monetary System (EMS) crises, which
country is to be blamed for the increase in volatility? The second assump-
tion is perhaps the most difficult one to acknowledge. It is a crucial as-
sumption but one that in the contagion literature is reasonable; and, indeed,
it is testable. In the discussion below, this property of the test is explored
more carefully.
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10. However, as is claimed in Forbes and Rigobon (1999), if the adjustment is practiced us-
ing only the country generating the crisis, then it is still possible to get a good approximation
of the unconditional correlation based on “near identification” arguments (see Fisher 1976)
where “near-identification” refers to the condition that exists when the variance of the shock
in one of the equations is significantly larger than the variance of the shocks in the other equa-
tions. In this case, as can be seen in equation (5), the biases tend toward zero in both the si-
multaneous equations and the omitted variable cases. The estimates get closer to the one in
which � � 0 or � � 0. The periods of crisis closely follow this description. For example, dur-
ing the Mexican crisis in 1994, the variance of the Mexican stock market increased by fifteen
times following the devaluation in December. One limitation of this approach is that the ad-
justment can be performed only in pair-wise comparisons in which the variable xt always cor-
responds to the country under crisis. Hence, the stability of parameters between two countries
that are not the originators of the crisis cannot be tested. The procedure proposed by Boyer,
Gibson, and Loretan (1999) has the same characteristics as the one indicated in Forbes and
Rigobon and therefore can be applied in the same conditions.



Assume the variables are described by model 1.11 Additionally, assume
that it is known that in a subsample the variances of xt and �t rise because
the variance of �t increases, while the variance of εt remains constant. In this
case, two covariance matrices can be computed, one for the low-volatility
period (L) and one for the high-volatility period (H ):

�L � �
(1 –

1

��)2
� � �

�H � �
(1 –

1

��)2
� � �

Note that the change in the covariance matrix is given by

�� � �
1

�

–

�

�

�

�
� � �,

which has a determinant equal to zero. In fact, proposition 1 in Rigobon
(2000b), applied to the case studied here, states that:

R 6. The determinant of the change in the covariance (DCC) matri-
ces is zero if the parameters are stable and if the heteroskedasticity is ex-
plained by the shift in the variance of only one of the shocks.

In other words, if the parameters shift or if the two variances change, then
the determinant of the difference of the covariance matrices is not zero. The
model can have both common shocks and simultaneous equations and this
result will still hold.12

Two remarks about the test are worth highlighting. First, the test is re-
jected in two situations: when the parameters shift (which is the interesting
case) and when there is heteroskedasticity in more than two idiosyncratic
shocks (which is uninteresting for the purposes of studying contagion). Sec-
ond, the test requires the knowledge of the country generating the increase
in volatility, as well as the timing of the volatility. Even though the country
producing the crisis can be pointed out in some cases, the tranquil and cri-
sis periods might not be as easy to determine.

These two weaknesses deserve further discussion.

Two Alternative Hypotheses

First, there is no procedure to disentangle the two alternative hypotheses
thus far. However, an advantage of the test is that if there is no rejection,
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11. The omitted variables case produces identical results.
12. Conversations with Giancarlo Corsetti helped me generalize that the test can be applied

to models as complicated as the following: A(yt
xt) � �zt � B(εt

1

�t
1) � (εt

2

�t
2), where A, �, and B are

nondiagonal matrices and where the vectors of idiosyncratic shocks εt
1 and �t

1 is transmitted
across countries with higher intensity than the other vectors of idiosyncratic shocks, εt

2 and �t
2.

In this model, it is still the case that if the heteroskedasticity in a subsample is explained by the
shift in the variance of one of the shocks, then the change in the covariance matrix is not full
rank. I thank Giancarlo Corsetti for all his comments.



then the assumption of stability (and on the particular form of the het-
eroskedasticity) are accepted. It is only when the test is rejected that the as-
sumption about the form of the heteroskedasticity becomes crucial for the
interpretation of the results.

The question, then, is one of the power of the test. Rigobon (2000c) stud-
ies the power against two possible alternative hypotheses: (1) a change in �,
and (2) shifts in the two variances. The main conclusions of that exercise is
that, with sample sizes around sixty observations, if the parameters are not
too large (� and � should be smaller than 0.8) and if the observed het-
eroskedasticity of xt and yt is relatively large (the variances increase by at
least five times), then the power of the test against both alternative hy-
potheses is better than 10 percent.

In applications of contagion, both conditions are generally satisfied.
First, concerning the shift in variance, finding changes of the order of ten
times are common in stock markets, domestic interest rates, exchange rates,
and Brady bond returns. Second, estimates larger than 0.8 imply extremely
high interrelationships not found even in Brady bond markets. Moreover,
straight OLS regression estimates are generally smaller than 0.8. Due to the
endogenous biases it should be expected that these estimates are upwardly
biased, suggesting that the true parameters are smaller than 0.8.

Definition of the Periods

The second question is related to the definition of the periods of high and
low volatility. One important result of this test is that the determinant of the
change in the covariance is consistent even if the windows are misspecified.
This implies that the test is robust to badly stipulated periods. This is a ma-
jor advantage of the test because, in most of the contagion events, the be-
ginnings of the crises are relatively clear but their ends are not. On the other
hand, the cost of the misspecification is that the test loses power; thus it is
more likely not to find a rejection.

The intuition of the consistency of the test is the following: If the periods
are misspecified, the estimated covariance matrices are linear combinations
of the true underlying matrices. The difference between the misspecified
ones is also a linear combination of the difference of the true ones. If the
original change in matrices is less than full rank, the linear combination
would be so too. Hence, consistency is assured. The loss in power is also un-
derstood from this intuition because the linear combination reduces the
difference across the samples by averaging the underlying matrices.

It is impossible, in practice, to define the crisis period precisely. Hence,
robustness of the results when the window is modified should be stud-
ied.13
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13. See Rigobon (2000b) for an application to test the stability of the international propa-
gation of shocks across stock markets.



When To Use the Test

The traditional techniques testing for structural change, in general, are
not appropriate as tests for contagion because the data have simultaneous
equations, omitted variables, and heteroskedasticity problems. Some ad-
justments might reduce the biases, but in fact, there is no guarantee that
those corrections improve the test. More important, the conditions under
which principal components and correlations estimates can be adjusted are
those under which OLS could (and should) be estimated.

The test summarized in this section deals with some of the problems of
the data. Obviously, it depends on another important assumption: namely,
that the heteroskedasticity must be explained by a subset of the idiosyn-
cratic shocks. This is the major assumption (and therefore a weakness) of
the procedure and should be made cautiously.

For example, the application of this methodology during the Mexican
crisis satisfies the premises in the test. It is difficult to claim that the increase
in the volatility of the other Latin American stock markets (following two
weeks after the 19 December 1994 devaluation) is explained by shocks to
those particular countries, and was not a direct consequence of Mexican
problems. In fact, as is shown in the empirical section, the stability is not re-
jected for this crisis.

However, using the same procedure to test for stability of parameters dur-
ing the EMS or Korean crises is more difficult. Which country should be
blamed for the increase in volatility during the collapse of the EMS? One,
two, or all of them? Indeed, if the test is applied to the EMS and Korean
crises, it would be easy to reject that the determinant is zero. For the EMS
it is clear that no single country can be pointed out as the source of the het-
eroskedasticity. For the Korean crisis, there does not exist a period of ten
consecutive days without a crisis in another Southeast Asian country. By
the characteristics of these two crises, a rejection should be expected. How-
ever, claiming that the crisis is due to parameter instability is impossible.
Again, this is a case in which the rejections are uninteresting.

In the implementation of this methodology, the two main questions
should be: first, whether the data are heteroskedastic, and whether they are
large enough. This is the precondition for the second question: can the data
be described by shifts in the variances of a subset of the idiosyncratic
shocks? If so, then the procedure described here is a valid test of parameter
stability. Most of the contagion events, however, can answer both questions
affirmatively.

6.4 Measuring the Channels of Contagion

The second question tackled by most empirical applications of contagion
is the measurement of the different channels through which shocks are
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propagate across countries.14 Regardless of the channels, from the empiri-
cal point of view there exist essentially three approaches to measure them:
probit, OLS, and principal components.

6.4.1 Measuring Using Probit-Logit

One of the first empirical papers in the contagion literature was Eichen-
green, Rose, and Wyplosz (1996). They considered the probability that
country y will face a speculative attack, given that country x is suffering one.
Their interpretation of contagion is natural and appealing.

To implement their test, they take three steps. First, they define an index
(capturing the strength of an speculative attack); second, they characterize
a crisis as large movements in such indexes; and third, they compute the in-
terrelationship across countries estimating a probit.15 In order to test for the
importance of the different channels of contagion, they interacted the right-
hand side crisis indexes with measures of trade, country similarities, etc.
The interpretation of their results are undoubtedly engaging. However, this
model encounters two problems, one that occurs when the residuals are het-
eroskedastic, and one that occurs when there are omitted variables and si-
multaneous equations problems.

Heteroskedasticity in yt’s Residuals

One of the most difficult problems to solve in limited dependent variable
regressions is the consistency of the estimates when the residuals of the se-
lection equation are heteroskedastic. Several procedures have been devel-
oped to deal with this issue: maximum score (see Manski 1985; Horowitz
1992, 1993) and symmetric trimming (see Powell 1986; Honore 1992; and
Honore, Kyriazidou, and Udry 1997). These methodologies are able to
handle the estimation biases. Nevertheless, they have not yet been used in
contagion applications. On the other hand, the lack of control for het-
eroskedasticity significantly affects the estimates. This is the discussion
highlighted in this section.

A Monte Carlo simulation is run to quantify the bias. Assume that the re-
turns are described by model 3a, in which the matrix A is given by

A � � �.–�
–�
1

–�
1

–�

1
–�
–�
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14. These channels are based on a large theoretical literature and they usually include trade,
country similarities, common lender, learning, liquidity, distance, and so forth. See Goldstein,
Kaminsky, and Reinhart (2000) and the references therein for a survey of the models.

15. Other papers have also used probit regressions to measure contagion. See Eichengreen
et al. (1996) in the context of measuring the probability of issuing foreign debt. See also Bae,
Karolyi, and Stulz (2000) for an application using multinomial regressions.



Assume that the third shock (�2,t) is the only one that suffers from het-
eroskedasticity.

The Monte Carlo simulation consists of 500 random-independent draws
of the three shocks, with sample size of 1,000 observations each. The sample
of �2,t is split in two and the second half is assumed to have higher variance.
Three different degrees of heteroskedasticity—increases by two, five, and
ten times—are studied, as well as three different values of � (0.1, 0.2, and
0.3).

The variables yt, x1,t, and x2,t are computed for each realization. The vari-
able yt

∗ � 1( yt 
 0) is calculated afterward, and the probit regression (equa-
tion [4]) is estimated: yt

∗ � 1(c � �1x1,t � �2x2,t ). The objective of the exer-
cise is to compare the estimates of the coefficients (�1 and �2) with and
without heteroskedasticity. The results are shown in table 6.1; here, the re-
sults for the first coefficient (�̂1) are summarized in the first four columns
and for the second coefficient (�̂2) in the next four columns. The first four
rows are the estimates when � � 0.1, the next four rows are the estimates
when � � 0.2, and the last four are the results for � � 0.3. For the four rows
present for each value of �, the first row holds the results under homo-
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Table 6.1 Probit Estimates of Both Coefficients for Different Values of α and Different
Degrees of Heteroskedasticity

First Coefficient: β̂1 Second Coefficient: β̂2

Point Std. Dev. Point Std. Dev
Estimate Diff. Diff. t-stat. Estimate Diff. Diff. t-stat.

True α = 0.1
Homoskedasticity 0.1897 0.1887
Increase in variance

2 0.1927 –0.0030 0.0071 0.42 0.1567 0.0145 0.0319 2.20
5 0.1965 –0.0067 0.0124 0.55 0.1241 0.0259 0.0646 2.50
10 0.1977 –0.0080 0.0160 0.50 0.1093 0.0311 0.0794 2.55

True α = 0.2
Homoskedasticity 0.3465 0.3493
Increase in variance

2 0.3624 –0.0159 0.0123 1.28 0.2875 0.0199 0.0617 3.11
5 0.3762 –0.0297 0.0205 1.45 0.2292 0.0323 0.1200 3.72
10 0.3825 –0.0360 0.0252 1.43 0.2042 0.0374 0.1450 3.88

True α = 0.3
Homoskedasticity 0.4728 0.4711
Increase in variance

2 0.5037 –0.0310 0.0225 1.38 0.3918 0.0329 0.0793 2.41
5 0.5320 –0.0592 0.351 1.69 0.3188 0.0444 0.1523 3.43
10 0.5429 –0.0702 0.0408 1.72 0.2956 0.0511 0.1755 3.43

Notes: For each simulation 500 draws are computed. The tranquil sample and the high-volatility sample
contain 500 observations each.



skedasticity, which is the benchmark for comparison; the next three rows
are the three heteroskedasticities studied.

For each coefficient, the first column shows the point estimates.16 The sec-
ond column is the difference between the estimates with heteroskedasticity
and the respective ones under homoskedasticity. The third column shows
the computed standard deviation of the difference, which was obtained
from the bootstrapping. The fourth column calculates the t-statistic.

Regarding the first coefficient, three remarks can be extracted from the
table. First, an increase in the heteroskedasticity of �2,t biases the estimates
of x1,t upward. Second, the larger the heteroskedasticity, the larger its bias.
Third, the larger the true coefficient (�), the higher the relative impact of the
heteroskedasticity. Nevertheless, even though these patterns are quite
strong, statistically it is impossible to reject the hypothesis that all coeffi-
cients are the same as those under homoskedasticity.

The results on the second coefficient are different from those of �̂1. First,
the bias is downward, as oppose to upward. Second, the patterns of the het-
eroskedasticity effects and � size on the bias are the same as before. Third,
changes in volatility on the order of ten times imply coefficients that are al-
most half the size of those under homoskedasticity. Fourth, and more im-
portant, the differences are statistically significant.

The last exercise performed is the comparison of the �̂1 and �̂2 estimates
for the same set of parameters. By construction (of matrix A), they should
be the same; in fact, under homoskedasticity the estimates are almost iden-
tical. However, (in this simulation) when one of the variables suffers from
heteroskedasticity, its estimate goes down, while the estimate of the other
goes up, and their differences are statistically significant.

This latter property is conceivably the most important regarding the in-
terpretation of the results from the contagion literature: If the hetero-
skedasticity is correlated with some channel, then we could be finding spuri-
ous relationships. For example, assume all contemporaneous coefficients
are the same and the heteroskedasticity is correlated with the exchange
rate regime; in this case the estimates might erroneously indicate that
countries sharing the same regime have stronger interrelationships, and thus
are more likely to suffer from contagion.

Identification of Parameters

A second difficulty in the estimation of equation (4) arises when the data
have either simultaneous equations or omitted variables problems alone. To
illustrate this issue, a Monte Carlo simulation, estimating model 4 where the
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16. Their standard deviations are not shown because the objective of the simulation is to
concentrate on the difference between the estimates. However, it is important to highlight that
all of the estimates were statistically different from zero.



underlying returns are given by model 3, is run.17 The bootstrap performed
follows the same procedure as the one described before.

In the simulations, the parameters chosen were as follows: � � 0.2; �1 �
0.1; �2 was varied from 0.1 to 0.5; the variances of εt, �1,t; and �2,t are each
equal to 1; and the variance of zt was changed as follows {0.1, 1, 5, 10}. For
the sake of clarity, there is no heteroskedasticity in this exercise. For each
choice of parameters, the variance of the shocks is constant across time.
The different volatilities of zt are studied to understand the implications on
the estimates when the (relative) importance of the omitted variable
changes.

By construction, if the estimates are consistent, �̂1 should be equal to �,
and �̂2 should be equal to zero. In the omitted variable case, when the vari-
ance of zt is small relative to the other shocks, it is expected that the bias is
small. The converse should occur when the variance of zt is large. The results
shown in table 6.2 confirm this intuition.

The first set of three columns shows the point estimate, standard devia-
tion, and t-statistic of the x1,t coefficient. The second set of three columns
shows the results for the coefficient on x2,t. The simulation is run for all five
values of �2 and four possible variances of zt. The results from each of the
parameters are reported in their respective rows.

As can be seen in table 6.2, it is possible (depending on the variances) to
obtain almost any relationship between �̂1 and �̂2. This result should cast
some doubt on contagion tests that have not controlled for simultaneous
equations and omitted variables. Indeed, in the theoretical literature of con-
tagion, unobservable shocks, such as liquidity shocks and shifts in risk pref-
erences, have constituted an integral part of the propagation mechanisms.18

As this section has shown, the existence of these shocks could change the
assessment of the size and importance of contagion.

6.4.2 Measuring Using OLS

A second strand of the literature measures the propagation mechanism
using OLS regressions.19 The problems are similar to the ones described in
the previous subsection. Thus, the paper does not present the results of the
simulations but concentrates mainly on the conclusions.
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17. The omitted variables problem is simpler to analyze, but similar conclusions are found
in simultaneous equation setups.

18. See Calvo (1999), Calvo and Mendoza (2000), and Kodres and Pritsker (1999) for theo-
retical models of contagion based on common unobservable shocks. The first model examines
liquidity shocks; the second, market sentiment shocks; and the third, all these shocks plus
other transmission mechanisms.

19. See Baig and Goldfjan (1998, 2000), De Gregorio and Valdés (2000), Favero and Gi-
avazzi (2000), Forbes (1999), Gelos and Sahay (2000), Glick and Rose (1998), and Van Rijck-
eghem and Weder (2000), to name a few.



Assume the data are described by model 3. The OLS estimates are given
(after some algebra) by

�̂1 � �1 � �
�

�

z
� �1��,2

�̂2 � �2 � �
�

�

z
� �2��,1

� � �z(�
2
2��,1 � �2

1��,2) � ��,1��,2

Note that if the true values are �2 � 0 and �1 � �, still the biases can pro-
duce any outcome on the estimates. Similar conclusions can be drawn if
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Table 6.2 Probit Estimates of Both Coefficients

β̂1: x1,t Coefficient β̂2: x2,t Coefficient

Relative Point Standard Point Standard
Variance Estimate Deviation t-statistic Estimate Deviation t-statistic

True γ2 = 0.1
0.1 0.2008 0.0411 4.89 –0.0006 0.0400 0.01
1 0.2112 0.0407 5.18 0.0672 0.0404 1.66
5 0.4469 0.0417 10.71 0.3969 0.0414 9.59
10 0.6079 0.0459 13.25 0.5731 0.0478 11.99

True γ2 = 0.2
0.1 0.2013 0.0425 4.74 0.0036 0.0403 0.09
1 0.2148 0.0411 5.23 0.1357 0.0373 3.63
5 0.3808 0.0451 8.44 0.6422 0.0423 15.16
10 0.4487 0.0584 7.68 0.8011 0.0546 14.68

True γ2 = 0.3
0.1 0.1999 0.0424 4.72 0.0038 0.0428 0.09
1 0.2109 0.0420 5.02 0.1971 0.0426 4.62
5 0.3230 0.0533 6.06 0.7527 0.0481 15.65
10 0.3544 0.0687 5.16 0.8649 0.0635 13.62

True γ2 = 0.4
0.1 0.2000 0.0393 5.09 0.0036 0.0415 0.09
1 0.2081 0.0404 5.15 0.2507 0.0398 6.29
5 0.2801 0.0556 5.03 0.8009 0.0503 15.94
10 0.2946 0.0775 3.80 0.8804 0.0658 13.39

True γ2 = 0.5
0.1 0.1991 0.0401 4.96 0.0033 0.0415 0.08
1 0.2059 0.0406 5.07 0.2970 0.0394 7.54
5 0.2574 0.0619 4.16 0.8058 0.0508 15.85
10 0.2672 0.0877 3.05 0.8686 0.0734 11.83

Notes: Standard deviations computed using bootstrap method. Simulations for different variances of zt

(relative variance). Variances of the other shocks have been normalized to 1. For each simulation, 500
draws are computed. The sample contains 1,000 observations.



model 3a is used; see appendix A for the derivation. One advantage of OLS
over probit is that OLS is robust to heteroskedasticity, whereas probit is not.
In the OLS case, the larger inconvenience that introduces the existence of
heteroskedasticity is to underestimate the standard deviations, but there are
several procedures that can handle this concern.

6.4.3 Measuring Using Principal Components

As was indicated in section 6.3.2, tests for changes in parameters based
on principal components are biased in the presence of heteroskedasticity. In
this section, a stronger claim is made: that the estimates, by themselves, are
also inconsistent.

Using the same example as in section 6.3.2, equation (7) is the first prin-
cipal component (reproduced here for convenience):

��
1

2
� �

� �

�ε

�θ
� �Θ3 � �Θ2� ��

1

Note that the first component is not a linear function of θ. Therefore, the
heteroskedasticity (volatility in θ) biases the loadings. For example, assume
the countries are positively correlated (which is almost always the case in
contagion: � and � are positive). Those countries in which idiosyncratic
variance changes more (larger volatility in θt) have higher loadings (all other
things equal). It is possible, therefore, that strong linkages are found be-
cause the heteroskedasticity is high for those countries.

A Monte Carlo simulation was run in this case, but for the sake of brevity
the results are not presented; only the conclusions from that exercise are dis-
cussed here. First, the heteroskedasticity in the second shock implies that
the loading of the first country in the first component is biased downward.
This should be expected because when � and � are positive, equation (7) is
a convex function of θ. An increase in the heteroskedasticity implies that the
second country becomes relatively more important in explaining their com-
mon component. Second, when the loadings are compared across different
degrees of heteroskedasticity, their estimates are statistically different. Fi-
nally, it is easy to show that if the structural errors are properly normalized,
the bias disappears. However, this normalization is possible only if the data
do not suffer from simultaneous equations or omitted variable problems. In
these cases, it is worth asking why one would use principal components
when OLS (or FGLS) is consistent. This is conceivably the highest weak-
ness of principal components as a procedure to test and measure contagion.
If the heteroskedasticity is not taken into consideration, then the estimates
and conclusions might be biased. On the other hand, the only circum-
stances in which heteroskedasticity can be corrected are those in which OLS
should be used.
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6.4.4 New Procedure

In the contagion literature, the issues of heteroskedasticity, simultaneous
equations, and omitted variables are unavoidable, especially because there
are no good instruments to correct for them.20 Moreover, the fact that most
papers use “indexes” instead of exchange rates or interest rates directly ex-
acerbates the problem even more.

In general, the index is constructed as a linear combination of the high-
frequency macrovariables. The advantage is, for example, that a speculative
attack might have different implications, depending on how central banks
decide to cope with it. The index captures the aggregate strength of the re-
sponse by looking at all its possible consequences. The disadvantage, on the
other hand, is that using prices and exchange rates jointly in an index ag-
gravates the endogeneity problems, making the inference about the trans-
mission mechanism more complicated. The use of an index to measure the
propagation of shocks has strong theoretical justification, and intuitive
appeal, but it is important to remember that it encounters equally strong
econometric problems.

In this section, a review of a new procedure developed by Rigobon
(2000a) is presented. The objective of the methodology is to provide a con-
sistent estimate of the contemporaneous relationship across variables even
if the data suffer from heteroskedasticity, simultaneous equations, and
omitted variables. Here, only the case of simultaneous equations is illus-
trated; for the general treatment see the original reference.

Assume there are K variables jointly determined satisfying the following
relationship:

AXt � εt

where A is a K � K nontriangular matrix, Xt is the matrix of country vari-
ables, and εt is the vector of idiosyncratic shocks. The diagonal of A is set to
1, which is the normalization assumption. Additionally, it is commonly as-
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20. For example, the use of lag returns is not a valid instrument for simultaneous equations.
It is instrumenting for other problems, such as errors in variables, but not for endogeneity.

Arguing that lag-dependent variables are instruments is making the implicit assumption
that home stock market returns depend on own past returns and current foreign returns but
not on lag foreign returns, and that, conversely, foreign current returns depend on own lag and
current home returns, but not on lag home returns. The theoretical foundations for this as-
sumption are extremely weak. If foreign returns are informative about domestic returns at any
time and past home returns are informative about current home returns, then why are past for-
eign returns not informative about current home returns? In fact, I have not (yet) seen a theo-
retical model that has the three implications. Either all lag values explain contemporaneous re-
turns or not. In practice, the lag-dependent variables are instrumenting for other issues such
as errors in variables and the like, but they are not instrumenting for endogeneity. Moreover,
causality tests in this environment are biased. It is well known that simultaneous equations
with lag endogenous variables can have any implication on the Granger-causality tests.



sumed in macro-applications that the idiosyncratic shocks are uncorre-
lated: E(εi,tεj,t) � 0 for all i � j. This is the covariance restriction used in
most macro-applications. Even with all these assumptions, however, A can-
not be estimated. The reason is that from the reduced form, only the co-
variance matrix from Xt can be obtained, which constitutes an underidenti-
fied system of equations.

Formally, the reduced form is

Xt � A–1εt � �t,

which implies a covariance matrix

� � A	–1�εA–1,

where �ε is diagonal due to the covariance restriction.
The value of � is estimated from the sample and provides K(K � 1)/2 in-

dependent equations. The unknowns are K from the variances of the idio-
syncratic shocks, and K(K – 1) from matrix A. Note that for any K 
 1 the
number of unknowns is strictly larger than the number of knowns. This is
the standard identification problem raised by simultaneous equations.

The key feature of Rigobon’s identification is the realization that under
the exact same restrictions the existence of heteroskedasticity adds addi-
tional constraints. The simplest case is one in which the heteroskedasticity
can be described by two regimes, high and low variance. In this instance,
there are two covariance matrices providing K(K � 1) equations, whereas
the number of unknowns is 2K from the variances of the idiosyncratic
shocks (K for each regime), but the same K(K – 1) from matrix A. Thus, the
system is just identified: K(K � 1) � 2K � K(K – 1). Moreover, it should be
clear that it is overidentified when there are more than two regimes. There-
fore, for richer descriptions of the heteroskedasticity, an overidentification
test can be used and the parameter stability examined.

The assumptions needed to achieve identification are the following: first,
heteroskedasticity of the structural shocks; second, stability of the parame-
ters; and third, uncorrelation of the structural shocks. This is exactly the
case in most macro-applications in which vector autoregression (VAR)
models have been used, and financial applications in which ARCH (auto-
regressive conditional heteroskedasticity) or GARCH (generalized ARCH)
models have been computed. In the derivation developed here, only uncon-
ditional heteroskedasticity has been studied. Similar arguments can be
extended to include the case in which only conditional changes in the
volatility occur.

Using this methodology, a consistent estimate of A can be obtained re-
gardless of the problem of endogenous and omitted variable biases. After-
ward, A can be explained as a function of the different channels of conta-
gion. This is the objective of the next section.
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6.5 An Application to Emerging Markets

This section examines the questions of stability in the propagation of
shocks across Latin American and Southeast Asian countries around the
recent crises, the importance of those linkages, and what determines them.
The first question is implemented as the test for parameter stability intro-
duced in section 6.3.4, while the other two questions are answered using the
methodology described in section 6.4.4.

Two data sets are used: sovereign bonds and stock markets. The data for
stock markets were collected from Datastream and consist of daily stock
market returns (in U.S. dollars) for fourteen countries, covering the period
from January 1993 to December 1998. The countries studied are Argentina,
Brazil, Chile, Hong Kong, Malaysia, Mexico, Peru, the Philippines, Singa-
pore, Korea, Taiwan, Thailand, the United States, and Venezuela.

The sovereign bond data contain the daily country bond returns from
January 1994 to December 1998, obtained from the Emerging Markets
Bond Index Plus (EMBI�) constructed by JPMorgan. The EMBI� coun-
try indexes track total returns for traded external debt instruments in
emerging markets. Most of the bonds covered are Brady bonds, but other
foreign-denominated bonds are also taken into consideration. The indexes
are computed by simulating a portfolio with the weights determined by risk,
market capitalization, liquidity, and collateral considerations. The coun-
tries included in the bond data are Argentina, Brazil, Ecuador, Mexico,
Panama, Peru, and Venezuela. The only two Southeast Asian countries in
the JPMorgan data are Korea and the Philippines, but the number of their
observations is small in comparison to the other countries. Thus, they were
dropped from the analysis.

Information on U.S. interest rates is obtained from Datastream. For all
the results presented in this paper, the ten-year U.S. government bond was
used. This bond has the closest maturity to the average sovereign bond in
the data. However, robustness checks were performed by using shorter hori-
zons (one-year and three-month), and the results were qualitatively the
same.

The objectives of looking at these two markets are to compare the trans-
mission mechanisms, to determine how much trade explains about the
propagation mechanism in each of them, and to compute the importance of
liquidity shocks in both.

6.5.1 Test for Stability

The stability of parameters for both the stock and the bond markets is
studied by performing the determinant of the change in covariance (DCC)
test described in section 6.3.4. This test is based on the assumption that, in
a subsample, the heteroskedasticity is explained by the heteroskedasticity in
only a subset of the shocks. Moreover, it must be a subset of either the idio-
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syncratic shocks or the common shocks. The easiest way to satisfy this con-
dition is to concentrate the analysis around the crises. During these periods,
the assumption that the increase in the variance of all emerging markets is
caused by the country producing the crisis is a reasonable one.

As will become clear, a considerable amount of time is devoted to the def-
inition of these windows. The main reason is that, if a rejection is found in
a poorly designed test, its interpretation becomes cumbersome.

The Model

It is assumed that returns in stock and bond markets are described by a
latent factor model

AXt � �(L)Xt � �zt � εt,

where Xt represent the country returns, A is the contemporaneous linkages
(the coefficients of interest), �(L) is a matrix of lags, zt is a one-dimensional
unobservable shock, all � are the parameters of how common shocks affect
country returns (or vulnerabilities), and all εt are the idiosyncratic shocks
assumed to be uncorrelated among themselves and with respect to the com-
mon shock.

For normalization purposes, the diagonal of A is assumed to be equal to
1, and the coefficient on the United States in � is set to 0.1. The imposition
of this normalization means that studying the relative importance of com-
mon shocks versus idiosyncratic shocks cannot be performed by looking at
the standard deviation of the shocks. Rather, a variance decomposition ex-
ercise must be conducted.

The reduced form of this model is the following:

(8) Xt � A–1 �(L)Xt � A–1(�zt � εt) 

� �(L)Xt � �t

where the reduced-form residuals satisfy

(9) A�t � �zt � εt.

Note that the procedure developed in section 6.3.4 deals with the stability
and identification of parameters in equation (9). Because the reduced-form
residuals share the same contemporaneous properties as the returns, in the
estimation, a VAR is first run in the whole sample to eliminate the serial cor-
relation (equation [8]). After the residuals, �t, are recovered from the esti-
mation, the regimes are defined, and the test for stability is performed on
the residuals. This procedure is testing for the stability of A, �, and �(L). At
first glance, the inclusion of �(L) in this list this might be surprising, but see
appendix B for a formal derivation.

For the sake of brevity, the results from the VARs are not presented.
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Definition of the Windows

To implement the DCC test, one must define a high- and a low-volatility
regime. Moreover, for the alternative hypothesis to be informative, the pe-
riods must be determined in such a way that the assumption about the het-
eroskedasticity is likely to be satisfied. In practice, concentrating around the
crises should increase the likelihood of satisfying such assumptions.

From 1994 to 1998, international markets faced three major crises; these
are used to define the regimes. In table 6.3 the low- and high-volatility dates
are shown.

For the Mexican crisis, the low-volatility regime is defined as the period
from June to December of 1994 right before the devaluation. The high-
volatility regime begins with the devaluation on 19 December 1994; the end
of this period, however, is unclear. After the Mexican devaluation several
other shocks occurred (e.g., the discussion of the rescue package in Janu-
ary). These shocks maintained the high volatility for several months. There-
fore, two possible crisis regimes are studied: one ending on 8 January, and
the other lasting until 31 March. The choice of 8 January is based on the fact
that on 9 January the nonrollover of the short-term debt was announced,
producing a large shock in bond markets around the world. Indeed, the
EMBI� dropped by almost 6 percent that day. This shock could be inter-
preted as a liquidity shock, and thus, in the model estimated here, as a com-
mon shock. The DCC would reject if there is heteroskedasticity in both an
idiosyncratic and a common shock. Therefore, these samples should be
considered separately. In fact, three cases are studied, one beginning with
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Table 6.3 Windows for the DCC Test

Tranquil Window High-Volatility Window

Begins Ends Begins Ends

Mexican crisis
Currency devaluation 06/01/1994 12/16/1994 12/19/1994 01/08/1995
No rollover 06/01/1994 12/19/1994 01/09/1995 03/31/1995
Currency devaluation + no rollover 06/01/1994 12/16/1994 12/19/1994 03/31/1995

Asian crises
Hong Kong 01/02/1997 06/02/1997 10/27/1997 11/14/1997
Korea 01/02/1997 06/02/1997 12/01/1997 01/09/1997
Hong Kong + Korea 01/02/1997 06/02/1997 10/27/1997 01/10/1997
Thailand 01/02/1997 06/02/1997 06/10/1997 08/29/1997
All 01/02/1997 06/02/1997 06/10/1997 01/10/1997

Russian crisis
Russia 03/02/1998 06/01/1998 08/03/1998 08/21/1998
LTCM 03/02/1998 06/01/1998 08/21/1998 09/30/1998
Russia + LTCM 03/02/1998 06/01/1998 08/03/1998 09/30/1998
Brazilian speculative attack 03/02/1998 06/01/1998 10/01/1998 10/30/1998
All 03/02/1998 06/01/1998 08/03/1998 10/30/1998



the devaluation and ending before 9 January, another one beginning on 9
January and lasting until the end of March, and another that includes both
periods.

Looking at these two samples together has the following advantages. It
should be expected that the DCC test will produce a rejection in the bond
market data for the two periods together; this implicitly indicates how pow-
erful the test is with these data. However, if indeed there is a shift in the
parameters after 9 January but not before, then the test is rejected when
that period is under consideration, as well. In other words, if the rejection oc-
curs only when the two high-volatility samples are put together, one may ar-
gue that the rejection is due to the failure to satisfy the heteroskedasticity
assumption. On the other hand, if there is a rejection in one of the sub-
samples, it must be the case that together the two subsamples are also re-
jected. This will allow us to identify the period in which the parameters
have shifted. Similar exercises are implemented in the next two crises.

The Asian crises began in June 1996 with Thailand’s devaluation, and
lasted into 1998 until the end of the Korean crisis. For the particular case of
the Asian crises, the tranquil period is always defined as the six months
prior to Thailand’s devaluation. Several high-volatility periods are defined.
The Thailand crisis began at the start of June 1997; the Hong Kong crisis
began on 27 October 1997; and the Korean crisis began around 15 Decem-
ber 1997. The Hong Kong crisis is the only one that has a clear initial date,
which is the day on which short-term interest rates increased dramatically.
For the other two crises, however, the initial day is unclear because impor-
tant action took place on the bond and stock markets prior to the exchange
rate devaluation.

During the Asian crises several combination of windows are studied.
However, it is important to highlight that even though some of these win-
dows include several crises, they should not become a violation of the het-
eroskedasticity assumption. In the bond market data, all Southeast Asian
countries are excluded from the regression; thus, these crises are summa-
rized by the common unobservable shock. Therefore, the common shock is
a subset of the shocks and no rejection should be obtained because the het-
eroskedasticity assumption was not satisfied. On the other hand, for the
stock market data, all the countries are included in the regression. There-
fore, the Southeast Asian crises can be modeled as changes in the volatility
of a subset of the idiosyncratic shocks. Again, the DCC should not be re-
jected because of ill-specified heteroskedasticity.

Finally, the third crisis studied is the combination of the Russian and
LTCM collapses. The tranquil period extends from March to July of 1998,
and several high-volatility periods are studied. First, the pure Russian col-
lapse started at the beginning of August. Second, the LTCM problems ap-
peared at the end of August and lasted until the end of September. Finally,
in October, another shocks (a speculative attack on the Brazilian currency)
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occurred. Hence, as in the Mexican case, the LTCM collapse has been as-
sociated with an aggregate liquidity shock.

Several sensitivity analyses were performed to evaluate the robustness of
the results to (minor) changes in the definition of the windows. The results
are robust to those, but robustness to a random definition of regimes should
not be expected. It is crucial, and I hope this discussion has made it clear,
that in order to implement the test one must first impose a comprehensive
view of the changes in second moments. Otherwise, rejections are mean-
ingless.

Stock Markets

Given the regimes and windows, the next step is to estimate the covari-
ance matrix of the residuals from the reduced form and perform the DCC
test.

In table 6.4, the change in covariance matrices is shown for all the choices
of windows. This table shows how large the heteroskedasticity (on average)
is. In order to compute the change in the covariance matrix, two different
norms were used. The first column represents the average change in the
variances. The relative change for all countries is computed from the co-
variance matrices and the average is reported. The second column shows
the increase in the maximum singular value, which is perhaps the most in-
formative measure.

As can be seen, the volatile regimes represent important changes in vari-
ance. For example, during the Mexican crisis an average increase in vari-
ance of eight times was observed. Similarly, during the Hong Kong specu-
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Table 6.4 Changes in Variances Measured as Several Matrix Norms

Average Increase Increase in Maximum
in Variances Singular Value

Mexican crisis
Currency devaluation 3.36 9.23
No rollover 3.61 7.93
Currency devaluation + no rollover 3.59 7.90

Asian crises
Hong Kong 6.96 12.80
Korea 5.99 20.08
Hong Kong + Korea 1.84 2.05
Thailand 2.15 3.41
All 0.99 0.97

Russian crisis
Russia 2.70 2.77
LTCM 5.29 4.78
Russia + LTCM 4.34 3.62
Brazilian speculative attack 3.44 3.07
All 4.04 3.17



lative attack the increase in stock markets was almost twelve times. These
increases in volatility represent a significant rise in volatility in emerging
markets. Remember that the data include countries such as the United
States, Singapore, Chile, etc., where the increases in volatility during this
sample were smaller than two times.

After the covariance matrices are estimated, the determinant on their
change is computed. The results for the stock market test are shown in table
6.5. The first column indicates the point estimate, the second column is the
computed standard deviation, the third is the mass below zero, and the
fourth is an indicator for which a value of 1 means that the test of stability
was rejected. The standard deviation and the mass below zero are computed
using a bootstrap. The procedure uses the changes in conditional variance
across the windows to produce several covariance matrices, then computes
the determinant on the change and estimates both the standard deviation
and the mass below zero. Standard deviations are large because the small
sample distribution of the determinant is not normal; thus, to give the test
some chance of rejection, the mass below zero is used. The dummy is set to
1 if the proportion of the simulations with determinants smaller than 0
(mass below zero) is either 10 or 90 percent.

Observe that in table 6.5, there is no single case in which the test is re-
jected. The immediate question is whether the test has power. Two remarks
should be made in this respect. In Rigobon (2000b) it is shown that for the
size of these windows and the observed changes in variance, the test is quite
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Table 6.5 DCC Test for Stock Markets 

DCC in Stock Market

Point Standard Mass
Estimate Deviation Zero Rejection

Mexican crisis
Currency devaluation –1.4632877 49.559015 0.357 0
No rollover 34.918946 182.90394 0.762 0
Currency devaluation + no rollover 16.135432 63.385381 0.778 0

Asian crises
Hong Kong –8,131.1469 5,140.3177 0.381 0
Korea 8.022301 192.47444 0.675 0
Hong Kong + Korea 2.808E-06 0.00078 0.566 0
Thailand –0.0023061 0.3208153 0.465 0
All –7.162E-21 2.011E-07 0.408 0

Russian crisis
Russia –28.163079 5,145.213 0.668 0
LTCM 2,926.3835 73,705.659 0.418 0
Russia + LTCM 3,171.8639 16,813.048 0.358 0
Brazilian speculative attack 7.6768399 27,581.466 0.676 0
All –2,091.3015 19,540.064 0.615 0



powerful (type II errors were smaller than 10 percent for a test with size 5
percent). Second, as will be seen below, there are some rejections when bond
data are used. Therefore, the lack of rejection could not be blamed entirely
on the power of the test. This evidence suggests that the propagation of
shocks across stock markets is (relatively) stable during the recent crises.

Bond Markets

This section turns its attention to the bond market. The same windows
used before were used to test for the stability of parameters among EMBI�
indexes.

In table 6.6, the change in covariance matrices is shown again to highlight
the changes in variances experienced in the sample. The interpretation of
the columns is the same as before. Note that in this case, however, the shifts
in the variances are larger than the ones found in stock markets.

In particular, observe that during the Mexican crisis after the non-
rollover announcement the variances doubled. Likewise, the LTCM col-
lapse implied an increase in volatility above the one already experienced by
the Russian crash. Take into consideration that this pattern was absent in
the stock market data (see table 6.4); this confirms the common wisdom
among market participants that the aftermath of the Mexican crisis and the
LTCM shocks consisted mainly of shocks to the bond markets.

On the other hand, an interesting aspect of this table is that, excluding the
Hong Kong speculative attack, the Asian crises had almost no impact on
the variance of Latin American bond markets, at least in their volatilities.
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Table 6.6 DCC Test for Bond Markets

Average Increase Increase in Maximum
in Variances Singular Value

Mexican crisis
Currency devaluation 12.71 10.14
No rollover 19.96 22.92
Currency devaluation + no rollover 18.56 20.21

Asian crises
Hong Kong 13.69 15.73
Korea 2.39 3.11
Hong Kong + Korea 1.14 1.28
Thailand 0.82 1.04
All 1.00 1.01

Russian crisis
Russia 49.15 47.72
LTCM 58.89 56.75
Russia + LTCM 51.54 50.69
Brazilian speculative attack 13.31 11.88
All 38.79 37.53

Notes: Changes in variances measured as several matrix norms.



Remember that if the heteroskedasticity is small the DCC test has little
power. Thus, a lack of rejection should be expected during the Southeast
Asian crisis for the bond data.

The results for the bond market DCC test are shown in table 6.7. The in-
terpretation of the table is the same as for the stock market. In this case,
there are two instances in which the parameters are unstable: the 9 January
shock and the LTCM collapse. Note that the DCC test is rejected when
these crises are analyzed separately or jointly with other events, suggesting
that the test is rejected because of a shift in the parameters during those
times, and not because of misspecification of the alternative hypothesis.

In the Mexican case the test is rejected if the sample covers the period
from January to March, or from 19 December to March. Similarly, the test
is rejected for the LTCM crisis alone (end of August plus September) or if it
is included with the Russian crisis, or with the Russian and Brazilian at-
tacks. However, no instability was found after October 1998, indicating that
the changes in the transmission mechanism across bond markets occurred
shortly after the LTCM collapse.

In summary, the events for which the test is rejected reflect incidents of
important common shocks occurring in the bond market. Market partici-
pants have identified these two particular events with liquidity shocks. In
the setup estimated here, there is more to these shocks than a pure liquidity
shock. In equation (9) the presence of a liquidity shock has already been
taken into consideration by the inclusion of zt. The fact that the DCC is re-
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Table 6.7 DCC Test for Bond Markets

DCC in Bond Market

Point Standard Mass
Estimate Deviation below Zero Rejection

Mexican crisis
Currency devaluation 1.3062012 2.1833245 0.76 0
No rollover 14.264603 18.034845 0.94 1
Currency devaluation + no rollover 16.541713 15.496773 0.981 1

Asian crises
Hong Kong –0.0002571 0.0008754 0.24 0
Korea 6.841E-10 5.164E-08 0.345 0
Hong Kong + Korea –1.306E-12 7.95E-11 0.549 0
Thailand –2.812E-10 5.66E-09 0.325 0
All 1.028E-19 2.00E-11 0.616 0

Russian crisis
Russia –0.0005737 0.0011142 0.549 0
LTCM –6.8381042 5.7270025 0.04 1
Russia + LTCM –6.3514527 4.5857572 0.021 1
Brazilian speculative attack 0.0029295 0.0009354 0.264 0
All 8.307991 3.1489852 0.993 1



jected implies, then, that either the relationship is nonlinear or there is a
change in the intensity with which the liquidity shocks are propagated. With
the techniques available, unfortunately, there is no procedure that can dis-
entangle these two explanations.

6.5.2 Estimation of the Propagation Mechanism

In this subsection, the contemporaneous relationship between stock
markets and bond returns is estimated. The questions of interest are three-
fold: What is the estimate of A? How much do trade and regional variables
explain A? Finally, what is the relative importance of the common shocks
(zt) across crises and regimes?

Model and Identification

As before, it is assumed that returns are described by the same latent-
factor model

(10) AXt � �(L)Xt � �zt � εt.

Assume that there are C common shocks and K endogenous variable.
Again, a VAR is estimated first and the tests are performed on the reduced-
form residuals equation (9).

Identification. The procedure described in section 6.4.4 shows that under
orthogonality of the structural shocks and the existence of heteroskedastic-
ity, it is possible to identify an equation such as equation (10) if the het-
eroskedasticity is high enough.

Given the number of endogenous and omitted variables, the unknowns
in the system of equations are as follows: K(K – 1) unknowns are the pa-
rameters from matrix A; C(K – 1) unknowns are the parameters from � af-
ter normalization; K times S variances are from the idiosyncratic shocks
(there are K variances of idiosyncratic shocks for each regime in het-
eroskedasticity [S ]); and C times S variances are from the common shocks
(there are C variances of common shocks for each regime). Therefore, the
total number of unknowns is

(11) K(K – 1) � C(K – 1) � KS � CS .

from A from � idiosyncratic shocks common shocks

The first condition for identification is that each regime in the het-
eroskedasticity should add more equations than unknowns. This is required
for the order condition to be satisfied. Each new covariance matrix adds
K(K � 1)/2 equations (which is the covariance matrix estimated on the
residuals), while it adds K new idiosyncratic variances and C new common
shock variances. Therefore, each regime adds more equations than un-
knowns if and only if

{{{{
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(12) �
K(K

2

� 1)
� 
 K � C

K(K – 1) 
 2C

This is the “catch-up” constraint.
After the condition of equation (12) is satisfied, there must be a minimum

number of regimes that imply that there are at least as many equations as
unknowns. The number of knowns is provided by the covariance matrix in
each regime and is equal to

(13) �
K(K

2

� 1)
�S.

Therefore, imposing that equation (13) is larger than or equal to equation
(11), and solving for S, the minimum number of regimes required for iden-
tification is

(14) S � 2�
(K

K

�
2 –

C

K

)(

–

K

2

–

C

1)
�.

In the two examples studied here, one common shock is allowed. There-
fore, the number of regimes required for identification in each case is as fol-
lows:

1. There are eight countries (endogenous variables) in the bond markets.
The catch-up constraint (equation [12]) is easily satisfied and the minimum
number of regimes is S � 14/6.

2. There are fourteen countries in the stock markets. Thus, the inequal-
ity in equation (12) is satisfied and the number of regimes required is S �
13/6.

In summary, three regimes are enough to achieve identification in both ex-
amples.

Estimation. From the reduced form, equation (9), the covariance matrix of
residuals is given by

(15) �t
� � A–1��t

z�	A	–1 � A–1�t
zA	–1,

where the left-hand side is the estimate of the covariance matrix in regime t ∈
(1, . . . , S ), and the right-hand side expresses the coefficients of interest. This
is a nonlinear system of equations that is estimated by generalized method of
moments (GMM), in which equation (15) is the set of moment restrictions.21
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21. Actually, instead of computing inverses of A, the moment restriction estimated is A�t
�A	

– ��t
z �	 – �t

ε � 0, which is simpler and more stable. However, the invertibility of A must al-
ways be checked.



After the VAR has been estimated and the residuals (which in fact are the
same residuals as those used in the previous section); have been recovered,
the regimes are defined, the covariance matrices are calculated, and the sys-
tem of equations is estimated. An important aspect of the identification
through heteroskedasticity is that the estimates are consistent even if the
regimes are misspecified. Thus, the windows are defined by the periods of
medium and high volatility derived from the conditional volatility. Further-
more, the identification is obtained regardless of whether the changes in
variance are conditional; thus, the use of the sample covariance matrices to
determine the regimes is easily justified.22

For stock markets the sample studied runs from July 1994 to the end of
1998. For bond markets, we exclude the Mexican and Russian crises; thus
the sample runs from 1 April 1995 until 31 July 1998. The assumption of pa-
rameter stability is crucial for the identification, and the previous subsec-
tions have already shown that bond markets had unstable parameters dur-
ing the first quarter of 1995 and after 21 August 1998.

Again, the results from the VAR are not shown.

Stock Markets

Definition of the Regimes. First, taking the residuals from the VAR, a
twenty-day rolling window covariance matrix was computed. A norm on
the covariance matrix was defined (in this paper, the maximum singular
value was used; however, other measures produced very similar splits in the
regimes). Second, using the conditional covariance matrices, the regimes
were defined as follows: the low-volatility regimes are those dates on which
the matrix norm is smaller than the average; the high-volatility regimes are
the dates on which the norm is larger than 2 standard deviations of the
mean; and the medium-volatility regime is the rest of the sample.

In figure 6.1 the three regimes are shown, with 1 corresponding to the
low-volatility, 2 to the medium-volatility, and 3 to the high-volatility peri-
ods. There are 848 observations in the low, 329 in the medium, and 95 in the
high-volatility regimes. It is important to note that the regimes coincide
with most of the crises and events in which contagion is suspected to have
existed.

Finally, after the windows are defined, the covariance matrix in each
regime is computed and the GMM is implemented to estimate equation
(15).
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22. In a separate paper, I have already solved the problem of identification when only con-
ditional heteroskedasticity exists. The proof is very similar to the one shown here. Deriving the
reduced form from a structural model where the residuals have GARCH effects and the struc-
tural shocks are uncorrelated produces a restricted GARCH equation that fully identifies the
simultaneous coefficients in the level equation. The estimation in this case is simpler because
the maximum likelihood estimator (MLE) can be used directly. The intuition of the identifica-
tion, however, is exactly the same as the one derived here (see Rigobon 2001).
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Distributions and standard deviations were computed by bootstrap in
order to draw several covariance matrices and solve the system of equations
for each realization. However, the assumption that the covariance matrices
across regimes are independent is unsatisfactory; thus, in order to take into
consideration the serial correlation in the covariance matrices, it was as-
sumed that only the change in the covariances was independent across
regimes. Therefore, conditional on the point estimates of the covariance
matrices of the reduced form, random draws of covariance matrices were
obtained consistent with the sample size in each regime and its covariance
structure. For each set of covariance matrices the system of equations is
solved (using GMM) and the process repeated 100 times. The distribution
of the coefficients is the solution to each of the realizations of the system of
equations.

Contemporaneous Transmission Mechanism. The results of estimating A are
shown in table 6.8. The diagonal is omitted because it is known that it is
equal to 1, and the signs of the coefficients have been changed so they can
be understood as the elasticities in the right-hand side (its natural interpre-
tation).

The rows represent the equations of each country, and the columns are
the regressors. Therefore, the reading of the coefficients is as follows: The
row country (Argentina) is contemporaneously affected by the column
country (Mexico) by a coefficient of 0.234. The coefficients that are statisti-
cally significant different from zero at the 90 percent confidence interval are
in boldface type, where the confidence interval is computed using the boot-
strapped distribution.

Several remarks on table 6.8 are worth making. First, the coefficients in
the U.S. equation are all nonstatistically significant. Note that this was not
imposed on the estimation procedure, even though our prior would have
suggested so. On the other hand, the United States importantly affects some
of the emerging markets.

Second, the coefficients are relatively large, explaining the high comove-
ment that exists among international stock markets. In fact, these coeffi-
cients explain correlations of an average of 22 percent among all countries.

Third, in the table, 32 of 182 coefficients are statistically different from
zero. Among the Latin American countries, there are 13 significant esti-
mates out of 30 possible coefficients. Similarly, among the Southeast Asian
countries, 12 of 42 are significantly different from zero. Interestingly, only 3
(of 84) coefficients across regions (excluding those from the United States)
are statistically different from zero; these are the propagations from Chile
to Korea, from Chile to Thailand, and from Korea to Mexico. This con-
firms, quite strongly, the common wisdom that the propagation of shocks
across countries was concentrated within geographical regions.

Table 6.9 shows the standard deviations of the coefficients, which are ob-
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tained from the bootstrap. One appealing fact from table 6.9 is that the pre-
cision of the estimates depends on how severe the country was affected by
the crises.

For example, Argentina, Brazil, Hong Kong, Malaysia, Mexico, Korea,
and Thailand were either the originators of the crises or the main countries
affected. The standard deviations for these estimates is 0.063. On the other
hand, U.S. estimates are less precisely estimated; the average standard devi-
ation is 0.1366. The reason for this outcome is the way the identification
problem is solved: the heteroskedasticity is the identifying device. The qual-
ity of the estimation, and thus its precision, depends on how large the het-
eroskedasticity is. The larger the shift in the variance of that country, the
better-estimated the coefficients of the propagations from that country are.
The increases in volatility in emerging markets are almost an order of mag-
nitude larger than those from the United States (or Singapore), which is
why those standard deviations are smaller.

Finally, in table 6.10, the quasi–z-statistic was computed. Even though
the test of significance was implemented by looking at the distribution, it is
informative to calculate the ratio of the average bootstrapped distribution
to the standard deviation because the conclusions of both procedures are
similar, and this one is much easier to implement. The inconvenience is that
the z-statistic tends to overestimate the significance of the coefficients.

For example, if a 90 percent confidence interval is used (as was the case
with the bootstrapped distribution) then more coefficients are significant
under use of the z-statistic than use of the bootstrapped distribution. In
table 6.8, there are 32 out of 182 significant coefficients; using the z-statistic,
47 would have been significant. It is important to mention that all the co-
efficients that are significant under the bootstrapped distribution are also
significant using the z-statistic. On the other hand, if a 95 percent confi-
dence interval is used as the criterion on the z-statistics, then 31 coefficients
pass the test. The coefficient that loses significance is the transmission be-
tween the United States and Peru.

At first glance, Chile has as many significant coefficients as the United
States. Does this mean that Chile is more important than the United States
in these data? Certainly not. What this does mean is simply that those co-
efficients are estimated with more efficiency. To answer the question of im-
portance of countries, however, a different exercise must be performed. The
interpretation of the coefficients requires a variance decomposition (per-
formed below). This is the correct measure to evaluate the relative impacts
of countries and shocks in this model.

Finally, the patterns shown by the coefficients estimated in matrix A im-
ply unconditional correlations that are relatively large. What are the expla-
nations underlying them? In this interpretation, it is important to remem-
ber that these coefficients are the combination of several possible channels
of contagion. The question, then, is what are the possible explanations
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behind them? Later in this section, a partial structural model is provided
using the analysis of the importance of trade and regional variables.

Vulnerabilities. The GMM procedure also provides an estimate of the sen-
sitivity of countries’ stock markets to common shocks. These coefficients
are identified only up to a normalization, and in this particular case, the
U.S. elasticity was chosen to be equal to 0.1. The results are shown in table
6.11. The first column corresponds to the point estimate. The second col-
umn shows the standard deviation computed from the bootstrapped dis-
tribution. The third column is the z-statistic, calculated as before.

As was claimed in the introduction, the common shocks represent
changes in risk preferences, liquidity shocks, etc. Note that all coefficients
(except the one from Hong Kong) are larger than 0.1, suggesting that
emerging economies are more vulnerable to common shocks than the
United States. For example, Argentina, Brazil, and Mexico are close to four
times more vulnerable than the United States to the same common liquid-
ity shock. Even though this pattern is quite informative, it is impossible to
reject the hypothesis that the estimates are all equal to zero.

Because the coefficients estimated are difficult to interpret, the next sub-
section—rather than studying their aspects—analyzes a variance decom-
position. First, the proportion of the variance explained by the common
shocks versus idiosyncratic shocks is analyzed, and later, the proportion of
the variance explained by each country within the idiosyncratic shocks.

Variance Decomposition: Common versus Country-Specific Shocks. The
variance decomposition indicates the relative importance of the common
shock in each of the regimes and countries. Thus, the analysis of vulnera-
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Table 6.11 Vulnerabilities (estimates of �)

Country Point Estimate Standard Deviation z-statistic

Argentina 0.39 0.26 0.84
Brazil 0.41 0.35 1.05
Chile 0.34 0.14 0.97
Hong Kong 0.09 0.10 0.60
Mayalsia 0.27 0.22 0.87
Mexico 0.44 0.28 0.88
Peru 0.52 0.25 1.01
The Philippines 0.35 0.14 1.02
Singapore 0.38 0.34 0.90
Korea 0.68 0.32 1.02
Taiwan 0.30 0.22 0.71
Thailand 0.64 0.19 0.94
United States 0.10
Venezuela 0.55 0.28 1.06



bility can also be studied in this context. Moreover, given the interpretation
of the common shock as liquidity or risk preferences, this disaggregation
can be useful to understand the relevance of those shocks in the explanation
of the recent crises.

The variance decomposition was estimated by calculating the total un-
conditional variance per regime and comparing it with the implied uncon-
ditional variance, assuming that the common shocks do not exist. The pro-
cedure is as follows: Using the estimated coefficients and variances in each
regime, the unconditional covariance matrix is estimated using equation
(15). Then the same equation is estimated, but �z\t is set to zero. This is the
unconditional covariance with only idiosyncratic shocks (in other words,
without common shocks). In table 6.12, the ratio between the variance of
each country explained by idiosyncratic shocks alone to the variance when
common shocks are included. This procedure is repeated for each regime.

Three remarks can be extracted from the table. First, notice that the
United States is almost unaffected by common shocks (surprisingly, Venezu-
ela is also equally unaffected by common shocks). In all three regimes, close
to 90 percent of the variation in U.S. stock returns is explained by idiosyn-
cratic shocks. This does not mean that liquidity shocks or risk preferences
are unimportant in the United States. What it does mean is that the common
component of these shocks can be described mainly as idiosyncratic shocks
to the United States. Therefore, in this exercise, the common liquidity shock
not affecting the United States is the one that is being evaluated.

Second, the high-volatility regime includes a larger proportion of com-
mon shocks: the average decomposition during the high-volatility regime
implies that 74 percent of the variation is explained by idiosyncratic shocks.

310 Roberto Rigobon

Table 6.12 Variance Decomposition (percentage explained by idiosyncratic shocks)

Variance Decomposition

Country Low Medium High

Argentina 89.4 78.8 75.0
Brazil 94.0 88.6 85.5
Chile 92.0 83.7 80.8
Hong Kong 73.4 65.4 57.6
Malaysia 71.5 72.4 64.4
Mexico 86.8 77.5 75.1
Peru 92.6 83.9 81.2
The Philippines 77.4 67.1 49.4
Singapore 72.6 56.8 51.1
Korea 89.2 84.1 89.6
Taiwan 98.1 95.3 87.3
Thailand 72.1 60.8 53.2
United States 95.8 92.7 89.0
Venezuela 97.8 93.3 97.1



This should be compared with 86 percent, which is the average of the idio-
syncratic-shock explanation during the low-volatility regime. This pattern
suggests that during the recent crises a component common to emerging
markets contributed to the comovement across stock markets. As will be
seen below, this stylized fact is even stronger in bond markets.

Third, during the high-volatility regimes, the countries having the largest
component of common shock were the Asian countries. Surprisingly, for
the Latin American countries the change in the common component is
small from the low- to high-volatility regimes.

Variance Decomposition: Country Idiosyncratic-Shock Contribution. The in-
terpretation of the matrix A coefficients is more easily understood in a vari-
ance decomposition exercise. Table 6.13 computes the proportion of the
idiosyncratic variance of each row country explained by the country shock
column. The total idiosyncratic variance is calculated as A–1�εA	–1. To com-
pute the contribution of country j shocks on the other countries, all ele-
ments of �ε (except �ε, jj) are set equal to zero. Table 6.13 presents the ratio
between the diagonals of these two matrices for each country.

The table does not include standard errors on the variance decomposi-
tion, and its interpretation must be taken cautiously. However, it has inter-
esting patterns. The reading of the table is as follows: The row country is the
variance to be explained, while the columns indicate the shock that is ana-
lyzed. For example, Argentinean shocks explain 68 percent of the idiosyn-
cratic variance of Argentina, 18 percent of the Brazilean variance, and 19
percent of the Mexican variance.

Two remarks are worth mentioning. First, note that in more developed
markets (the United States and Hong Kong) the majority of the variance is
explained by each country’s own shocks.

Second, most of the variation per regions is explained by regional idio-
syncratic shocks. For example, 73.6 percent of the variation of the Latin
American countries is explained by their own regional shocks, 23.0 percent
is due to shocks to Asian countries, and 3.4 percent is due to U.S. shocks.
On the other hand, 71.0 percent of the volatility in Asia is due to Asian
shocks, 18.1 percent is due to Latin American shocks, and 10.9 percent is
due to U.S. shocks. In the particular case of the United States, 80.5 percent
is accounted for by U.S. idiosyncratic shocks, while 12.5 percent and 7.0
percent are explained by Latin American and Asian shocks, respectively.

Estimating the Importance of Trade. The final exercise is to explain the co-
efficients from the A matrix by trade and regional variables. Thus, an eval-
uation of the strength of these channels of contagion is performed in this
section.

The additional data collected are the following: Information on trade is ob-
tained from Feenstra’s World Data Flows. The trade share is computed as the
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average trade share of the countries in the 1990s. Information on distance,
border sharing, and belonging to the Latin America (LA) or Southeast Asia
(SEA) dummy is also included in the regression. The left-hand side represents
the point estimates from matrix A, and the regression run is the following:

�i, j � c0 � c1LA � c2SEA � c3TRADEi, j � c4BORDER

� c5 log(DISTANCE) � εt

It is likely that this regression has heteroskedasticity because the A coeffi-
cients were estimated with different degrees of precision. Therefore, a GLS
was estimated in which the covariance matrix of the coefficients obtained in
the bootstrapping was used to weight the regression. In table 6.14, the re-
sults are shown.

Note that TRADE is almost significant and with the correct sign: high
trade share tends to imply a larger contemporaneous coefficient. The point
estimate is 0.33 with a standard deviation of 0.17. This estimated will be
compared with the one obtained in the bond regression.

The estimates on distance are also (almost) significant and with the cor-
rect sign. Surprisingly (at least to the author) is the fact that the regional
dummies are not statistically significant. The R2 is quite low even though
the F-test shows that the regression is significant as a whole. Therefore,
trade, although it has some explanatory power on the coefficients, has only
a limited role in explaining most of the contemporaneous relationship
across countries. Future studies should extend the present analysis to pro-
vide a better understanding about the transmission mechanism across stock
markets. These results, however, contrast with the findings from the bond
market; this is the topic that follows.

Bond Markets

The data on bond markets are restricted to the period between April 1995
and July 1998. However, the estimation methodology is the same as in stock
markets. In figure 6.2, the volatile regimes are shown (determined with the
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Table 6.14 Explaining A-coefficients

Variable Coefficient Standard Error t-statistic Prob.

C 0.504718 0.162908 3.098 0.002267
TRADE 0.333628 0.169129 1.972 0.050104
log (DISTANCE) –0.032304 0.01664 –1.941 0.05382
BORDER –0.018185 0.058949 –0.308 0.758069
LA 0.36155 0.057056 0.633 0.527122
SEA –0.020357 0.056898 –0.357 0.720934
R2 0.06632
Prob (F-statistic) 0.03241

Notes: See text for explanation of variables.
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procedure highlighted earlier). In this case, there are 526 observations in the
low- to medium-volatility regime, 268 in the medium-volatility regime, and
41 in the high-volatility regime. (Notice that the high volatilities occur dur-
ing the Hong Kong crisis and in June 1995.23)

Contemporaneous Transmission Mechanism. In table 6.15, the results from
estimating matrix A are shown. The diagonal is omitted and the sign of the
coefficients have been changed so they can be interpreted directly as the
right-hand-side elasticities. The table should be read as before: the row
country (Argentina) is contemporaneously affected by the column country
(Mexico) by the coefficient 0.37.

Those coefficients that are statistically significant at the 90 percent confi-
dence interval are in boldface type. As before, the distributions and the
mass below zero are obtained by bootstrapping, using the same procedure
as the one described above.

Several lessons can be extracted from the table. First, notice again that
the United States is unaffected by any Latin American country. Observe
that not only are the coefficients not significant, but the point estimates are
very small. This was not imposed in the estimation procedure, but our pri-
ors would have indicated that indeed this should be the case.

Second, bond market participants agree that the two most important
countries in the sovereign bond market are Argentina and Mexico. The
bonds from these two countries are generally used as benchmarks to define
prices for other countries. The results from table 6.15 confirm this common
wisdom. Mexico affects all Latin American countries in the sample except
for Ecuador, while Argentina significantly influences all countries in the re-
gion except for Peru and Venezuela.

Third, the United States has an important impact on Latin American
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23. In June 1995, the rescue package was under way, and good news about Mexico was re-
leased; its access to international financial markets was renewed. Thus, laughter is also conta-
gious.

Table 6.15 A Estimates

United
Country Argentina Brazil Ecuador Mexico Panama Peru Venezuela States

Argentina 0.33 0.18 0.37 0.04 0.02 0.19 0.11
Brazil 0.20 0.14 0.51 0.06 0.12 0.18 0.47
Ecuador 0.36 0.28 0.20 0.12 0.35 0.44 0.62
Mexico 0.21 0.22 0.10 0.07 0.11 0.29 0.19
Panama 0.26 0.25 0.02 0.46 0.29 0.44 0.73
Peru 0.38 0.13 0.23 0.43 0.15 0.09 0.61
Venezuela 0.40 0.07 0.06 0.35 0.26 0.10 0.32
United States 0.03 0.07 0.01 0.04 0.04 0.01 0.02



countries. These data were constructed to reflect the country risk premium
(in the first stage, the indexes were regressed on U.S. ten-year bond rates).
Hence, the fact that the U.S. coefficients are positive and significant indi-
cates that the country risk premium in these countries increases with U.S.
interest rates. In other words, the pass-through on international interest
rates is greater than 1 (see Frankel 2000).

Finally, notice that the coefficients are similar to those obtained from the
stock markets. Even though a direct comparison cannot be made because
the samples are very different, it is informative to concentrate on a couple
of countries:

1. The Mexican coefficient in the Argentinean equation, for example, is
0.37 here and 0.23 before. Both estimates are statistically different from
zero, but their difference is not. The Brazilian coefficient in the same equa-
tion is 0.33 here and 0.26 before.

2. Before, Mexico significantly affected Argentina, Brazil, and Peru;
here, the same three countries (and two others) are affected. The regulari-
ties across the two exercises is worth further exploration.

In table 6.16, the standard deviation of the coefficients is shown. Note
that even though the standard deviations of the U.S. equation are quite
small, the estimates are not statistically significant from zero. Therefore, the
reason for the lack of significance is not the need for precision. As opposed
to the stock market case, there is no further pattern among the precision of
the estimates.

In table 6.17 the quasi–z-statistic was computed. As before, the statistic
tends to overestimate the significance of the estimates. For example, if a
single-sided 90 percent confidence interval is used (as was the case with the
bootstrapped distribution), then more coefficients are significant. In table
6.15, twenty out of fifty-six coefficients are significant; using the z-statistic,
twenty-six would be significant. Again, all the estimates that are significant
using the bootstrapped distribution are also significant with the z-statistic.
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Table 6.16 Standard Deviations of A Estimates

United
Country Argentina Brazil Ecuador Mexico Panama Peru Venezuela States

Argentina 0.11 0.09 0.13 0.06 0.04 0.11 0.11
Brazil 0.13 0.09 0.15 0.07 0.08 0.12 0.16
Ecuador 0.18 0.15 0.15 0.14 0.13 0.21 0.25
Mexico 0.12 0.13 0.10 0.08 0.09 0.13 0.16
Panama 0.17 0.19 0.05 0.21 0.18 0.19 0.20
Peru 0.21 0.12 0.13 0.18 0.14 0.10 0.22
Venezuela 0.14 0.08 0.06 0.15 0.09 0.09 0.18
United States 0.04 0.08 0.03 0.06 0.05 0.03 0.03



The size of the test is incorrect, but if a coefficient is not significant assum-
ing normality then it will not be so using the small sample distribution.

Before explaining the coefficients with trade and regional variables, the
next subsections examine the vulnerability coefficients and the variance de-
composition.

Vulnerabilities. The second set of coefficients estimated from the structural
equation (10) are the elasticities to aggregate shocks. The coefficients are
identified only up to a normalization; thus the United States was equated to
0.1. In table 6.18 the results are shown. The first column corresponds to the
point estimate, in which the coefficients with mass above zero larger than 90
percent are highlighted in bold. The second column shows the standard de-
viation computed from the bootstrapped distribution. The third column is
the z-statistic, calculated as the ratio between the point estimate and the
standard deviation.

Before discussing the coefficients is important to clarify what is, in this
case, the interpretation of the shock zt. In these data, the unobservable com-
mon shocks are (as before) changes in risk preferences, liquidity shocks, etc.
However, these shocks also include shocks to other countries that are not
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Table 6.17 Z-statistics of A Estimates

United
Country Argentina Brazil Ecuador Mexico Panama Peru Venezuela States

Argentina 2.95 2.09 2.84 0.74 0.59 1.72 0.98
Brazil 1.50 1.53 3.43 0.92 1.53 1.54 2.95
Ecuador 1.98 1.88 1.32 0.84 2.74 2.14 2.51
Mexico 1.78 1.66 1.03 0.86 1.17 2.27 1.17
Panama 1.54 1.33 0.41 2.23 1.67 2.36 3.63
Peru 1.85 1.16 1.85 2.38 1.09 0.87 2.79
Venezuela 2.94 0.85 1.06 2.35 2.86 1.16 1.77
United States 0.59 0.83 0.50 0.68 0.87 0.32 0.65

Table 6.18 Vulnerabilities (estimates of �)

Vulnerability

Country Point Estimate Standard Deviation z-statistic

Argentina 0.15 0.11 1.32
Brazil 0.29 0.17 1.72
Ecuador 0.17 0.26 0.65
Mexico 0.36 0.17 2.14
Panama 0.60 0.29 2.08
Peru 0.57 0.26 2.17
Venezuela 0.31 0.17 1.86
United States 0.10



included in the sample, in particular, all the Southeast Asian countries.
Therefore, the common shock aggregates all these disturbances, and the co-
efficient is the average response of the countries in the sample to those
shocks. This implies that, unfortunately, these estimates cannot be directly
compared with those obtained for the stock markets.

An interesting aspect of table 6.18, however, is that the estimates of all
countries are larger than the U.S. coefficient. Again, it is impossible to re-
ject the hypothesis that the coefficients are the same as the U.S. one,24 but
they share a pattern similar to the ones obtained from the stock market
data.

Variance Decomposition: Common versus Idiosyncratic Shocks. Instead of
concentrating on the vulnerability coefficients, it is better to compute the
common-shock contribution to the variance. The variance decomposition
is estimated as before: The predicted unconditional variance in each regime
is computed by using the estimated coefficients and variances; then the pre-
dicted variance assuming only idiosyncratic shocks is calculated; and fi-
nally, the ratio between these two variances is calculated for each country.
The results are reported in table 6.19.

The objective of this exercise is to evaluate the relative importance of
common shocks across regimes. Given the range of the data (mainly cover-
ing the Southeast Asian crises) and the interpretation of the common
shocks in the bond market (mainly SEA as well as liquidity and risk-
preference shocks), it should be expected that the contribution of these
shocks increases during the high-volatility regimes more than in the stock
market case. This intuition is confirmed by the results: In the low-volatility
regime (excluding the United States), idiosyncratic shocks explain an aver-
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24. Remember that the test performed in the table is to determine whether the coefficient is
different from 0, not from 0.10.

Table 6.19 Variance Decomposition (percentage explained by the
idiosyncratic shocks)

Variance Decomposition

Country Low Medium High

Argentina 50.13 43.48 17.28
Brazil 67.18 53.41 30.36
Ecuador 57.34 40.66 24.30
Mexico 66.30 52.42 31.47
Panama 78.94 65.48 46.27
Peru 79.07 69.67 41.49
Venezuela 66.46 51.65 28.93
United States 99.98 99.94 99.90



age of 66.49 percent of that variation. During the medium-volatility regime,
they explain 53.82 percent, which reflects a small drop in the importance of
idiosyncratic shocks. In the high-volatility regime, the contribution of idio-
syncratic shocks falls to 31.44 percent—less than half of their importance
during the low-volatility regime.

Additionally, observe that the United States is almost unaffected by com-
mon shocks. In all three regimes, more than 99 percent of the variation in
U.S. interest rates is explained by idiosyncratic shocks. This is in sharp con-
trast with the emerging-market countries, where the common shocks always
explain at least 20 percent of the variation.

An interesting comparison between the variance decompositions of
bond and stock markets is that the relative importance of the common
shocks in this data is significantly larger than in stock markets. However,
this comparison should be made with caution.

Variance Decomposition: Country-Idiosyncratic Shock Contribution. We re-
peat the other variance decomposition for stock markets. Again, we are in-
terested in improving the interpretation of the coefficients in matrix A by
looking at the contribution of each shock to the total idiosyncratic shock
volatility. This is important, because by looking at the coefficients directly
one could draw some misleading conclusions. For example, in table 6.15,
the coefficient from the United States to Mexico is nonstatistically signifi-
cant. Does this means that U.S. interest rates have no explanatory power on
Mexican interest rates? The answer is no.

In table 6.20, the results from the variance decomposition are reproduced
for the bond market. Note that U.S. interest rates explain a sizeable pro-
portion of the idiosyncratic shocks in each of the Latin American countries
in the sample. Indeed, the United States explains as much variance in Ar-
gentina as in Mexico, even though one of the coefficients is statistically sig-
nificant and the other is not.

From the table can be extracted the conjecture that countries whose ex-
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Table 6.20 Variance Decomposition (percentage explained by each country shock in the total
idiosyncratic shock variance)

United
Country Argentina Brazil Ecuador Mexico Panama Peru Venezuela States

Argentina 24.2 10.4 11.0 10.2 7.5 10.4 4.8 21.4
Brazil 3.9 8.8 6.8 0.1 2.5 29.6 23.2 25.1
Ecuador 0.8 6.0 12.1 8.8 9.6 15.8 15.9 31.1
Mexico 2.9 17.4 8.7 15.7 15.1 11.6 7.4 21.1
Panama 3.9 6.2 13.7 0.3 38.5 12.9 5.5 19.1
Peru 2.4 4.4 19.4 9.0 2.9 12.8 17.8 31.3
Venezuela 1.6 7.2 11.9 13.3 8.7 15.0 7.0 35.4
United States 0.7 3.7 0.5 5.9 3.9 8.4 0.0 76.9¡



change rates are fixed to the dollar (Argentina and Panama) tend to have
larger proportions of their own variance explained by their own idiosyn-
cratic shocks. This does not seem to be the case for the other countries in the
sample. Additionally, if the variance decomposition is used as a measure of
the pass-through of interest rates, these results suggest that countries with
strong fixed regimes have a smaller pass-throughs. Another interpretation
is that the pass-through is the same across all countries but that the volatil-
ity of the fixed exchange rate countries is greater.

Further research should look at the patterns arising from this estimation
and should offer not only theoretical explanations, but more conclusive ev-
idence.

Estimating the Importance of Trade. The last examination of the data is a
consideration of how much trade can explain the coefficients of matrix A.
The procedure is to run a simple linear regression in which the coefficients
are explained by trade between the two countries, their distance from one
another, and a dummy representing whether they share a border. The in-
formation about trade is the same as before.

Again, the coefficients on the left-hand side are estimated with varying
degrees of efficiency; in this regression there exists heteroskedasticity that
could produce the wrong standard deviations. Therefore, from the first step,
the covariance matrix of the estimates is used to estimate a GLS.25

In table 6.21 the results from the estimation are reported. First, note that
the coefficient on TRADE is significant and with the correct sign. More-
over, notice that the coefficient is 0.449, which is close to the one reported
for the stock markets (0.333). The coefficient on the distance is equally sig-
nificant and with the correct sign. One difference between this regression
and table 6.14 is that here the border dummy is very significant. However,
the coefficient seems to suggest that it goes in the wrong direction.
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Table 6.21 Explaining A-coefficients

Variable Coefficient Standard Error t-statistic Prob.

C 1.098510242 0.24084432 4.561 5.99E-05
TRADE 0.448457005 0.19432761 2.307 0.027045
log (DISTANCE) –0.091464254 0.02850499 –3.208 0.002852
BORDER –0.262485462 0.06064281 –4.328 –0.00012
R2 0.749
Prob (F-statistic) 0.000246

Note: See text for explanation of variables.

25. If the covariance matrix is not used and a straight OLS is estimated, the point estimates
are close to the ones reported, but the standard deviations are larger. In that regression, only
the constant is statistically significant.



More important is the fact that these three variables explain almost 75
percent of the variation of the coefficients. This is in sharp contrast to the
results obtained from the stock market exercise.

6.6 Future Research

The question of how to measure contagion is far from answered. Never-
theless, there has been plenty of research in exchange rates, interest rates,
and stock markets. The results are not conclusive, but suggestive: propaga-
tions are relatively stable trough time, and trade and regional variables pro-
duce a sizeable explanation of the observed comovement. The results in this
paper confirm these two views, but more must be done.

There are, however, other aspects of contagion that have not been ex-
plored with the same intensity. Indeed, these are areas in which there is hope
that some of the inconveniences of the price data can be overcome. The fol-
lowing is a set of questions that, in my opinion, the contagion literature
must address; (they are arranged according to my own opinion of their im-
portance and are of uncertain feasibility, but clearly this is almost a random
order).

6.6.1 Pattern of Correlations

One unstudied aspect of contagion is the pattern of correlations across
different instruments. In particular, the correlation among bond markets
returns is twice as large (on average) as the one on stock markets, which is
double the one that exists among exchange rates.

As far as I know, this fact has been reported in only two papers: First,
Kaminsky and Reinhart (2000) compute the principal components and
show that the proportion explained by the first component is larger in bonds
than in stock markets. Second, in an earlier paper with Eduardo Fernandez
Arias (Arias, Haussman, and Rigobon 1998) we reported this finding by
simply looking at the correlations. As was mentioned in the previous sec-
tions, if the variances of bond and stock market returns are different, then
both the correlation and the principal components estimates are biased.
However, the results in this paper confirm this finding. It is the case that the
coefficients and unconditional correlations across bond markets is larger
than in stock markets. In order to provide some evidence I concentrate on
Argentina, Brazil, Mexico, Peru, and Venezuela, which are in both data
sets. The correlations among these countries, implied by the unconditional
variance regime, are documented in table 6.22.

First, note that the correlations increase with the regimes, as should be
expected by the increase in variance implied by the crises. Nevertheless, the
correlations obtained in bond markets are an order of magnitude larger
than those from stock markets. Remember, this is the predicted correlation
given the A and � coefficients.
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The previous discussion indicated that common shocks explain a sizeable
proportion of the changes in the pattern of correlations across time. It is
possible that this is also the explanation for bond prices. That question
could not be answered here because the two data sets are not comparable,
and the question is beyond the scope of this paper. However, with the tech-
niques illustrated here it is possible that an answered could be provided.

Future research should concentrate on developing the theories and em-
pirical tests to report and explain the stylized facts.

6.6.2 Measurement of Contagion, Revisited

Most of the discussion of contagion has concentrated on the simultane-
ous reaction across countries; thus, this has been the emphasis in this paper.
However, the propagation mechanism could take important lags not fully
captured in the A matrix, but in the �(L) coefficients.

Regarding the question of stability, the test highlighted in subsection 6.3.4
can detect changes in parameters of the lag variables. However, the measure-
ment of the propagation mechanism was estimated entirely by the contem-
poraneous relationship (most papers look at weekly, two-day, or daily effects).

In the model estimated in the previous section, all the dynamics from
�(L) have been disregarded. There are at least two reasons that the previous
literature (and this paper) did so: First, the pattern of contemporaneous
correlations is puzzling enough. Second, without estimating the simultane-
ous coefficients, there is no way of estimating economically meaningful lag
coefficients. With the methodologies highlighted above it is now possible to
estimate the contemporaneous relationship properly, and a closer look at
the dynamics of the propagation of shocks could be fruitful.

In this process, reporting the facts and understanding the dynamics be-
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Table 6.22 Unconditional Correlation per Regime

Stock Market Correlations Bond Market Correlations

Low Medium High Low Medium High

Argentina-Brazil 0.61 0.71 0.73 0.78 0.70 0.91
Argentina-Mexico 0.52 0.63 0.64 0.72 0.64 0.85
Argentina-Peru 0.25 0.46 0.44 0.46 0.40 0.82
Argentina-Venezuela –0.01 0.17 0.08 0.76 0.71 0.92
Brazil-Mexico 0.51 0.59 0.58 0.36 0.60 0.68
Brazil-Peru 0.30 0.44 0.41 0.33 0.43 0.74
Brazil-Venezuela –0.04 0.08 0.07 0.52 0.62 0.81
Mexico-Peru 0.33 0.51 0.46 0.36 0.42 0.70
Mexico-Venezuela –0.07 0.05 –0.02 0.57 0.61 0.79
Peru-Venezuela 0.02 0.13 0.15 0.31 0.30 0.76

Average 0.24 0.38 0.35 0.52 0.54 0.80



come aspects of the discussion of the propagation of shocks. Not only does
the estimation of impulse responses play a crucial role, but the definition of
sensible statistics over those responses will represent an important part of
the discussion of what should (or should not) be considered contagion.

6.6.3 Prices versus Volumes

A third important point is that most of the papers in the area examine
prices rather than volumes, mainly due to the easy availability of high-
frequency data on the former, and the almost complete unavailability of the
latter.

There have been some papers, however, that have studied the behavior of
quantities around the recent crises. The three most influential papers in this
are Eichengreen and Mody (2000); Froot, O’Connell, and Seasholes (2000);
Karolyi and Stulz (1996); and Stulz (1999).

Further research in this area is promising. Most of the theories of conta-
gion have strong implications about trading volumes and investor posi-
tions. In fact, the implications on prices are derived from those volume de-
cisions. Looking only at prices misses this rich set of implications. The main
limitation is data availability, but it should be clear that if prices encounter
important econometric problems, volumes will, as well.

6.6.4 Is the Propagation through the Means or the Variances?

Fourth, the question of whether the shocks are transmitted directly
through prices or the fall in prices reflects higher volatilities has not been
raised with the emphasis it deserves. The only paper (to my knowledge)
looking at these issues is Edwards and Susmel (2000). Unfortunately, they
have to make the necessary assumption to avoid the identification problem.
The models studied here have highlighted the direct propagation of prices,
but they could perfectly represent a reduced form of a volatility transmis-
sion model. So far, the procedures emphasized are unable to disentangle the
exact channel.

From the theoretical point of view, this is an important question. How
the propagation occurs has portfolio (as well as policy) implications. For-
mally, an extension of model 1, including lags and ARCH effects, is as fol-
lows:

A� � � �(L) � � � � �,

where

A � � �,

and where �ε, �� follow a bivariate ARCH:

–�
1

1
–�

εt

�t

yt

xt

yt

xt
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B� �t � ��(L) � �t � �ε(L)� � � � �,

where vε,t and v�,t are uncorrelated, and the matrices A and B are not diago-
nal.26 A reflects the propagation through prices, whereas B explains the
propagation through variances. Because in the reduced form only condi-
tional covariance matrices are computed, there is in general no procedure
to separate A from B. Future research should develop techniques that could
deal with this question.

6.6.5 Nonlinearity and Distribution-Free Techniques

Finally, even though some of the procedures highlighted here are not de-
pendent on a particular distribution of the residuals, most of the papers as-
sume linear models and normal distributions.

A casual look at the data clearly indicates that either the distributions are
not normal, or the models are nonlinear (or both). There have been some
attempts to look at extreme realizations as a way to compare the behavior
of the statistical model in this situation with the model under normal cir-
cumstances; see Bae, Karolyi, and Stulz (2000) and Longuin and Slonik
(1995) for evidence. Further research in the area is clearly warranted.

6.7 Conclusions

The empirical question of contagion is one of the most difficult to arise in
international macroeconomics in recent years. The data suffer from the
worst of (what I call) macroproblems: simultaneous equations and omitted
variable biases. Moreover, the data also exhibit the worst problems of fi-
nance: conditional and unconditional heteroskedasticity, nonlinearity, non-
normality, and serial correlation.

This paper has several objectives. First, it provides a critical view of the tech-
niques used most frequently in applied papers of contagion. The first two sec-
tions discuss the biases and inconsistencies that arise in OLS, probit, and (es-
pecially) principal components and correlation estimates. In those sections, I
propose the use of two new techniques to deal with some of the problems, but
certainly further research should continue to improve the procedures.

The second objective of the paper is to use these new techniques in a
broad application of contagion (the original papers concentrated on very
special cases, or only on simulations). Section 6.5 tested for parameter sta-
bility and the importance of trade in bond and stock markets. Two surpris-
ing results in this section are as follows: (1) The parameters are stable in

�ε,t

��,t

εt

�t

�ε

��

�ε

��
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26. I have already solved the problem of identification in GARCH models if B is a triangu-
lar matrix. This extends Rigobon (2000a) to the case in which only conditional heteroskedas-
ticity exists (see Rigobon 2001).



stock markets across very different crises and periods of time. However, the
propagation of shocks across bond markets was not stable during the first
quarter of 1995 and during the LTCM crisis. Both instances represented im-
portant liquidity shocks to bond markets. The parameter instability could
be either a change in the coefficient or a nonlinearity. With the current tech-
niques, unfortunately, no answer can be provided. (2) Regarding the impor-
tance of trade in explaining the contemporaneous coefficients, it was found
that trade and regional variables are (almost) significant and with the cor-
rect sign in explaining contemporaneous coefficients on the bond and stock
market returns. In the stock market, these variables explain only 6 percent
of the variation, but for bond coefficients they explain almost 75 percent.

Finally, this paper has discussed extensively a list of further areas of re-
search in which new stylized facts, new data, and probably new techniques
will have to be developed to gain a better understanding of how shocks are
propagated internationally.

Appendix A

Measuring the Channels under Simultaneous Equations
using OLS

Assume a simple setup in which

A� � � � �
where

A � � �.
Note that in this case the interrelationships among all variables are the
same. Assume we estimate yt � �1x1,t � �2x2,t. The OLS estimates of each of
the coefficients are (after a great deal of algebra):

�̂1 � � � �(1 � �)�ε

�̂2 � � � �(1 � �)�ε

where the difference in the estimates is

���2 – (1 – �)��1
���
�2��1�ε � �2��2�ε � ��1��ε

���1 – (1 – �)��2
���
�2��1�ε � �2��2�ε � ��1��ε
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�̂1 – �̂2 � (��1 – ��ε) .

Note that if the variances of countries x1,t and x2,t are different, then the es-
timates are also different. Moreover, the country with the higher variance
has the larger coefficient. In the limit, assume that the variance of x1,t goes
to infinity; then the estimates are

�̂1 � � � �(1 � �)�ε��2�ε

�

� ��2

�

�̂2 � � � �(1 � �)�ε ��

–
2�

(1

ε �

– �

��

)

2

�.

As can be seen, one of the coefficients is biased downward while the other
one is biased upward.

Appendix B

Stability Test on the Reduced Form

The structural model is

AXt � �(L)Xt � �zt � εt,

but the stability test is performed on the reduced-form residuals:

Xt � A–1�(L)Xt � A–1[�zt � εt]

� �(L)Xt � �t

A�t � �zt � εt.

The question is whether testing on the reduced form also is testing for the
parameter stability of the structural equation.

It should be obvious that if there is a change in A or � the test on the re-
duced form is detecting them. The question is whether changes in �( ) can
be found, as well. Assume there is a shift in the structural coefficients

A1Xt � �1(L)Xt � �1zt � εt for t � T

A2Xt � �2(L)Xt � �2zt � εt for t 
 T,

which implies the following reduced forms:

Xt � A1
–1�1(L)Xt � A1

–1�1zt � A1
–1εt for t � T

Xt � A2
–1�2(L)Xt � A2

–1�2zt � A2
–1εt for t 
 T

� (1 � �)�ε
���
�2��1�ε � �2��2�ε � ��1��ε
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Because in the VAR we are requiring the lag coefficients to be the same in
both samples, the actual estimate is an average of  A1

–1�1 and  A2
–1�2. Denote

this estimate as �̂. The residuals from the reduced form, then, will be de-
scribed by

�t �
[A1

–1�1(L) – �̂(L)] Xt � A1
–1�1zt � A1

–1εt for t � T

[A2
–1�2(L) – �̂(L)] Xt � A2

–1�2zt � A2
–1εt for t 
 T.

As can be seen, the residuals of the reduced form are a function of �i. For
simplicity, assume that A1 � A2, and �1 � �2. Then the covariance matrix of
the reduced form in each regime would be

�1 � �1XtX	t�	1 � A–1��z
1�	A	–1 � A–1�ε

1A	–1

�2 � �2XtX	t�	2 � A–1��z
2�	A	–1 � A–1�ε

2A	–1

�1
�
� A1

–1�1(L) – �̂(L)

�2
�
� A2

–1�2(L) – �̂(L).

Note that if the change in the covariance matrix is explained by the shift in
� (for example), then the change in the covariance matrix is

�� � �2XtX	t�	2 – �1XtX	t�	1.

It is unlikely that this transformation of coefficients would be less than full
rank, in the same way that the determinant is not necessarily less than full
rank when the coefficient A or � changes.
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Comment Enrique G. Mendoza

One of the most widely discussed issues in the context of the research and
policy debates that emerged from the emerging-market crises of the 1990s is
that of contagion. Yet, as the opening paragraphs of Roberto Rigobon’s pa-
per note, there is no consensus on the definition of contagion and even less
consensus on how to model it or how to think of its policy implications. This
analytical vacuum has not deterred empiricists from torturing financial
markets data until results in support of or against one form of contagion or
another can be obtained. In this context, Rigobon’s article is one of the
most thoughtful that the recent empirical literature on the subject has pro-
duced.

Rigobon begins with a true scientist’s approach and sets aside the ideo-
logical controversy on the definition of contagion so as to focus on two key
measurement questions at the core of empirical tests of contagion: First,
what are the international propagation channels by which shocks from as-
set markets in one country spill over into those of other countries? Second,
is the international transmission mechanism of shocks unstable during pe-
riods of crisis? These two questions are critical because the existing litera-
ture tends to evaluate whether there is contagion depending on whether the
propagation channels feature a certain set of fundamental variables, and on
whether during periods of crisis there is a sudden increase in the tendency
of markets to move together.

Rigobon’s paper evaluates whether the three econometric methods most
commonly used in the literature to address the above questions (linear re-
gression, logit-probit regressions, and tests of principal components and
correlation coefficients) are useful tools, given the serious statistical prob-
lems posed by the data used to conduct the tests. In particular, he explores
whether they are well-suited to handle the problems of simultaneous-
equation bias, omitted variables, and heteroskedasticity (conditional and
unconditional) that are pervasive in the data with which the methods need
to work. The paper shows clearly that none of the three methods can han-
dle these problems simultaneously, thus casting serious doubt on the results
reported in many existing empirical studies on contagion. Rigobon moves
on to propose his own robust estimation method and to develop its statisti-
cal foundation.

The objective of my comments is not to take issue with the method, but
to highlight the message of its results and to raise some issues that seem very
critical and yet are still unresolved by the development of a more accurate
method to test for something that remains undefined (i.e., contagion). My
interest in focusing on these controversial issues, however, does not under-
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mine either the significance of the flaws that Rigobon’s work has identified
in existing tests of contagion or the merits of the method he developed.

The paper uses daily returns data from equity and sovereign bond mar-
kets for several countries in Asia and Latin America and for the United
States, and produces four key results:

1. Volatility in equity and bond markets increases sharply during periods
of crisis.

2. Propagation parameters are stable during crises in equity markets but
not during those in bond markets (in the cases of the Mexican crisis and the
Russia/long-term capital markets [LTCM] crisis).

3. Unconditional correlations of returns across emerging markets are
generally high.

4. Trade and regional variables are important for explaining contempo-
raneous comovements in the returns of equity and bond markets, although
much more for the latter than for the former.

The flaws in the application of the three widely-used econometric meth-
ods that Rigobon identified in the empirical literature on contagion are not
disputable, and the robustness of the method proposed in the paper to deal
with the statistical problems posed by the data is also not subject to debate.
What is more controversial is the author’s interpretation of the scope of the
method and the message of the results. Rigobon’s paper stated as one of its
goals to try to measure contagion without defining it, but it is unclear that
he succeeded. The definition of contagion is difficult, if not impossible, to
separate from assessments of the econometric methods used to study it and
their ability to cope with the problems present in the data. Still, for the def-
initions and measures of contagion that have been adopted in several exist-
ing studies of the subject, this paper, and Rigobon’s previous work with
Kristin Forbes, raise serious issues with the validity of econometric tests
and propose effective ways to address them.

If the author’s position that one can proceed without defining contagion
is taken at full value, the interpretation one can give to the results is that
they shed light on important properties of the variance-covariance struc-
ture of asset returns across emerging markets, on the variables that deter-
mine it, and on its stability during crisis periods. Yet it is difficult to argue
that they help us understand or test contagion, unless a definition of conta-
gion is, after all, adopted. For instance, if contagion is defined as the crisis
instability of propagation parameters, then one can say that Rigobon’s
method is a statistically correct approach that measures, tests, and largely
rejects the existence of contagion.

The complex issues raised by the aim to study contagion without defin-
ing it explicitly emerge again when one tries to draw lessons from the results
on the significance of trade and regional variables in driving comovements
of returns. Does this mean that contagion is irrelevant? Or that contagion
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“unrelated to fundamentals” is irrelevant? Clearly, the answers to these
questions depend on how we define contagion. If it is understood to be co-
movement in returns driven by “nonfundamental” variables, and the only
fundamentals considered of relevance are trade and regional variables, then
once again the results reject contagion. However, this requires a very model-
specific notion of contagion.

The above issues also plague the rest of the empirical literature on conta-
gion, and Rigobon is right in that the definition itself varies widely from one
paper to the next. Some authors confuse contagion with correlation. For ex-
ample, the notion that, in the presence of nominal rigidities, a large devalu-
ation in one country could spark crises in neighboring countries that happen
to be competitors in export markets provides a reasonable channel of co-
movement, but it is one that it is very well understood and hardly worth be-
ing surprised about. The surprise, rather, was how little of this we observed.
Korea experienced several weeks of declining export volumes in the after-
math of the crises in Southeast Asia (despite its very competitive exchange
rate), mainly on account of a total loss of access to international credit mar-
kets, including the market of trade credits. Observations such as this favor
other commonly used notion of contagion as comovements driven by some
form of speculation driven by “animal spirits” or market psychology.

This notion of contagion originated in Keynes’s view of speculation as re-
sulting from assessing asset values, and economic prospects in general,
through “the activity of forecasting the psychology of the market,” rather
than through attempts to forecast “the prospective yield of assets over their
whole life” (Keynes 1936, 158–59). The problem with this Keynesian notion
is that, to make it operational, one needs an explicit economic model to iden-
tify precisely what is speculation or contagion, and what is enterprise. Once
this separation is made, contagion can be measured with familiar concepts
such as the excess volatility of asset returns or macroeconomic flows across
countries that is not explained by the fundamentals listed under “enterprise.”
Under this definition of contagion, it follows that contagion need not be cor-
relation. High correlation of returns does not necessarily indicate contagion
and contagion does not necessarily imply high correlation. Contagion is
model-specific. For instance, a theory of asset prices determines which vari-
ables are fundamental variables and how they enter into the determination
of equilibrium asset prices; and if the theory features contagion vehicles, it
can also determine what is to be measured as excess volatility. Economic
models with features like these do exist and typically require different forms
of asymmetric information and frictions in financial markets.

One example of a macroeconomic model of contagion was proposed re-
cently by Paasche (2001). He proposes a two-country extension of the
Fisherian-deflation model developed by Kiyotaki and Moore (1997). In his
setting, a small productivity shock in one country translates into an ad-
verse terms-of-trade shock for a neighboring export-competing country.
The neighboring country suffers a sharp adjustment in the current account
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and output, not as a result of the competition for the export market, but as
a result of financial frictions in the form of tightening collateral con-
straints. For an analyst looking casually at the data, trade and terms-of-
trade changes will be associated with these adverse developments, but the
channel of transmission is one of “excess volatility” inasmuch as it results
from effects of the terms-of-trade shock that are largely magnified by fi-
nancial frictions.

An example more related to equity markets follows from the work of
Mendoza and Smith (2001). They examine an open economy variation of
the model of margin requirements and asset-trading costs proposed by
Aiyagari and Gertler (1999). Here, households in a small open economy
trade equity with specialized foreign securities firms. Due to credit market
frictions, households face a margin requirement that limits their ability to
leverage their foreign debt on the value of their current equity holdings. For-
eign traders face portfolio adjustment costs, intended to capture the notion
that foreigners are at a disadvantage relative to domestic agents when trad-
ing emerging-markets equity. This disadvantage may result from informa-
tional frictions or from explicit institutional arrangements. In this setting,
an adverse shock such as a productivity slowdown or a sudden increase in
the world’s real interest rate may switch the economy into a state in which
the margin constraint becomes binding. Households must then fire-sell eq-
uity to meet their margin calls, but when they fire-sell equity they meet in
world markets with foreign traders that adjusts their portfolios slowly. As a
result, there is a sudden reversal in the current account and a collapse in eq-
uity prices below fundamental levels in the small open economy. The model
dictates exactly how much of the change in net foreign assets, equity hold-
ings, and equity prices is driven by these excess-volatility features, relative
to the amount accounted for by fluctuations in the “fundamentals” (which
is also pinned down exactly within the model).

The point of these examples is not to argue that they provide the models
of contagion we need to focus on. Instead, the idea is simply to show how
the Keynesian notion of contagion can be put to work in practice in partic-
ular economic models, and to note that the measure of contagion, the list of
variables that are included in the fundamentals, and the magnitude of ob-
served asset return comovements that fundamentals account for are all
model-dependent concepts. It seems, therefore, that studying the statistical
properties of the data with the adequate econometric techniques that
Rigobon proposes—but in the light of the predictions of a specific analyti-
cal framework that sets a definition of contagion and its appropriate mea-
sure—would be a very interesting project for further research.
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Discussion Summary

Sebastian Edwards raised a few questions on the estimates in matrix A,
namely, how the stock market (or bond market) returns in one country are
affected by returns in all other countries in the sample. In particular, he
pointed out two counterintuitive findings: First, the bond market returns in
Mexico were unaffected by the returns in the United States; and second, the
stock market returns in Chile did have a big effect on returns in most other
Latin American countries. This is surprising because, in practice, Chile had
capital controls during the sample period and a relatively small capital mar-
ket.

Linda S. Goldberg commented that the estimation of the importance of
trade in explaining the coefficients of matrix A through a simple gravity
equation–like regression is not as aggressive as other parts of the paper. She
suggested putting more structure in the regressions.

Aaron Tornell suggested using H-infinite robust estimation to get around
problems caused by nonlinearity of the specification or by nonnormal dis-
tribution. Nouriel Roubini suggested that the author investigate the relative
importance of trade and region in explaining the propagation mechanism.
Amartya Lahiri raised questions on geographical explanation for unstable
propagation parameters. Giancarlo Corsetti asked why the paper does not
use factor model directly.

Roberto Rigobon recognizes that the two empirical findings pointed out
by Edwards (namely, the nil effect of the U.S. bond market returns on the
Mexican stock market returns and the large effect of the Chilean stock mar-
ket on other countries) are different from our prior, and he promises to in-
vestigate it. In response to Tornell’s question, Rigobon said that linear tests
reject nonlinear specification.

Regarding Corsetti’s question, Rigobon said that the factor model is a
better specification in the case of heteroskedasticity, but not when the dis-
turbance is nonnormal.
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7.1 Introduction

The epidemic of capital-markets crises that hit emerging economies in the
1990s displayed the empirical regularities of a phenomenon that Calvo
(1998) labeled a “sudden stop.”1 Sudden stops featured a sharp reversal in
private capital inflows, or a shift to large outflows, and a corresponding
sharp reversal from large current account deficits into much smaller deficits
or small surpluses. These abrupt reversals in foreign financing in turn forced
sharp contractions of domestic production and private expenditures; col-
lapses in the real exchange rate, asset prices, and the relative price of non-
tradable goods in terms of tradable goods; and sharp declines in credit to
the private sector. In several cases, sudden stops followed from periods dur-
ing which external deficits widened gradually, the relative price of nontrad-
ables and the real exchange rate appreciated sharply, and economic activity
and asset prices boomed, often in tandem with explicit or implicit managed
exchange rate regimes.
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The features of sudden stops resemble those of the balance-of-payments
(BOP) crises that developing countries chronically suffer. The literature on
contractionary devaluations, for instance, is built on the observation that in
developing countries devaluation is generally followed by recession (see Ed-
wards 1986). However, behind this resemblance hide important differences
that pose serious challenges both for research and for policy analysis. In
particular, as the empirical analysis of Calvo and Reinhart (1999) showed,
the changes in real and financial indicators observed in sudden stops largely
exceeded those of typical BOP crises. Moreover, the economic collapses of
sudden stops were deep, but the subsequent recoveries were also generally
quick and sharp—a tendency labeled “the Mexican Wave” in a Financial
Times editorial by Martin Wolf (8 August 1999).

The unusual depth of the recessions and price corrections that define
sudden stops, as well as their short duration, suggests that it may be useful
to study this phenomenon within a framework of excess volatility—that is,
a framework that can account for sudden stops as a short-lived feature of
the cyclical dynamics of a small open economy that coexists with the less
dramatic stylized facts of the economy’s regular business cycle. The aim of
this paper is to develop a basic model with these features and to derive its
implications for the design of policies to prevent capital-markets crises in
emerging economies.

Sudden stops represent in essence a sudden loss of access to international
capital markets; hence, it seems clear that in order to explain sudden stops,
researchers must abandon the standard assumption of perfect financial
markets typical of equilibrium models of the current account and business
cycles in open economies. This paper proposes, in particular, a model in
which sudden stops are the result of financial frictions at work in an other-
wise frictionless, flexible-price competitive environment. Financial frictions
drive endogenous credit constraints that are binding or nonbinding on a
particular date depending on the state of nature—although forward-
looking behavior on the part of economic agents implies that the distortions
induced by these constraints are set in motion simply by the expectation
that the constraints might bind in the future. Sudden stops occur in states
of nature in which the constraints become endogenously binding, yet the
long-run business cycle features of the economy are largely independent of
sudden stops. In contrast, social welfare can be drastically reduced.

The switch into a sudden-stop state can be triggered by large policy
shocks (or policy-credibility shocks) or by large shocks to domestic produc-
tivity or international liquidity (i.e., to the world’s real interest rate). Thus,
“policy uncertainty” and “involuntary contagion,” two widely cited culprits
of the recent crises (albeit with different emphasis depending on the country
in question), fit the model as explanatory variables of sudden stops.

This analysis provides three important policy lessons for crisis prevention
strategies. First, regulatory policies implemented with the intent of con-
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taining large capital outflows, such as liquidity requirements, margin re-
quirements, or value-at-risk collateralization, can be counterproductive be-
cause they can increase the likelihood or severity of sudden stops. Second,
because the paper shows that the resources needed to resolve or prevent a
sudden stop vary widely depending on the state of the economy at the time
credit constraints become binding, financial arrangements that can effec-
tively preempt sudden stops need to either feature complex state-contingent
clauses or credibly commit a large amount of funds. Third, a long-term
strategy for dealing with sudden stops should emphasize policies aimed
at directly addressing the informational and institutional frictions that are
the ultimate determinants of credit-market imperfections. These include
microeconomic policies (such as the development of credit bureaus under-
taken recently in Mexico) as well as macroeconomic policies (such as dol-
larization, the formation of currency unions anchored on strong currencies,
or the internationalization of financial systems).

From the standpoint of the growing research program on emerging-
markets crises, this paper aims to add to the literature exploring the use of
models of credit frictions to study sudden stops initiated by Calvo (1998).
This literature includes the works of, among others, Aghion, Bacchetta, and
Banerjee (2000); Caballero and Krishnamurthy (1999); Céspedes, Chang,
and Velasco (chap. 12 in this volume); Christiano, Gust, and Roldos (2000);
Schneider and Tornell (2000); and Paasche (2001). To date, most of this
literature has built extensively on modern adaptations of two classic
approaches to model “great depressions” driven by financial frictions in
macroeconomics: the Keynesian setup of price or wage stickiness with an
external financing premium, examined by Bernanke, Gertler, and Gilchrist
(1998), and the Fisherian analysis of debt deflations driven by collateral
constraints, introduced by Kiyotaki and Moore (1997).

The analysis conducted here differs from existing studies in its approach
to model sudden stops as an excess volatility phenomenon. Most of the mod-
els studied so far in the literature feature credit constraints that are always
binding along an equilibrium path. Hence, in this class of models it is diffi-
cult to account for the abrupt economic collapses of sudden stops as an atyp-
ical phenomenon nested within the smoother comovements of regular busi-
ness cycles. The model proposed here also differs from the existing literature
in that it emphasizes the interaction of uncertainty, risk aversion, and in-
complete contingent-claims markets in forming the transmission mecha-
nism that links financial frictions to the real economy. In this setting, which
is in line with the models studied by Aiyagari (1993), Aiyagari and Gertler
(1999), and Eaton and Gersovitz (1981), precautionary saving and state-
contingent risk premiums play a key role in driving business cycle dynamics.2
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In contrast, existing models of sudden stops based on the Kiyotaki-Moore
or Bernanke-Gertler-Girlchrist frameworks assume that borrowers and
lenders are risk neutral and are often examined under perfect foresight.
These assumptions facilitate the study of the effects of credit frictions by pro-
ducing models that yield closed-form analytical results and that can be eas-
ily solved with linear approximation algorithms but leave behind the features
of choice under uncertainty, risk aversion, and precautionary saving that are
often viewed as critical for the analysis of economies with imperfect credit
markets. The trade-off in emphasizing these features is that closed-form so-
lutions are no longer feasible and numerical solutions based on linear ap-
proximations are inapplicable. Thus, the predictions of the model must be
derived with the aid of nonlinear numerical solution methods.

The credit constraint examined in this paper is designed with the intent
of capturing some of the key elements of the credit frictions identified in the
recent literature on emerging-markets crises (see Calvo and Mendoza
2000a). The proposed credit constraint follows the Fisherian line in that it
emphasizes the credit-market effects of price shocks in an otherwise neo-
classical flexible-price environment. In particular, it is shown that sudden
stops can be consistent with the optimal adjustment of a flexible-price econ-
omy in response to a suddenly binding credit constraint. The constraint
takes the form of a liquidity constraint that requires borrowers to finance
a fraction of their current obligations out of current income, a criterion
widely used to screen borrowers in credit markets.

Liability dollarization (i.e., the fact that the debt of emerging economies
is mostly denominated in U.S. dollars and a few other strong currencies) is
an essential feature of the transmission mechanism by which the liquidity
constraint affects the real economy. Because foreign debt is denominated in
the international unit of account (i.e., tradable goods) but is leveraged on
income valued at a different relative price, sharp fluctuations in the produc-
tion and relative price of nontradable goods can induce sharp and sudden
adjustments in access to foreign financing. These sharp fluctuations in out-
put and prices of nontradables are themselves endogenous outcomes of the
model. They represent the equilibrium adjustment of the economy in re-
sponse to real foreign or domestic shocks or to policy uncertainty. Sudden
stops are possible in this environment even though the model is stripped
from the powerful debt-deflation intertemporal channel, and without re-
curring to the Keynesian assumption that prices or wages are inflexible or
to the existence of multiple equilibria emphasized in some recent studies
(see Calvo 1998; Aghion, Bacchetta, and Banerjee 2000; and chap. 12, this
vol.).

The paper is organized as follows. Section 7.2 summarizes empirical evi-
dence on sudden stops and the notion of sudden stops as excess macroeco-
nomic volatility. Section 7.3 sketches the model. Section 7.4 explores the
quantitative implications of the model, including its welfare effects. Section
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7.5 describes a variation of the model aimed to account for the asset-pricing
features of sudden stops. Section 7.6 concludes.

7.2 The Sudden Stops Phenomenon

Calvo and Reinhart (1999) conducted a comprehensive cross-country
analysis of sudden stops. They documented fifteen recent episodes of large
reversals in net private capital inflows into emerging countries. These rever-
sals exceeded 10 percent of gross domestic product (GDP) in seven of the
fifteen cases, and the smallest reversal was equivalent to 4 percent of GDP
(Argentina, 1994–95). The adjustments in real GDP that accompanied
these sudden stops were also large. Sudden stops (labeled “recent experi-
ences” in tables 8 and 9 of Calvo and Reinhart’s paper) produced impact
effects on output equivalent to an average decline of 13.3 percent for coun-
tries that experienced banking crises, and 12.3 percent for countries that ex-
perienced currency crises. These impact effects were much larger than those
corresponding to average crisis data for the period 1970–94, which showed
declines of 3.2 and 2.7 percent for banking-crisis countries and currency-
crisis countries, respectively. Calvo and Reinhart also showed that sudden
stops produced larger adjustments in reserves and real exchange rates, and
higher bills for bailing out bankrupt banking systems, than those produced
by previous BOP crises. This is particularly the case for the East Asian cri-
sis compared to other regions and to East Asia’s recent historical record.

The effects of sudden stops on equity prices are well documented in sev-
eral recent reviews of emerging-markets crises by international organiza-
tions (see, in particular, International Monetary Fund [IMF] 1999). Al-
though the extent of true contagion across equity markets is subject to
debate (see Kaminsky and Reinhart 2000 and Forbes and Rigobon 1999),
stock market indexes fell sharply in countries that suffered sudden stops. By
the end of January 1995, nearly a month after the devaluation of the peso,
Mexico’s stock market index had fallen by more than 50 percent in dollar
terms relative to 1 November 1994. The indexes in Brazil and Argentina fell
about 20 percent in the same period. In the East Asian crisis, the collapses
of equity prices between 1 September and 31 December 1997 ranged from
about 20 percent in Hong Kong to almost 70 percent in South Korea. Eq-
uity markets rose from these crash levels but continued to perform poorly
compared to industrial-country markets (see chap. 3 in IMF 1999). Sudden
stops were also associated with higher asset price volatility. The volatility of
weekly emerging-market dollar returns doubled from 2 to 4 percent during
the East Asian crisis in 1997 and the Russian collapse in 1998.3
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The cross-country evidence on the macroeconomic features of sudden
stops provided by Calvo and Reinhart (1999) is complemented here with
time-series evidence that is useful for formalizing the notion of sudden stops
as an excess volatility phenomenon. The time-series evidence applies to the
sudden stop experienced in Mexico in the aftermath of the collapse of the
peso of December 1994.

The time-series analysis uses quarterly data for the period 1980:1 to
1997:4 (except for the world real interest rate, which covers 1983:1 to
1996:3). Figure 7.1 plots growth rates of quarterly national accounts data
to illustrate the magnitudes of the sudden stop in private domestic absorp-
tion, the trade deficit as a share of GDP, and the output of tradables and
nontradables. This figure also shows the period of gradual but sustained
expansion and widening trade deficit that preceded the crash, and the
relatively rapid recovery after 1995. Note in addition that, from the per-
spective of this “raw data,” without isolating the business-cycle component,
the sudden stop in production was larger in the nontradables sector, and
the recovery in this sector was also more modest than in the tradables sector.

Figure 7.2 shows the movements in relative prices and exchange rates us-
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the previous year): A, Domestic demand; B, Net exports/GDP ratio; C, GDP of trad-
able goods; D, GDP of nontradable goods
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ing monthly data. The picture shows that the severe drop in the real ex-
change rate at the time of the December 1994 devaluation reflected, in ad-
dition to the nominal devaluation, a collapse in the price of nontradables
relative to tradables within Mexico. This occurred after the gradual but sub-
stantial increase in that relative price and in the real exchange rate that took
place for the duration of the exchange rate–based stabilization that started
in 1988. Mendoza (2001) documents that the sharp real appreciation and
increase in the price of nontradables resulted mainly from a major rise in the
cost of use of housing. Guerra de Luna (1997, 1998) show in turn that the
high inflation in housing resulted from a large increase in real estate and
land prices fueled by the surge in inflows of foreign capital and the expan-
sion in domestic bank credit that preceded the sudden stop. Moreover, the
sudden stop featured important corrections in house and land prices in
1995, coinciding with the large reversal of capital inflows and the collapse
of domestic credit.

The stylized facts of the Mexican business cycle are computed using the
Hodrick-Prescott (H-P) filter to isolate cyclical components of the data.
These stylized facts are listed in table 7.1. Mexico’s stylized facts display the
standard business-cycle pattern for large developing economies (see Men-
doza 1995; Agenor, McDermott, and Prasad 2000). The excess volatility
implicit in the sudden stop of 1995 can be measured by comparing the depth
of the observed recession of that year with regular Mexican business cycles
in the sample period—defining the latter as deviations from H-P trends
within 2–standard deviation bands. As figure 7.3 shows, the collapses of ag-
gregate GDP, tradables output, nontradables output, consumption, and
fixed investment associated with the sudden stop in the second quarter of
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Fig. 7.2 Mexico exchange rates and relative prices (indexes based 1988:2 = 100)
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Fig. 7.3 Deviations from trend in output and demand (2*sd indicates the two-
standard-deviation bound)

1995 exceeded the 2–standard deviation limits by margins ranging from 1.5
to 6.0 percentage points. They are also the only deviations from trend that
exceeded those limits during the entire sample period.

7.3 Sudden Stops in a Flexible-Price Economy with Liquidity Constraints

This section of the paper proposes a modification of the conventional
flexible-price intertemporal approach to current-account determination



and business cycles in small open economies that allows for sudden stops.
The need to modify the conventional approach is obvious in light of its se-
rious empirical shortcomings; models that follow this approach predict
smooth movements in foreign debt driven by consumption-smoothing and
investment-augmenting effects that are grossly inconsistent with the sudden
reversals of capital inflows and collapses of private consumption observed
during a sudden stop (see Edwards’ chap. 1, this vol., and Mendoza 1991b,
1995). A key element behind these counterfactual results is the assumption
of perfect credit markets. In standard intertemporal models of the current
account, agents can borrow or lend at the world-determined real interest
rate limited only by the reach of their wealth (as implied by the no-Ponzi-
game condition). This assumption is relaxed here by considering a credit
friction that links the agents’ ability to borrow to the endogenous dynamics
of prices and income.

Credit frictions are modeled in an exchange economy that abstracts from
the existence of money. This leaves behind important real-world features
that link credit frictions to the money market and sets aside an explicit
analysis of the role of monetary and exchange rate policies (which has been
undertaken in other studies, like those of Cespedes, Chang, and Velasco
(chap. 12, this vol.) or Mendoza (2001).4 However, it is important to note
that the central elements of the credit channel transmission mechanism en-
visaged by Fisher (1933) are features of the real credit flows of a nonmon-
etary economy. This is shown by Calvo’s (1998) analysis illustrating how
sudden stops can be the outcome of the real-sector features of frictions in
credit markets.

7.3.1 Structure of the Model

Consider a small open economy with an exogenous, stochastic endow-
ment of tradable goods exp(εt

T )Y T, where εt
T is a Markovian shock to the

mean endowment Y T or to its world value (i.e., the terms of trade). The
economy produces nontradable goods using a Cobb-Douglas technology:
Yt

N � exp(εt
N )AK 1–�Lt

�. K is a time-variant capital stock with zero depreci-
ation rate, εt

N is a Markovian productivity shock, and L is labor input. De-
tails on the specification of the Markov processes driving all the shocks
present in the model are provided in section 7.4.

Firms choose labor demand so as to maximize profits �t in units of trad-
able goods (which are the model’s numeraire):

(1) �t � exp(εt
T )Y T � pt

N exp(εt
N )AK 1–�Lt

� – wtLt

The price of nontradables in units of tradables is pt
N, and the real wage in

units of tradables is wt. At equilibrium, firms demand labor up to the point
at which the value of the marginal product of labor equals the real wage:
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4. Mendoza (2001) studies the effects of dollarization in a monetary economy with a liquid-
ity requirement similar to the one examined here.



(2) pt
N� exp(εt

N )AK 1–�Lt
�–1 � wt

Note that because the value of the marginal product of labor depends on pt
N,

a collapse in the relative price of nontradables (i.e., a collapse in the real ex-
change rate, since purchasing power parity [PPP] in tradables is assumed to
hold) induces a negative shock to labor demand.

Households consume tradable goods Ct
T, nontradable goods Ct

N, and
supply labor to firms. They maximize a form of expected utility that incor-
porates an endogenous rate of time preference (see Epstein 1983). A stan-
dard motivation for preferences of this class in models of the small open
economy is that they allow the models to produce well-behaved dynamics
and deterministic stationary equilibria in which the rate of time preference
equals the world real interest rate. In addition, in the model with credit fric-
tions proposed here, endogenous discounting allows the model to support
equilibria in which credit frictions may remain binding in the long run (this
point is illustrated later in this section). The utility function is

(3) U � E0��
�

t�0
exp�–�

t–1

��0
v[C(C�

T, C�
N ) – H(L�)]�u[C(Ct

T, Ct
N) – H(Lt)]�.

In this expression, U(�) is lifetime utility, C(�) is a constant elasticity of sub-
stitution (CES) aggregator of consumption of tradables and nontradables,
H(�) is a positive, continuously differentiable, and concave function that
measures the disutility of labor, u(�) is an isoelastic period utility function,
and v (�) is the time preference function.

The specification of the arguments of the u and v functions in terms of the
composite good C – H is borrowed from Greenwood, Hercowitz, and Hu-
ffman (1988; henceforth GHH). In their one-good model, this assumption
eliminates the interaction between consumption (or wealth) and labor
supply by making the marginal rate of substitution between consumption
and labor supply depend only on the latter. This is not the case in the two-
sector model of this paper because the relevant real wage for labor supply
decisions is measured in units of aggregate consumption, and hence
changes in the relative price of nontradables and in the sectoral allocation
of consumption affect labor supply. Still, the GHH specification simplifies
the analysis significantly as illustrated below.

The four functions that characterize lifetime utility adopt the following
functional forms:

(4) C(Ct
T, Ct

N) � [�(Ct
T )–	 � (1 – �)(Ct

N )–	]–1/	

(5) H(Lt) � 

L

�

t
�


, � � 1

(6) u[C(Ct
T, Ct

N ) – H(Lt)] �
[C(Ct

T, Ct
N ) – H(Lt)]

1– – 1





1 – 
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(7) v[C(Ct
T, Ct

N ) – H(Lt)] � �{ln[1 � C(Ct
T, Ct

N ) – H(Lt)]}

These functional forms are standard in real business-cycle models of the
small open economy (see Mendoza 1991b, 1995). The parameter 	 deter-
mines the elasticity of substitution between consumption of tradable goods
and consumption of nontradable goods, which is given by 1/(1 � 	); � is the
standard CES weighing factor; � determines the elasticity of the supply of
labor with respect to the real wage, which is given by 1/(� – 1),  is the co-
efficient of constant relative risk aversion (CRRA); and � determines the
sensitivity of the rate-of-time preference with respect to changes in the date-
t arguments of the period utility function.

Households maximize utility subject to a standard budget constraint:

(8) (1 � �t
T )Ct

T � (1 � �t
N )pt

NCt
N

� �t � wtLt – bt�1 � exp(εt
R )Rbt – Tt

T – pt
NTt

T.

Here, �t
T and �t

N are consumption taxes that apply to purchases of tradables
and nontradables and Tt

T and Tt
N are lump-sum taxes levied in units of trad-

ables and nontradables respectively. The variable b represents the econ-
omy’s net foreign asset position in terms of the only internationally traded
asset present in the model: one-period bonds that pay the world-determined
gross real interest rate exp(εt

R)R in units of tradable goods (εt
R is a Markov-

ian world interest rate shock, a reasonable proxy for shocks to “interna-
tional liquidity”).

Since the one-period bond is the only asset households exchange with
the rest of the world, markets of contingent claims are incomplete, and
the small open economy’s wealth varies with the state of nature. Given the
CRRA form of u(�), insurance-market incompleteness implies in turn that
consumption responds to fluctuations in the marginal utility of wealth in-
duced by the exogenous shocks, and that households undertake precau-
tionary saving. The latter leads households to effectively impose on them-
selves an endogenous borrowing constraint even in the absence of explicit
credit constraints driven by credit-market imperfections (as in the buffer-
stock saving models of Aiyagari 1993 and Carroll 2000).

The credit-market imperfection present in this model takes the form of a
liquidity constraint by which lenders require households to finance a frac-
tion �, for 0 � � � 1, of their current expenses (i.e., consumption, taxes, and
debt payments) out of current income:

(9) wtLt � �t �

�{[(1 � �t
T )Ct

T � (1 � �t
N)pt

NCt
N ] – exp(εt

R)Rbt � Tt
T � pt

NTt
N}

Given the budget constraint, this liquidity requirement is equivalent to a
borrowing constraint that limits debt as a share of current income not to
exceed (1 – �)/�:
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(10) bt�1 � – 

1 –

�

�

 [wtLt � �t ]

Note that � � 1 implies a no-borrowing constraint (i.e., bt�1 � 0 for all t),
and as � converges to 0 the economy approaches the case in which the liq-
uidity constraint is never binding.

Because insurance markets are incomplete, the liquidity constraint gives
households an extra incentive to engage in precautionary saving, storing
away extra assets in the “good” states of nature for the “bad” states in which
the constraint may bind and they may not be able to borrow as much as they
would desire in world markets. This contrasts sharply with the outcome that
would be obtained under perfect foresight. Under perfect foresight (and a
constant discount factor) households would hold the largest amount of
debt allowed as long as the marginal utility of current consumption ex-
ceeded that of future consumption (see also Aiyagari 1993).

The liquidity requirement is not formally derived as a feature of an optimal
credit contract. However, the motivation for it is that it could result from tra-
ditional financial-market frictions (such as monitoring costs or bankruptcy
risk) or institutional features of credit markets. For instance, Eaton and
Gersovitz (1981) show that the probability of default by a risk-averse bor-
rower interacting with a risk-neutral lender in an optimal-contracting frame-
work is increasing in the stock of debt and higher for negative income shocks
than for positive income shocks. The liquidity constraint can thus be thought
of as a mechanism to (imperfectly) manage default risk by limiting the abil-
ity of borrowers to acquire debt and by linking this ability to income realiza-
tions. The optimal contract of Eaton and Gersovitz features states of nature
in which lending is rationed and an endogenous, equilibrium interest rate
premium that increases with the stock of debt. The liquidity constraint will
be shown to yield analogous results in that it produces an endogenous risk
premium on the use of foreign debt relative to the use of domestic saving to
smooth business-cycle volatility and states of nature in which debt is rationed.

Even if the microfoundations of the liquidity requirement are incom-
plete, the fact is that the borrowing constraint in equation (10) is consistent
with standard lending criteria widely used in mortgage and consumer loans.
This is the case even in the financial markets of the industrial world (see the
evidence reported by Ludvigson 1996). In the United States, for instance,
the large financial companies that anchor the mortgage market (Fannie
Mae and Freddie Mac) provide lenders with “scoring” guidelines that effec-
tively require borrowers to keep expected total debt service of prospective
borrowers around 1/3 of gross income.5 Mortgage debt in the United States

5. For example, as of October 2000, Fannie Mae guidelines for conventional mortgages with
20 percent down payment required that total housing expenses be kept below 33 percent of
gross monthly income and that total debt payments, including mortgage service, be kept be-
low 38 percent of gross monthly income. Assuming a mortgage rate of 7.5 percent, these guide-
lines required debt to remain below 35 percent of gross monthly income.



as of the second quarter of 2000 was of roughly the same size as the total
outstanding corporate debt (about $4.2 trillion), and total household debt
was 42 percent larger than the total corporate debt. These figures suggest
that credit constraints of the form postulated above may be as relevant to
consider as the constraints on firm financing emphasized more often in
studies of the credit channel.

The liquidity requirement has the additional advantage that it captures in
a tractable manner the potentially crippling effects of “liability dollariza-
tion” in a flexible-price setting. This is because debt contracts are written in
units of tradables, but part of the income on which the debt is leveraged
originates in the nontradables sector. As a result, a sharp fall in the output
of nontradables or in the nontradables relative price can trigger a sudden
stop.

The optimality conditions of the household’s problem (listed in appen-
dix A) have a straightforward interpretation. The optimal allocation of
consumption across tradable and nontradable goods is determined by
equating the atemporal marginal rate of substitution between Ct

T and Ct
N

with the relative price of nontradables. The optimal supply of labor is set
by equating the marginal disutility of labor with the posttax real wage rel-
evant for household decisions, wt / [ pt

C(1 � �t
N ]. Because households care

for consumption in terms of the CES aggregator C, the relevant real wage
for them is deflated by pt

C, which is the relative price of aggregate con-
sumption in units of tradables. Optimal saving is determined by equating
the lifetime marginal utility cost of sacrificing a unit of current consump-
tion with the corresponding expected marginal benefit. Marginal lifetime
utilities include the impatience effect, by which changes to the arguments
of period utility at any date t alter the rate at which all future period utili-
ties are discounted. It is also critical to note that, since households desire
to consume both tradables and nontradables, the effective return on sav-
ing is not just the world real interest rate but the “consumption-based”
real interest rate exp(εt

R)R[ pt
C(1 � �t

T )/pC
t�1(1 � �T

t�1)]. Thus, the intertem-
poral relative price of consumption in this two-good economy is endoge-
nous despite the assumption of a small open economy and depends on the
dynamics of the relative price of nontradables (which is the key determi-
nant of pC ).6

The specification of the model is completed with the description of the
government sector. To enable the model to reflect the observed sectoral dis-
tribution of government expenditures across tradables and nontradables, it
is assumed that the government maintains a constant level of purchases of
nontradable goods financed by a constant lump-sum tax. This ensures that
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6. Given the CES form of C, pC corresponds to the CES price index obtained from the stan-
dard duality problem of minimizing expenditure for a given level of period utility. This implies
that pC is an increasing, continuously differentiable function of pN.



the dynamics of the relative price of nontradables reflect only changes in de-
mand and supply by the private sector and not changes in government pur-
chases of nontradables induced by fluctuations in tax revenue. Fluctuations
in tax revenue result in fluctuations of government purchases of tradable
goods around a given initial amount financed by lump-sum taxes in units
of tradables to be calibrated to the data. This assumption introduces the
Calvo-Drazen fiscal-induced wealth effect that Calvo and Drazen (1998)
and Mendoza and Uribe (2000) found critical for explaining key features of
economic fluctuations in developing countries exposed to the risk of uncer-
tain duration of government policy. Under these assumptions, the govern-
ment budget constraint is given by

(11) Gt
T � pt

NGN � �t
TCt

T � �t
NCt

N � TT � pt
NTN with GN � TN.

Tax rates are assumed to be stochastic so as to explore the role of policy
uncertainty, or the lack of credibility of existing policies, in triggering sud-
den stops. The model can accommodate differentiated tax rates and degrees
of policy uncertainty with regard to tradable and nontradable goods, but
for simplicity the analysis that follows considers the case of a uniform tax
�t

T � �t
N � �t. This case is interesting to examine because it yields price and

wealth distortions on the labor-consumption and saving margins that are
nearly equivalent to those produced by the rate of depreciation of the cur-
rency in conventional models of exchange rate management in small open
economies (see Mendoza and Uribe 2000 and Mendoza 2001 for details).
Thus, a reversal from the low-tax regime to the high-tax regime can be in-
terpreted as a shift from a currency peg to a floating exchange rate regime.

The government announces at date 0 the implementation of a policy re-
form by which taxes are to be reduced from a high level �H to a low level �L.
The policy lacks credibility in the sense that agents assign an exogenous,
time-invariant conditional probability to the reversal of the reform z �
pr[�t�1 � �H | �t � �L]. The probabilistic process driving the tax rate follows
a basic regime-switching specification for discrete-valued random vari-
ables governed by an irreducible, ergodic Markov chain. The transition
matrix � and the vector autoregression representation of the Markov pro-
cess are

� � � �, �t�1 � ��t � it�1,

where � � pr[�t�1 � �H | �t � �H ], � is a 2 � 1 random vector such that �t �
(1,0)� when �t � �H and � t � (0,1)� when �t � �L, and it�1 � � t�1 – 
E(�t�1 | �p�t–1, . . .). The limiting probabilities of the tax regimes are 
P(�t � �H ) � z/(1 � z – �) and P(�t � � L) � 1 – [z/(1 � z – �)], and the auto-
regressive representation of the process is � j,t�1 � z � (� – z)� j,t � ij,t�1 for
j � 1,2. The average duration of the high-tax regime is 1/(1 – �) and that of
the low-tax regime is 1/z.

z
1 – z

�
1 – �
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7.3.2 Competitive Equilibrium and the 
Business Cycle Transmission Mechanism

Given an initial foreign asset position b0 and the probabilistic processes
driving the shocks to productivity, the world’s real interest rate, and taxes,
a competitive equilibrium for this model economy is defined by state-
contingent intertemporal sequences for the allocations (Ct

T, Ct
N, Ct , Lt, bt�1,

Gt
T, Yt

N ) and prices ( pt
N, pt

C, wt ) for t � 0, . . . , � such that (a) firms maximize
profits subject to their technological constraints, taking pt

N and wt as given;
(b) households maximize lifetime utility subject to the budget constraint
and the liquidity requirement, taking pt

N, pt
C, and wt as given; (c) the govern-

ment budget constraint holds; and (d) the market-clearing conditions for
the markets of tradable and nontradable goods and for the labor market
hold.

The competitive equilibrium can be represented by the solution of a mod-
ified social planner’s problem, which in turn can be solved numerically
using dynamic programming methods (see appendix B for details). This
simplification is very useful because of the potentially high degree of non-
linearity introduced by the borrowing constraint (see Aiyagari and Gertler
1999). The model’s numerical solution is summarized by two objects: first,
a set of state-contingent optimal decision rules for the controls (Ct

T, Ct
N, Ct ,

Lt, Gt
T, Yt

N ) and endogenous state (bt�1) that depend on the current realiza-
tions of the states (bt , εt

T, εt
N, εt

R, �t
T, �t

N ); and second, the joint transition and
limiting probability distribution functions of these state variables, which
jointly with the decision rules also determine the transition and limiting
distributions of all of the model’s endogenous variables. The equilibrium
prices and their corresponding transition and limiting distributions can
then be solved for recursively using the optimality conditions of the maxi-
mization problems solved by households and firms.

If the liquidity requirement never binds, the model features cyclical dy-
namics driven by well-known transmission mechanisms. In particular,
shocks to productivity and to the world interest rate drive business cycles
through the familiar channels examined in real business cycle models of the
small open economy (see Mendoza 1991b, 1995). Tax shocks induce fluc-
tuations through the wealth and substitution effects highlighted in the stud-
ies on the macroeconomic effects of policy uncertainty by Calvo and
Drazen (1998) and Mendoza and Uribe (2000). Given a low-tax state at any
date t, the conditional expected tax rate for t � 1 is higher than the tax ob-
served at t. This triggers an intertemporal substitution effect similar to the
one driving perfect-foresight models of noncredible policies based on
Calvo (1986); prices are relatively low at t, and hence agents substitute con-
sumption intertemporally in favor of current consumption. Under uncer-
tainty and in the presence of noninsurable income effects due to the incom-
pleteness of financial markets, Calvo and Drazen (1998) showed that there



is also a state-contingent wealth effect. In each period that low taxes prevail,
households benefit from the implicit lower level of government absorption,
and this gain is added to their permanent income. This effect favors an in-
creasing consumption path for the duration of the low-tax regime, followed
by a collapse when a reversal of the tax cut takes place.

The above intuition for the real effects of policy uncertainty reflects re-
sults that apply fully in partial equilibrium. In general equilibrium, a rever-
sal of a tax cut is likely to induce a decline in the output of nontradables, la-
bor allocation, and relative price of nontradables. For the price of
nontradables to fall, the reduction in demand for nontradable goods in-
duced by the above-mentioned wealth and intertemporal substitution
effects must exceed the reduction in supply. In turn, for the supply of non-
tradables to fall in equilibrium, it must be the case that the combined effect
of the reduction in the demand for labor (resulting from the reduced value
of the marginal product of labor in the nontradables sector as pN falls) and
the negative effect of the tax hike on labor supply dominates the positive
effect on labor supply that results from the decline in pC (which is caused by
the fall in the relative price of nontradables).

The specification of policy uncertainty proposed here differs from that in
the Calvo-Drazen model in that the high-tax regime is not an absorbent
state (i.e., even when the high tax is observed there is still some probability
that the low tax can be reinstated), but the basic intuition of the wealth
effects that result from market incompleteness remains valid.7 The model
also differs from the Calvo-Drazen setup in that a reversal to the high-tax
state features a “supply side” effect that reduces the supply of labor, as the
posttax real wage falls when the tax rate rises.

The presence of the “occasionally binding” borrowing constraint adds
important new elements into the model’s business-cycle transmission
mechanism. In particular, in states of nature in which the credit constraint
binds, the following effects occur:

1. The effective real interest rate faced by households increases because
the binding borrowing constraint forces them to reduce consumption rela-
tive to the case with perfect credit markets. Hence, the collapse in aggregate
consumption and in the demand for tradables and nontradables associated
with adverse real or policy shocks is magnified if such a reversal makes the
economy run into its borrowing limit.

2. The effective marginal reward to labor supply rises because the extra
unit of labor enhances the household’s ability to borrow. This moderates the
negative effect of adverse shocks on labor supply.

3. Consumption, saving, and net foreign asset accumulation (and hence
the current account, because b is the model’s single means of saving) expe-
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7. The Calvo-Drazen case is the limiting case of the model in which � � 1.



rience intertemporal distortions that depend on the combined dynamic
effects of items 1 and 2 in general equilibrium. This is because the effective
intertemporal relative price of aggregate consumption is determined by the
consumption-based real interest rate, which depends on the inverse of the
rate of change of the relative price of consumption ( pt

C/pC
t�1), which in turn

depends on the inverse of the rate of change of the relative price of non-
tradables ( pt

N/pN
t�1).

As a result of the above effects, households face an implicit risk pre-
mium in the use of foreign debt vis-à-vis their own saving in their efforts
to smooth consumption that is analogous to the external financing pre-
mium faced by firms in models of sudden stops based on the Bernanke-
Gertler financial accelerator. The differences are that in the model pro-
posed here the equilibrium risk premium is determined endogenously and
is influenced by the risk-averse nature of the households’ preferences
(which is more in line with the default risk premium in Eaton and Gerso-
vitz 1981). In contrast, existing open-economy extensions of the
Bernanke-Gertler framework assume that the functional form represent-
ing the external financing premium in general equilibrium is identical to
the partial-equilibrium solution of a costly-monitoring contracting prob-
lem under risk neutrality.

The potential for the liquidity requirement to enlarge output collapses as
a result of the effects identified in items 1–3 above can be illustrated more
clearly by combining the labor demand and supply conditions to derive the
following expression for the percent impact effect on the equilibrium allo-
cation of labor that can result from a switch from �L

t to �H
t .
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where �t and �t are the nonnegative Lagrange multipliers on the borrowing
constraint and the budget constraint respectively and 1/(� – �) is always
positive because of the parameter restrictions � � 1 � � � 0. This expres-
sion is not a closed-form solution because the relative prices and multipli-
ers in the right-hand side of the expression are endogenous in general equi-
librium.

Equation (13) breaks down the impact effect of a tax hike on the equilib-
rium labor allocation into three effects identified by the three terms in
square brackets in the right-hand side. The first effect is the negative effect
of the higher tax on labor supply. The second effect is the effect of the
change in the price of CN relative to C (i.e., the ratio pN/pC ). This price effect
is the combined effect of the change in the price of nontradables on labor
demand with that of the change in the price of aggregate consumption on
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labor supply. Given that pC is the CES price index for the consumption ag-
gregator, it can be shown that pN/pC is increasing in pN. Hence, if the price
of nontradables falls with the tax hike, pC also falls, but the adverse effect of
the fall in pN on labor demand always dominates the positive effect of the
fall in pC on labor supply.8 Thus, the decline in the equilibrium allocation of
labor in response to a tax hike (and hence in output of nontradables) is mag-
nified due to this price effect.

The third effect operating on the equilibrium allocation of labor is the di-
rect effect of the liquidity constraint, and it is only present when the con-
straint binds. Consider for the sake of simplicity a case in which the con-
straint switches from nonbinding to binding with the tax hike (i.e., �t

L � 0,
�t

H � 0). In this case, the constraint makes the fall in equilibrium labor
smaller because of the labor-supply incentive provided by the higher effec-
tive marginal reward on the extra unit of labor.9 However, the binding liq-
uidity constraint also has an indirect effect on equilibrium labor because it
distorts relative prices and thus alters the price effect. As shown in section
7.4, when a tax hike triggers a sudden stop (i.e., when it makes the liquidity
constraint suddenly binding), the resulting adjustment in consumption can
induce a larger collapse in the price of nontradables than in the case with-
out a sudden stop. This indirect effect can dominate the direct effect so that
a binding liquidity constraint may enlarge the collapses in labor and non-
tradables output. Whether pN falls will depend on how tight the credit con-
straint is and how much it reduces tradables consumption relative to non-
tradables consumption.

The discussion above focuses on the case of tax shocks, but similar effects
apply to the cases of productivity shocks and shocks to the world interest
rate. Hence, sudden stops in the model can be driven by policy uncertainty,
by domestic productivity shocks, by foreign shocks affecting the real inter-
est rate, or by a mixture of all three. This variety of causes is important be-
cause of differences attributed to the role of each of these shocks in the par-
ticular experiences of countries that suffered sudden stops during the 1990s.
Policy uncertainty is widely regarded as an important determinant in the
sudden stops observed in Latin America, whereas “exogenous shocks” of
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8. Since pN is an increasing function of CT/CN, it is possible for pN to increase instead of
falling with the tax hike if the collapse in CT is smaller than the collapse in CN. The collapse in
CT will tend to be larger because the supply of tradables is more elastic than that of nontrad-
ables and because the Calvo-Drazen fiscal-induced wealth effect increases government ab-
sorption of tradables when the tax increases.

9. This higher reward is given by [(1 – �)/�](�t
H/�t

H ), which depends on the ratio of the two
Lagrange multipliers. The latter in turn is determined by intertemporal effects, since the same
ratio determines the interest rate distortion induced by the debt constraint (see appendix A)
and is likely to be nonlinear: If the constraint is marginally binding, it may not affect con-
sumption much and will thus have a small effect on �t

H, so �t
H/�t

H increases as the constraint is
tightened, but if the constraint is “very tight” it could force a large adjustment in consumption
and a large increase in �t

H so that �t
H/�t

H may fall as the constraint is tightened.



foreign or domestic origin are often cited (albeit not without controversy)
in accounts of the crises in Southeast Asia.

The binding credit constraint also has an important connection with the
choice to model preferences with an endogenous rate of time preference. In
particular, it allows the model to determine endogenously whether a given
value of � results in a binding borrowing constraint in the long run for given
values of the rest of the model’s parameters.

Consider a perfect-foresight variant of the model. In this case, the steady-
state consumption Euler equation is

(14) [1 � C(CT, CN ) � H(L)]� � R�1 � 

�

�

	

�1

,

where variables without time subscripts correspond to steady-state values.
The term in the left-hand side of this expression is the gross rate of time
preference. Equation (14), combined with the rest of the steady-state equi-
librium conditions, implies that for given parameter values the model fea-
tures a critical value �crit below which the borrowing constraint is not bind-
ing. Any such � � �crit yields the same steady state, since � � 0 and R is
exogenous. The borrowing constraint binds for � � �crit, and the steady-
state equilibrium then varies with �/�, because the latter depends on the
tightness of the borrowing constraint relative to the marginal utility of
wealth. In this case, the rate-of-time preference rises to match the higher
effective real interest rate in the right-hand side of equation (14), thereby
supporting the steady state with the binding borrowing limit. Clearly, a
standard time-separable utility function with a constant rate-of-time pref-
erence cannot deliver this outcome. For any value of �, the liquidity con-
straint is binding or not depending on the exogenous values assigned to the
interest rate and the rate-of-time preference. If they are equal, for example,
the constraint never binds at steady state.

7.4 A Quantitative Exploration of Business Cycles with a Sudden Stop

7.4.1 Calibration

The numerical analysis starts from a baseline scenario in which the
model’s parameters are calibrated so that the deterministic stationary equi-
librium of the model mimics several average ratios of macroeconomic ag-
gregates taken from Mexican data. Parameters that cannot be directly re-
lated to the data are taken from existing econometric studies or set to values
typically used in other studies. The calibration is set to a quarterly fre-
quency, although some ratios of national accounts data are derived from
annual figures.

One key part of the calibration is setting the values of the parameters that
reflect Mexico’s ability to access world financial markets. These include
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both the value of the liquidity coefficient � and the mean net foreign asset
position. The deterministic steady-state ratio b/Y is set to –35 percent fol-
lowing the estimates of Mexico’s net foreign asset position for the period
1970–97 provided by Lane and Milesi-Ferretti (1999). This implies that the
critical value of the liquidity coefficient is �crit � 0.741. Thus, for the bor-
rowing constraint to bind in the deterministic steady state, � needs to ex-
ceed 0.741, although lower values of � may still yield a binding borrowing
limit in the deterministic transition to steady state or in the stochastic dy-
namics. The calibration assumes that the borrowing constraint does not
bind at steady state (i.e., � � 0.741). The stochastic simulations explore the
effects of varying � from a low value such that the constraint is never bind-
ing within the state space over which the model is solved (which the simula-
tions show to be � � 0.445) to a value � � 0.714, which limits debt to no
more than 40 percent of income valued at tradable goods prices.

The model is calibrated to match several average ratios of macroeco-
nomic time series calculated using aggregate and sectoral national accounts
data. A consistent data set of Mexico’s sectoral national accounts with
sufficient detail to compute these ratios is available only for the period
1988–96 or –98, depending on the variable. The nontradables (tradables)
sector is defined by the industries for which the average ratio of total trade
to gross production is less (more) than 0.05. The industries that belong to
the nontradables sector according to this definition are construction; utili-
ties; retailing and commercial services; financial services; and personal, so-
cial, and community services.

The model is calibrated to match the average aggregate and sectoral
GDP, Y, shares of consumption, C, investment, I, and government expen-
ditures, G, measured at current prices. Because investment expenditures are
not included in the model, they enter in the calibration as constant lump-
sum expenditures in each sector so that the calibration can match the ob-
served GDP shares of consumption (otherwise, consumption shares would
be too large). Data for the period 1970–95 yield these average expenditure
shares: C/Y � 0.684, I/Y � 0.217, G/Y � 0.092. The sectoral data are avail-
able for a shorter sample period, and the information they provide yields
only the average shares of aggregate investment and aggregate government
expenditures allocated to tradables (I T/I and GT/G ) and the ratio of trad-
ables GDP to nontradables GDP (Y T/YN ). The 1988–98 average of Y T/YN

is 0.648. The 1988–96 averages of the other expenditure shares are IT/I �
0.576 and GT/G � 0.072.

The above aggregate and sectoral ratios are combined to obtain the fol-
lowing estimates of the shares of sectoral investment and government pur-
chases in each sector’s GDP: IT/Y T � 0.32, GT/Y T � 0.017, IN/Y N � 0.151,
and GN/Y N � 0.141.10 Estimates of sectoral consumption-output ratios are
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10. For example, given I/Y, IT/I, and Y T/Y N, IT/Y T is given by (I/Y )(IT/I )[1 � (Y T/YN )].



then derived using the expenditures definition of GDP and the average net
exports-GDP ratio for 1970–95, NX/Y � –0.001. The consumption-GDP
ratios are CT/Y T � 0.665 and CN/YN � 0.708.

The calibration is normalized by setting Y T � 1, K � 1, and pN � 1. The
average sectoral share of labor income in the nontradables sector for the
1988–96 period yields �N � 0.364. The elasticity of substitution between
CT and CN, 1/(1 � 	), is set to the value estimated by Ostry and Reinhart
(1992). Their estimate of 	 for developing countries is 	 � 0.316. Estimates
of the wage elasticity of labor supply in Mexico’s nontradables sector are
not available, so the calibration assumes unitary elasticity as a benchmark,
which implies � � 2. The uniform consumption tax rate is set to � � 0.079,
which is the mean tax rate that results from the regime-switching Markov
process specified below. The variable R is set to the quarterly equivalent of
a gross real interest rate of 1.065 per year, and  is set to 2, both standard
values in real business-cycle theory.

The calibration values for A, �, �, T T, and TN and the corresponding
steady-state levels of CT, CN, L, Y N, and b are jointly determined by solving
the nonlinear simultaneous equation system conformed by the steady-state
equilibrium conditions of the model, imposing the calibration ratios and
parameters described in the previous paragraphs and summarized in table
7.2. The solution implies A � 1.958, � �0.342, � � 0.027, T T � –0.139, and
TN � 0.119. Note that the value of � implies a small semi-elasticity of the
rate of time preference to changes in consumption and labor supply, which
makes impatience effects of second order importance.

The remaining parameters that must be set pertain to the stochastic pro-
cesses of tax-rate, productivity, and interest rate shocks. The process for the
uniform tax rate is set to mimic the price distortions on saving and labor
supply induced by sudden devaluations of the currency in a monetary vari-
ant of the model calibrated to Mexico (see Mendoza 2001 for details). The
low-tax state (set to match a permanently fixed exchange rate) is 2.1 per-
cent, and the high-tax state (set to match an annual rate of depreciation of
the currency of 50 percent) is 11.8 percent. The mean duration of the low-
tax regime is twenty-four quarters (six years), which matches the observed
durations of Mexico’s managed exchange rate regimes of 1970–76, 1976–
82, and 1988–94. The mean duration of the high-tax regime is set to thirty-
six quarters (nine years) so as to yield a probability of staying in the high-
tax regime higher than that of staying in the low-tax regime (which approx-
imates the standard assumption of the literature on policy temporariness
that treats the “bad policy” state as absorbent). The mean durations of the
tax regimes imply that the probability of switching from the low tax to the
high tax (z) is 4.2 percent per quarter, and the probability of continuation
of the high tax state (�) is 97.2 percent. The mean tax is 7.93 percent, with a
standard deviation of 0.047 and a coefficient of first-order autocorrelation
equal to 0.93.
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The stochastic processes driving productivity shocks and world interest
rate shocks are represented by standard two-state, symmetric Markov pro-
cesses that satisfy the “simple persistence” rule following the same method
applied in Mendoza (1995). These processes are statistically independent of
the one driving the tax rates. For simplicity, the simulations assume com-
mon productivity shocks across sectors (i.e., εt

N � εt
T � εt ). Because trad-

ables output is an endowment equal to one unit of tradable goods, the stan-
dard deviation of productivity shocks is set to mimic the standard deviation
of tradables GDP in Mexico (3.36 percent). The standard deviation of
shocks to the world real interest rate is set to 0.881 percent, which is the
standard deviation of the H-P filtered measure of the gross world real in-
terest rate proposed by Agenor, McDermott, and Prasad (2000). The cor-
relation coefficient between the two shocks matches the sample correlation
of Mexico’s tradables GDP with the world’s real interest rate (–0.116). Sym-
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Table 7.2 Parameter Values for the Calibrated Deterministic Stationary State

Values

Technology
� 0.364
A 1.958
YT 1.000

Fiscal policy
T 0.079
T traded –0.139
T nontraded 0.119

Credit market
R 1.016
� 0.740
b/Y –0.350

Preferences
� 0.027
� 2.000
	 0.316
� 0.342
 2.000

National accounts ratios
C/Y 0.684
I/Y 0.217
G/Y 0.092
NX/Y –0.001
YT/YN 0.648
CT/YT 0.665
GT/YT 0.017
IT/YT 0.323
CN/YN 0.708
GN/YN 0.141
IN/YN 0.151



metry and simple persistence imply that the shocks share a common first-
order serial autocorrelation coefficient, which is set to match the first-order
serial autocorrelation of Mexican tradables GDP, 0.553—the autocorrela-
tion of the world real interest rate is slightly higher at 0.771.

7.4.2 Numerical Solutions: How Large and Costly Are 
Business Cycles with Sudden Stops?

The model is solved by value-function iteration over a discretized state
space. The state space consists of the combinations of the two possible re-
alizations of each of the three shocks, ε � {0.0336, –0.0336}, εR � {0.0088,
–0.0088}, � � {0.118, 0.021}, and the 1,200 values in an evenly spaced grid
of net foreign asset positions spanning the interval [–2.788, 2.608]. Thus,
there are eight combinations of the triple (ε, εR, �) that describe the possible
realizations of exogenous shocks at each date, and a total of 1,200 � 8 �
9,600 coordinates in the state space.

Figure 7.4 plots the limiting probability distribution functions (PDFs) of
net foreign assets in the economies with perfect credit markets and with the
liquidity constraint. The mean net foreign asset position of the economy
with perfect credit markets is –0.097, which implies an average b/Y ratio of
–4.5 percent. This amount of foreign debt is only 10.9 percent of that held
in the deterministic steady state, which illustrates the large amount of pre-
cautionary saving that households undertake given the economy’s uncer-
tainty and the incompleteness of financial markets (even when the credit
market functions perfectly).

Adding the extra incentive for precautionary saving due to the liquidity
constraint shifts the economy to a positive value for mean holdings of for-
eign assets of 0.258 (an average b /Y ratio of 9.3 percent). The economy with
the liquidity constraint also differs in that there is a mass of probability
(equal to 0.38 percent) concentrated at a threshold net foreign asset posi-
tion, or maximum debt position, in which the constraint switches from
binding in at least some states to nonbinding in all states of nature.11 Thus,
even though the credit constraint is modeled in terms of the ratio of debt
to current income, optimal “debt management” by liquidity-constrained
agents yields a stochastic steady state in which the level of the stock of for-
eign debt never exceeds an endogenous maximum. This level corresponds
to the maximum stationary debt position that can be supported with the
credit constraint marginally nonbinding under the worst-case-scenario, in
which productivity is low, the world real interest is high, and the consump-
tion tax is high. Hence, the liquidity constraint is an effective means to in-
duce credit-market outcomes in which debt is “rationed” and as a result in-
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11. These features of the limiting distributions of assets in economies with precautionary
saving with and without liquidity constraints are qualitatively identical to those obtained in
the recent literature on the consumption function in partial equilibrium (see Carroll 2000).
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centives to default are weakened, albeit only in the long run. In the short
run, the distribution of foreign assets adjusts gradually to reach the limiting
distribution, and there are positive-probability states of nature in which
debt is high and the economy is exposed to sudden stops depending on the
realizations of real and policy-induced shocks.

Table 7.3 lists the business-cycle comovements that correspond to the
limiting distributions of the economies with and without liquidity con-
straints. Both model economies yield standard deviations (relative to the

Table 7.3 Business Cycle Comovements in the Limiting Distribution of Model Economies

Standard
Deviation

Standard Relative to GDP First-Order Correlation
Mean Deviation of Nontradables Autocorrelation with GDP

Economy with perfect 
credit markets

Net foreign assets –0.097 0.883 14.274 0.999 0.321
GDP in units of 

tradables 2.598 7.307 1.829 0.931 1.000
Tradables GDP 1.000 3.368 0.843 0.553 0.387
Nontradables GDP 1.548 3.995 1.000 0.633 0.387
Labor 0.524 5.003 1.252 0.928 0.976
Consumption 0.924 6.254 1.565 0.839 0.823
Consumption of 

tradables 0.683 10.162 2.544 0.934 0.996
Consumption of 

nontradables 1.097 5.635 1.411 0.633 0.387
Net exports 0.002 25.987 6.504 0.623 –0.025
Price of nontradables 1.033 11.925 2.985 0.815 0.874
World real interest rate 1.016 0.880 0.220 0.553 –0.071

Economy with liquidity 
constraint

Net foreign assets 0.258 0.679 10.957 0.999 0.313
GDP in units of 

tradables 2.612 7.323 1.830 0.931 1.000
Tradables GDP 1.000 3.368 0.842 0.553 0.391
Nontradables GDP 1.549 4.002 1.000 0.633 0.391
Labor 0.525 5.008 1.252 0.928 0.978
Consumption 0.927 6.266 1.566 0.838 0.823
Consumption of 

tradables 0.688 10.158 2.538 0.934 0.996
Consumption of 

nontradables 1.098 5.643 1.410 0.633 0.391
Net exports –0.004 9.150 2.287 0.599 –0.003
Price of nontradables 1.041 11.880 2.969 0.815 0.874
World real interest rate 1.016 0.880 0.220 0.553 –0.069

Note: All standard deviations are in percent of the corresponding mean, except for that corresponding to
the net foreign asset position.



Credit, Prices, and Crashes: Business Cycles with a Sudden Stop 361

standard deviation of nontradables GDP) and first-order autocorrelations
for aggregate consumption and the relative price of nontradables that
mimic closely those observed in the data (see table 5.1). The variability of
total output and sectoral outputs is somewhat smaller in the models than in
the data.

The liquidity constraint has a clear effect on the first and second mo-
ments of net foreign assets and net exports, but the rest of the moments
listed in table 5.3 vary slightly. The mean of net foreign assets increases and
their variability diminishes when the liquidity constraint is present. Clearly,
except for these changes in the moments of external variables, the possibil-
ity of sudden stops that results from the liquidity constraint has a negligible
effect on the long-run business-cycle comovements of the economy.

Figure 7.5 plots the impact effects of a switch from the “best” state with
regard to exogenous shocks (i.e., ε � 0.0336, εR � –0.0088, � � 0.021) to the
“worst” state (i.e., ε � –0.0336, εR � 0.0088, � � 0.118) as a function of the
first 600 coordinates in the foreign-asset grid. Impact effects are reported
again for the cases with and without liquidity constraint. These impact
effects can be classified into three distinct ranges. First, for a range of suffi-
ciently high foreign asset positions (i.e., low debt) the constraint does not
bind, and the impact effects are the same in the two economies. A switch to
the “worst” state increases the debt-GDP ratio and widens the current ac-
count deficit as a share of GDP. GDP at tradable goods prices, consump-
tion, consumption of tradables, labor, the price of nontradables, and output
of nontradables all fall sharply (the declines range from 10 to 20 percent rel-
ative to the level in the “best” state). These effects are in line with the wealth
and substitution effects described in section 7.3 for the economy without
credit constraints. Note also that in the economy without liquidity con-
straints the magnitude of the effects is roughly the same for any foreign as-
set position (except that the decline in bt�1/Yt is larger the lower is bt). Thus,
the economy without liquidity constraints cannot explain sudden stops,
even though it features precautionary saving and its long-run business-cycle
moments are similar to those of the economy with liquidity constraints.

The second relevant range of impact effects corresponds to values of bt

lower than the 364th coordinate in the foreign asset grid. In this range, the
liquidity constraint is binding regardless of the realizations of the shocks,
and hence bt�1/Yt cannot change across states of nature. Still, the constraint
is not equally binding in each state so the other impact effects in figure 7.5
vary. In particular, for this range of foreign asset positions, the declines in
Yt, Ct, Ct

T, Lt, pt
N, and Yt

N are smaller the higher the stock of initial debt (i.e.,
the lower bt). For foreign asset positions lower than coordinate 100 in the
grid, it is even possible to obtain declines in labor supply and nontradables
GDP smaller than those obtained in the absence of the credit constraint, be-
cause the effect of the higher marginal reward on labor supply outweighs all
of the other supply and demand effects described earlier. However, this
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Fig. 7.5 Percent impact effects of a shift from “best” to “worst” state as a function
of net foreign assets.

range of foreign asset positions is of little interest because it has a negligible
steady-state probability of being observed (see fig. 7.4), and in the economy
with credit constraints they represent states from which the economy de-
parts very quickly and has zero probability of returning to. The latter can be
observed in figure 7.6, which plots the transitional dynamics of the PDF of
foreign assets in the liquidity-constrained economy starting from the lowest



value of b. There is zero probability of observing values of b lower than the
200th coordinate after only two quarters.

The third range of impact effects is particularly important because it cor-
responds to cases in which the credit constraint is not binding in some states
of nature but shifts to become binding in others. In figure 7.5, the constraint
shifts from nonbinding to binding as the economy switches from the “best”
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Fig. 7.5 (cont.)



to the “worst” state for values of bt between the 364th and 417th coordinates
in the foreign asset grid. There is still room for adjustment in the b/Y ratio
because the constraint is not binding in the “best” state, but the adjustment
is smaller than in the economy with perfect credit markets. At the high end
of this range, the model yields sudden stop dynamics with a large reversal in
the current account deficit and collapses in Yt, Ct, Ct

T, Lt, pt
N, and Yt

N larger
than those of the economy with perfect credit markets. These larger col-
lapses follow from the intuition developed to explain the impact effect of a
tax hike on labor supply in section 7.3 using equation (13). However, note
that in the figure the shift is not only from low to high tax but also from high
productivity and low world real interest rate to the opposite condition. This
explains why in part of the sudden stop range it is possible for labor and
nontradables output to fall sharply even in states in which the price of non-
tradables is actually rising sharply.

Sudden stops are dramatic events but they are also relatively rare. The
range of foreign asset positions that support sudden stops is nearly ruled out
of the limiting PDF of foreign assets in the credit-constrained economy by
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Fig. 7.5 (cont.)
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the households’ precautionary saving. The only relevant coordinate is the
maximum debt point identified earlier, in which the economy is on the
threshold of moving into states in which the constraint is not binding re-
gardless of the realizations of the shocks. However, in contrast with the high-
debt states from which the economy moves away nearly instantaneously, fig-
ure 7.6 shows that even after four to six quarters of transitional dynamics
(starting from a high-debt state) the economy is still in a range in which sud-
den stops are very likely. Thus, due to both the skewness of the steady-state
distribution of foreign assets around the sudden stop threshold and the high
probability of transiting through states in which sudden stops are very likely
off the steady state, one can conjecture that small unexpected real shocks or
disturbances to market access can be a powerful trigger of sudden stops.

What is the welfare cost of the credit constraint that drives sudden stops?
Figure 7.7 plots welfare costs measured as percent compensating variations
in consumption across time and states of nature that equalize the lifetime
utilities of the economies with and without the constraint. The chart plots
the costs at the “best” and “worst” realizations of the exogenous shocks and
the conditional mean cost across shocks for given values of bt . These wel-
fare costs follow a similar pattern as the impact effects of figure 7.5. In the
low-debt (high bt) range in which the liquidity constraint is not binding for
any realization of the shocks, there is virtually no welfare loss. Welfare costs
rise as the initial foreign asset position falls into the sudden stop range. The
largest loss in this range reaches about 0.6 percent. Finally, in the high-debt
(low bt) range in which the constraint binds regardless of the state of nature,
welfare costs rise rapidly as bt falls. The cost reaches 16 percent at the low-
est bt and the “worst” state of nature.

The information contained in the state-contingent welfare losses of figure
7.7 can be aggregated by computing the unconditional mean of welfare costs
using the limiting PDF of the economy with perfect credit markets. The mean
welfare cost equals 0.3 percent. A comparison of figures 7.4 and 7.7 shows
that this estimate reflects mainly welfare losses in the sudden stop range. A
cost of 0.3 percent is large when compared to existing results that show that
the cost of giving up foreign asset trading to offset business-cycle risk is neg-
ligible (see Mendoza 1991a and Cole and Obstfeld 1991). Mendoza estimated
the cost at 0.02 percent using a small open economy model with incomplete
insurance markets but perfect credit markets calibrated to Canada.12 The
mean welfare cost of the liquidity constraint is fifteen times larger.13
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12. The model in Mendoza (1991a) includes investment, which gives households a vehicle
for precautionary saving even when the economy moves into international financial autarky.
The two exercises would not be comparable otherwise because, in the absence of investment,
households in that model would have to consume their random endowments each period.

13. A key determinant of the mean welfare cost is the position of the “maximum debt” in the
PDF of foreign assets of the credit-constrained economy relative to the mean foreign asset po-
sition with perfect credit markets. In the simulations conducted here, that maximum debt is
lower than the mean b of the unconstrained economy. Mendoza (2001) finds a much larger ex-
pected welfare cost of 4.6 percent when the opposite occurs.
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The welfare costs of sudden stops plotted in figure 7.7 have an interesting
policy interpretation as measures of the welfare costs associated with an un-
expected structural shock that permanently increases � from � � 0.445 to
� � 0.714 (the values that support the unconstrained and constrained lim-
iting PDFs in fig. 7.4). This shock can be interpreted as a permanent ex-
ogenous shock to world credit-market access or as a domestic policy action
aimed at avoiding BOP crises by limiting the ability of the private sector to
contract foreign debt (i.e., by introducing capital controls). The intuition
under both interpretations is that before the permanent, unanticipated
shock to �, the long-run probability of observing a particular debt position
was determined by the PDF of the economy with perfect credit markets.
From each of these possible initial conditions, the economy suffers the wel-
fare losses plotted in figure 7.7 as a result of the permanent shock to the
ability to borrow. These losses capture the entire transitional dynamics to
the new stochastic steady state of the credit-constrained economy. The av-
erage loss at 0.3 percent is not excessive, but the losses associated with high-
debt scenarios that reach up to 16 percent with positive probability are stag-
gering. The permanent shock to the ability to borrow sets these vulnerable
high-debt economies on an adjustment path in which sudden stops are very
likely to occur, as the transitional distributions in figure 7.6 show, even
though sudden stops are very rare in the long run.

The above results suggest two important lessons. First, well-intentioned
policies aimed at preventing sudden stops by introducing capital controls
are counterproductive. They increase the probability of sudden stops in the
short run and can entail substantial welfare costs. Second, persistent
changes on the creditworthiness of emerging economies have the perverse
effect of also leading to an increased short-run probability of sudden stops.
Foreign creditors may try to manage default risk by increasing �, but in do-
ing so they also increase the probability of sudden stop–like crises that
might have first motivated the increase in �.

The liquidity constraint also has interesting implications for the welfare
cost of business cycles. The cost of business cycles is measured by the com-
pensating variation in consumption across time and states of nature that
equalizes the expected lifetime utility of the stochastic model and the deter-
ministic lifetime utility of the same model under perfect foresight (with the
shocks set at their mean values). It is well known from the analysis in Lucas
(1987) that the cost of business cycles is very small in models with CRRA
utility and trend-stationary consumption for any reasonable values of the
standard deviation of consumption and the coefficient of relative risk aver-
sion—Lucas’s estimates for the U.S. economy range between 0.008 and
0.040 percent for risk aversion coefficients between 1 and 5.

In the model examined here, the mean welfare cost of business cycles is
also very small with or without the liquidity constraint. However, business
cycles can be significantly more costly for the liquidity-constrained econ-
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omy. Mean welfare costs of business cycles conditional on the foreign asset
position are plotted in figure 7.8. The cost of business cycles is uniformly
higher for the liquidity-constrained economy, by as much as 0.5 percent,
than for the economy with perfect credit markets in the range of foreign as-
set positions near the maximum allowable debt (between coordinates 413
and 595 in the foreign asset grid). The costs are approximately the same for
higher foreign asset positions.14 Relative to the mean welfare cost of busi-
ness cycles in the economy with perfect credit markets conditional on values
of b higher than the maximum debt of the debt-constrained economy, the
mean cost of business cycles under a liquidity constraint exceeds the cost
under perfect credit markets by 0.03 percentage points.

The mean cost of business cycles remains small inasmuch as the model
retains features similar to those behind Lucas’s calculations. It is well
known that deviations from his setup can result in much larger estimates of
welfare costs of business cycles. For example, if business-cycle risk affects
long-run growth (see Aizenman and Marion 1993; Ramey and Ramey
1995; Mendoza 1997), the cost of business cycles can be very large. The aim
of the comparison of costs of business cycles conducted here, however, is
simply to show that the cost is higher with credit frictions than without
them within a standard business-cycle framework.15

7.4.3 Sensitivity Analysis: Risk Aversion and Sources of Shocks

The analysis of the dynamics of the model under a liquidity constraint
suggests that the quantitative results should depend critically on the coeffi-
cient of relative risk aversion, which drives the desire to undertake precau-
tionary saving. The sensitivity of the results to changes in this parameter is
examined next. In addition, because some emerging economies that su-
ffered sudden stops are believed to have been less susceptible to policy un-
certainty than Mexico, it is worth examining whether the model can gener-
ate sudden stops only as a result of exogenous shocks to productivity or the
world real interest rate.

An increase in the coefficient of relative risk aversion  from 2 to 5 sig-
nificantly increases the incentive to undertake precautionary saving for
both the economy with perfect credit markets and the economy with liq-
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14. Note that for high values of bt in figure 7.8 the welfare cost can be negative (i.e., elimi-
nating all shocks to productivity, the interest rate and taxes can reduce welfare). This deviates
from the standard result in models like Lucas’s because in the incomplete-markets, precau-
tionary-saving model examined here, the elimination of uncertainty has implications for
wealth and relative prices. In particular, eliminating tax policy uncertainty eliminates the
Calvo-Drazen fiscal-induced wealth effect. If the exercise is repeated without considering tax
shocks, the cost of business cycles is small but always positive.

15. Because precautionary saving is one of the mechanisms that drive the linkage between
volatility and growth, and the same mechanism drives the dynamics of the credit-constrained
economy, it is likely that welfare costs of business cycles will remain higher with credit con-
straints than without them even in the presence of a linkage between volatility and growth.
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uidity constraints. In the economy with perfect credit markets, the mean net
foreign asset position increases to 1.35, compared to –0.097 when  � 2 (the
mean debt-output ratio rises to 0.43, compared to –0.045). The features of
business cycles across economies with  � 2 and  � 5 differ. In particular,
the standard deviations of CT and PN increase by 0.75 and 3 percentage
points respectively, and those of L, YN, CN, and C fall by 0.5 to 0.75 per-
centage points. However, it is still the case that with  � 5 business cycles
do not differ much across economies with and without liquidity constraints.
When we examine the impact effects of a switch from the “best” to the
“worst” state, it also remains the case that the economy with perfect credit
markets does not display sudden stops, whereas the economy with the liq-
uidity constraint features a region of foreign asset positions in which sud-
den stops occur. The features of these sudden stops are qualitatively similar
to the ones obtained with  � 2, except that with the higher value of  the
impact effect on the price of nontradables is always positive (both with and
without the liquidity constraint). In general, the result that the model with
the liquidity constraint displays sudden stops while showing similar long-
run business-cycle comovements to the economy with perfect credit mar-
kets is robust to the increase in .

The higher value of  has important implications for the transitional dy-
namics of the probability distribution of the model’s state variables. In par-
ticular, as a comparison of figures 7.6 and 7.9 shows, the distribution (start-
ing from the largest debt position in the state space) converges to the
limiting distribution at a much slower pace. Although with  � 2 the distri-
bution is out of the sudden stop range after six quarters, in the case with 
� 5 the distribution assigns a significant probability mass to debt positions
in which sudden stops can occur even after fifty quarters. Similarly, the in-
creased degree of risk aversion results in higher welfare costs induced by the
liquidity constraint and in relatively higher welfare costs of business cycles
with liquidity constraints than with perfect credit markets. The expected
welfare cost of the credit constraint increases sharply, to 22.8 percent. The
mean cost of business cycles is 3.8 times larger with the liquidity constraint
than with perfect credit markets, although the costs of business cycles are
still small in both cases (the costs are 0.074 percent with liquidity con-
straints and 0.019 percent with perfect credit markets).

The sensitivity analysis for the case in which the economy does not face
tax policy uncertainty shows important differences in business-cycle prop-
erties relative to the baseline economy with tax shocks. In particular, there
is a marked fall in the cyclical variability of all macroeconomic aggregates
and in their correlations with output. However, when we compare across
economies without tax shocks, business cycle regularities continue to be
roughly the same with and without liquidity constraints.

Sudden stops also continue to be a feature of the impact effects of 
the liquidity-constrained economy in response to a switch from a high-
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productivity, low–interest rate state to a low-productivity, high–interest rate
state when initial debt is sufficiently large. The collapses in labor and aggre-
gate consumption are smaller than in the presence of tax shocks. Without
tax shocks, the largest collapses are equal to 35 and 23 percent for labor and
consumption respectively, compared to 70 and 45 percent in the economy
with tax shocks. Declines in the price of nontradables are harder to account
for without tax shocks, but this is true with or without the liquidity con-
straint—in both cases, the impact effect of a switch from the best to worst
states is an increase in the price of nontradables. It is still the case, however,
that for the region of the largest sudden stops in output and consumption,
the level of the price of nontradables rises by less than in the economy with
perfect credit markets. Thus, the key finding that liquidity constraints can
result in short-lived sudden stops that are hard to notice in long-run busi-
ness-cycle comovements is robust to the elimination of tax shocks. Sudden
stops can be a feature of the dynamics of economies in which policy uncer-
tainty is not an issue.

The absence of policy uncertainty does significantly alter the welfare
implications of the model. Welfare costs of the liquidity constraint are
smaller in the economy without tax shocks, as would be expected given
the smaller magnitude of the sudden stops in this case. The expected welfare
cost of the liquidity constraint falls from 0.3 percent with tax shocks to 0.1
percent without tax shocks. With regard to the effect of the liquidity con-
straint on the cost of business cycles, the cost of business cycles without tax
shocks is roughly the same in the economy with perfect credit markets and
in the economy with liquidity constraints (at about 0.14 percent).16 Hence,
in the absence of tax shocks the liquidity constraint has smaller welfare
costs and does not increase the cost of business cycles. These results are
more in line with Mendoza’s (1991a) findings that showed small costs of
forcing small open economies facing productivity shocks into international
financial autarky.

7.5 Equity Prices, Margin Requirements, and 
Excess Volatility of Portfolio Flows

The framework developed in section 7.3 is modified here to propose a
model in which a credit-market imperfection may induce large shifts in
portfolio flows and equity prices. The model is based on a variation of a
closed-economy model proposed by Aiyagari and Gertler (1999). The
model considers agents in the domestic small open economy that trade

16. Interestingly, the mean cost of business cycles in these cases is higher than in the econ-
omy with tax shocks, in which the mean cost was less than 0.01 percent. This is because of the
Calvo-Drazen fiscal-induced wealth effect triggered by tax shocks. Low-tax states increase
wealth because of the implied reduction in unproductive government expenditures. Mendoza
and Uribe (2001) showed that policy uncertainty can be welfare-improving in this case.
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shares of their capital stock with foreign securities firms while being subject
to margin requirements. Foreign firms specialize in holding equity of the
small open economy and face portfolio adjustment costs that result from
their disadvantaged position in trading equity relative to residents of that
economy in terms of information or institutional features. Frankel and
Schmukler (1996) provide empirical evidence suggesting that indeed for-
eign traders are at a disadvantage relative to traders in domestic equity mar-
kets of emerging economies.

The model is simplified to consider only a single, homogeneous tradable
good. This offers two important advantages in setting up the asset pricing
model. First, it implies that the GHH specification of the argument of util-
ity eliminates the wealth effect on labor supply and completely isolates the
labor supply decision from the dynamics of consumption, saving, and port-
folio choices. Second, since the optimal labor demand and profits of firms
are unaffected by credit frictions, the model features a supply side that cor-
responds exactly to that of a frictionless economy. As a result of these two
features, equilibrium dividend streams and labor-market allocations are
independent of saving decisions and credit frictions. The trade-off is that in
this setting a sudden stop does not induce an unusually large output col-
lapse, even though it still causes excessive current account reversals and
collapses of private consumption.

Production is undertaken with the same Cobb-Douglas technology as be-
fore: Yt � exp(εt )AK 1–�Lt

�. Profit-maximizing firms choose labor demand so
that at each date t, labor demand is given by the standard productivity con-
dition

(15) exp(εt )A�K 1��Lt
��1 � wt.

Dividend payments are given by

(16) dt � exp(εt )A(1 � �)K��Lt
�.

Expected lifetime utility is the same as before (except that C is now made
of a single consumption good). Households maximize utility subject to the
following budget constraint:

(17) (1 � �t)Ct � atKdt � wt Lt � qt(at � at�1)K � bt�1 � bt exp(εt
R)R,

where �t is a random consumption tax (which can also be interpreted as an
import tariff), at and at�1 are beginning- and end-of-period shares of the do-
mestic capital stock owned by domestic households, dt are dividends paid
by domestic firms, and qt is the price of equity. Households also face a mar-
gin requirement according to which they must finance a fraction � of their
equity holdings out of current saving:

(18) atKdt � wtLt � qtatK � bt exp(εt
R)R � (1 � �t)Ct � �qtat�1K



Given the budget constraint, the margin requirement imposes a “collateral”
constraint on foreign borrowing of the form

(19) bt�1 � �(1 � �)qtat�1K.

This constraint differs sharply from the liquidity requirement because it de-
pends on the price of equity, which is a forward-looking variable. Note that
the constraint can also be interpreted as restricting the stock of savings (i.e.,
qt at�1K � bt�1) to be larger than �qtat�1K.

The optimality conditions of the households’ problem have similar fea-
tures as before, except that a binding borrowing constraint does not distort
labor supply and cannot induce distortions via the dynamics of relative
goods prices. A binding borrowing constraint still increases the expected
effective real interest rate of the small open economy relative to the world
real interest rate. Furthermore, if the expected return on equity is defined as
Et[R

q
t�1] � Et(dt�1 � qt�1)/qt, the optimality conditions on debt and equity

yield the following expression for the equity premium:

(20) Et [Rq
t�1] � Et [exp(εR

t�1)]R

� ,

where � and 	 are the nonnegative Lagrange multipliers on the budget con-
straint and the margin constraint, respectively.

If the world real interest rate is deterministic, the last covariance term in
the numerator of the right-hand side of equation (20) vanishes. In this case,
and if the margin requirement never binds (i.e., 	t � 0 for all t), the formula
yields the standard equity-premium formula under perfect credit markets.
In contrast, a binding margin requirement at date t (i.e., 	t � 0) causes an
excess equity premium because the pressure that the margin call exerts on
households to fire-sell equity depresses the current equity price. The effect
of the binding margin constraint at t is likely to be persistent because, as
shown below, foreign traders adjust their portfolios slowly.

When we use the standard forward-solution method, it follows that opti-
mal portfolio decisions by agents in the small open economy require the eq-
uity price to satisfy

(21) qt � Et� �
�

i � 0
� 


i

j �0


�t�j �

�

	

t�

t�

1

1

�

(
j

1 � �)

�dt�1�i	.

If the margin requirement never binds, this expression reduces to a standard
asset-pricing formula. In the case that margin calls are possible, the effects
on the price of equity are easier to interpret if the definition Et[R

q
t�1] �

Et [(Rd
t�1 � qt�1)/qt ] is used to rewrite equation (21) as follows:

	t � cov(�t�1, R
q
t�1) � cov(�t�1, exp[εR

t�1]R)







Et(�t�1)
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(22) qt � Et� �
�

i � 0
� 


i

j �0
Et[R

qq
t�1�j]�

�1

dt � 1 � i	,

where the sequence of Et[R
q
t�1�j ] is given by equation (20). If margin re-

quirements are binding at present or expected to bind in the future, some or
all of the expected returns on equity used to discount the future stream of
dividends in the above formula increase, and thus the current price of eq-
uity falls. Moreover, the date-t equity price falls whenever the margin re-
quirement is expected to bind in the future, even if it were not binding at date
t (i.e., all that is required for qt to fall is that 	t�j � 0 for some j � t).

As in section 7.3, the government sets the value of the tax or tariff rate �t

and uses the revenue to finance unproductive expenditures Gt, maintaining
a balanced-budget policy:

(23) Gt � �tCt

Thus, sudden changes in taxes or tariffs introduce the Calvo-Drazen fiscal-
induced wealth effect present in the model with liquidity constraints.

Foreign securities firms maximize the present discounted value of divi-
dends D to their global shareholders, facing a quadratic adjustment cost in
adjusting equity positions in the small open economy. These firms choose
their equity position a∗

t�1 for t � 0, . . . ,� so as to maximize

(24) D � E0�∑
�

t�0
Mt{at

∗K(dt � qt ) � qta∗
t�1K � qt�


2

s

	[(a∗

t�1 � at
∗)K � �]2}�

where M0 � 1 and Mt for t � 1, . . . ,� are the exogenous discount rates that
apply to date-t dividends. The parameter s is a “speed-of-adjustment” co-
efficient, and � is a long-run cost of holding a time-invariant equity position
in the small open economy. This cost is assumed to be zero if the long-run
equity price is to be equal to its “fundamentals” level, as defined below;
otherwise the cost is positive and time invariant.

The first-order condition for the optimization problem of securities firms
implies a partial-adjustment rule for their portfolio of the form

(25) (a∗
t�1 � at

∗)K � s�1�

q

qt

f
t


 � 1	 � �,

where qf
t is the “fundamentals” price of equity defined as

(26) q f
t � Et�∑

�

i�1


M

M
t�

t

i

dt�1	.

According to equation (25), foreign firms increase their demand for equity
by a fraction of the percent deviation of the date-t equity price below the
corresponding fundamentals level. This adjustment in demand is inversely
related to the value of s. Thus, the informational friction behind the portfo-
lio adjustment cost is key to supporting equilibrium equity prices below the
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fundamentals levels. If securities firms could adjust their portfolios at no
cost, households could liquidate the shares they need to meet margin calls
at an infinitesimal price discount.

If the margin requirement never binds, the small open economy is one of
many identical economies conforming the world economy, so the discount
rates in equations (21) and (26) are the same. Thus, if the margin require-
ment never binds, the equilibrium price is the fundamentals price, and nei-
ther domestic residents or foreign traders alter their equity positions. If the
constraint binds, however, qf

t remains the same (because the discount rates
of foreign traders are exogenous and the stream of dividends is independent
of portfolio decisions), but the equilibrium equity price will fall below it de-
pending on how much pressure the margin call puts on domestic residents
to fire-sell equity relative to how quickly the foreign traders are able to ad-
just their portfolios.

The effects of exogenous shocks to global capital markets (such as shocks
to the world real interest rate) on asset prices and equity flows can be ex-
amined using this model in an analogous manner to the “liquidity shocks”
examined by Aiyagari and Gertler (1999). The effects of productivity
shocks, policy shocks, and shocks to the margin coefficient � can also be
studied. These experiments would capture some of the features of the
episode of waves of margin calls observed in the aftermath of the Russian
default in 1998. During this episode, margin calls were triggered by in-
creasing estimates of potential portfolio losses produced by the value-at-
risk models of investment banks that leveraged the operations of hedge
funds like Long Term Capital Management. As market volatility increased
and asset prices plummeted, value-at-risk estimates worsened, thereby
mandating even larger margin calls. Similarly, in the model, shocks that
make equity prices fall below fundamentals trigger an endogenous increase
in the level of the margin requirement (even if � remains unchanged). The
sharper the decline in equity prices, the larger the size of the margin call.

The model cannot be solved in closed form analytically, so the extent to
which it can account for observed equity-price corrections and reversals of
portfolio flows during sudden stops is left for further research (see Mendoza
and Smith 2001). Nevertheless, the model’s deterministic steady state offers
interesting insights on the long-run implications of the margin constraint
for asset prices. If the margin constraint is not binding at steady state (and
hence the long-run portfolio adjustment cost vanishes), the steady-state eq-
uity price equals the fundamentals price: q� � q�f � d� / (R� – 1). Implicit in this
equality is the fact that the return on equity, (q� � d� ) / q�, equals the gross rate
of return on foreign assets (i.e., there is no equity premium).

If the margin requirement is binding at steady state (and hence � > 0), the
partial-adjustment portfolio rule of securities firms implies that the steady-
state equity price satisfies q� � q�f/(1 � s�) � q�f. This price is supported as an
equilibrium price from the household’s side because the margin require-
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ment and the endogenous rate-of-time preference result in a long-run eq-
uity premium: the steady-state rate of return on equity exceeds the world
risk-free rate of return by the amount �(	/�). Thus, under the assumed
specification of preferences, the financial and informational frictions im-
plied by the margin constraint and the portfolio adjustment cost combine
to yield a stationary equilibrium in which equity prices can deviate perma-
nently from their fundamentals value and the margin constraint always
binds.

7.6 Conclusions and Policy Implications

This paper provides an account of the sudden stops phenomenon of the
1990s emerging markets as an “excess volatility” phenomenon: that is, as
unusually large recessions that go unnoticed in long-run business cycle co-
movements. Sudden stops occur when borrowing constraints become en-
dogenously binding as a result of shocks to productivity, to the world real
interest rate, or to domestic policy variables. This is possible because debt
contracts are written in units of tradable goods, whereas part of the debt is
leveraged on the income of the nontradables sector. Adverse real or policy
shocks induce sharp collapses in the production or relative price of non-
tradables and thus contribute to the tightening of credit constraints. Sud-
den stops and large fluctuations in the real exchange rate occur in this econ-
omy even though goods and factor markets are competitive, prices are
completely flexible, and the equilibrium is unique. In addition, welfare anal-
ysis shows that the social costs of these sudden stops can be large.

The findings of this study suggest that policy intervention is worth con-
sidering but also that the type of policies that can be effective for managing
sudden stops need to be carefully chosen. Alternatives considered so far in
the literature can be classified as siding with two approaches: an isolationist
approach, which seeks to avoid sudden stops by imposing capital controls
and limiting currency trading, and an internationalist approach, which aims
to minimize sudden stops by promoting the global integration of domestic
financial institutions and by abandoning weak domestic currencies with the
adoption of hard currencies (i.e., dollarization).

Policies advocated by internationalists counter two important determi-
nants of sudden stops identified in this paper: the lack of credibility of eco-
nomic policies in emerging-markets countries and the perverse combina-
tion of heavy need but weak incentives for gathering costly information
about these countries by global investors and lenders that drives credit-
market imperfections (see Calvo and Mendoza 2000b). Dollarization, for
example, does away with the need to keep track of country-specific mone-
tary and exchange rate policies, which have proven extremely volatile and
hard to predict in periods of capital-markets turbulence. A similar principle
applies to fiscal and trade policies that follow regimes with uncertain dura-
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tion, but which are harder to make credible. Mendoza (2001) finds that the
benefits of increased policy credibility in the case of dollarization can be
very large. The results of this paper show in addition that the potential gains
of structural policies that permanently improve a country’s ability to access
global capital markets can be substantial.

The analysis of the paper sheds light on some of the drawbacks of poli-
cies advocated by isolationists. The dynamic general-equilibrium nature of
the model fleshes out the tension between the short-term aim of using cap-
ital controls or regulatory practices to target the debt-output ratio of an
economy to prevent a sudden stop and the dynamic implications of this pol-
icy. For the policy to effectively remove the risk of sudden stops, it must en-
sure that exposure to large capital outflows is fully avoided, but this can only
be guaranteed in the long run and if the stock of foreign liabilities is severely
restricted. However, the dynamic welfare cost of this policy can be poten-
tially large because the situation can be viewed as a worst-case scenario
equivalent to one in which the model’s borrowing constraints are very tight.
Sudden stops are avoided, domestic saving is high, and long-run private
consumption is high, but this is the result of very costly distortions on short-
run dynamics. Moreover, for economies starting from a position of high
debt, the implementation of policies to target the debt-output ratio in-
creases the short-run probability and magnitude of sudden stops.

Policies less drastic than capital controls but with a similar aim of stabi-
lizing capital flows—such as short-selling constraints, margin requirements,
and collateral constraints linked to value-at-risk estimates—have other neg-
ative features. Short-selling constraints exacerbate the loss of incentives to
gather costly information, as Calvo and Mendoza (2000b) showed, whereas
margin requirements and collateral constraints strengthen the mechanisms
that drive excess volatility of asset prices and international capital flows ex-
amined in this paper.

The model proposed here is only a first approximation to study sudden
stops as an excess volatility phenomenon within a dynamic general equilib-
rium framework. Three obvious directions for further research are to study
the asset-pricing implications of models similar to the one sketched in sec-
tion 7.5, to introduce capital accumulation and monetary transmission
mechanisms, and to endogenize the microfoundations of the credit frictions
within the macroeconomic model.

Appendix A

Given the assumptions made in section 7.3 about the lifetime utility func-
tion and its components u, v, C, and H, it is easy, although lengthy, to show
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that the first-order conditions for the households’ optimization problem
can be reduced to the following expressions:
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The nonnegative multipliers on the liquidity constraint and the budget
constraint are � and �, respectively. The terms in UC are derivatives of life-
time utility with respect to C. These include “impatience effects,” by which
changes in consumption or labor supply at any date t alter the rate at which
all period utilities after t are discounted.

Appendix B

The competitive equilibrium of the small open economy described in sec-
tion 7.3 can be characterized as the solution to the following social planner’s
problem. The state variables of the system at any date t include b � bt and
the observed realizations of the exogenous shocks � � (εt

T, εt
N, εt

R, �t ). Con-
ditional on these state variables and the Markov processes driving the
shocks, the planner chooses an optimal value for b� � bt�1 so as to solve the
following Bellman equation:

(B1) V(b, �) � max{u [Ĉ � H(L̂)] 

� exp[�v [Ĉ � H(L̂)] ]E [V(b�, ��)]}

subject to

(B2) (1 � �)Ĉ T � � p̂NĈ N � exp(εT )YT � b� � b exp(εR )R � TT

(B3) Ĉ N � exp(εN )F(K, L̂) � GN

(B4) b� � ��
1 �

�

�

	[exp(εT )Y T � p̂N exp(εN )F (K, L̂)].

The variables in “hats” represent solutions of a system of four nonlinear
simultaneous equations in four unknowns for each coordinate (b, b�, �) in
the state space. If the liquidity constraint in equation (B4) is not binding, the



system includes the equilibrium conditions that equate the marginal rate of
substitution of CT and CN with pN (eq. [A2]) and the marginal rate of sub-
stitution between labor and CT with the effective real wage (eq. [A3]), and
the market-clearing conditions in equations (B2) and (B3). If the liquidity
constraint is binding, equation (B4) holds with equality and replaces the la-
bor-consumption optimality condition in equation (A3). The solutions to
this system are not the equilibrium of the model, but represent allocations
of the “hat” variables that satisfy a subset of the equilibrium conditions
given any arbitrary set (b, b�, �) in the state space.

The above dynamic programming problem is solved by iterations on the
Bellman equation in a “discrete” state space. This method accurately cap-
tures the nonlinearities induced by the liquidity constraint, although it is
slow and memory-intensive.
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Comment Joshua Aizenman

This very interesting paper addresses a question of great importance to
emerging markets—the welfare cost of sudden stops and policy uncer-
tainty. My comments begin with an overview of the paper and close with a
discussion of the robustness of the analysis and the policy conclusions.

The purpose of this paper is to interpret sudden stops in the context of a
real business cycle (RBC) model with exogenous liquidity constraints.
Mendoza uses the proposed model to find the welfare cost of sudden stops
and to identify the welfare effects of several policies.

The model focuses on a flexible-price economy with an exogenous stock
of capital and a flexible labor market. The financial friction is an exogenous
stock/flow borrowing constraint—the present debt can not exceed a con-
stant fraction of current income. The economy is composed of two sectors:
a traded and a nontraded sector. All borrowing is done in terms of the
traded good. Endogenous discounting allows the model to support an equi-
librium in which the credit friction may remain binding in the long run.
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The policy uncertainty is due to exogenous switches between a high and
a low tax rate regime. The two sectors are taxed at the same rate. Govern-
ment expenditure is “wasteful”—it does not affect private utility. The tax
shocks are calibrated to mimic the price distortions on saving and labor
supply induced by the sudden devaluation in Mexico.

The shocks imply that the liquidity constraint would bind in “bad” states.
The liability dollarization magnifies the ultimate welfare effects of negative
shocks. The model interprets sudden stops as unusually large recessions
that may go unnoticed in long-run business-cycle co-movements. The social
costs of sudden stops can be large relative to previous RBC results—0.3
percent in the paper’s benchmark calibration (recall that in RBC models
with perfect credit markets, the welfare cost of business cycles is very small:
0.01 percent in Lucas 1987).

The main policy lessons are these:

• Regulations that intend to reduce large capital inflows (e.g., liquidity
requirements, margin requirements, etc.) can increase the likelihood
and severity of sudden stop events.

• Financial arrangements that can effectively preempt sudden stops need
to feature complex state-contingent clauses or credibly commit a large
amount of funds.

• Beneficial long-term policies include micropolicies (credit bureaus)
and macropolicies (dollarization, currency unions, internationaliza-
tion of financial systems).

The questions addressed are very important. The model and the analysis
are competently executed, yet the modeling strategy leaves one skeptical
about the conclusions. My main concerns are these:

• The model does not fit a “Korean-type” sudden stop.
• The model may understate the cost of sudden stops, due to the reliance

on the RBC approach augmented to allow for an exogenous stock/flow
borrowing constraint.

• ”Lucas critic” issues limit the ability of the present model to guide us
regarding policies.

Sources of Volatility: Domestic Policies Versus 
“Erratic Access” to International Borrowing

The paper models the outcome of domestic tax policy uncertainty in the
presence of exogenous liquidity constraints. These assumptions may fit
Mexico, yet the model is a poor description of some countries in the Far
East, such as Korea. Before the crisis, the global market viewed Korea as
having a stable and responsible fiscal policy. Koreans dubbed the 1997 cri-
sis the “IMF crisis,” reflecting the view that the crisis was the outcome of
Korea’s growing exposure to external exogenous uncertainty. An interest-
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ing result that may support this interpretation is the finding (reported in sec-
tion 7.4.2) that an unanticipated tightening of the liquidity constraint
would be associated with a very large welfare cost. In order to address Ko-
rea’s crisis, one should model an economy characterized by erratic access to
the international capital market, stable domestic fiscal policies, and a high
saving rate, in which moral hazard provides the impetus for excessive bor-
rowing (Dooley 2000). Such a model would address the hazards of quick
and under-regulated financial integration.

On the Welfare Cost of Volatility

The premise of the RBC literature is that there is a meaningful separation
between short-run volatility and long-run growth. This separation may ex-
plain the finding that the welfare cost of business cycles is negligible. Ramey
and Ramey (1995) questioned this outcome by showing that gross national
product (GNP) volatility and long-run growth are negatively associated.
Aizenman and Marion (1993, 1999) showed that in emerging markets,
macroeconomic volatility and private investment (and long-run growth) are
negatively associated. These results can be interpreted by focusing on the in-
vestment channel in the presence of nonconvexities (for a further discussion
on related issues, see Aizenman & Marion 1993; Hopenhayn and Mu-
niagurria 1996; Mendoza 1997; and the overview in Barlevy 2000). The
benchmark model used in the present paper does not model the investment
channel or allow for an endogenous long-run effect of uncertainty on
growth. Hence, the paper’s finding that sudden stops are not reflected in
long-run business-cycle statistics is the outcome of the modeling strategy
and may not hold in models in which long-run growth is systematically
affected by policy uncertainty and economic volatility. Addressing these
issues remains a challenge for the future literature.

“Lucas Critic” Issues

The liquidity constraint and the policy uncertainty are not modeled, al-
though sudden stop episodes and financial policies should affect both.
Little can be inferred about policies without modeling the sources of policy
uncertainty and the micro impact of policies and shocks on the liquidity
constraint, �.

Examples of Possible Structural Effects

The paper focuses on the “representative agent.” With distributional con-
flicts, relatively small welfare costs to the aggregate economy are consistent
with large costs to some agents and large benefits to others. This may in-
tensify policy conflicts and policy uncertainty. For example, if a sudden stop
caused the distribution of income to deteriorate, it would increase the
volatility of the political process, reducing growth (Persson and Tabellini
1994; Alesina and Rodrik 1994).
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More generally, one may expect sudden stops to affect the political pro-
cess and institutions, which in turn may affect the stochastic process that
characterizes policies and the adjustment to shocks. For example, the Great
Depression led to the creation of new institutions and changed the priori-
ties and the design of policies in the United States. A careful assessment of
the welfare effect of sudden stops should address these changes.

The policy uncertainty in emerging markets may have several routes.
Among the possible interpretations we find populism (Dornbush and Ed-
wards 1990), labor-capital conflict (Alesina and Tabellini 1989), and out-
siders-insiders conflict (Tornell 1998). All of these cases are characterized
by a “political distortion,” wherein the policy maker does not maximize the
expected utility of the representative agent. In these circumstances, the pol-
icy maker will not have the incentive to adopt optimal policies, which are
designed to maximize the expected utility of the representative agent, as is
done in the present paper. In the presence of such a political distortion,
there are potential benefits from a crisis (see Alesina and Drazen 1991).
Furthermore, adopting the optimal policies may require external enforce-
ment (e.g., IMF conditionality, etc.).

Modeling the micro impact of policies and shocks on the liquidity con-
straint may be a pre-condition for a full assessment of policies. The as-
sumptions of an exogenous stock/flow borrowing constraint and a repre-
sentative agent do not allow one to capture the impact of changes in the
distribution of income on investment and growth. As an illustration, re-
call the important contribution by Bernanke and Gertler (1989), which
focused on the RBC model with endogenous agency costs. They concluded
that

A redistribution from borrowers to lenders that does not affect total in-
come will lower investment not only in the current period, but for a num-
ber of subsequent periods as well. Thus balance sheet considerations may
initiate, as well as propagate, cyclical fluctuations . . . The dynamic effects
of productivity disturbances may be asymmetric in this set up (sharp in-
vestment downturns are more likely than sharp upturns).

A more recent paper by Aghion, Bacchetta, and Banerjee (1999) focused
on a model with agency costs, wherein a nontraded input is used as capital
and as a collateral. These authors concluded that

If a major slump is likely to be costly even in the long-run [sic] (because,
for example, it sets in process political forces which are destabilizing—as
in Indonesia 1998–9), fully liberalizing foreign capital flows and fully
opening the economy to foreign lending may not be a good idea at least
until the domestic financial sector is sufficiently well-developed (that is,
until the credit-multiplier becomes sufficiency large). . . . What brings
about financial crises is precisely the rise in the price of non-tradables. If
one of these factors (say, real estate) could be identified as playing a key
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role in the emergence of a financial crisis, there could be an argument for
controlling its price, either directly or through controlling the speculative
demand for that good using suitable fiscal deterrents.

Although one may argue about the generalities of these statements, they
illustrate that modeling investment in the presence of heterogeneous agents
and endogenous agency costs may provide a richer interpretation for the
welfare effects of sudden stops and volatility.

To conclude, Mendoza’s paper is a very useful step in the quest for a bet-
ter welfare analysis of sudden stop episodes. Mendoza’s comprehensive
analysis carefully outlined the implications of sudden stop episodes in the
RBC model with an exogenous stock/flow borrowing constraint. It pro-
vides a useful base model, which may be enriched further by modeling the
investment channel and the political process.
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Discussion Summary

A few people asked questions about the welfare implications of the paper.
Carlos A. Végh commented that in order to calculate the welfare costs of
crises, it is important that the model correctly predict the frequency of crises
in which a sudden stop takes place. A first check of the model would be to
compare the predicted frequency of crises in Mexico with the actual fre-
quency. Amartya Lahiri was concerned with the ability of the model to ac-
count for the actual movements of macroeconomic variables. Without this
ability, he doubted that it is meaningful to discuss the welfare effects of the
model.

Roberto Rigobon proposed that an alternative approach might be to fo-
cus on time series implications of the model. We know that real business-
cycle models do not imply welfare costs close to the levels we think are rea-
sonable, so we might benefit from directly looking at how crises lead to
output falls, unemployment changes, and interest rate changes. Rudi Dorn-
busch also emphasized studying the output effects of crises. He suggested
bringing in ideas from the literature on transitional economies—in partic-
ular, what Blanchard and Kremer called disorganization effects—where the
breakdown of credit closes down the firms in a supply chain and therefore
affects the whole economy. This could be fit into the general equilibrium
model and would be a much more powerful mechanism than labor supply.

Another common concern was whether the model can explain the 1994
Mexican crisis, as the paper suggests. For example, Végh asked whether the
forces of the crisis identified in the model are indeed the ones that had led
to the Mexican crisis. Aaron Tornell commented that there is no investment
in the model. In his interpretation, the model works as follows. Over time,
some exogenous shocks make the borrowing constraint binding, which has
two effects: Interest rates are higher, which reduces consumption and leads
to real depreciation, and labor supply also increases, which offsets the first
effect. The welfare effects are amplified in the model through the consump-
tion channel. However, without the investment channel, it seems hard to
talk about interest rate movements and labor supply response. Are these in-
deed what happened in the 1994 Mexican crisis? Dornbusch pointed out
that the Mexican crisis was mainly a debt issue, and future research should
incorporate how consumers view tax burdens. Roberto Chang was also in-
terested in how the specification of the model reflects what happened in the
Mexican crisis: For example, he asked what the big policy change was in
Mexico before the 1994 crisis. He also wondered how the interpretation of
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policy in this model would differ from assuming a random process for tax
rates (which is the standard in the literature). If this interpretation is correct,
then it is not appropriate to discuss policy implications such as the credibil-
ity of the regime.

There were some technical remarks. Tornell talked about the issue of
multiple equilibria. There are no multiple equilibria in the model, an ab-
sence that seems to be at odds with our understanding of the 1994 Mexican
crisis. Lahiri talked about the role of the endogenous discount rate. The
question was what the model would predict without this feature.

Finally, on the history of thought, Dornbusch related the recent literature
on sudden stops to one of his decade-old papers.

Enrique Mendoza agreed with most of the comments. He said that the in-
vestment channel that Tornell talked about and the labor market Dorn-
busch mentioned are both very important, but it would have been very com-
plicated to incorporate them into the model. He also promised to calculate
the frequency of crises implied by the model, as suggested by Végh. How-
ever, on the issue of multiple equilibria, he said that the purpose of the
model is to show that a sudden stop may occur even without multiple equi-
libria or nominal rigidity (the model assumes flexible price setting).
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8.1 Introduction

The Asian financial crisis of 1997–98 wrought havoc with the economies
of some of the world’s most successful performers. Three of the worst-
affected countries (Thailand, South Korea, and Indonesia) were forced to
call in the International Monetary Fund (IMF) and to embark on IMF-
supported—and IMF-designed—programs in order to cope with the fi-
nancial crisis. In return for financial assistance from the IMF (and other
multilateral and bilateral donors), these countries committed to float their
exchange rates, raise interest rates, tighten fiscal policy (at least initially),
open up their financial markets to foreigners, close troubled banks and fi-
nancial institutions, and undertake a range of other structural reforms.

Malaysia took a different path. Instead of going to the IMF, the Malay-
sian authorities imposed sweeping controls on capital account transactions,
fixed the exchange rate at MYR3.80 per U.S. dollar (a rate that represented
a 10 percent appreciation relative to the level at which the ringgit had been
trading immediately before the controls), cut interest rates, and embarked
on a policy of reflation.

Did the Malaysian gamble pay off? Malaysia has recovered nicely since
the crisis, but so have Korea and Thailand, two countries that took the or-
thodox path. It is clear that some of the more pessimistic prognostications
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about the consequences of capital controls have not been borne out, but can
we say something more concrete about the relative merits of the capital con-
trols option as a crisis resolution strategy, at least in this particular case?

There has been increasing acceptance in recent years of capital controls
on inflows as a prudential measure aimed at preventing a buildup of short-
term foreign liabilities, particularly in lower-income countries that do not
have the capacity to put in place sophisticated financial supervisory
regimes. In the words of Michael Mussa (2000), “[h]igh openness to inter-
national capital flows, especially short-term credit flows, can be dangerous
for countries with weak or inconsistent macro-economic policies or inade-
quately capitalized and regulated financial systems.1 However, the use of
capital controls on outflows as a crisis resolution measure remains highly
controversial, despite a clear-cut economic rationale. As emphasized in
“second-generation” models of currency crises, a country can be faced with
creditor panic and a run on reserves even when it has strong fundamentals.
In these situations, a temporary suspension of capital account convertibil-
ity can halt the rush to the exits and provide time for policy makers to take
corrective action—it can “rule out the bad equilibrium by force majeure,”
in Krugman’s (1999a) words. However, the risk is that capital controls can
prove ineffective, undercut market confidence even further, and be used to
delay needed adjustments.

In trying to determine the relative success of the Malaysian response to
the Asian crisis, we must evaluate the Malaysian controls from four differ-
ent yet complementary perspectives.

The first issue is narrowly financial: Were the controls effective in seg-
menting Malaysian financial markets from offshore and international
capital markets? The increased sophistication of financial markets, and in
particular the spread of derivatives (enabling speculators, for example,
to disguise short-term flows as direct foreign investment), has led many
observers to be skeptical of governments’ ability to target specific types of
balance-of-payments flows for restriction.2 Indeed, one might have been
doubtful ex ante that the Malaysian government’s controls would have been
effective in this sense.

Such doubts seem to have been misplaced. The government had no diffi-
culty in sharply lowering domestic interest rates and making the fixed ex-
change rate stick without the appearance of a black-market premium for for-
eign currency. As an IMF report states, “there [were] only a few reports of
efforts to evade controls, and no indications of circumvention through un-
derinvoicing or overinvoicing of imports” (Kochhar et al. 1999, 8). Another
IMF staff report concludes that the controls were effective in eliminating the
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1. Mussa precedes this statement by writing: “[T]he experience in recent financial crises
could cause reasonable people to question whether liberal policies toward international capi-
tal flows are wise for all countries in all circumstances. The answer, I believe, is probably not.”

2. See Garber (1998) for a useful discussion of the issues.



offshore ringgit market and choking off speculative activity against the ring-
git despite the easing of monetary and fiscal policies (Ariyoshi et al. 1999,
2:50–51). More systematic, comparative evidence is presented by Kaminsky
and Schmukler (2000) and Edison and Reinhart (2001). These papers find
that the September 1998 controls were successful in lowering interest rates,
stabilizing the exchange rate, and reducing the comovement of Malaysian
overnight interest rates with regional interest rates.3

The second perspective is medium-term economic. Did the controls (com-
bined with fiscal and monetary reflation and a fixed exchange rate) allow a
faster recovery from the economic crisis and a better economic perfor-
mance than would have been possible in their absence? In other words, was
the financial segmentation put to good use? This is where considerable con-
troversy remains. The question is essentially whether Malaysia would have
been better off in the immediate aftermath of the crisis following the ortho-
dox, IMF-prescribed route that the other countries in the region followed.
This is the question on which our paper focuses.

Third, we have to contend with a broader political question, having to do
with the interaction of capital controls with political developments in
Malaysia. Opponents of capital controls often argue that controls enlarge
the scope for domestic political mischief. The possibility of corruption is
mentioned frequently. In Malaysia’s case, there is no indication of an in-
crease in petty corruption—the controls were implemented transparently
and with remarkable efficiency—but many knowledgeable observers have
complained about the intensification of the regime’s cronyism. Jomo, for ex-
ample, argues that the controls served (in part) to bail out the regime’s
cronies:

The window of opportunity offered by capital controls has been abused
by certain powerfully-connected business interests, not only to secure
publicly funded bail-outs at public expense, but even to consolidate and
extend their corporate domination, especially in the crucial financial sec-
tor. Capital controls have been part of a package focused on saving
friends of the regime, usually at the public’s expense. (Jomo 2001, 215)4

It is also clear that the controls made it easier for Mahathir to get away with
firing and humiliating his political rival Deputy Prime Minister Anwar
Ibrahim. In fact, Anwar was fired just hours after the ringgit was pegged on
2 September. We shall not have much to say about this angle of the capital
controls, but we recognize that a broader evaluation has to take into ac-
count their potentially quite negative implications for political governance.
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capital controls.
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to Mahathir experienced a more significant rebound in their stock prices subsequent to the im-
position of capital controls.



Finally, one needs also to maintain a long-term perspective. Even if con-
trols are successful in the short run, it is possible that their long-term eco-
nomic consequences will prove damaging. If this were to prove the case,
Malaysia’s medium-term benefits would have to be juxtaposed against
longer-term costs before one could determine whether the policies were ul-
timately worthwhile. In Malaysia’s case, one has to worry especially about
the impact on foreign direct investment (FDI). Such investment has played
an important role in the country’s successful economic development to
date, and a substantial drop in FDI would be likely to be bad news.5 The
Malaysian authorities were quite careful to target short-term speculative
capital flows, insulating FDI, but there nevertheless remains the possibility
that the controls will have a long-term deterrent effect on long-term in-
vestors. We will not have much to say on this issue, either. The controls are
too recent to ascertain with any degree of certainty their long-term conse-
quences.

With regard to the question that is our focus—did the controls help
Malaysia recover faster?—the prevailing view is that the answer remains
unclear (see, e.g., Dornbusch, chap. 9 in this volume). The imposition of
capital controls in Malaysia coincided with a general improvement in the
business climate in the region.6 Most economic indicators for Thailand and,
especially, South Korea sharply turned upward just as Malaysia was begin-
ning its own recovery. By many measures, South Korea’s rebound since late
1998 has been more impressive than Malaysia’s.7

We shall argue that this type of comparison misses an important point.
In early September 1998, neither Korea nor Thailand faced another immi-
nent financial crisis. Both had gone through an IMF program (or series of
programs), which, with some delay, had begun to restore market confidence
in these economies. There was no reason to believe that their policy config-
urations on 1 September 1998 were fundamentally unsustainable. In fact,
sizable improvements in key indicators of market sentiment had already
taken place in the months preceding September. In both countries, interest
rates had come down sharply, the currency had appreciated significantly,
and—at least in Korea’s case—there had been a large increase in foreign
currency reserves.

Contrast that with Malaysia’s situation. When the Malaysian authorities
instituted capital controls on 1 September 1998, they did so under the belief
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5. According to Athukorala (1998, 20), FDI contributed 73 percent of net capital inflows to
Malaysia between 1990 and 1994.

6. However, in many ways, the environment in the world was not as good as it had been a
year previously, when Thailand and Korea were implementing their IMF programs. Shortly
after the imposition of controls in Malaysia, both Brazil and Russia experienced severe crises.
Also, whereas Japanese imports had been rising in late 1997, they were in decline again by late
1998.

7. Malaysia suffered lower declines in real wages and manufacturing employment than Ko-
rea, however.



that their existing policies were unsustainable because of intense and con-
tinued speculative pressure against the ringgit. Indeed, a simple indicator of
financial market pressure that we will discuss later in the paper shows that
pressure on the ringgit reached its peak just before the Malaysian authori-
ties decided to implement capital controls. The most concrete form that the
speculation took was a large differential between onshore and offshore in-
terest rates for ringgit deposits. Unlike in Korea and Thailand, where inter-
est rates had fallen to single-digit levels by the end of the summer, offshore
ringgit deposits were paying rates in the range of 20–40 percent. Although
domestic interest rates remained stable due to an interest rate ceiling of 2.5
percentage points over the government-determined base lending rate
(Kochar et al. 1999, 62), the large onshore/offshore interest rate differential
initiated massive capital flight and a subsequent credit crunch. There was
widespread speculation in the market that Malaysia would be the next
country to go to the IMF.

Thus, when Malaysia altered its policies on 1 September, it did so because
its existing policies were unsustainable and ineffectual. It is hard to believe
that Malaysia would have experienced Thailand’s or Korea’s economic
performance in subsequent months while maintaining its existing policy
configuration. We shall suggest a different counterfactual, namely that the
alternative to the capital control strategy was to go to the IMF for
assistance—that is, to do what the other countries had done earlier. From
this perspective, the appropriate counterfactual for Malaysia is the perfor-
mance exhibited by the other countries subsequent to their resort to IMF
assistance. Formally, this calls for a time-shifted difference-in-differences
methodology to discern the economic consequences of the controls. In
other words, we shall treat the timing of the before and after comparisons
as country-specific, centering it on the date that each country called in the
IMF or, as in Malaysia’s case, imposed capital controls.

Later we discuss at length the identifying assumptions needed to make
the time shifting valid and the efforts we have made to reduce possible bi-
ases. In particular, we try to control for the external environment (including
the decline in U.S. interest rates and the resumption of flows to the region)
to ensure that our results are not biased by differences in the overall busi-
ness climate in the region at the time that each of the countries resorted to
its crisis resolution policy. If one accepts the identifying assumptions and is
persuaded by the robustness checks, the results are quite strong. We find
that the Malaysian controls produced better results than the alternative in
almost all dimensions. On the real side, the economic recovery was faster,
and employment and real wages did not suffer as much. On the financial
side, the stock market performed better, interest rates fell more, and in-
flation was lower. However, we will also present conventional difference-
in-differences estimates for the skeptic, which take 1 September 1998 as
the turning point for all the countries. These results are more mixed, but
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generally less favorable to Malaysia’s policies than to policies pursued by
Korea and Thailand.

The outline of the paper is as follows. In the next section we briefly review
the nature of the Malaysian controls and summarize existing evaluations of
their effectiveness. Section 8.3 is devoted to methodological issues and dis-
cusses the appropriateness of time-shifted versus conventional difference-
in-differences. In section 8.4 we present evidence that the timing of the
Malaysian financial crisis differed in significant details from the Korean
and Thai crises. Section 8.5 presents the main empirical results. Section 8.6
discusses some alternative interpretations of the evidence. Finally, we offer
concluding remarks in section 8.7.

8.2 Malaysia’s Capital Controls and Previous Evaluations

Malaysia entered the Asian financial crisis with relatively strong funda-
mentals and (thanks to an earlier bout with restrictions on capital inflows
in 1994) a much smaller share of short-term external debt in total.8 Table 8.1
shows some key financial data. Malaysia’s short-term debt stood well below
its foreign exchange reserves, which made it less prone to a run by foreign
creditors. At the same time, as a country with a very high level of indebted-
ness overall, Malaysia was quite vulnerable to turnarounds in general mar-
ket sentiment that would be reflected in an increase in interest rates or re-
duction in credit availability.

Malaysia had the world’s highest stock market capitalization ratio (310
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Table 8.1 Financial and Debt Indicators, 1996

Malaysia South Korea Thailand

External debt/GDP 0.39 0.32 0.55
External debt/exports of goods and services 0.41 0.98 1.32

Short-term debt/GDP 0.11 0.20 0.21
Short-term debt/reserves 0.42 2.84 1.03

M2/GDP 1.00 0.46 0.79
M2/reserves 3.64 6.21 3.86

Claims on private sector/GDP 1.45 0.66 1.42
Current account balance (% of GDP) –4.9 –4.7 –7.9
Stock market capitalization (% of GDP) 310 29 54

Source: Institute of International Finance ([IIF] 1998), except for stock market capitalization, which
comes from the World Bank’s “Stock Market Capitalization as a Percent of GDP,” at [http://
wbln0018.worldbank.org/psd/compete.nsf/e376d12c87889e86852564900006610ce?Open/View].

8. In response to a surge of speculative inflows in late 1993 betting on an appreciation of the
ringgit, the Malaysian government imposed restrictions on the sale of short-term securities to
foreigners in January and February 1994. These restrictions resulted in a sharp reduction in
short-term liabilities. See Rodrik and Velasco (forthcoming).



percent of gross domestic product [GDP], compared to 116 percent in the
United States and 29 percent in Korea). The rise in equity prices had in turn
contributed to a domestic lending boom, leaving Malaysia in mid-1997
with a domestic debt-GDP ratio (170 percent) that was among the highest
in the world (Perkins and Woo 2000, 237). Private-sector indebtedness was
higher than in Thailand and more than double the ratio in Korea. The stock
of M2 was equal to GDP (much higher than corresponding ratios for Ko-
rea and Thailand). During periods of financial panic, all short-term lia-
bilities, whether domestic or foreign, become potential claims against the
government’s liquid foreign assets. These high levels of debt suggest that
Malaysia was not as well protected against financial turbulence as its exter-
nal liquidity indicators would suggest.

In response to the Thai crisis and the reversal of capital flows to the re-
gion, Malaysian authorities at first implemented an orthodox adjustment
policy.9 Interest rates were raised to stem the decline of the ringgit, and in
December 1997 a drastic cut (18 percent) in government spending was an-
nounced. This policy package mimicked IMF programs elsewhere and was
pushed through by Deputy Prime Minister Anwar Ibrahim. Anwar also
made clear that he was committed to exchange rate flexibility and that cap-
ital controls would not be implemented. Meanwhile, Prime Minister Dr.
Mahathir bin Mohamad was blowing off steam against financial market
“speculators” and sending very different signals.

The Malaysian economy failed to respond to the orthodox policies. Con-
sumption and investment demand plunged as a result of capital outflows,
high interest rates, and a pessimistic outlook. This gave the opponents of
Anwar’s policies the upper hand, and at the end of June 1998, Mahathir ap-
pointed Daim Zainuddin, a former finance minister, to be minister in charge
of “tasks relating to economic development.” Daim was told to formulate
an alternative to Anwar’s policies. Daim and Mahathir were intent on re-
flating the economy through cuts in interest rates and credit expansion, but
there was little effective change in monetary policies over the ensuing
months. The attempt to reduce domestic interest rates was undercut by
growing speculation against the ringgit in offshore markets. Offshore insti-
tutions (mainly in Singapore) borrowed ringgit at premium rates (double or
triple the prevailing interest rates in Malaysia) to purchase dollars and bet
in favor of the ringgit’s collapse. The economy’s decline continued. This was
the background against which the controls were instituted on 1 September.

The primary objective behind the capital controls was to end speculation
against the ringgit. Most of that speculation was coming from short-selling
of the ringgit in offshore (mainly Singaporean) markets. These markets
were offering high interest rates to attract ringgit deposits, which in turn
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served to fund the shorting of the currency. To shut down offshore trading,
the government mandated that all sale of ringgit assets had to go through
authorized domestic intermediaries, effectively making offshore trading
illegal. All ringgit assets held abroad had to be repatriated. Worried that
these measures would lead to an outflow of capital and further depreciation
of the currency, the Malaysian government also banned for a period of one
year all repatriation of investment held by foreigners. Simultaneously, in an
attempt to revive aggregate demand, Malaysia lowered the three-month
Bank Negara intervention rate from 9.5 percent to 8 percent, and on 16
September, the liquid asset ratio was reduced from 17 percent to 15 percent
of total liabilities. On 15 February 1999, the Central Bank of Malaysia
changed the regulations on capital restrictions, shifting from an outright
ban to a graduated levy and replacing the levy on capital with a profits levy
on future inflows. The controls are described more fully in the appendix.

The government was concerned about the impact of the controls on fu-
ture capital inflows, particularly of FDI, on which the Malaysian economy
is highly dependent. The authorities therefore took pains to ensure that the
controls would not affect FDI or current account transactions. Repatria-
tion of profits and dividends from (documented) FDI activities were freely
allowed. Foreign currency transactions for current account purposes (in-
cluding the provision of up to six months of trade credit for foreigners buy-
ing Malaysian goods) were also not restricted.

Early reactions to the controls ranged from cautious to hostile. The IMF
did not openly condemn Malaysian policies, but it did not hide its views
about their inappropriateness either. An IMF spokesman was quoted as
saying, “the IMF believes that any restrictions imposed on the movement
of capital [are] not conducive to building investor confidence” (quoted in
“IMF suggests Malaysian move is a disincentive,” Asian Wall Street Jour-
nal, 2 September 1998, 2). Other observers were less circumspect. Oxford
Analytica’s Daily Brief headline declared, “Exchange controls will under-
mine Malaysian growth” (15 September 1998). An article in Forbes Inter-
national predicted, “Foreign investors in Malaysia have been expropriated,
and the Malaysians will bear the cost of their distrust for years” (Roche
1998). Moody’s downgraded Malaysian securities. Morgan Stanley
dropped Malaysia from its international index, stating that Malaysia would
permanently be excluded from it and that its previous inclusion had been a
mistake in the first place.10 Spreads rose more than 200 basis points for
Malaysian bonds in September, while they declined for other East Asian
countries (with the exception of Indonesia).

Early prognostications of impending doom were gradually replaced by
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more upbeat projections, as it became clear that Malaysia was recovering
rather than sinking deeper into crisis. It is instructive to follow the trans-
formation in the pages of successive World Economic Outlooks of the IMF:

[T]he introduction by Malaysia in early September of exchange and cap-
ital controls may also turn out to be an important setback not only to that
country’s recovery and potentially to its future development, but also to
other emerging market economies that have suffered from heightened in-
vestor fears of similar actions elsewhere. (October 1998, 4)

Despite stimulative monetary and fiscal policies introduced last year,
however, domestic demand is expected to strengthen only gradually.
(May 1999, 19)

[A] strong economic recovery is also now underway in response to fiscal
and monetary stimulus and the pegging of the exchange rate at a com-
petitive level. (October 1999, 19)

In May 1999, Malaysia went back to the international market with a $1 bil-
lion bond issue, paying a premium of 330 points above the U.S. treasury
rate. By June 1999, the Wall Street Journal would editorialize that “there
never was any doubt that preventing money from fleeing Malaysia could
provide short-lived relief” (25 June 1999, A18).

The Wall Street Journal notwithstanding, whether (and the extent to
which) Malaysian controls contributed to economic recovery remains a
highly debated matter. Some scholars, such as Merton Miller, continue to
view the controls as an unmitigated disaster.11 The mainstream view is that
it is hard to attribute much success to the capital controls because Korea
and Thailand also recovered around the same time without using capital
controls. Lim’s (1999) account is worth quoting at length, as it is represen-
tative:

Following the imposition of capital controls, economic indicators in
Malaysia did indeed start improving. But they also improved at the same
time in the other crisis-hit countries which did not impose such controls
but maintained open capital accounts. All the crisis-hit countries’ cur-
rencies stabilized and strengthened, their inflation and interest rates fell,
their current accounts moved from deficit into substantial surplus and
private capital inflows increased, contributing to the replenishment of
previously depleted foreign exchange reserves. Their stockmarkets
started climbing, and the decline in their GDP growth rates moderated
sharply and have now reversed with positive growth predicted for 1999 as
a whole everywhere except Indonesia. Until very recently, the recovery in
Malaysia actually lagged behind that of its neighbors who were IMF pa-
tients, particularly in inflows of foreign direct investment which fell in
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1998 whereas they increased in the other countries (except Indonesia).
My own opinion is that capital controls in Malaysia were neither neces-
sary nor sufficient for economic recovery, just as they have obviously not
been necessary in the equally if not more impressive recovery of the other
crisis-hit Asian countries which followed the more conventional IMF
policy prescriptions. Indeed, given Malaysia’s much stronger macroeco-
nomic fundamentals and financial institutions before the crisis, one
would have expected its recovery to be faster and stronger than that of the
other countries. That this has not happened suggests that capital con-
trols—or the heightened political risk which accompanied their imposi-
tion—may be exerting a drag on recovery through the discouragement of
some foreign capital inflow.

Even sympathizers of capital controls have taken a cool attitude toward the
success of Malaysian policies (Krugman 1999b; Jomo 2001), on essentially
the same grounds: There was a recovery even in the countries that did not
impose controls. Krugman (1999b) writes, “the market panic of 1997–98
was, it turns out, coming to an end just about the time that Malaysia de-
cided to make its big break with orthodoxy.”

We shall challenge the view that the financial crisis in Malaysia was about
to abate in September 1998 and that an economic recovery was around the
corner. Financial market indicators suggest that pressure on the Malaysian
currency remained high in Malaysia months after the Korean and Thai cur-
rencies had begun to appreciate. It is clear that the Malaysian authorities
acted because they believed a sharp change in policies was “needed to avert
an imminent financial panic” (Liu 2000, 284). The situation in which
Malaysia found itself on 1 September 1998 was akin to that which had
forced Thailand and Korea to call in the IMF quite a while back (in July and
October 1997, respectively). Moreover, if it is the case that the timing of the
financial crisis was different in Malaysia, the fact that Korea and Thailand
began to recover at the same time that Malaysia did is not very informative
about the relative effectiveness of the Malaysian controls.

8.3 Methodological Considerations

In evaluating the consequences of the Malaysian capital controls, it is
natural to use as a counterfactual the experience of the other Asian coun-
tries affected by the crisis. This is in fact the strategy adopted by the au-
thors cited above, albeit informally and often implicitly. A difference-in-
differences specification is the appropriate framework for thinking about
this question.12 Let yit denote some measure of economic performance of in-
terest, where t stands for time and i stands for one of our four countries (i �
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Malaysia, Korea, Thailand, Indonesia). Consider the following represen-
tation:

(1) yit � ∑
i

�i di � �dt�� � �dMdt�� � uit ,

where dt is a country-specific dummy variable (dM � 1 when i � Malaysia
and 0 otherwise, and so on); dt�� is a time-varying dummy variable that takes
the value 1 during the twelve months (or four quarters) that follow � � 1
September 1998 (i.e., during the one-year period subsequent to the imposi-
tion of capital controls in Malaysia), and is 0 otherwise; and uit is the error
term. This specification allows yit to have a country-specific, time-invariant
intercept (captured by �i). It also allows yit to be influenced by a common
underlying factor during the period that the capital controls were in use in
Malaysia (i.e., while the “treatment” is in effect). This time-varying but
common effect is captured by the coefficient �. The coefficient of greatest
interest is the one on the interaction term dMdt�� , �, which captures the dif-
ferential effect of the capital controls in Malaysia. With this specification,
the average post–September 1998 performance of the comparators (relative
to their earlier performance) becomes the counterfactual used in estimating
the effectiveness of the Malaysian policies.

Equation (1) represents the conventional application of the difference-in-
differences approach to this case. It has the merit that it controls for (“differ-
ences out”) the effects of both country-specific and time-varying influences
that might otherwise be attributed to the use of capital controls. In particu-
lar, a common improvement across countries in fundamentals that co-
incides with the use of capital controls in Malaysia gets washed out by
the term �dt��. We shall present empirical estimates using this approach
later on.

However, there is a serious problem with conventional difference-in-
differences. For � to be an unbiased estimate of the effect of the capital con-
trols, an essential identifying condition must hold—we must assume that
Malaysia would have experienced the same economic recovery as the other
countries in the months following September 1998 had capital controls not
been imposed. This is implausible for three reasons that we shall elaborate
at greater length later in the paper: (1) The timing of the financial crisis was
somewhat different in Malaysia. During the summer of 1998, market pres-
sure on Malaysia’s currency remained very high, whereas the crisis had
already abated in Korea and Thailand. Malaysia’s policy configuration
during the summer of 1998 looked fundamentally unsustainable. (2) Korea
and Thailand had, by September 1998, already undergone nine and fifteen
months of “treatment,” respectively. In addition, they had both received
large loans. It is difficult to believe that Malaysia would have been able to
recover immediately to the level of these other countries. (3) Assuming that
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Mahathir was intent on firing Anwar, his chief political rival, sometime to-
ward the end of 1998, there were further financial repercussions ahead. An-
war was viewed as the guardian of economic orthodoxy in Malaysia, so his
dismissal would likely have aggravated the financial panic.

We will discuss these issues further in the next section. For now, let us
simply assume that the Malaysian crisis was deepening in late summer 1998
and that the prevailing policies were unsustainable. Consider the implica-
tions for our empirical methodology of the difference in the timing of the
crisis and policy response. We would like to know what Malaysia’s perfor-
mance would have been in the absence of capital controls. The answer re-
quires specifying a counterfactual policy response. Luckily, we have a nat-
ural counterfactual: going to the IMF for help. This is the course of action
that the other countries took once they reached a point in the crisis that re-
quired emergency measures. This way of specifying the counterfactual pro-
vides us with an alternative identifying assumption: In the absence of capi-
tal controls, Malaysia would have had to request IMF assistance to shore
up confidence, and its post–September 1998 economic performance would
have exhibited the same change that the other economies experienced sub-
sequent to their requests for IMF assistance.

This calls for a time-shifted difference-in-differences specification, of the
following form:

(2) yit � ∑
i

�idi � �dt��i
� �dMdt��i

� uit

The main difference from before is that the time-varying post-treatment
dummy is now country-specific (i.e., dt��i

instead of dt��), which reflects the
argument that the treatment was applied in different countries at different
times. The dummy dt��i

equals 1 during the twelve-month period following
country i’s first appeal for IMF assistance (and, in the case of Malaysia,
during the twelve-month period following the imposition of capital con-
trols), and is 0 otherwise.

With this change, the parameters � and � acquire somewhat different in-
terpretations from those in the conventional difference-in-differences: �
captures the effect of undergoing IMF treatment during an economic crisis
(relative to outcomes in more normal times), whereas � captures the differ-
ential effect of capital controls in Malaysia (compared to an IMF program).
The specification does not allow us to gauge the effects of an IMF program
per se, because we observe an IMF program only during a crisis. Thus, �
picks up a mix of IMF and crisis effects. This is not a major concern because
our main interest, once again, is in the parameter �. Under the assumption
that Malaysia implemented its capital controls at a stage in the financial cri-
sis that is comparable to that at which the other countries called in the IMF,
� is an unbiased estimate of the effect of the Malaysian controls relative to
the counterfactual of an IMF program. Note moreover that � picks up the
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effects not just of the capital controls, but of the entire post–September
1998 Malaysian package—including the fixed exchange rate, reflation via
interest rate cuts, and so on.13 In particular, it includes the impact of receiv-
ing many billions of dollars in loans from the IMF.

A simple analogy helps provide the basic intuition behind the time-
shifted difference-in-differences approach we have just outlined. Suppose
that two twin sisters, Corinne and May, both catch a virus that, left un-
treated, will simply continue. Assume that Corinne receives a standard
treatment on Sunday. Assume further that May receives no treatment until
Wednesday but then receives a special treatment. If we do a standard differ-
ence-in-difference analysis, ignoring the fact that the two sisters fell ill on
different days, we might look at the difference in the fevers of the two sisters
on, say, Friday versus Wednesday. We would then attribute the change in the
difference between the sisters’ fevers to the medicine that May received.
However, such a calculation would be almost certain to lead to the conclu-
sion that the special medicine made the patient worse off. By Wednesday,
Corinne has started to recover, while the medicine that May took may not
have worked fully.

In this particular case, the disease is the same across individuals, and the
individuals are assumed to react to both the disease and any potential med-
ication in an identical manner. Therefore, it is obvious that a more fruitful
approach is to compare the time path of the disease after application of the
conventional medicine with the time path of the disease following the ap-
plication of the special treatment. In other words, we would want to time
shift across sisters to match the application of the medicine. Replace
Corinne with Korea, and May with Malaysia, and the logic of our approach
becomes identical.

While time shifting corrects the type of bias just discussed, it creates the
potential of another bias. The main risk that we run by using a time-shifted
difference-in-differences approach is that there might be a correlation be-
tween the external economic environment and dt��i

. More concretely,
Malaysia may have imposed its controls in a much more favorable environ-
ment than prevailed at the time that Korea (or Thailand or Indonesia) im-
plemented its IMF program, and this in turn may account for a substantial
part of the speedier recovery in the former country. We cannot entirely rule
out this possibility, but we make the following points in our defense.

First, as we shall show below, it is not at all obvious that the external en-
vironment was improving for Malaysia during the second half of 1998 in the
way that it had been for Thailand and Korea. Pressure on the ringgit re-
mained very strong, even though the Korean won and Thai baht had al-
ready started to appreciate. Interest rates in both Korea and Thailand had
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13. This is not cause for worry, because these additional policies were enabled in large part
by the imposition of capital controls.



declined significantly, whereas offshore interest rates on ringgit deposits re-
mained in double digits. The recession in Korea and Thailand had already
bottomed out by September 1998, with Korea in particular exhibiting a
healthy rebound, but there were no indications of a similar easing-up in
Malaysia. Second, it is not obvious that an improvement in the external en-
vironment, to the extent that it did take place, would have produced much
benefit for a country that actually cut itself off from international financial
markets by implementing capital controls.14 To the extent that the controls
were effective, they would have insulated Malaysia from an improvement in
market sentiment (which is in fact an argument that the opponents of cap-
ital controls have made). Finally, we try to reduce the scope for spurious
correlation by introducing in our time-shifted difference-in-differences re-
gressions several time-varying indicators related to the external context—
namely, U.S. interest rates, U.S. inflation rates, U.S. economic activity, and
(in the quarterly regressions) a measure of net financial flows to the region.

8.4 Timing and Magnitude of the Malaysian Financial Crisis

Financial indicators for the period suggest that the Malaysian economy
was not as hard hit as Thailand, Korea, and Indonesia at the outset of the
Asian financial crisis, but that things grew progressively worse for Malaysia
even as the pressure eased in Korea and Thailand. We show this using a
simple indicator of financial market “pressure” for the three countries.

The financial market pressure index is calculated as a weighted average of
the (log) exchange rate, (log) foreign currency reserves (with declines in re-
serves contributing positively to the index), and the interest rate. This index
is similar to the speculative pressure index constructed by Eichengreen,
Rose, and Wyplosz (1995). The idea is that financial market pressure must
be reflected in a decline in the value of the home currency, a decline in re-
serves, or an increase in interest rates. As weights, we use the inverse of the
monthly standard deviations of each of the indicators, pooling the data for
the three countries over the 1989–2000 period. This serves to underweight
the more volatile components of the index. In Malaysia’s case, we use the
offshore interest rate rather than the onshore rate, as the former is the more
relevant indicator of speculative pressure. Interest rate caps within Ma-
laysia had made the domestic interest rate largely irrelevant.15

Figure 8.1 shows our financial market pressure index for the 1996–2000
period. It is clear from the figure that the speculative attacks differed in their
timing. Thailand was hit first, with the peak of the crisis occurring in Sep-
tember 1997. Korea followed with a few months’ lag, reaching a peak in
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14. Indonesia, for one, did not benefit very much from the return of investor confidence to
the region, for reasons that are specific to its own circumstances.

15. Offshore markets did not play as significant a role in the other two countries.
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January 1998. Malaysia was behind both countries, and it began to experi-
ence a sustained increase in the index only during the early months of 1998.
The peak value of the index for Malaysia was reached in August 1998, just
before the imposition of the capital controls. (The sharp decline in the Malay-
sian index in September 1998 was due to the closing off of the offshore mar-
ket and the fixing of the ringgit at an appreciated rate). Note that through-
out 1998 the financial pressure index for Malaysia moves in the opposite
direction from that for Thailand and Korea. This is a rather clear indication
that speculative pressure continued to build up in Malaysia at a time when
the other two countries were beginning to breathe more easily.

We can achieve some insight into the reason the indices that the three
countries behave so differently by observing the trends in the components
of the index. Figure 8.2 shows interest rates, with both onshore and offshore
rates displayed for Malaysia. Note the very rapid rise in offshore rates for
ringgit after May 1998, at a time when Korean and Thai interest rates were
receding from the heights reached in late 1997 and early 1998. Just prior to
September 1998, the offshore market was offering ringgit rates of between
20 and 40 percent to attract domestic ringgit (compared to the 11 percent
offered by banks in Malaysia). These ringgit deposits were used to fund the
short ringgit positions that offshore banks, hedge funds, and portfolio in-
stitutions held in expectation of a sharp depreciation.16 The consequent
leakage of ringgit abroad was a major reason that the desired credit expan-
sion within Malaysia failed to take place and that the investment rate plum-
meted.

Figure 8.3 displays foreign currency reserves. Here the difference between
Malaysia and South Korea is especially striking. Korean reserves sharply
rebounded in early 1998, while Malaysia’s reserves continued to fall. There
is no increase in Malaysian reserves until after September 1998. This is also
reflected in currency values, as the ringgit continued to depreciate from the
end of March (after a rebound in the first quarter of the year) while the won
steadily appreciated (fig. 8.4).

By the summer of 1998, Malaysia was viewed from the outside as a coun-
try in deep trouble. The media and financial markets were rife with specu-
lation that Malaysia was next in line for an IMF program. The headline of
an article in Barron’s is representative: “Malaise-ia: While Kuala Lumpur Is
in Denial, It May Be Next for IMF Aid” (6 July 1998, 28). The trouble was
attributed variously to the sidelining of Anwar, the intemperate remarks of
Mahathir about the international financial system, and the unsustainability
of the reflation policies in view of the pressure on the currency. Far from be-
ing out of the woods, the Malaysian economy in late August 1998 was still
mired in a financial quagmire. Whether this was partly its own doing is

408 Ethan Kaplan and Dani Rodrik

16. See the description of the foreign exchange markets in Bank Negara Malaysia ([BNM]
1999, 572–77).
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irrelevant from our current perspective.17 The crucial point is that
Malaysia’s policy framework in September 1998 looked as fragile as Thai-
land’s had been in July 1997 or Korea’s in November 1997.

Moreover, the impending dismissal and jailing of Anwar—assuming
Mahathir was intent on getting rid of his onetime ally regardless of eco-
nomics—would surely have made the financial crisis significantly worse. As
Perkins and Woo (2000, 230) note:

Mahathir had foreseen that Anwar’s expulsion would lead to violent
street demonstrations that, in turn, would induce large capital outflow,
given the extreme nervousness among investors in the midst of the finan-
cial crisis. . . . If the capital controls had not been in place when the street
demonstrations began, the Malaysian ringgit (MR) and the Kuala
Lumpur stock market would most likely have gone into a free fall in the
manner that the Indonesian rupiah and the Jakarta stock market did in
May 1998, just before Soeharto stepped down from the presidency.

As we pointed out above, financial markets viewed Anwar as the guardian
of economic orthodoxy in Malaysia and an important counterweight to
Mahathir. His removal—whether accompanied by riots or not—would
have been an occasion for a run on the ringgit.

This is important insofar as it suggests that the relevant counterfactual
for how the Malaysian economy would have evolved absent capital controls
must include the consequences of Anwar’s firing. Therefore, not only was
Malaysia in dire financial straits on the eve of the imposition of capital con-
trols, but there is also good reason to believe that the worst was yet to come.

8.5 Empirical Results

The basic regression we estimate is an augmented version of equation (2),
discussed previously:

(3) yit �∑
i

�idi � �dt��i
� �dMdt��i

� ∑
j

�jX
j
it � ∑

k
	kZt

k � uit,

where yit is a measure of economic performance that is of interest (for ex-
ample, growth); di is a set of country dummies; dt��i

is the “treatment-
period” dummy, which equals 1 during the twelve-month (or four-quarter)
period following country i’s first appeal for IMF assistance or, in the case of
Malaysia, during the twelve-month (four-quarter) period following the im-
position of capital controls, and is 0 otherwise; dMdt��i

is the interaction
term of the Malaysia dummy with dt��i

; X j
it is a set of country-specific time-

varying variables (country-specific monthly or quarterly dummies): Zt
k is a
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17. One ought to remember also that neither Thailand, with its explosive current account
deficit and off-balance sheet sales of its reserves, nor Korea, with its huge and partly disguised
short-term foreign liabilities, had been paragons of financial virtue.



set of time-varying variables capturing the external economic environment
(U.S. interest rates, U.S. inflation, a measure of U.S. economic activity
[monthly industrial production index or quarterly real GDP], a measure of
net private financial flows to the region [in the quarterly regressions], and a
time trend); and uit is the error term. Note that the specification includes a
time trend as well as country-specific monthly or quarterly dummies (to
guard against possible spurious correlation arising from seasonality in the
timing of treatment in different countries). The external economic environ-
ment is controlled for by the inclusion of Zt

k. The parameter � establishes
the baseline post-treatment response, while � is our estimate of the differ-
ence that is attributable to capital controls in Malaysia.18

The data come mostly from the International Financial Statistics of the
IMF. Stock market data are from the Emerging Markets Database, and
Malaysian employment and wage data are from the Monthly Manufactur-
ing Statistics of Malaysia. Where possible, we use monthly data, but be-
cause many indicators of real economic activity are available only on a
quarterly basis, we supplement the monthly regressions with quarterly re-
gressions as well. The regressions cover the period 1992–96 (“before”) and
the one year of treatment (“after”). In a few cases, data availability dictates
a shorter time span for the “before” period.19

Table 8.2 shows the timing of the treatment windows for each country.
Our focus is on the one-year period following the seeking of IMF assistance
or the imposition of capital controls. This seems to us to be the relevant time
span for answering our central question about the speed and vigor of the re-
covery. In the case of Malaysia, this corresponds to the September 1998–
August 1999 period (1998:4–1999:3 in the quarterly regressions). For the
other countries, we pick a starting point that follows as closely as possible
the date at which the country first requested IMF assistance. We pick that
date rather than the date of program announcement or IMF board ap-
proval (also shown in table 8.2) because the time lag between these dates, re-
flecting the bargaining and negotiation with the IMF, seems to us to be a
relevant part of the counterfactual.20 Note that the timing is somewhat more
precise with the use of monthly data.

We shall focus on comparisons with Korea, in the first instance due to the
more complete data availability in Korea (in comparison with Thailand and
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18. Note that with the inclusion of other covariates on the left-hand side of our regression,
the difference-in-differences coefficient is a difference that is conditional on the covariates.

19. When we include 1997 data in the regressions, the time-shifted results are even more fa-
vorable to the Malaysian controls.

20. Had Malaysia gone to the IMF, the implementation of policies would have been delayed,
because a certain amount of time would have been lost in negotiations with the IMF on the de-
sign of the program. With capital controls, Malaysia was free to implement its policies instan-
taneously. However, as a robustness check we have also run the regressions taking as the start-
ing point of treatment the date of signing of the letter of intent. This change makes no
difference to the results.
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Indonesia) on real indicators. However, Korea also has the advantage that
it is considered to be the IMF’s most successful patient in the region. Since
our results indicate that Malaysian controls were also quite successful, it is
useful to subject them to a particularly demanding test. Showing that
Malaysia did better with its policies than Indonesia did with an IMF pro-
gram would be hardly convincing, as one might credibly argue that Indo-
nesia’s failure arose from idiosyncratic reasons.

Table 8.3 shows the core results, using both time-shifted and conven-
tional difference-in-differences approaches. We present only the coefficient
estimates for � and � and their standard errors for each version of the re-
gression, suppressing other regression output for ease of readability. The
way to read the table is as follows. Consider the first row, which shows the
results for industrial production. The numbers indicate that in the twelve-
month period subsequent to calling in the IMF, Korea witnessed a reduc-
tion in its industrial output growth relative to trend of 15.1 percentage
points (� � –0.151). In Malaysia, the reduction in growth following the im-
position of capital controls was 5.2 percentage points lower than in Korea
(� � 0.052), or 9.9 percentage points (� 15.1 – 5.2). Both numbers are esti-
mated precisely and are statistically significant at conventional levels. Note
that these estimates are conditional on the other controls in the regressions,
namely country-specific monthly dummies and the time-varying external
variables listed previously.

The last two columns show the corresponding estimates for the conven-
tional difference-in-differences approach. These results are quite different
and are less favorable to Malaysia. They suggest that Malaysia’s post–Sep-
tember 1998 growth lagged significantly behind Korea’s during the same
period—a difference in fact of 16.7 percentage points.

The remaining rows repeat the exercise for other variables of interest. The
time-shifted difference-in-differences yield consistently strong (and in all
cases statistically significant) results in favor of capital controls. Compared
to Korea, Malaysia suffered a smaller reduction in manufacturing employ-
ment (a difference of 19.1 percent), a smaller drop in real wages (a differ-
ence of 10.8 percent), a smaller drop in the stock market (a difference of
22.3 percent), a larger reduction in interest rates (a difference of 3.9 per-
centage points), less currency depreciation (a difference of 18.5 percent),
and a smaller increase in inflation (a difference of 1.8 percent). All of these
estimates are statistically significant.

Once again, the conventional difference-in-differences paint a different
picture, although the general pattern is less uniform than in the time-shifted
case. In some cases these agree with the previous estimates (in particular
with regard to employment and real wages). The most striking discrepan-
cies arise, aside from industrial output, for interest rates (a relative increase
in Malaysia of 4.9 percent) and inflation (a relative increase in Malaysia of
2.4 percent).
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The bottom panel of table 8.3 recalculates the regressions using as com-
parators all three countries (Korea, Thailand, and Indonesia) wherever
data are available. The coefficients � and � now have to be interpreted as
pertaining to averages for the comparators as a group. The general pattern
of results is quite similar to those just reported. Malaysia comes out look-
ing very good in the time-shifted regressions and not so good in the con-
ventional ones. The presence of Indonesia in the comparator sample has a
large influence on some of the outcomes—note, for example, the whopping
interest rate and inflation results in the time-shifted regressions.21

In table 8.4, we present similar estimates with respect to performance
measures that are available only on a quarterly basis. For comparison pur-
poses, we also repeat the exercise using quarterly versions of some of the
monthly series we discussed above (industrial production, manufacturing
employment, real wages, and the stock market index). The time-shifted re-
sults are essentially unchanged. With regard to the new variables, we find
very strong effects for real GDP growth (a difference in favor of Malaysia of
5.7 percentage points) and private consumption growth (a difference of 8.6
percentage points). We also find a larger reduction in the government sur-
plus, although this is not statistically significant at conventional levels.

How do we interpret these results? Critics of the IMF have argued that
the IMF programs in the region aggravated the crisis and exacerbated fi-
nancial panic (at least during the initial months) by calling for excessively
contractionary monetary and fiscal policies, by mandating bank closures,
by overreaching in structural reforms, and by not putting enough pressure
on creditors for an early standstill on debt repayment.22 Our findings are
consistent with this critique. Taken together, the time-shifted difference-in-
differences estimates suggest that the Malaysian policy was more successful
in immediately reducing interest rates, stabilizing the currency, and stem-
ming financial panic. This success eased, for the short term at least, worries
that the banking system would go under and that there would be a devalu-
ation spiral. The turnaround in market confidence was correspondingly
more rapid. In addition, fiscal policy was on balance more expansionary.
All these in turn spurred consumption and economic activity.

We would therefore hypothesize that there were two channels through
which the capital controls worked. One was the standard Keynesian policy
of demand reflation, implemented through expansionary monetary and
fiscal policies. The other, and perhaps more operative, channel was the

420 Ethan Kaplan and Dani Rodrik

21. An alternative approach would be to add country-specific interaction terms for Thailand
and Indonesia, in which case the same difference-in-differences coefficients can be recovered
by subtracting the �s across countries. Because we are interested mainly in the outcomes for
Malaysia vis-à-vis the rest of the countries, we do not report those results.

22. Critics differ in their weighting of these different factors. For a variety of critical views,
see Krugman (1999a), Radelet and Sachs (2000), Feldstein (1998), Furman and Stiglitz (1998),
and United Nations Conference on Trade and Development ([UNCTAD] 2000), among oth-
ers.
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removal of the substantial uncertainty about the financial system and the
exchange rate, uncertainty that had previously depressed confidence and
business activity. In other words, capital controls worked to revive demand
not only because they allowed the government greater monetary and fiscal
autonomy, but probably also because they enabled the return of a modicum
of stability to financial markets.23 However, we need further research before
we can make a strong case for either of these channels.

Finally, we note that by choosing capital controls over the IMF, Malaysia
missed out on the large capital injections that Thailand and Korea received.
This makes it even more surprising, if the time-shifted estimates are to be
believed, that Malaysian policy outperformed Korean and Thai policy. It
would be interesting to know how Malaysian capital controls would have
worked had they been accompanied by billions of dollars in loans. We have
nothing to say about this counterfactual except to suggest that it would cer-
tainly have improved the performance of Malaysia relative to Korea and
Thailand.

8.6 Some Alternative Interpretations

We have argued that the time-shifted difference-in-differences provide a
more accurate estimate of the effects of Malaysia’s capital controls because
the most likely alternative to them was not to wait passively for recovery to
take hold but to undergo an orthodox program similar to that implemented
in the other countries some months earlier. We shall now review some al-
ternative readings of the evidence that are less favorable to the controls.

Malaysia was not confronted with a serious economic crisis of the type
faced by the other countries. This view essentially argues that the time-
shifted difference-in-differences estimation is not valid because the crisis
was much worse in Thailand and Korea than in Malaysia, so that the differ-
ence in average performance reflects a difference in the level of the crisis
rather than a difference in the policy response. This argument usually takes
one of two forms. The first version asserts that Malaysia’s economic prob-
lems were largely due to the verbal antics of its prime minister. A second ver-
sion is that the Malaysian crisis was mostly due to the political uncertainty
surrounding the internal battle for power between Mahathir and Anwar.
Both sources of uncertainty were reduced dramatically with the imposition
of the controls and the firing of Anwar on 2 September 1998.

We do not take a position on whether Malaysian policy prior to Septem-
ber 1998, in combination with Prime Minister Mahathir’s behavior, led to
an unnecessarily large economic downturn. Nevertheless, it is clear that
Malaysia was in the midst of a very severe real economic crisis, one compa-

Did the Malaysian Capital Controls Work? 423

23. With a precautionary motive for saving, reduced uncertainty should lead to increased
consumption.
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rable with the crises experienced by Thailand and Korea, by the time the
controls were implemented. The crisis went considerably beyond the finan-
cial market pressure on the ringgit. Looking at table 8.5, we can see that
Malaysia had a larger contraction in economic activity prior to the controls
than Korea did at any time during its crisis. Also, in the quarter during
which Malaysia implemented controls, the country experienced a larger re-
duction in output than Korea ever sustained.24 Given the evidence on out-
put contraction, we believe that it is not tenable to discount the Malaysian
crisis as somehow a fiction and due mostly to capital controls.

Malaysia simply benefited from the improvement in the external environ-
ment. This represents the standard view of the Malaysian recovery, and we
have already given some reasons to be skeptical of it. First, it is not at all
clear that Malaysia was benefiting much from the return of investor confi-
dence to the region, which was already under way in September. As we have
seen, financial indicators in Malaysia were moving in the direction opposite
to those in Korea and Thailand. Even setting aside Anwar’s forthcoming
political demise, there is no reason to presume that conditions would have
improved for Malaysia any time soon. They certainly did not for Indonesia.
Nor did they for Russia or Brazil, which were hit by financial panic some
months later.

Second, even if one thinks that the pressure against the ringgit was about
to ease up, it is not clear why Malaysia would have benefited from the im-
provement in investor sentiment after having imposed capital controls to
insulate itself from financial market conditions. This is a problem, espe-

Table 8.5 Measures of Economic Activity in Korea and Malaysia Before and After Policy
Implementation: Growth Rates (%)

GDP Exports Consumption Investment

Korea Malaysia Korea Malaysia Korea Malaysia Korea Malaysia

–4Q 6.45 7.44 6.83 11.30 9.76 8.16 8.55 17.16
–3Q 4.83 5.49 7.18 17.45 8.12 –3.44 2.55 –3.43
–2Q 6.04 –3.19 20.04 21.42 7.38 –14.69 4.70 –26.40
–1Q 5.31 –5.36 21.40 17.92 7.32 –16.74 –1.23 –58.17
Policy 3.53 –11.54 32.15 8.94 0.36 –23.67 –4.48 –80.18
1Q –4.75 –10.83 54.62 4.45 –11.43 –11.44 –21.50 –57.60
2Q –8.29 –0.75 33.35 0.19 –9.15 1.50 –25.25 –34.42
3Q –8.45 3.93 24.38 10.62 –7.29 5.28 –25.65 –19.18
4Q –6.13 8.59 3.45 15.79 –0.22 10.40 –21.05 1.89
5Q 5.27 9.56 –26.97 18.40 10.99 6.65 –2.51 1.65

Source: IMF (various issues).

24. Malaysia implemented capital controls in the last month of the third quarter, so that
most of the decline in third-quarter output occurred before the implementation of the controls.



cially if one is predisposed toward open capital accounts as a general rule.
It is difficult to argue that capital controls isolate an economy from the ben-
efits of financial markets while maintaining that one receives the same ben-
efits regardless of whether one has capital controls or not.

Finally, as we have already pointed out, we do include in our regressions
the salient features of the external environment. In particular, we include a
measure of total net financial flows to four countries in the region (South
Korea, the Philippines, Indonesia, and Thailand) in the quarterly regres-
sions (table 8.4).25 This measure is displayed in figure 8.5. The net outflow
from these countries averaged $8.0 billion in the first four quarters after Ko-
rea went to the IMF, but only $1.7 billion in the first four quarters of the
Malaysian controls.26 We also control (in both our monthly and quarterly
regressions) for U.S. interest rates, which fell significantly in October 1998.
Since we control for these differences, our results must be interpreted as the
effect of capital controls after netting out the impact of the external envi-
ronment.

Malaysia’s recovery was essentially due to the IMF-style policies it had put
in place in 1997. A related argument is that the IMF-type policies that
Malaysia followed while Anwar was still in charge of economic policy were
bearing fruit and that the recovery is attributable to the delayed effect of
these policies rather than the controls. As we mentioned above, there is in
fact scarce evidence that the real economy was about to turn around in
Malaysia. If anything, the economy was sinking deeper as time went on.

While it is impossible to be definitive on this score, it is instructive to
compare Malaysia’s performance prior to September 1998 with Korea’s.
Figure 8.6 shows a measure of the “output gap” in industry for the two
economies, calculated as the residual from a regression of the industrial
output index on a time trend and monthly dummies. The first thing that is
clear from the picture is that the recessions in the two economies were not
perfectly synchronized: Malaysia’s recession lagged behind Korea’s, which
supports our argument that the timing of the crisis was different in these
countries. More to the point in the current context, it is clear that Korea’s
turning point came in July of 1998, while Malaysia continued to deteriorate.
(Malaysia was not the only country in the region for which this was true: In-
donesia continued to experience severe decline throughout 1998 and into
1999.) The Malaysian economy bottomed out months later, in January
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25. Since financial flows are available only on a quarterly basis, we could not include a sim-
ilar measure in the monthly regressions. The latter do include other proxies for the external en-
vironment, however—namely, U.S. interest rates, inflation, and industrial production.

26. Flows to the region are obviously endogenous, but introducing this variable in the re-
gressions biases the results against the Malaysian policies: If the large outflow while countries
were under IMF programs is the result in part of the poor performance of those economies,
“controlling” for these outflows makes the IMF programs look more successful. Removing
flows from the quarterly regressions generally works to the advantage of the Malaysian con-
trols.
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1999. In other words, by September 1998 one could have been reasonably
confident that the Korean recovery had begun. There were no such signs in
Malaysia.

Malaysia made things worse for itself by delaying decisive policy action. We
have little disagreement with the view that Malaysia would have been bet-
ter off had it been able to resolve its difficulties before September 1998.
However, this is largely irrelevant to the question at hand, and not simply
because all the countries in the region experienced their share of self-
inflicted harm.

Would Malaysia have been wiser to go to the IMF in late 1997 instead of
waiting for another year and reacting as it did in late 1998? Perhaps. How-
ever, on the basis of the evidence presented here, one might also argue that
Malaysia would have fared even better if it had imposed capital controls
sooner—better than with an earlier IMF remedy, and better than it did sub-
sequently. There is presumably less of a downside to capital controls when
capital is leaving the region (as in 1998) than when it is coming back (as in
1999). Furthermore, to the extent that delay makes the eventual policy ad-
justments more costly, our results must underestimate the relative advan-
tage of capital controls.

8.7 Concluding Remarks

We posed three questions at the outset about the near-term consequences
of the Malaysian capital controls. Were the controls effective in segmenting
financial markets and providing breathing room for monetary and financial
policies? Did they allow a speedier recovery than would have been possible
via the orthodox IMF route? Did they allow the leadership to do politically
nasty things? We have given affirmative answers to all three questions. The
longer-term question about the country’s access to FDI and other forms of
external finance is harder to answer with the available evidence, and we have
not said much about it.27

This paper’s main contribution has been to recast the comparison be-
tween Malaysia and the other countries in the region in a manner that, to
our mind, makes more sense. Previous comparisons have asked how
Malaysia performed relative to Korea or Thailand after September 1998.
We have asked instead how Malaysia performed compared to Korea or
Thailand when the latter were undergoing their IMF programs (although
we made allowance for changes in the external environment). We have
shown that the first approach yields answers that on balance make the
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27. There are indications that FDI into Malaysia may have slowed down and that bond
spreads have remained a bit higher in relation to other countries in the region (Liu 2000). On
the other hand, Korea and Thailand are left with large debts to the IMF and other interna-
tional lending institutions; Malaysia did not accumulate such debts.



capital controls look bad. The second approach yields answers that make
the controls look very good.

Our preferred counterfactual is based on the view that Malaysian policies
in the summer of 1998 were unsustainable, that the pressure against the
ringgit was building up, that the economic decline was not about to be re-
versed on its own, and that the realistic alternative to the capital controls
was an IMF program of the type that the other countries undertook. For
our results to be credible, it must also be the case that we have adequately
controlled for the external environment. On the other hand, the conven-
tional counterfactual requires us to believe that the intense offshore specu-
lation against the ringgit was about to stop of its own accord, that the
Malaysian economy was about to turn the corner even without any funda-
mental change in policies, or that an IMF-style program would have pro-
duced an immediate recovery for Malaysia (even though Korea’s and Thai-
land’s IMF programs did not do so).

In closing, we simply invite the reader make up his or her mind about
which of these counterfactuals makes more sense, and to form conclusions
accordingly.

Appendix

Malaysian Controls on Capital and Exchange Controls, 
1–2 September 1998

1. Malaysia fixed the exchange rate at MYR3.80 per U.S. dollar.
2. Prior approval was required for nonresidents to be able to buy or sell

ringgit forward.
3. All sale of ringgit assets was required to be transacted through ap-

proved domestic intermediaries. This effectively shut down the operation of
the offshore ringgit market.

4. Nonresidents were required to obtain BNM approval to convert ring-
git held in external accounts into foreign currency, except for the purchase
of ringgit assets in Malaysia or for the purposes of conversion and repatri-
ation of sale proceeds of investment made by foreign direct investors.

5. Settlements of imports and exports were required to be settled in for-
eign currency. However, free exchange was maintained for all current ac-
count transactions in addition to supply of trade credit to nonresident ex-
porters of Malaysian goods.

6. Credits to external accounts were limited to salaries, wages, rentals,
commissions, interest, profits, dividends, or sale of foreign currency, ringgit
instruments, securities, or other assets in Malaysia.

7. Debits to external accounts were restricted to settlement for purchase
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of ringgit assets and placement of deposits; payment of administrative and
statutory expenses in Malaysia; payment of goods and services for use in
Malaysia; and granting of loans and advances to staff in Malaysia.

8. Domestic nationals were forbidden to export more than MYR10,000
during any travels abroad. Foreign nationals were forbidden to export more
than MYR1,000 upon leaving Malaysia.

9. After 1 September 1998, nonresident sellers of Malaysian securities
were required to hold on to their ringgit proceeds for at least twelve months
before repatriation was to be allowed.

10. A ban was placed on the provision of domestic credit to nonresident
correspondent banks and stockbroking companies.

1999 Changes in Controls

1. As of 15 February 1999, the year-long moratorium on repatriation of
investments was replaced with a graduated tax. All capital having entered
Malaysia before this date were subject to the following levies on the capital
being removed: (a) 30 percent if repatriated within the first seven months af-
ter entering Malaysia, (b) 20 percent if repatriated between seven and nine
months after entry, (c) 10 percent if repatriated between nine and twelve
months of entering, and (d) no levy if repatriated after one year of entry.

2. For funds entering Malaysia after 15 February 1999, capital was free
to enter and leave without taxation; however, profits were taxed at the rate
of 30 percent if repatriated within one year of entry and 10 percent if repa-
triated after one year of entry.
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Comment Liliana Rojas-Suarez

The paper by Kaplan and Rodrik is an important contribution to the well-
known debate on capital controls. Views on the desirability and effective-
ness of capital controls have changed quite significantly over the last three
decades. As is often the case, consensuses are questioned and revised after
a major international financial crisis, and those on capital controls have not
been the exception. For example, although in the 1970s there were large
numbers of supporters of capital controls, the debt crisis of the 1980s
brought about a renewed emphasis on the benefits of capital account liber-
alization. Many perceived capital controls, especially to the outflows, as an
incentive to perpetuate “bad” domestic policies and, therefore, to generate
capital flight. To a large extent, multilateral organizations praised the ben-
efits of capital account liberalization, while recognizing that appropriate
stabilization policies and structural reforms were needed as preconditions
for establishing capital account convertibility on a sustainable basis.1 Albeit
to very different degrees, a large number of emerging markets embarked on
a process of freeing international capital transactions as part of their over-
all reform efforts.

This consensus was revised again after the severe banking crisis that ac-
companied the exchange rate crisis in Mexico in mid-1994. The crisis led a
number of analysts to identify the benefits of capital controls to the inflows
as a “prudential” device to avoid intermediation of large amounts of short-
term capital inflows through weak banking systems. These controls have
taken a variety of forms including taxes, quantitative restrictions, and re-
serve requirements discriminating against short-term deposits denomi-
nated in foreign currency. A policy response to large capital inflows that has
gained increased acceptance with International Monetary Fund (IMF)
officials is a combination of controls on short-term inflows and liberaliza-
tion on all other kinds of flows (outflows and long-term inflows).

The East Asian crisis of the late 1990s brought about a renewed interest
in the discussion of capital controls. This time around, the motivation was
provided by the drastic controls to the outflows imposed by Malaysia on
1 September 1998. If capital controls to the outflows were assessed to be a
malaise of such long-term consequences, why did Malaysia, which imposed
controls in the midst of the crisis against the advice of markets and multilat-
eral organizations, seem not to have paid a higher price in terms of economic
recovery than the rest of the Asian countries, which abstained from impos-
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ing controls? Moreover, could it have been the case that the imposition of
controls actually benefited Malaysia by accelerating the recovery process?

Kaplan and Rodrik deal with this issue by posing two fundamental ques-
tions: (a) were capital controls in Malaysia effective in segmenting Ma-
laysian financial markets from offshore and international capital markets,
and (b) did the capital controls allow a faster economic recovery than what
could have been achieved under an IMF program? In both cases, their an-
swer is yes. The evidence presented in response to the first question is that
the controls resulted in the death of the offshore ringgit market and allowed
domestic interest rates to decrease. To respond to the second question, the
authors used a time-shifted difference-in-differences methodology (rather
than the conventional difference-in-differences) to identify the economic
outcomes resulting from the controls. Although the authors are very care-
ful in pointing out the limitations of the chosen methodology as well as the
issues that require further research, the clear policy conclusion that readers
of this paper derive is that capital controls to the outflows can be a desirable
policy tool with which to confront severe external pressures against the ex-
change rate.

In commenting on this paper, one can follow different paths. It is tempt-
ing to stress the limitations of the methodology and the restrictive assump-
tions needed and, in general, to question the real value of a counterfactual
approach in an environment where so many other things are changing. I
will, however, resist the temptation to follow that route and instead offer a
quite different interpretation of the events.

Let me start by pointing out that I strongly believe that a serious analysis
on capital controls in Malaysia needs to go beyond the sole focus on the
controls to the outflows in September 1998 to incorporate the effects that
the history of temporary capital controls on inflows had on the economy.
Throughout the 1990s Malaysia imposed a series of temporary capital con-
trols. Starting with limits on non–trade-related swap transactions on com-
mercial banks in June 1992 and following with a long list of controls to
inflows that lasted for most of 1994 (combined with the outspoken
“antispeculators” statements of Prime Minister Dr. Mahathir bin Mo-
hamad), agents dealing with Malaysian securities became aware that sud-
den changes in the rules governing transactions of cross-border financial
flows were not only possible but likely.2 This, together with limits on inter-
est rates set by the central bank (Bank Negara Malaysia), gave a strong im-
petus to the growth of the offshore ringgit market, which was free of regu-
lations and controls.3
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The motivation for imposing controls during the mid-1990s was to pre-
vent speculative inflows that could lead to an excessive appreciation of the
real exchange rate. As is usually the case, the policy intention of containing
the inflows was twofold: to maintain monetary policy independence and to
avoid a possible sudden reversal of the inflows and the concomitant adverse
effects to economic and financial stability. While the controls were success-
ful in the short run in containing the real appreciation of the ringgit, my
overall assessment of the experience is that the long-run outcome was neg-
ative, as the controls contributed to the exacerbation rather than the ame-
lioration, of the large outflows of 1997–98. I explain this contention in the
following paragraphs.

Subsequent to the imposition of controls on inflows, a typical pattern
emerged: In the face of profitable opportunities, controlling a market cre-
ates incentives to “shift” the market somewhere else, either abroad or to the
informal sector (as with Latin America in the 1980s). This is exactly what
happened in Malaysia, as evidenced by the growth and deepening of the
offshore ringgit market. As often happens, during good times (1995–96) de-
velopments in the offshore market did not conflict with the conduct of do-
mestic monetary policy, because the behavior of offshore interest rates was
consistent with domestic monetary policy. However, as experience also
shows, attempts to segment markets prove extremely difficult in bad times
(1997–98). Aware that Mahathir would resist sharp increases in domestic
interest rates in the presence of the overall economic slowdown that fol-
lowed the Thai crisis and weaknesses in domestic financial markets, specu-
lators perceived an opportunity to short the currency.4 They did so in the
“efficient” offshore market, raising interest rates to more than 40 percent
when domestic rates were kept at only 10 percent. The resulting massive
capital outflows to finance the speculation were inevitable. In other words,
by creating the market conditions to allow for large and quick building of
positions against the currency, the temporary capital controls imposed be-
fore September 1998 had long-run adverse consequences. Indeed, contrary
to the argument that the temporary controls to the inflows in the mid-1990s
limited the extent of the outflows in 1997–98, I would argue that the mech-
anisms and instruments developed in the offshore market after the inflow
controls allowed for a very rapid transfer of large amounts of resources
abroad.

It is in this context that Malaysia imposed drastic capital controls on out-
flows on 1 September 1998. How one interprets their effectiveness largely
depends on what side of the debate one is on. If one is a defender of capital
controls, one will argue, like Kaplan and Rodrik, that the controls worked

434 Ethan Kaplan and Dani Rodrik

4. The extremely high ratio of stock market capitalization to GDP reflected the large
amounts of bank credit dedicated to the purchase of stock (see Dornbusch, chap. 9 in this vol-
ume). In this environment, it was easily perceived by speculators that sharp increases in do-
mestic interest rates would have severe adverse consequences to domestic financial markets.



because they killed the offshore ringgit market and, therefore, stopped the
speculation. However, even assuming that the authors are right and that the
speculation was not dying at the time controls were imposed (as argued by
International Monetary Fund [IMF] reports; see, e.g., IMF 1999), the crit-
ical issue to me is that the attack did not have to start in the first place—at
least, not with the severity it did. The combination of a “relative” low do-
mestic interest rate policy, domestic financial fragilities, and a free offshore
market that had grown enormously because of the history of controls in
Malaysia was deadly. The offshore ringgit market attracted large amounts
of capital outflows, and that capital was gone at the time the controls were
imposed on 1 September 1998. True, the controls killed the ringgit market,
but to call that “effective” is, from my point of view, a somewhat near-
sighted account of events. My view is that although temporary drastic cap-
ital controls can work in the short run, they also have permanent adverse
effects in the long run and tend to reduce the effectiveness of intended poli-
cies.

However, Malaysia recovered after the imposition of capital controls to
the outflows, and if this recovery can be attributed even partly to the impo-
sition of drastic controls to the outflows, many would find the controls jus-
tifiable. Once again, however, there is no consensus about the causes of the
recovery. While Kaplan and Rodrik find evidence that Malaysia’s output
performance was better off with the controls than with the counterfactual
of an IMF program, others argue that external events such as the sharp cut
in U.S. Federal Reserve rates were at the core of the recovery of the Asian
economies, including Malaysia. Given the multiplicity of fast-moving
events taking place in the international capital markets, I think the rela-
tionship between economic recovery and outflow controls in Malaysia will
remain an unresolved issue.

Kaplan and Rodrik support their empirical exercise by arguing that the
relevant and realistic alternative to the capital controls in Malaysia was an
IMF program, similar to the ones in Korea and Thailand, rather than the
continuation of existing policies. Although I can see the merits of analyzing
the alternative “counterfactuals,” the truly interesting question from my
point of view is why capital controls to the outflows were indeed an option
open to the Malaysian authorities. Isn’t the fear of a potential lack of access
to international capital markets a powerful deterrent for countries to follow
this policy? We did not see other countries in the Asian region or elsewhere
reacting to the crisis with the imposition of drastic controls. Why was
Malaysia different? I believe that the best answer to this question can be
found in Haggard and Low’s (2000) interpretation of events. Mahathir did
not fear exclusion from international capital markets because Malaysia had
secured funds from Japan through his outspoken support to Japanese for-
eign policy initiatives, the most prominent one being a Japanese-centered
Asian Monetary Fund. Indeed, as shown by Haggard and Low, Japan be-
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came a major source of external finance to Malaysia during the period
1998–2000, including funds from the Miyazawa Initiative.

Thus, to me, the lessons are quite different from those than can be derived
from Kaplan and Rodrik’s paper. First, examining the entire recent history
of capital controls in Malaysia leads me to conclude that controls were part
of the problem and not part of the solution. It was because of the problems
generated by temporary controls on inflows in the mid-1990s that radical
measures against the outflows became a policy choice.

Second, an emerging market does not have to fear loss of access to inter-
national capital markets if it can negotiate financial resources on a political
basis. Will we see the emergence of a Japan-dominated Asian Monetary
Fund as the result of political agreements between countries in the region?
Could such an institution be effective in helping to prevent crises, or would
the political arrangements exacerbate the moral hazard problem and, in-
stead, contribute to unsustainable policies? Of course, it is now too early to
attempt to provide answers to these questions.

Understanding the Malaysian events fully also allows us to explain why
other regions of the emerging-market world, such as Latin America, could
not be in a position to deal with the international financial crisis and avoid
contagion through capital controls. The straightforward reason is that
Latin America was not in a position to secure access to international
sources of funds beyond those available in the international capital markets
or through multilateral organizations.

In 1993, I wrote a paper with Don Mathieson on the issue of capital con-
trols (“Liberalization of the Capital Account”). Our conclusion was that
the effectiveness of capital controls could at best be only temporary and that
it depended on initial conditions (the degree of economic and financial im-
balances). I believe that our basic conclusion remains as valid now as it was
then, but the Malaysian experience has added an interesting new dimension
to the analysis. Among initial conditions, the off-market political capacity
to arrange for external (or internal) sources of funds needs to be taken into
account.
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Discussion Summary

Nouriel Roubini disputed the view that the Malaysian capital controls were
effective. According to him, in the summer of 1998 when the controls were
imposed, the speculative pressure from the hedge funds was already relieved
as a result of the hedge funds’ huge losses following the Russian default, the
intervention in Hong Kong, and the reversal of the yen. He said that hedge
funds had already begun to reduce their positions in these countries at that
time, which led to a major appreciation of the currencies of Australia, New
Zealand, Singapore, and South Africa.

Roubini also noted that the overall market conditions in Malaysia before
the crisis were better than in other crisis countries: The current account
deficit was mostly financed by foreign direct investment, and the real de-
preciation of the ringgit was not as large as in other countries. Despite this,
he said, the recession in Malaysia during the crisis was as deep as in other
countries, and this implied that there was a lot of political rhetoric against
speculators in Malaysia.

Finally, Roubini said the data suggested that Malaysia had similar expe-
riences as other countries. It was growing at a speed similar to that of other
countries until 1997, was struck by as big a recession as the others in 1998,
and recovered similarly afterward. For example, the fall of nominal interest
rates in Korea and Thailand (where no capital control was imposed) be-
tween September and December 1998 was as sharp as in Malaysia. In ad-
dition, Malaysia was effectively following an IMF program during the cri-
sis period. He concluded that all the evidence suggests that there is no
difference effectively across crisis countries and no evidence to support the
claim of the effectiveness of capital control policies in Malaysia (relative to
the IMF programs followed by other countries).

Shang-Jin Wei pointed out that some of the largest negative effects of
capital controls are potentially the loss of confidence and foreign invest-
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ment and the difficulty for the country to access foreign capital markets.
Therefore, it is striking that the paper found that foreign direct investments
in Malaysia were not affected. Wei also suggested studying the possible dif-
ferential effects of capital controls on different forms of capital flows in
addition to those on the total amount of capital flows.

Martin Feldstein commented that the wealthy Chinese minority in In-
donesia, which used to be protected by the Suharto regime, pulled out its
capital at the fall of Suharto. He asked if the Chinese minority played a
comparable role in Malaysia and if this posed a considerable risk for the
Mahathir regime. Feldstein also asked how the authorities in other Asian
countries think of the Malaysian capital control policies as a way to deal
with currency crises.

Eduardo Borensztein emphasized international trade as an important
part of the external environment. He said that the reason Korea and Thai-
land did not experience much export expansion after their large devaluation
was regional; that is, exports to Asia dropped dramatically. He said that the
recovery of the region was very important and explained why the recovery
of Malaysia was synchronized with other countries in the region.

On whether the controls were effective, Borensztein added that foreign di-
rect investors could circumvent the control policies through big loopholes,
as their remittance and dividend payments were not constrained. Had there
been a large differential in interest rates, multinational companies could
easily have circumvented the controls. He said that the fact that we did not
see these evasive actions on the part of multinationals suggests that the con-
trols were probably not binding.

Robert Dekle noted that the capital controls of Malaysia imposed in 1994
reduced its capital inflow relative to the GDP dramatically (from 2.00 per-
cent to 0.02 percent). He said that this was why Malaysia had much less cap-
ital inflow than other countries in 1997 and that it also played a key role in
saving Malaysia from the contagion of the crises.

Roberto Rigobon made the remark that the results of the paper were
partly driven by the data on interest rates, which were affected by the off-
shore interest rates. He pointed out that the financial indices constructed
with overnight interest rates on stock markets or exchange rates would date
the Malaysian crisis much before December 1998 because the devaluation
of the ringgit was much greater and overnight interest rates were much
higher in 1997. He asked if the finding on the effectiveness of capital con-
trols would be robust to these indices. Rigobon also commented that the
finding that capital controls were not, at least, damaging, is a point worth
emphasizing, given that most priors about the capital control policies are
that they are costly.

Charles W. Calomiris noted that the external environment controls
mainly had to do with the United States, which is a major source of the im-
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port demand for Malaysia. He suggested including trade-weighted real ex-
change rate changes of Malaysia’s export rivals in the regression.

John McHale asked why Malaysia was under such a great financial pres-
sure in the middle of 1998. He suggested that one possible explanation
could be that Malaysia was perceived as a country that would contemplate
imposing capital controls and the investors had an incentive to get their
money out of the country. The option of imposing capital controls in diffi-
cult circumstances can therefore create a situation in which it is actually
needed, remarked McHale.

Sebastian Edwards emphasized that when evaluating the control policies,
it is important to note that Malaysian capital controls were temporary. He
said this is a different situation from the earlier controls reported in his
book on exchange rate crises (1999), in which he looked at forty major crises
in the 1960s and 1970s and found that capital controls were imposed mostly
after the crises and were not lifted after a long period (three years).

Ethan Kaplanfirst said that he agreed with the comments that the long-run conse-
quences of the capital control policies are not clear. He said that the paper addressed
a more modest question, namely, whether capital controls were effective in terms of
increasing various measures of real and financial performance, such as growth rates,
consumption, investments, and trade.

To the criticism that one cannot compare the experience of Malaysia to
that of Korea and Thailand to identify the effects of capital controls be-
cause the controls were imposed during a big political change, Kaplan an-
swered the following. He said that this is a general problem with cross-
sectional analysis, especially when there are so few observations (countries)
and so many characteristics that vary. One has to make a judgement re-
garding which variables to include, which cannot be done without a prior
on what matters and what does not. In the paper, he and Dani Rodrik looked
for the main difference between the effect of the imposition of control poli-
cies in Malaysia versus the effect of the IMF program in other countries,
and the results were in favor of Malaysia. He said that one can offer several
alternative explanations that are consistent with the findings, such as polit-
ical changes in Malaysia or external regional effects. Nevertheless, Kaplan
said that he believed that capital controls had a decent impact.

On the nature of the different experiences of Malaysia and other crisis
countries, Kaplan said that their preliminary study suggested that, among
the components of GDP, the differences on the impact for GDP lie in con-
sumption and imports.

Rodrik said that although one could argue about the exact reason for
Malaysia’s recovery after September 1998, it was not obvious that this re-
covery would have automatically occurred at that time. Although Korea
had clearly begun to recover in September 1998, there was nothing similar
going on in Malaysia at that point.
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One concern of the Malaysian authorities was social stability and the
interethnic balance between the Chinese and Malay communities, which
was extremely important for the political leadership. After seeing the ex-
perience of Indonesia after the IMF program, which intensified tension and
led to interethnic strike, Malaysian authorities were determined to avoid
such an outcome. Rodrik said that capital control policies had social bene-
fits if one thought of their role in maintaining the interethnic balance in the
face of the potentially explosive situation in Malaysia.

Finally, Rodrik emphasized that the capital control policies were not the
same as the IMF programs implemented in other crisis countries. For ex-
ample, when the IMF came the interest rates went up and banks were
closed, whereas with capital controls the interest rates were reduced and
there were no bank closures. The fiscal policy proposed by the capital con-
trols was expansionary from the outset as opposed to starting from a con-
traction and changes over time in the IMF program. Moreover, the ex-
change rate was fixed under capital controls rather than being allowed to
float and therefore suffering a much greater depreciation subsequent to hav-
ing an IMF program. Finally, the issue of the resolution of the uncertainty
was also very different. Once it was clear that the controls were going to be
effective, they resolved the uncertainty in the system effectively, which
played an important role in the recovery. On the other hand, Rodrik recog-
nized that capital control policies did have distributional consequence;
some of the benefits of the stability were reaped by the cronies of Mahathir.

Rodrik concluded by saying that even though it was true that Malaysia
looked no different from an average crisis country in terms of real perfor-
mance, this does not necessarily mean much. Malaysia could have gone the
Indonesian way and done much worse, or imposed capital controls sooner
and—on the evidence in the paper—done better.
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The Asian crisis came as a big surprise to all: investors, credit rating agen-
cies, international institutions, and, not least, officials in the crisis countries.
There is no question that the long-run performance, hard work, high saving
rates, and seemingly competent officials all added up to create a powerful
presumption that all was well.1 They gave assurance that problems, if any,
would be isolated and manageable, and because everyone held that belief,
everyone reinforced everyone else’s unquestioned beliefs. There was equally
no question that, once the weakness in balance sheets revealed itself, every-
one’s skepticism was profound, and their willingness to remain invested was
undermined. In preceding crises there had been little surprise; after all,
crises tended to occur in the usual suspects of Latin America, which never
came as a surprise. This time, the crisis struck the Asian miracle, but the
mechanisms differ little.

What differs in the case of Malaysia, however, is the forceful reaction of
the leadership and the departure from traditional postcrash responses.
Prime Minister Dr. Mahathir bin Mohamad staged a dramatic rejection not
only of speculators and the international capital market but also of inter-
national officialdom. He took recourse to financial restrictions with quite a
bit of grandstanding and, indeed, claimed that the country was successful
in averting worse consequences and recovering precisely because of these
measures. He obviously and righteously delighted in sticking a finger in the

9
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Then the unexpected happened. The Asian miracle was shat-
tered almost overnight and suddenly once fawning economists
argued that all it really had been was a bubble, over-inflated by
corruption, cronyism and bad loans. Asians were not only im-
poverished but were blamed for impoverishing themselves.
—Mahathir bin Mohamad (1999, 47)
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eye of the International Monetary Fund (IMF) and Group of Six (G6)
treasuries.2 It remains to be explored whether his claim is indeed appropri-
ate or whether it is primarily the domestic grand-standing of a weakened
and challenged leadership that uses international issues to deflect attention
from severe domestic political problems.3

The Malaysian case deserves attention not only on its own terms but also
because the presumption of capital controls in response to crises—failing
an early and gracious arrival of the IMF—has become far more of a con-
cern. After all, how can a finance minister assert that it is good policy for
the country to experience a meltdown, as a matter of principle, to accom-
modate departing investors? Moreover, if it could be demonstrated that this
policy had an appreciably positive effect in a crisis, policy makers would
have to change their views and welcome such a development. Of course, a
presumption of capital controls would create a very trigger-happy interna-
tional environment. It might be argued, with some merit, that the environ-
ment is already explosive and that what is missing is a good response.
Hence, it is no surprise that countries incline toward the national solution,
and it does make for good rhetoric.

In evaluating the Malaysian experience, it must be understood that two
crises were unfolding simultaneously for this country. One was the Asian fi-
nancial crisis, which brought down countries with vulnerable financial
structures. The other was the domestic political crisis that arose from the
challenge to Mahathir by the deputy prime minister and finance minister,
Anwar Ibrahim. In the eyes of the leadership, the political crisis must have
seemed at least as critical as the financial crisis; indeed, the financial crisis
offered a means to sustain and reinforce political control by creating an eco-
nomic state of siege and policy response. It surely is not a coincidence that
Anwar was deposed literally the day after capital controls were imposed.

If capital controls have not delivered economic results clearly superior to
those of IMF assistance, that does not mean they failed on the political side.
The attacks on speculators who were alleged to have undermined the Asian
dream and the Malaysian model were central to the effort to ward off chal-
lenges to Mahathir’s leadership. These attacks were intended to convince
their audience that the economic development model (including the 2020
vision and the ambitious public investment programs) was right and that
the rest of the world was wrong. For the time being, they have been effective
in this effort.4
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2. I cite G6 because Japan is not on record as questioning Malaysian policy responses. On
the contrary, it participated with them and led the call for an Asian IMF and new and differ-
ent policy responses to regional financial crises.

3. See Haggard (2000), Haggard and Low (2000), and Terence Gomez and Jomo (1999) for
the political setting and its link to capital controls.

4. See Mohamad (1999), where Mahathir presents the case.



9.1 Capital Controls

In the 1930s, Nazi Germany invented capital controls, and soon, in an en-
vironment of capital flight and competitive depreciation, much of Europe
adopted controls as well. The system become pervasive and accepted. In-
deed, in the move toward rules paralleling the establishment of the IMF and
the rebuilding of a more open world economy, capital account convertibil-
ity was not part of the picture. It came to the fore much later, after 1958,
when Europe gradually and unevenly shifted to full convertibility. The
usual suspects, France and Italy, took until the late 1980s to make the tran-
sition. Britain did not abolish exchange control until the Thatcher govern-
ment, and in Japan or on the periphery the transition took even longer.
Opening the capital account became the focus of U.S. financial policy in the
late 1980s and particularly of the Rubin-Summers treasury, whose agenda
was opening financial services trade and domestic financial deregulation.
Repressed finance gave way to an opening of domestic finance and to more
substantial freedom for cross-border flows.

The case for integrated international capital markets is just like that for
open trade: a more efficient allocation of resources achieved by competi-
tion, diversification opportunities, and equalization of risk-adjusted re-
turns. In addition, just as in the case of open trade, an overwhelming case
can be made that restrictions to capital flows create a hotbed of privilege
and corruption around exceptions and loopholes. Finally, the expectation
is that an open capital market—and the accompanying international stan-
dards, regulation, and supervision—will do a better job at allocating capi-
tal than politicized and corrupt local arrangements.

Although a tremendous amount of work reports on the costs of trade dis-
tortions, little is available on the issue of restricted capital accounts.5 For ex-
ample, no evidence that countries with open capital accounts (other things
being equal) grow faster has been reported, nor has the converse been the
case. There is, however, work showing that countries with high black-
market premiums (meaning that capital controls are binding) do perform
more poorly. However, these premiums reflect not only controls but also
macroeconomic instability, and hence may not be conclusive.

We might approach the question of the effects of controls somewhat dif-
ferently by asking what we would expect from a country imposing controls
on capital flows. In the long run, in the absence of regulatory and tax dis-
tortions, we would expect controls to imply a less effective allocation of re-
sources and hence less growth or diversification. In the short term, controls
play quite a different role. If they are imposed in the midst of a crisis, unan-
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5. Even the evidence on trade is not unambiguous. See Brock and Durlauf (2000), Rodriguez
and Rodrik (1999), and Doppelhofer, Miller, and Sala-i-Martin (2000).



ticipated and temporary, they will work in the sense that they stop outflows,
reduce pressure on the exchange and interest rates, and hence avoid a state-
of-siege situation that results in excess bankruptcy and disruption. They are
analogous to a suspension of trading on the New York Stock Exchange or
the Nasdaq or to a bank moratorium—they stop the run and offer time to
set things straight.6 Economists’ concern with ad hoc capital controls is less
with the description offered here than with the feared implication that they
will become a substitute for setting things straight. Malaysia is, of course, a
case in point. The major question, obviously, is whether the issue is to gain
time or to make lasting changes in freedom of resource allocation. The for-
mer endeavor deserves much attention, whereas the latter is politically at-
tractive but lacks economic support.

Moving now to the question of Malaysian controls, what might be ar-
gued? Supporters would no doubt claim that in the absence of controls the
collapse would have been far deeper, the recovery much more difficult, the
lasting damage far more profound. If this is the case, a capital-control coun-
try—other things being equal—will look much better than the other coun-
tries that are exposed to the same initial shocks but respond with orthodoxy
rather than controls. Specifically, to make some progress on these issues, we
should answer these three questions:

• On the eve of the crisis, was Malaysia appreciably different in its vul-
nerability from other crisis countries? If so, is that the possible expla-
nation for its purported success in dealing with the problem?

• Did the policy measures—banking, stock market, and capital controls;
business subsidies—perform significantly better than in other econ-
omies? Better performance means higher growth, less volatility, and
less-pervasive bankruptcy without any offsetting large increases in pub-
lic debt.

• Is there an indication of lasting costs, or benefits, to the policy choices?

It is as well to anticipate our conclusion. The costs or benefits of capital
controls remain ambiguous, despite their ostensible success in Malaysia. In
actual fact, Malaysia had more favorable preconditions, it did not perform
appreciably better than other crisis countries, and the timing of controls co-
incided with the reversal of the appreciation of the yen, the end of the crisis
elsewhere, and Federal Reserve rate cuts that put an end to the crisis at-
mosphere in world markets. Nevertheless, the reverse case equally holds.
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6. In the aftermath of the 1987 stock market decline, the Brady Commission reviewed the
question of suspending trading and came out in support of circuit breakers as a means to re-
store markets. On the Nasdaq, trading is suspended for companies for whom information is
unavailable. These cases seem to present an interesting analogy for defensible limited-time
capital flow suspensions. If a circuit breaker lasts half an hour on the New York Stock Ex-
change, the equivalent for an emerging-market capital flow suspension might be a month.



There is no evidence that capital controls or the failure to apply an explicit
IMF program so far had obviously detrimental effects.

9.2 The Background

It is helpful to examine the context of the Malaysian events. The relevant
time frame extends from the Thai problems that began in spring of 1997 to
the interest rate cuts administered by the Federal Reserve in the aftermath
of the Long-Term Capital Management (LTCM) problem and the Russian
crisis. Various Asian economies joined the crisis progressively.

May–July 1997 Pressure on Thailand, exchange control, two-
tier market, and devaluation occur.

July The Philippines go to a float; Malaysia aban-
dons support for the ringgit; Thailand goes to
the IMF.

August Thailand suspends forty-two banks; Indonesia
abandons rupiah support; Malaysia restricts
short selling; Indonesia restricts credit for ru-
piah trading.

October Indonesia goes to the IMF; Malaysia an-
nounces austerity budget; Hong Kong dollar
comes under attack.

November Korea abandons won support and goes to the
IMF.

December Rescue package is designated for Korea.
January 1998 Malaysia announces full deposit guarantees.
January–August Asian IMF packages are revised; financial re-

structuring and downgrading take place.
May Indonesia’s Suharto steps down.
August Russian crisis occurs; yen peaks.
September LTCM crisis occurs; Malaysia imposes capital

controls; Deputy Prime Minister Anwar Ibra-
him is deposed.

September–November Federal Reserve cuts rates by 75 basis points.

The background of the Asian crisis includes the large buildup of capital
inflows in the first half of the 1990s—not foreign direct investment (FDI)
but bank loans and portfolio capital (see IMF 1999b). The crisis involves
the sudden drying up and reversal of these flows in 1997 and the resulting
macroeconomic pressures of currency depreciation, high interest rates, out-
put decline, and financial stress. This reversal in capital flows is shown in the
accompanying figure for the Asian crisis economies as a group. The coun-
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terpart of the reversed capital flows is a reserve loss and current account
surpluses in the crisis economies.

The pressure for outflows soon reached all economies. Within six months
following the Thai debacle, Indonesia, Malaysia, the Philippines, and Ko-
rea had been hit, and Hong Kong had come under attack.

One summary measure of events is the path of real gross domestic prod-
uct (GDP). After performing well up to 1996, growth declined in 1997 as the
economies shifted toward crisis. In the following year, 1998, output de-
clined everywhere; by 1999, recovery was under way. By 2000 even per
capita GDP is above precrisis levels. Judged by these standards, the crisis
was as short as it was deep. However, other measures show more lasting
damage, including an impaired banking system, a significantly higher
public debt everywhere, and a loss of growth momentum, accompanied by
the resulting temptation for governments to step in. Another measure that
might indicate differential performance is the real exchange rate. One might
argue that in a capital outflow crisis, other things being equal, countries
with controls suffer a less extreme real depreciation. That argument is not
borne out by the accompanying figure.

9.3 A Closer Look at Malaysia

This paper does not address the immediate reason for the crisis. Chapter
16 in this volume offers a summary of the vulnerability factors—misaligned
real exchange rates, nonperforming loans in the banking sector, and the
funding risk of the national balance sheet due to excess debt or mismatches
of maturity and currency denomination.

With the pressure of capital outflows and increases in interest rates—al-
ready under way since early 1995—and poorer export performance, growth
did give way. Ultimately, industrial production declined, only resuming
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Fig. 9.1 External capital flows for crisis-Asia (US$ billions)



growth in early 1999; investment as a share of GDP fell sharply, to only half
its previous level; the stock market fell sharply; and the real exchange rate
depreciated substantially.

Much of the macroeconomic scene involves the problems of banks and
firms whose balance sheets are unprepared for exchange rate movements,
slowdowns, or recessions. The responses of restructuring, bailing out, and
subsidizing are certainly part of the controversial legacy. However, this part
of the recovery process does not differ importantly from that of other
economies, in which none of these responses took place promptly, deci-
sively, or successfully.
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Fig. 9.2 Malaysia and other crisis countries: GDP growth

Fig. 9.3 Real exchange rate (January 1970=100)



Table 9.1 Malaysia: Economic Indicators

1990–95 1995 1996 1997 1998 1999 2000

Growth 8.9 9.8 10.0 7.5 –7.5 5.4 8.5
Inflation 3.7 3.2 3.3 2.9 5.3 2.8 1.5

Investmenta 37.5 43.6 41.5 42.9 26.7 22.3 24.1
Budget deficitsa –0.4 3.2 3.9 6.1 –0.9 0.2 –2.6
Current accounta –5.8 –9.7 –4.4 –5.6 12.9 16.0 12.1

External debt ($Bill) 34.3 39.7 47.2 42.6 43.6 45.0
% of GDP 38.7 39.3 47.1 58.8 55.2 50.4
% short term 19.1 27.9 25.3 17.8

Reserves ($billions) 23.8 27.0 21.7 26.2 30.9 33.2

Source: Goldman Sachs, except % short term (IMF 1999c).
aPercent of GDP

Fig. 9.4 Malaysia: Money market and lending rates

Fig. 9.5 Malaysia: Stock market (index January 94=100)
Source: Datastream.



9.4 Capital Controls and Their Effectiveness

One possibly critical difference between Malaysia and other crisis
economies in the region was its imposition of stringent capital controls on
1 September 1998. This went further than the Thai measures, which had al-
ready been suspended by then, and the credit measures that had been used
elsewhere to avoid financing capital flight. The details of the capital controls
essentially involved the mandatory repatriation and one-year holding of
offshore ringgit funds as well as restrictions on outflow.7 These controls
were partially relaxed in February 1999 to become a system of graduated
exit taxes. FDI flows throughout were exempt, and the exchange rate was
fixed. The drastic attack on capital flows had the effect of stopping capital
flows in both directions, as shown in figure 9.8, which uses portfolio flow
data (made available by State Street Associates).

According to the canons of IMF policy and commitments, the impo-
sition of capital controls was, of course, a radical measure. Whatever the
reason it was imposed, Mahathir justified it with a quotation from Paul
Krugman: “[E]xtreme measures might be needed for extreme times” (see
Mohamed 1999, 106). In his justification for dispensing with classical fi-
nancial rules, he might equally well have quoted Keynes: “[I]t is better for
reputation to fail conventionally than to succeed unconventionally.”

Where controls decisive in producing this turn of events, or was it taking
place anyway? It is readily seen from the graph above that the stock market
recovery turns in September, as does the recovery of industrial production.
The same is true for short-term interest rates. It is tempting, therefore, to see
the imposition of capital controls as the turning point. However, as the IMF

Malaysia’s Crisis: Was It Different? 449

Fig. 9.6 Malaysia: Real effective exchange rate (JPMorgan Index 1990�100)

7. See IMF (1999a, 54–56; 1999c). For further references to Malaysian capital controls, see
Ariyoshi et al. (2000), Edison and Reinhart (2000), Kaplan and Rodrik (chap. 8 in this volume),
and Koay (2000).
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has rightly argued, at the time that capital controls were imposed, markets
had already settled in Asia and interest rates had started to decline—and
would soon do so everywhere under the impact of Federal Reserve rate cuts
and a reduction in jitters. In fact, rates in Korea and Thailand had fallen by
August to half their June levels, and the same was true in Malaysia.

In fact, as we see from the offshore rates for Malaysia and thus the inter-
est rates faced in the open market, which reflect depreciation expectations,
much of the pressure had subsided before the 1 September imposition of
capital controls. By August, the offshore rates had, in fact, declined to
around 10 percent, far below the crisis level. Interestingly, the spike in the
graph at the end represents the time the controls were put in place and
reaches 28 percent on 1 September! Thus, the claim that the pressure con-
tinued unabated is simply not borne out by offshore interest rates. On the
contrary, the advent of controls raised rates. The political interpretation of
the controls thus deserves more attention.

9.5 Should Malaysia Have Done Better?

Another way of approaching the question of non-IMF policies and the
claim that Malaysia performed well with such policies is to ask how the
country compared to others in vulnerability. Two issues influence perfor-

Malaysia’s Crisis: Was It Different? 451

Fig. 9.8 Malaysia: Portfolio flows



mance: initial conditions and policy responses. If performance was not sub-
stantially different across different countries, one might argue whether it
should have been simply because initial conditions were significantly more
favorable or unfavorable to start with. In particular, very bad balance sheets
would imply more difficulty in dealing with the crisis and hence poorer per-
formance. On the other hand, better vulnerability indicators would mean
less stress and hence better performance.

Tables 9.2 and 9.3 show a series of vulnerability indicators. In table 9.3,
Malaysia looks relatively good in the debt-equity ratio of the corporate sec-
tor and, importantly, the ratio of short-term external debt to reserves. Both
the stock market GDP ratio and the private credit GDP ratio are high.
These were, indeed, vulnerable areas because the high valuation reflected
the vast amount of bank credit lent to stock purchases (7 percent of GDP).

In table 9.3 we look at the status of the banking system by 1999. Malaysia
looks relatively favorable in nonperforming loans as a share of total loans.
As a ratio of GDP, however, these numbers are high, reflecting the large
share of private credit relative to GDP. In Malaysia compares favorably in
cleanup cost, all the more so because the Korean numbers almost certainly
understate the cost of restructuring the banking system and the corporate
sector.

Table 9.4 looks at some numbers for debt and debt structure in the cor-
porate sector. Again, in no way does Malaysia stand out unfavorably. Public
debt in 1996 is higher than in Korea or Indonesia, but certainly not alarm-
ingly so; the banking system and private investment (with or without crony-
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Table 9.3 Nonperforming Loans and Increased Public Debt in 1999

NPL/Total NPL/GDP Increase in Public Debt/GDP (%)

Indonesia 55 22 68.6
Korea 16 23 20.7
Malaysia 24 35 16.0
Thailand 52 53 34.6

Source: IMF (1999a), World Bank (2000).

Table 9.2 Vulnerability Indicators in 1996

Stock Market Debt/Equity Private Bank Short-Term External
Cap/GDP Ratio Credit/GDP Debt/Reserves

Indonesia 40.0 310.0 55.4 177.0
Korea 28.6 518.0 57.6 193.0
Malaysia 310.0 150.0 89.8 41.0
The Philippines 97.3 160.0 49.0 80.0
Thailand 55 250 100 100

Source: World Bank (2000, 70).



ism) were financing the development strategy, unlike in Latin America.
However, Malaysia initially shows a better-rated banking system, lower
debt and equity in corporations, and a maturity of debt that is not substan-
tially shorter than elsewhere.

In sum, Malaysia was in no way more exposed than other crisis countries
and, for that reason, should not have been doing worse. Accordingly, it can-
not be argued that the effects of capital controls is contained a situation that
otherwise would have been much worse than those of other countries. Once
again, then, there is no evidence one way or the other.

One more question is whether Malaysia enjoys lasting benefits from the
continuing capital control regime (see Bank Negara Malaysia’s website for
the bureaucratic aspects of ongoing circulars modifying the regime). The
answer here is surely that it is far too early to judge the impact, if any. In the
Exchange Rate Mechanism experience in Europe, the Netherlands paid a
small but lasting price for a one-time devaluation that broke with the tradi-
tion of fixed rates on the deutsche Mark. In emerging markets, differentials
reflect ongoing control regimes, macroeconomic instability, and, impor-
tantly, political uncertainties. To identify the capital control “misconduct”
premium is overly ambitious.
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Comment Michael P. Dooley

I would like to underline two of the many interesting points Rudi Dorn-
busch makes in this paper. First, it seems to me that he is correct in arguing
that politics had more to do with the imposition of controls in Malaysia
than did welfare economics. Controls imposed after nonresidents have
committed their funds are an excellent way to deflect blame for a financial
crisis away from the authorities and onto foreign speculators. They also dis-
tance the chief executive from those who encouraged opening in the first
place. This is not just an emerging-market phenomenon. President Nixon
condemned the gnomes of Zurich as the Bretton Woods system of fixed ex-
change rates unraveled in the early 1970s.

In reviewing work on capital controls a few years ago (Dooley 1996) I
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found this to be a recurring theme. Economic analysis provides a variety of
rationales for capital controls. However, economists are usually embar-
rassed when politicians invoke their arguments to undertake control pro-
grams that are unrelated to the theory. Moreover, once in place, control pro-
grams take on a life of their own and outlive the original rationale. This is
not a new idea: Cairncross (1973) and Dornbusch (1986) argue convinc-
ingly that control programs that might once have been sensible involve sub-
stantial long-run costs. Dornbusch’s warning in this paper that we will have
to see if the Malaysian controls are costly is based on solid historical evi-
dence.

Is there a sensible economic rational for the Malaysian response to the
financial crisis? The answer is clearly yes. As Dornbusch points out, a sus-
pension of payments is the classic response to a bank run. If the Asian melt-
down was a liquidity crisis, an efficient way to help investors select the good
equilibrium is temporarily to stop the run until they come to their senses. In
the end, investors will thank authorities for doing so. Moreover, the expec-
tation that the authorities will use controls to stop runs and the unnecessary
real costs associated with them will encourage capital inflows.

I do not believe this is a useful model for the Asian crisis, but the Inter-
national Monetary Fund and many others do. Thus, the question remains:
If there are conditions under which capital controls can be an effective pol-
icy instrument, why do we have so little evidence that they have been utilized
effectively? As Dornbusch points out, one reason is the difficulty in setting
out the counterfactual. The other, I suspect, is that political economy makes
the sensible use of controls an exceedingly rare event.
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Discussion Summary

Nouriel Roubini remarked that the issue of contagion was not discussed in
the paper. He said that around the time that Malaysia imposed capital con-
trols, Russia had already imposed similar measures after it devalued and de-
faulted. Paul Krugman also argued that capital controls were a good idea
and urged crisis countries to impose them. Given that we know that capital
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controls can be effective only when they are not anticipated, and that they
can actually cause capital flight and even crises when anticipated, Roubini
said that it is important to study how contagion affects the effectiveness of
the Malaysian capital control policies. This is especially the case because
there seems to be a risk of many emerging markets’ imposing capital con-
trols.

Roubini also said that it was important to distinguish between radical
controls—such as killing offshore markets—and partial controls. One ma-
jor difference between these two control policies is that partial controls
“leak.” For example, Thailand imposed controls in May 1997 on nonresi-
dents’ ability to borrow in the local currency, which led to a large interest
rate spread between the domestic and foreign markets. These controls were
effective for a short time, but the substantial difference in interest rates cre-
ated a huge incentive for investors to take the money abroad for a higher
rate of return, which eventually led to the collapse of the Thai baht. Similar
partial control policies were in practice in Malaysia in 1998, which may
have worsened the situation there by increasing the speculative capital out-
flow rather than reducing it.

Anne O. Krueger noted that Malaysia had a big problem in 1995, which
triggered a large cut in the fiscal deficit and other policies. This brought a
partial restabilization to Malaysia’s economy and was the reason that
Malaysia was in better shape than other countries before the crisis. Krueger
suggested referring to the 1995 event in the discussion. Krueger also said
that the failure of the return of foreign direct investors to Malaysia might
reflect that they lost confidence in forward contracts in Malaysia after the
imposition of capital controls.

Martin Feldstein raised a few questions. First, he asked whether Malaysia
carried out the kinds of structural reforms that the IMF required in other
countries even though it did not officially adopt the IMF program. His sec-
ond question was related to a point made by Michael P. Dooley, namely, that
Malaysia actually imposed capital controls before the official announce-
ment of the controls. He asked if the difference between the earlier controls
and the official ones merely consisted of the treatment of foreigners, as
Malaysian residents could not take money out of Malaysia (while foreign-
ers could) before the official controls were imposed in September 1998.
Third, he asked what happened to the foreign creditors whose capital was
frozen in Malaysia due to the controls after the controls were lifted.

In response to Feldstein’s first question, Robert Dekle cited an IMF Se-
lected Issues paper on Malaysia, which described the financial reforms tak-
ing place in Malaysia. These reforms were similar to those in other program
countries.

Kristin J. Forbes suggested including a discussion of the inefficiencies in
the corporate sector before the Asian crisis, such as overleveraging and low
profits, in evaluating the capital control policies. She said that one potential
beneficial effect of the crisis is that it forces restructuring in the corporate

456 Rudi Dornbusch



sector and induces the companies to use capital more efficiently, focusing
on profitability instead of growth. She asked if there was evidence showing
that capital controls prolonged this cleansing process and whether Ma-
laysia would suffer in the long run.

Simon Johnson supported Dornbusch’s critique of the methodology used
in the paper by Ethan and Rodrick, in particular the timing comparison. He
pointed out that there was tremendous political uncertainty in Malaysia in
the summer of 1998, due to the fact that Anwar was trying to pursue IMF-
type policies that were squeezing the Mahathir-connected firms. The polit-
ical instability manifested itself in a fight at the party congress, and there
was a serious probability of social disorders and even isolated riots. When
the capital control policies were imposed and Anwar was deposed, the stock
market went up, especially the Mahathir-connected firms, while the Anwar-
connected firms suffered. Johnson said that this political struggle domi-
nated everything else. Linda S. Goldberg supported this point by saying that
it is very difficult to do any type of event study in a complex environment
like this one.

Goldberg also noted that Malaysia imposed the capital inflow restriction
in 1994. According to her, the theoretical literature predicts that the effects
of capital controls on inflows and outflows are equivalent regardless of
where the controls were imposed. She asked if one could determine the in-
cremental effects of imposing outflow controls.

Giancarlo Corsetti suggested conducting a survey of large Japanese cor-
porations to figure out whether the reduction of FDI to Malaysia was due
to a change of strategy as a result of Malaysia’s capital control policies.

Jorge Braga de Macedo drew attention to the broad social costs of the im-
position of capital controls. The imposed capital controls dramatically re-
duced the benefits of financial globalization (in a country that was very
much capitalized), sacrificing financial freedom and reducing transparency,
which is socially costly on its own. He also reiterated questions regarding
the political economy of capital controls, such as who administers them,
and the temporary nature of these policies.

Amartya Lahiri suggested taking a different direction in the discussion.
Given that we know that capital controls cannot be good in a nondistorted
world, an interesting approach would ask what distortion capital controls
were meant to correct and whether there was evidence of that distortion.

Rudi Dornbusch responded that Holland once devalued during the time
of the Exchange Rate Mechanism, but otherwise it faithfully followed Ger-
many. This kept their interest rate 11 basis points above that of Germany
almost to the day when the European Monetary Union was introduced.
Dornbusch said that in an entirely quiet world it is possible to identify an
effect like this. However, if an emerging-market country sometimes de-
faulted and now we find a statistically significant impact, we cannot draw a
causal relationship from that.

Malaysia did the “unspeakable thing,” so its effect must inevitably show,
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most economists with an orthodox training would say. However, the impo-
sition of capital controls happened in the midst of the greatest crisis of the
region, which makes it difficult to find the premium that is associated with
it. Moreover, in Malaysia, FDI is substantial and receives special treat-
ment, and the controls are explicitly not targeted to the long-term investors
but to the three-month maturity speculators. Therefore, it is hard to find a
substantial impact of capital controls unless they had a devastatingly nega-
tive effect.

Because capital controls did not really hurt, the populist demand to fight
capital flight (rather than saving the economy) was enormously reinforced
by Malaysia’s experience. Moreover, the situation in Malaysia before the
crisis was much more favorable than in other crisis countries, and Malaysia
had actually followed a “shadow IMF program” the year before under in-
tense consultation with the IMF.

Dornbusch concluded that the issue of the effectiveness of capital con-
trols is not resolved except for the unfortunate presumption that they help
politically. Malaysia’s experience is historically important only because it
will nourish capital controls as a politically attractive thing to do. He also
said that the politics after Indonesia were formidably important in this case.
The fall of Suharto meant a potential for instability and a huge redistribu-
tion from his beneficiaries to God knows whom. This is going to happen in
Malaysia, but after the imposition of capital controls and the deposition of
Anwar the problem was solved (or postponed) until further notice. The res-
olution of the uncertainty was the reason that the asset markets recovered.

Regarding the question raised by Goldberg regarding the effect of the con-
trols on capital outflows given that there were inflow controls in place al-
ready, Dornbusch said that the difference between the two controls was that
the inflow controls were anticipated whereas the outflow controls were not.

Regarding Feldstein’s question as to whether capital controls were antic-
ipated, he said that he did not believe they were. It is true, he said, that after
seeing what Indonesia did to its Chinese minority, it seemed possible that
the same could happen in Malaysia. In the past twenty-five years there was
a systematic redistribution from Chinese to Malays, and those going bust
were Malays. Dornbusch agreed that the ethnic issue was very startling in
Malaysia.

Finally, Dornbusch reacted to a comment by Corsetti regarding the link
between Malaysia and Japan. He pointed out that Malaysia and Japan pro-
moted together the idea of an “Asian IMF” and the need to have extra in-
struments.

Dornbusch concluded that although there was no evidence one way or
the other regarding the effectiveness of capital control policies, the debate
will continue. It would be interesting if we found out one day whether the
capital controls actually worked in some way or they were totally political,
he said.
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10.1 Motivation

This paper studies the impact of corruption on a country’s composition
of capital inflows. The importance of this composition was recently high-
lighted by the currency crises in East Asia, Russia, and Latin America. Sev-
eral studies (starting with Frankel and Rose 1996 and followed by Radelet
and Sachs 1998 and Rodrik and Velasco 1999) have shown that the compo-
sition of international capital inflows correlates to the incidence of currency
crises. In particular, three types of composition measures have been high-
lighted in the literature as being particularly relevant to the discussion of
currency crises: (a) the lower the share of foreign direct investment in total
capital inflows, (b) the higher the short-term debt-reserves ratio, or (c) the
higher the share of foreign currency–denominated borrowing in a country’s
total borrowing, the more likely a currency crisis becomes.

In this paper, we will discuss all three dimensions of the composition of
capital flows, but with a greater emphasis on the foreign direct investment
(FDI) share in total capital inflows, as we have a larger set of observations
and more reliable measure in this area. We will explain this later. One pos-
sible reason that a low FDI share in total capital flow is associated with a
higher probability of crises is that bank lending or other portfolio invest-
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ment may be more sentiment-driven than is direct investment. Hence, a
small (unfavorable) change in the recipient countries’ fundamentals may
cause a large swing in the portfolio capital flows (e.g., from massive inflows
to massive outflows). This can strain the recipient country’s currency or fi-
nancial system sufficiently to cause or exacerbate its collapse (Radelet and
Sachs 1998; Rodrik and Velasco 1999; Reisen 1999).

There are at least two views on the causes of crises. On the one hand, it is
increasingly common to hear the assertion that so-called crony capitalism
may be partly responsible for the onset or the depth of a crisis. Direct sta-
tistical evidence for this hypothesis is still sparse, with the notable exception
of Johnson et al. (2000).1 On the other hand, many researchers argue that
(fragile) self-fulfilling expectations by international creditors are the real
reason for the currency crisis. Crony capitalism and self-fulfilling expecta-
tions are typically presented as rival explanations.

In fact, the two hypotheses may be linked. The extent of corruption in a
country may affect that country’s composition of capital inflows in a way that
makes it more vulnerable to international creditors’ shifts in expectations.

In a narrow sense of the word, corruption refers to the extent to which
firms (or private citizens) must bribe government officials in their interac-
tions (for permits, licenses, loans, and so forth).2 However, we prefer to
think of corruption more broadly as shorthand for poor public governance,
which can include not only bureaucratic corruption, but also deviations
from rule of law or excessive and arbitrary government regulations. All the
existing empirical indicators of the different dimensions of public gover-
nance are so highly correlated that we do not think that we can separately
identify their effects at this stage.

A small number of previous papers have looked at the effect of corrup-
tion on FDI. Mixing corruption with twelve other variables to form a com-
posite indicator, Wheeler and Mody (1992) failed to find a significant rela-
tion between corruption and foreign investment. However, the insignificant
result may be due to a high noise-to-signal ratio in the composite indicator.
Using U.S. outward investment to individual countries, Hines (1995) did
find that foreign investment is negatively related to host country corruption,
which he interpreted as evidence of the effect of the U.S. Foreign Corrupt
Practices Act. Using a matrix of bilateral international direct investment
from twelve source countries to forty-five host countries, Wei (2000a) found
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1. For surveys of the literature on corruption and economic development, see Bardhan
(1997), Kaufmann (1997), and Wei (1999). More recent papers on corruption include Wei
(2000d) and Bai and Wei (2000). None of the surveys covers any empirical study that links
crony capitalism with currency crises.

2. We use the term crony capitalism interchangeably with corruption. Strictly speaking, crony
capitalism refers to an economic environment in which relatives and friends of government
officials are placed in positions of power and government decisions on allocation of resources
are distorted to favor friends and relatives. In reality, crony capitalism almost always implies a
widespread corruption, because private firms and citizens in such an environment find it nec-
essary to pay bribes to government officials in order to get anything done.



that the behavior of the FDI flows from the United States and those from
other source countries, with respect to host country corruption, is not sta-
tistically different. More importantly, however, corruption not only has a
negative and statistically significant coefficient, but it also has an economi-
cally large effect on inward FDI. For example, in a benchmark estimation,
an increase in corruption from the level of Singapore to that of Mexico
would have the same negative effect on inward foreign investment as raising
the marginal corporate tax by 50 percentage points. Using firm-level data,
Smarzynska and Wei (2000) found that host country corruption induces
foreign investors to favor joint ventures (over wholly owned firms).

None of the above papers has a measure of government policies toward
FDI. Such data are not readily available. The current paper employs two
new indexes of government policies toward FDI that are compiled from in-
vestment guides for individual countries produced by Pricewaterhouse-
Coopers (2000). Although FDI is an important element of this study, the
main focus is the effect of corruption on the composition of capital inflows
(FDI versus borrowing from foreign banks, in particular). We are not aware
of any studies that have examined this question except for Wei (2000b). This
paper extends the previous paper in several ways. While Wei focuses on the
connection between the ratio of bank loan to FDI and corruption, and bases
the analysis on bilateral data, this paper also checks the relative share of port-
folio flows versus FDI as well as using more aggregate data from the balance
of payments reported by the countries to the International Monetary Fund
(IMF). In addition, we report results on a possible relationship between cor-
ruption and the maturity structure of foreign borrowing, and between cor-
ruption and a country’s ability to borrow internationally in its own currency.

Before we proceed to a more formal analysis, it may be useful to have a
quick glance at the data. The argument that capital flow composition matters
requires that different capital flows have a different level of volatility. For
every member country of the IMF for which relevant data are available for
1980–96, we compute the standard deviations of three ratios (portfolio capi-
tal inflow to GDP, borrowing from banks to GDP, and inward FDI to GDP).3

The results are summarized in the upper half of table 10.1 and visually pre-
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3. Hausmann and Fernandez-Arias (2000) argue that the classification of capital inflows
into FDI and other forms may not be accurate and that it is possible for a reversal of an inflow
of FDI to take the form of an outflow of bank loans or portfolio flows. As a result, calculations
of relative volatility of the different forms of capital flows are not meaningful. We hold a differ-
ent view. The misclassification can come from two sources: random measurement errors and
intentional misreporting by international investors. In the first instance, if capital flows are
misclassified at the margin due to random errors, the labels on FDI and other forms of capital
flows are still useful. In the second instance, foreign investors may intentionally misreport
types of capital flows. Because there is a cost associated with misreporting, there is a limit on
the magnitude of the error of this type as well. In the empirical work to be presented later in
the paper, the bilateral FDI data are based on FDI source country governments’ survey of
their firms. The bilateral bank lending data are based on international lending banks’ report-
ing to their governments (which then forward them to the Bank for International Settlements).
There are no obvious incentives for multinational firms or international banks to misreport
their true FDI or loan positions to their governments.



Table 10.1 Volatility of FDI/GDP, Bank Loan/GDP, and Portfolio Flow/GDP
(1980–96)

FDI-GDP Loan-GDP Portfolio-GDP

A. As Measured by Standard Deviation
Whole samplea

Mean 0.012 0.041 0.014
Median 0.008 0.033 0.009

Emerging marketsb

Mean 0.012 0.046 0.012
Median 0.008 0.035 0.004

OECDc

Mean 0.008 0.020 0.021
Median 0.007 0.014 0.020

Selected countries
Indonesia 0.007 0.017 0.009
Korea 0.002 0.037 0.014
Malaysia 0.023 0.034 0.023
Mexico 0.007 0.033 0.026
The Philippines 0.009 0.026 0.017
Thailand 0.007 0.028 0.012

B. As Measured by Coefficient of Variation
Whole samplea

Mean 1.176 1.567 2.764
Median 0.947 1.204 1.702

Emerging marketsb

Mean 1.269 2.192 0.813
Median 1.163 1.177 2.042

OECDc,d

Mean 0.737 –1.353 8.508
Median 0.595 1.530 1.004

Selected countries
Indonesia 0.820 0.717 1.722
Korea 0.591 2.039 1.338
Malaysia 0.490 4.397 3.544
Mexico 0.452 2.048 2.088
The Philippines 0.921 0.956 1.979
Thailand 0.571 0.629 1.137

Sources: Total inward FDI flows, total bank loans, and total inward portfolio investments are
from the IMF’s Balance of Payments Statistics CD-ROM; GDP data are from the World
Bank’s GDF and WDI central database.
Notes: Only countries having at least eight nonmissing observations during 1980–96 for all
three variables, and having populations greater than or equal to one million in 1995, are kept
in the sample. OECD countries (with membership up to 1980) include the following: Australia,
Austria, Canada, Denmark, Finland, France, Ireland, Italy, Japan, the Netherlands, New
Zealand, Norway, Portugal, Spain, Sweden, Switzerland, the United Kingdom, and the
United States. “Emerging markets” are all countries not on the previous list and having a GDP
per capital in 1995 less than or equal to US$15,000 (in 1995 US$).
a103 countries
b85 countries
c18 countries
dIn the case of the volatility of the loan-GDP ratio for the OECD countries, the large differ-
ence between the mean and median (–1.353 vs. 1.530) is driven by one outlier (Japan, with a
value of –49).



sented in figure 10.1. For all countries in the sample (103 countries in total),
the volatility of FDI-GDP ratio is substantially smaller than the loan-GDP
ratio and somewhat smaller than the ratio of portfolio flows to GDP. For the
non–Organization for Economic Cooperation and Development (OECD)
countries as a group, the FDI-GDP ratio is also much less volatile than the
loan-GDP ratio, although its median is higher than the portfolio flow to GDP
ratio. The lower part of the same half of the table presents the volatility of the
three ratios for a number of individual countries that featured prominently in
the recent currency crises. Each country shows a loan-GDP ratio that is at
least twice and as much as fifteen times as volatile as the FDI-GDP ratio. For
each of these countries, the portfolio capital to GDP ratio is also more vola-
tile than the FDI-GDP ratio. If the sample period is extended to include
1997–98, the differences in volatility would be even more pronounced (not
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Fig. 10.1 Relative volatility of different capital flows: A, Standard deviations over
1980–96 emerging markets: 85 countries; B, Standard deviations over 1980–96.
Source: Authors’ calculations.

A

B



reported). Alternatively, we may look at the coefficient of variation (standard
deviation divided by the mean) of these three ratios. These results are pre-
sented in the lower half of table 10.1. Again, for the group of emerging-market
economies, FDI-GDP is less volatile than the loan-FDI ratio according to
this measure. On the other hand, FDI-GDP is less volatile than the portfolio-
GDP ratio according to the median, but not the mean, of the group. There-
fore, the data are consistent with the hypothesis that FDI is less sentiment-
driven and hence more stable as a source of foreign capital.4

Corruption is bad for both international direct investors and creditors.
Corrupt borrowing countries are more likely to default on bank loans or to
nationalize (or otherwise diminish the value of) the assets of foreign direct
investors. When this happens, there is a limit on how much international ar-
bitration or court proceedings can help to recover the assets, as there is a
limit on how much collateral the foreign creditors or direct investors can
seize as compensation.5

One may argue that domestic investors have an informational advantage
over international investors. Among international investors, international
direct investors may have an informational advantage over international
portfolio investors (and presumably banks). International direct investors
could obtain more information about the local market by having managers
from the headquarters stationed in the country that they invest in. As a con-
sequence, the existence of cross-border informational asymmetry may lead
to a bias in favor of international direct investment. This is the logic under-
lying Razin, Sadka, and Yuen’s (1998) theory of a “pecking order of inter-
national capital flows.” However, the existence of corruption could temper
this effect. The need for international investors to pay bribery and deal with
extortion by corrupt bureaucrats tends to increase with the frequency and
the extent of their interactions with local bureaucrats. Given that interna-
tional direct investors are more likely to have repeated interactions with
local officials (for permits, taxes, health inspections, and so forth) than in-
ternational banks or portfolio investors, local corruption would be more
detrimental to FDI than other forms of capital flows. Likewise, direct in-
vestment involves greater sunk cost than bank loans or portfolio investment.
Once an investment is made, when corrupt local officials begin to demand
bribes not to set up obstacles, direct investors would be in a weaker bargain-
ing position than international banks or portfolio investors. This ex post dis-
advantage of FDI would make international direct investors more cautious
ex ante in a corrupt host country than international portfolio investors.6
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4. The pattern reported here is the opposite of that in Dooley, Claessens, and Warner (1995).
5. In the old days, major international creditors and direct investors might rely on their

navies to invade defaulting countries to seize more collateral. Such is no longer a (ready) op-
tion today.

6. Tornell (1990) presented a model in which a combination of uncertainty and sunk cost in
real investment leads to underinvestment in real projects even when the inflow of financial cap-
ital is abundant.



There is a second reason that international direct investment is deterred
more by local corruption than international bank credit or portfolio in-
vestment. The current international financial architecture is such that in-
ternational creditors are more likely to be bailed out than international di-
rect investors. For example, during the Mexican and subsequent Tequila
crises and the more recent Asian currency crisis, the IMF, the World Bank,
and the Group of Seven (G7) countries mobilized a large amount of funds
for these countries to prevent or minimize the potentially massive defaults
on bank loans. Thus, an international bailout of the bank loans in an event
of a massive crisis has by now been firmly implanted in market expectations.
(In addition, many developing country governments implicitly or explicitly
guarantee the loans borrowed by the private sector in the country.7 ) In con-
trast, there have been no comparable examples of international assistance
packages for the recovery of nationalized or extorted assets of foreign direct
investors except for an insignificant amount of insurance, which is often ex-
pensive to acquire. This difference further tilts the composition of capital
flows and makes banks more willing than direct investors to do business
with corrupt countries.

Both reasons suggest the possibility that corruption may affect the com-
position of capital inflows in such a way that the country is more likely to
experience a currency crisis. Of course, the composition of capital flows af-
fects economic development in ways that go beyond its effect on the propen-
sity for a currency crisis. Indeed, many would argue that attracting FDI as
opposed to international bank loans or portfolio investment is a more use-
ful way to transfer technology and managerial know-how.

As some concrete examples, table 10.2 shows the total amount of inward
FDI, foreign bank loans, portfolio capital inflows, and their ratios for New
Zealand, Singapore, Uruguay, and Thailand. Figure 10.2 summarizes the
comparison by pie charts. On the one hand, New Zealand and Singapore
(are perceived to) have relatively low corruption (the exact source is ex-
plained in the next section) and relatively low loan-FDI and portfolio in-
vestment-FDI ratios. On the other hand, Uruguay and Thailand (are per-
ceived to) have relatively high corruption and relatively high loan-FDI and
portfolio investment to FDI ratios. These examples, then, are consistent
with the notion that local corruption correlates to patterns of capital in-
flows. Of course, these four countries are merely examples. Consequently,
there are two questions that must be addressed more formally. First, does the
association between corruption and composition of capital flows generalize
beyond these four countries? Second, after we control for a number of other
characteristics that affect the composition of capital inflows, will we still find
the positive association between corruption and the loan-FDI ratio?
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7. McKinnon and Pill (1996, 1999) argue that the government guarantee generates moral
hazard, which in turn leads the developing countries to overborrow from the international
credit market.



Aside from measuring composition of capital inflows in terms of the rel-
ative share of the FDI versus non-FDI, two other compositions of capital
flows have been suggested to be relevant in discussing currency crises. The
first is the term structure of foreign borrowing. It has been suggested that
the higher the share of short-term borrowing in a country’s total borrow-
ing, the more likely the country may run into a future crisis (Rodrik and Ve-
lasco 1999). The second is the currency denomination of the foreign bor-
rowing. It has been hypothesized that the greater the share of international
borrowing that is denominated in a hard currency (most often the U.S. dol-
lar), the more likely a country may run into a future crisis. In this connec-
tion, the inability of a country to borrow internationally in its own currency
(which would have reduced the probability of a crisis) has been termed
“original sin” (Hausmann and Fernandez-Arias 2000). The limitation of
the data places a more severe constraint on measuring well these two com-
positions of international borrowing. Nonetheless, in the later part of the
paper, we will also report some preliminary findings regarding possible
links between corruption and these measures of the composition of foreign
borrowing.

We organize the rest of the paper in the following way. Section 10.2 de-
scribes the data. Section 10.3 presents the methodology and the statistical
results of the analyses, and Section 10.4 concludes.

10.2 Data

The key components of international capital flows in the empirical inves-
tigation are bilateral direct investment and bilateral bank loans. To our
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Table 10.2 Quality of Public Governance and the Composition of Capital Inflows

New Zealand Singapore Uruguay Thailand

Corruption 0.6 0.9 5.7 7.0
(TI index) (less corrupt) (more corrupt)

Ratios (averaged over 1994–96)
Loan-FDI 0.11 0.44 1.77 5.77
Portfolio-FDI 0.07 0.09 1.40 1.76

Absolute amount (averaged over 
1994–96)

Loan 920 10,500 794 2,500
Portfolio 610 2,200 627 761
FDI 8,400 23,600 448 432

Source: Total inward loans, portfolio investment, and FDI are from the IMF’s Balance of Payments Sta-
tistics CD-ROM.
Notes: To minimize the impact of the year-to-year fluctuation, the reported numbers are averaged over
1994–96. The corruption index is explained in appendix B. “Absolute amount” is the amount the three
inflows in millions of U.S. dollars.



Fig. 10.2 Quality of public governance and the composition of capital inflows
Source: Authors’ calculations.



knowledge, other forms of capital flows are not available on a bilateral ba-
sis for a broad set of capital-exporting countries examined in this paper.

The bilateral FDI data are an average over three years (1994–96) of the
stock of FDI from eighteen source countries to fifty-nine host countries.
Table 10.3 presents a list of all source and host countries in our sample. The
data come from the OECD’s International Direct Investment 1998. To re-
duce year-to-year fluctuation in the data due to measurement error, the
simple average over 1994–96 (year-end stocks) is used.

The bilateral bank lending data are an average over three years of the out-
standing loans from thirteen lending countries to eighty-three borrowing
countries. After we exclude missing observations, there are altogether 793
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Table 10.3 List of Countries in the Sample

Countries

Bilateral Foreign Direct Investment
Source countries Australia, Austria, Canada, Finland, France, Germany, Iceland,

Italy, Japan, Korea, the Netherlands, New Zealand, Norway,
Poland, Sweden, Switzerland, United Kingdom, United States

Host countries Algeria, Argentina, Australia, Austria, Belgium-Luxembourg,
Brazil, Bulgaria, Canada, Chile, China, Colombia, Costa Rica,
Czech Republic, Denmark, Egypt, Finland, France, Germany,
Greece, Hong Kong, Hungary, Iceland, India, Indonesia, Iran,
Ireland, Israel, Italy, Japan, Korea, Kuwait, Libya, Malaysia,
Mexico, Morocco, the Netherlands, New Zealand, Norway,
Panama, the Philippines, Poland, Portugal, Romania, Russia,
Saudi Arabia, Singapore, Slovak Republic, Slovenia, South
Africa, Spain, Sweden, Switzerland, Taiwan, Thailand, Turkey,
Ukraine, United Arab Emirates, United Kingdom, United
States, Venezuela

Bilateral International Bank Loans
Lending countries Austria, Belgium, Canada, Finland, France, Germany, Italy,

Japan, Luxembourg, the Netherlands, Spain, United Kingdom,
United States

Borrowing countries Albania, Argentina, Armenia, Australia, Azerbaijan, Belarus,
Benin, Bolivia, Brazil, Bulgaria, Cameroon, Chad, Chile, China,
Colombia, Congo (Republic of the), Costa Rica, Côte d’Ivoire,
Czech Republic, Ecuador, Egypt, El Salvador, Estonia, Fiji,
Georgia, Ghana, Greece, Guatemala, Guinea, Guinea-Bissau,
Honduras, Hungary, Iceland, India, Indonesia, Israel, Jamaica,
Jordan, Kazakhstan, Kenya, Korea, Kyrgyzstan, Latvia,
Lithuania, Madagascar, Malawi, Malaysia, Mali, Mauritius,
Mexico, Moldova, Morocco, Mozambique, Namibia, New
Zealand, Nicaragua, Niger, Nigeria, Pakistan, Paraguay, Peru,
the Philippines, Poland, Portugal, Romania, Russia, Senegal,
Slovakia, South Africa, Taiwan, Tanzania, Thailand, Tonga,
Tunisia, Turkey, Uganda, Ukraine, Uruguay, Uzbekistan,
Venezuela, Vietnam, Zambia, Zimbabwe



country pairs. The data come from the Bank for International Settlement’s
(BIS’s) Consolidated International Claims of BIS Reporting Banks on Indi-
vidual Countries and are given in millions of dollars. To reduce measure-
ment errors in a given year, we use the simple average over three years
(1994–96, year-end outstanding amounts).

Next we consider term structure of bank lending. The BIS data identify
loans with “maturity up to and including one year,” “maturity over one year
up to two years,” “maturity over two years,” and “unallocated maturity.”
These data are disaggregated by borrowing countries but not by the lender-
borrower pairs. Consequently, we construct a measure of the term structure
of borrowing at the borrowing country level as the ratio of all outstanding
bank loans with maturity up to and including one year to total loans. We
also construct an alternative of the importance of short-term borrowing as
the ratio of the short-term borrowing (loans up to and including one year)
to the sum of total loans and inward FDI.

The corruption level, by its very nature (secrecy and illegality), is difficult
to measure. Three types of measures of corruption are available, and all are
perception-based subjective indexes. The first is a rating given by consult-
ing firms’ in-house consultants or experts. Representative indexes are pro-
duced by the Business International (BI, now part of the Economist’s Eco-
nomic Intelligence Unit), and by Political Risk Services (which calls its
product an International Country Risk Group [ICRG] rating). The second
type is based on surveys of business executives (or other people in the coun-
try in question). The rating for a country is typically the average of the re-
spondents’ ratings. Examples of this include indexes in the Global Compet-
itiveness Report (GCR) and World Development Report (WDR), which will
be explained in more detail shortly. The third type is based on an average of
existing indexes. The best-known example is the index produced by Trans-
parency International (TI), a Germany-based nongovernmental organiza-
tion devoted to fighting corruption. A drawback of this type of index is that
mixing indexes with different country coverage and methodologies could
potentially introduce more noise to the measure.

Overall, corruption ratings based on surveys of firms are preferable to
those based on the intuition of in-house experts, for two main reasons.
First, the executives who respond to the GCR or WDR surveys presumably
have more direct experience with the corruption problem than do the con-
sultants who typically have to rate many countries each. Second, to the ex-
tent that each individual respondent has idiosyncratic errors in judgment,
the averaging process in the GCR or WDR indexes can minimize the influ-
ence of such errors. In this paper, we use the indexes from the GCR and
WDR surveys as our basic measure of corruption.

The GCR index is derived from the Global Competitiveness Report 1997,
produced jointly by the Geneva-based World Economic Forum and Har-
vard Institute for International Development. The survey for the report was
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conducted in late 1996 on 2,827 firms in fifty-eight countries. The GCR sur-
vey asked respondents (in question 8.03) to rate the level of corruption in
their country on a scale of 1 to 7, based on the extent of “irregular, addi-
tional payments connected with imports and exports permits, business li-
censes, exchange controls, tax assessments, police protection or loan appli-
cations.” The GCR corruption index is based on the country average of the
individual ratings.

The WDR index is derived from a World Bank survey in 1996 of 3,866
firms in seventy-three countries in preparation for its World Development
Report 1997. Question 14 of that survey asks: “Is it common for firms in my
line of business to have to pay some irregular, ‘additional’ payments to get
things done?” The respondents were asked to rate the level of corruption on
a scale of 1 to 6. The WDR corruption index is based on the country aver-
age of the individual answers. For both corruption indexes, the original
sources are such that a higher number implies lower corruption. To avoid
awkwardness in interpretation, they are rescaled in this paper so that a high
number now implies high corruption.

Since each index covers only a (different) subset of countries for which we
have data on FDI or other forms of capital flows, it may be desirable to form
a composite corruption index that combines the two indexes. The two in-
dexes are derived from surveys with similar methodologies and similar
questions. The correlation between the two is 0.83. We follow a simple
three-step procedure to construct the composite index: (a) use GCR as the
benchmark; (b) compute the average of the individual ratios of GCR to
WDR for all countries that are available in both GCR and the WDR; and
(c) for those countries that are covered by WDR but not GCR (which are
relatively rare), convert the WDR rating into the GCR scale by using the av-
erage ratio in (b).

For government policies toward FDI, we rely on detailed descriptions
compiled by the PricewaterhouseCoopers (PwC) in a series of country re-
ports entitled “Doing Business and Investing in China” (or in whatever
country may be the subject of the report). This series is written for multina-
tional firms intending to do business in a particular country and is collected
in one CD-ROM entitled “Doing Business and Investing Worldwide” (PwC
2000). For each potential host country, the relevant PwC country report
covers a variety of legal and regulatory issues of interest to foreign investors,
including “Restrictions on Foreign Investment and Investors” (typically
chap. 5), “Investment Incentives” (typically chap. 4), and “Taxation of For-
eign Corporations” (typically chap. 16).

With a desire to convert textual information into numerical codes, we
read through the relevant chapters for all countries that the PwC covers.
For “restrictions on FDI,” we create a variable taking a value from zero to
4, based on the presence or absence of restrictions in the following four ar-
eas:
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1. Existence of foreign exchange control (may interfere with foreign
firms’ ability to import intermediate inputs or repatriate profits abroad)

2. Exclusion of foreign firms from certain strategic sectors (particularly
national defense and mass media)

3. Exclusion of foreign firms from additional sectors that would other-
wise be considered harmless in most developed countries

4. Restrictions on foreign ownership (e.g., prohibition of 100 percent
ownership)

Each of the four dimensions can be represented by a dummy that takes the
value 1 (in the presence of the specific restriction) or zero (in the absence of
the restriction). We create an overall FDI restriction variable that is equal to
the sum of these four dummies. FDI restriction is zero if there is no restric-
tion in any of the four categories and 4 if there is restriction in each category.

Similarly, we create an FDI incentives index based on information in the
following areas:

1. Existence of special incentives to invest in certain industries or geo-
graphic areas

2. Tax concessions specific to foreign firms (including tax holidays and
tax rebates, but excluding tax concessions specifically designed for export
promotion, which is in a separate category)

3. Cash grants, subsidized loans, reduced rent for land use, or other non-
tax concessions specific to foreign firms

4. Special promotion for exports (including the presence of export pro-
cessing zones, special economic zones, etc.)

An overall FDI incentives variable is created as the sum of the above four
dummies, so it can take a value of zero if there is no incentive in any of the
four categories and 4 if there are incentives in all of them.

Our coding of the incentives/restrictions measures is still coarse and may
not capture the true variations of the government policies. Nonetheless, it
is important to have a way to control for these types of government policies
in a statistical analysis of international capital flows. Our contribution is to
create a first-of-its-kind index. We let the data speak to the usefulness of
such an index.

Table 10.3 lists all the countries in our sample. Table 10.4 presents the
summary statistics for some key variables and the coefficients of the pair-
wise correlation among the three measures of corruption and GDP per
capita.

10.3 Statistical Analyses

Studying the effect of corruption on the composition of capital inflows is
equivalent to asking whether corruption may have a differential impact on

Corruption, Composition of Capital Flows, and Currency Crises 473



different forms of capital flows. In this section, we proceed by sequentially
examining FDI, international bank lending, and the ratio between the two.

10.3.1 Corruption and Foreign Direct Investment

We first examine the effect of local corruption on the volume of inward
FDI. Our specification can be motivated by a simple optimization problem
solved by a multinational firm. Let Kj be the stock of investment the multi-
national firm intends to allocate to host country j. Let tj be the rate of cor-
porate income tax in host country j, bj be the rate of bribery the firm must
pay per unit of output, and r be the rental rate of capital. Let f (Kj) be the
output of the firm in host country j. There are N possible host countries in
which the firm can invest. The firm chooses the level of Kj for j � 1, 2, . . .
N, in order to maximize its total after-tax and after-bribery profit:

� � ∑
N

j�1
[(1 � tj � bj) f (Kj) � rKj]

Note that as a simple way to indicate that tax and corruption are distor-
tionary, we let (1 – tj – bj) premultiply output rather than profit. The optimal
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Table 10.4 Summary Statistics

Variable N Mean Standard Deviation Minimum Maximum

Corruption
GCR/WDR combined 99 3.62 1.19 1.3 5.5
Transparency International 85 5.12 2.40 0 8.6

Tax rate (highest corporate 
income tax rate) 56 32.39 6.86 0 42

FDI incentives 49 1.65 0.69 0 3
FDI restrictions 49 1.69 1.18 0 4
Per capita GDP, 1994–96 154 5,792 9,222 104 43,602

ln(loan-FDI), bilateral 
1994–96 288 1.53 2.21 –8.06 8.75

ln(loan-FDI), balance of 
payments, 1994–96 125 0.31 2.00 –4.84 6.18

ln(portfolio-FDI), balance 
of payments, 1994–96 89 –0.66 1.98 –5.28 5.77

Correlation Matrix

Corruption

GDP Per Capita TI GCR WDR

GDP per capita 1
Corruption (TI) –0.82 1
Corruption (GCR) –0.78 0.87 1
Corruption (WDR) –0.72 0.86 0.83 1

Source: See appendix B.



stock of FDI in country j, Kj, would of course be related to both the rate of
tax and that of corruption in the host country: K � K(tj, bj), where ∂K/∂t �
and ∂K/∂b � 0.8

Let FDIk j be the bilateral stock of FDI from source country k to host
country j. In our empirical work, we begin with the following benchmark
specification:

log[FDIkj ] � ∑
i

�iDi � �1taxj � �2corruptionj � Xj� � Zkj	 � ekj ,

where Di is a source country dummy that takes the value of 1 if the source
country is i (i.e., if k � i), and zero otherwise; Xj is a vector of characteris-
tics of host country j other than its tax and corruption levels; Zk j is a vector
of characteristics specific to the source-host country pairs; ekj is an inde-
pendently and identically distributed (i.i.d.) error that follows a normal dis-
tribution; and �i, �1, �2, �, and 	 are parameters to be estimated.

This is a quasi–fixed effects regression in that source country dummies
are included. They are meant to capture all characteristics of the source
countries that may affect the size of their outward FDI, including their size
and level of development. In addition, possible differences in the source
countries’ definition of FDI are controlled for by these fixed effects under
the assumption that the FDI values for a particular country pair under
these definitions are proportional to each other except for an additive error
that is not correlated with other regressors in the regression. We do not im-
pose host country fixed effects, as doing so would eliminate the possibility
of estimating all the interesting parameters, including the effect of corrup-
tion.

Using the combined GCR/WDR rating as the measure of corruption, the
regression is run and reported in column (1) of table 10.5. Most variables
have the expected signs and are statistically significant. A rise in host coun-
try tax rate is associated with less inward FDI. Government incentives and
the restrictions on FDI have a positive and a negative coefficient, respec-
tively, consistent with our intuition. Most importantly, corruption has a
negative and statistically significant effect on FDI. Note that in the regres-
sions, we have standardized the corruption measure (by subtracting the
mean and dividing it by the sample standard deviation) so that the point es-
timate can be interpreted as the response of the left-hand side variable with
respect to a 1–standard deviation increase in corruption. Therefore, using
the GCR/WDR measure of corruption (columns [1]–[2] of table 10.5), a 1–
standard deviation increase in corruption is associated with a 40 percent
decline in FDI. In other words, the negative effect of corruption is not just

Corruption, Composition of Capital Flows, and Currency Crises 475

8. More sophisticated generalization includes endogenizing the level of corruption (and tax)
such as in Shleifer and Vishny (1993) or Kaufmann and Wei (1999). These generalizations are
outside the scope of the current paper.



statistically significant, but also quantitatively large. This finding is quali-
tatively in line with Wei (2000a), which employed a different econometric
specification.

We perform several robustness checks. First, we add host country ran-
dom effects to the specification. The regression result is reported in column
(2) of table 10.5. The point estimate on corruption declines slightly, but re-
mains negative and significant. We also adopt an alternative measure of
corruption from the TI and repeated the regressions (columns [3]–[4]). The
qualitative results are unchanged. The estimated elasticity of FDI with re-
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Table 10.5 Corruption and Foreign Direct Investment

GCR/WDR Transparency International

Fixed Effects Random Effects Fixed Effects Random Effects
Measure of Corruption (1) (2) (3) (4)

Corruption –0.427** –0.407** –0.502** –0.508**
(0.103) (0.168) (0.111) (0.183)

Tax rate –0.031** –0.034* –0.030** –0.034*
(0.011) (0.019) (0.011) (0.019)

FDI incentives 0.403** 0.324** 0.400** 0.345**
(0.095) (0.162) (0.095) (0.157)

FDI restrictions –0.335** –0.323** –0.324** –0.308**
(0.058) (0.098) (0.058) (0.096)

Log(GDP) 0.857** 0.942** 0.909** 0.994**
(0.053) (0.091) (0.055) (0.091)

Log(per capita GDP) –0.039 –0.121 –0.125 –0.218
(0.086) (0.143) (0.096) (0.158)

Log distance –0.555** –0.856** –0.557** –0.844**
(0.060) (0.067) (0.060) (0.067)

Linguistic tie 1.426** 1.041** 1.409** 1.049**
(0.211) (0.194) (0.210) (0.195)

Exchange rate volatility 0.053 –2.752 0.210 –2.354
(1.968) (3.033) (1.960) (2.954)

Adjusted R2/overall R2 0.74 0.74 0.74 0.74
N 628 628 628 628

Source: Authors’ calculations.
Notes: Standard errors are in parentheses. Fixed effects regression: log FDIkj = source country dummies
+ bXkj + ekj , where FDIkj is FDI from source country k to host country j. All regressions include source
country dummies whose coefficients are not reported to save space. Random-effects specification: Ykj =
source country dummies + bXkj + uj + ekj , where uj is the host-country random effect. Log(FDI),
log(GDP), and log(per capita GDP) are averaged over 1994–96. Exchange rate volatility = standard de-
viation of the first difference in log monthly exchange rate (per US$) from January 1994 through De-
cember 1996. The corruption measure is standardized (i.e., corruption in the regressions = [original cor-
ruption – sample mean]/[sample standard deviation]). Hence, the coefficient on corruption can be read
as the response of the left-hand-side variable with respect to a 1 standard deviation increase in corrup-
tion.
**Significant at the 5 percent level.
*Significant at the 10 percent level.



spect to corruption is somewhat larger: a 1–standard deviation increase in
corruption in the host country is associated with a 50 percent drop in in-
ward FDI.

10.3.2 Corruption and Composition of Capital Inflows

We now move to the central empirical question in the paper: does cor-
ruption affect the composition of capital inflows? This is equivalent to
asking whether corruption affects FDI and international bank loans dif-
ferently. We start by examining the relationship between corruption and
bilateral bank loans, in a manner analogous to our previous studies of bi-
lateral FDI (except that government policies toward FDI and tax rate on
foreign-invested firms are omitted).9

Table 10.6 reports four regressions, with different specifications (only
source country fixed effects, or additional host country random effects), or
with difference sources of corruption measures (GCR/WDR and TI). The
results are basically consistent (and somewhat surprising). When corrup-
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9. We have not found a consistent data source on government policies toward international
bank borrowing across countries, nor are we able to construct such a series from the PwC
country reports.

Table 10.6 Corruption and Bank Lending

GCR/WDR Transparency International

Fixed Effects Random Effects Fixed Effects Random Effects
Measure of Corruption (1) (2) (3) (4)

Corruption 0.376** 0.390** 0.197† 0.135
(0.092) (0.120) (0.127) (0.166)

East of investing in securities 0.219** 0.262** 0.110 0.161
and bonds market (0.088) (0.115) (0.089) (0.116)

Log(GDP) 1.004** 1.054** 0.984** 1.052**
(0.054) (0.068) (0.060) (0.076)

Log(per capita GDP) 0.366** 0.356** 0.388** 0.337**
(0.063) (0.081) (0.096) (0.125)

Log distance –0.244** –0.428** –0.224** –0.432**
(0.072) (0.082) (0.076) (0.085)

Linguistic tie 0.633** 0.818** 0.556** 0.776**
(0.207) (0.198) (0.210) (0.200)

Exchange rate volatility –5.917** –7.253** –5.359** –6.598**
(1.564) (1.966) (1.618) (2.060)

Adjusted R2/overall R2 0.72 0.73 0.71 0.72
N 396 396 396 396

Source: Authors’ calculations.
Notes: See notes to table 10.5
**Significant at the 5 percent level.
†Significant at the 15 percent level.



tion is measured by the GCR/WDR index, it has a positive and statistically
significant coefficient. In other words, in contrast with the previous results
on FDI, corruption in borrowing countries seems to be associated with a
higher level of borrowing from international banks. In appendix D, we
also restrict the sample to a single lending country (such as France, Japan,
or the United States). Generally speaking, the coefficient on corruption in
the loan regression continues to be positive (although not always signifi-
cant).

The earlier part of the paper suggests two stories in which international
direct investors are more discouraged by local corruption than interna-
tional banks. The first is that greater sunk costs or greater ex post vulnera-
bility of the direct investment would make direct investors more cautious ex
ante than international banks in doing business in a corrupt host country.
The second is the greater probability of an implicit or explicit bailout pro-
vided by the current international financial system to international loans
than international direct investment. These stories explain only a composi-
tional shift away from FDI toward bank loans in corrupt recipient coun-
tries. Are they also consistent with an absolute increase in the borrowing
from international banks by corrupt countries? One possibility is that FDI
and international bank loans are imperfect substitutes. In a corrupt recipi-
ent country, precisely because of the lost FDI due to corruption, there are
relatively more activities that must be financed by borrowing from interna-
tional banks.10

In columns (3) and (4) of table 10.6, an alternative measure of corruption
by the TI index is used. This time, corruption still has a positive coefficient,
although the estimate is not statistically different from zero when host
country random effects are added.

When we combine the results on FDI and bank loans, it would seem nat-
ural to expect that corruption would raise the ratio of bank loans to FDI.
To verify that this is indeed the case, we also check directly the connection
between the ratio of bank loans to FDI and host country corruption. We
perform a fixed-effects regression of the following sort:

log�
lF
o

D

an

I
k

k

j

j


� � � �corruptionj � Xkj� � ekj

� is a scalar parameter and � is a vector of parameters with an appropri-
ate dimension. The regression results are reported in columns (1–4) in table
10.7. As expected, the coefficient on corruption is positive and statistically

source country
fixed effects
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10. Following a suggestion from Martin Feldstein, we have added other determinants of
FDI, specifically tax, government restrictions on inward FDI, and government incentives for
FDI into the loan regression. Our objective is to determine whether other factors that dis-
courage (or encourage) FDI would show up as encouraging (or discouraging) international
bank loans. Unfortunately, these variables are statistically not different from zero. An example
of this is reported as column (2) of appendix D.



significant at the 5 percent level. Using the point estimate in the first re-
gression, we see that a 1–standard deviation increase in corruption is asso-
ciated with roughly a 66 percent increase in the loan-FDI ratio (e.g.,
roughly from 100 to 166 percent).

Based on the first regression in table 10.7, figure 10.3 presents a partial
scatter plot of loan-FDI ratio against corruption, controlling for several
characteristics of the host countries as described in the regression. A visual
inspection of the plot suggests that positive association between corruption
and capital composition is unlikely to go away if we omit any one or two ob-
servations. Hence, the evidence suggests that a corrupt country tends to
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Table 10.7 Composition of Capital Flows

GCR/WDR

IV, IV,
Fixe d Random Fixed Random Fixed Fixed
Effects Effects Effects Effects Effects Effects

Measure of Corruption (1) (2) (3) (4) (5) (6)

Corruption 0.662** 0.680** 0.707** 0.720** 0.296† 0.285†
(0.128) (0.225) (0.176) (0.290) (0.181) (0.182)

Tax rate 0.021 0.021 0.021 0.020
(0.017) (0.031) (0.018) (0.029)

FDI incentives 0.194 0.244 –0.056 –0.019 0.111 0.095
(0.152) (0.260) (0.160) (0.254) (0.156) (0.157)

FDI restrictions 0.440** 0.446** 0.458** 0.446** 0.336** 0.333**
(0.086) (0.157) (0.088) (0.145) (0.093) (0.093)

Log(GDP) –0.569** –0.651** –0.597** –0.655** –0.274** –0.254**
(0.107) (0.186) (0.110) (0.174) (0.115) (0.118)

Log(per capita GDP) 0.172* 0.205 0.272** 0.302 0.034 0.033
(0.098) (0.181) (0.125) (0.210) (0.103) (0.103)

Log distance 0.350** 0.543** 0.357** 0.525** 0.123 0.111
(0.094) (0.114) (0.096) (0.114) (0.132) (0.132)

Linguistic tie –0.699** –0.680** –0.722** –0.700** –0.753** –0.803**
(0.305) (0.287) (0.313) (0.292) (0.289) (0.296)

Exchange rate volatility –0.661 –0.007 –1.351 –0.755 –1.793
(2.060) (3.505) (2.216) (3.488) (2.226)

Overidentifying restriction 
(p-value of the test) 0.43 0.40

Adjusted R2/overall R2 0.49 0.52 0.46 0.50 a a

N 225 225 225 225 180 180

Source: Authors’ calculations.
Notes: Dependent variable: log(loan) – log(FDI), averaged over 1994–96. IV = instrumental variables.
See also notes to table 10.5.
aR2 for IV regressions are not reported, as they do not have the standard interpretation.
**Significant at the 5 percent level.
*Significant at the 10 percent level.
†Significant at the 15 percent level.

GCR/WDR
Transparency
International



have a composition of capital inflows that is relatively light in FDI and rel-
atively heavy in bank loans.

Also note that because FDI is more relationship-intensive (as proxied by
physical and linguistic distances) than bank loans, the coefficients on geo-
graphic distance and the linguistic tie dummy are positive and negative, re-
spectively.

One might be concerned with possible endogeneity of the corruption
measure. For example, survey respondents may perceive a country to be
corrupt in part because they observe very little FDI going there. In this case,
the positive association between the loan-FDI ratio and corruption can be
due to a reverse causality.

We perform instrumental variable (IV) regressions on our key regres-
sions. Mauro (1995) argued that ethnolinguistic fragmentation is a good
IV for corruption. His ethnolinguistic indicator measures the probability
that two persons from a country are from two distinct ethnic groups. The
greater the indicator, the more fragmented the country. In addition, La
Porta et al. (1998) argued that legal origin or colonial history has an im-
portant impact on the quality of government bureaucracy. These variables
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Fig. 10.3 Composition of capital inflows and corruption (partial correlation based on
table 10.7, column [1])
Source: Authors’ calculations.



are used as instruments for the corruption measure. A first-stage regres-
sion suggests that ethnically more fragmented countries are more corrupt.
In addition, it suggests that countries with a French legal origin (includ-
ing colonies of Spain and Portugal) are more corrupt than former British
colonies.

The IV regressions are reported in the last two columns of table 10.7. A
test of overidentifying restrictions does not reject the null hypothesis that
the instruments are uncorrelated with the error term. The results from these
two IV regressions are still consistent with the notion that corruption deters
FDI more than bank loans. Therefore, countries that are more corrupt tend
to have a capital inflow structure that relies relatively more on bank bor-
rowing than FDI.

Our sample is potentially censored. A source country may choose not to
invest at all in a particular host country precisely because of the corruption
level and other characteristics of that country. In that case, either FDI or
bank lending or both may be zero. The regression procedure used so far
would drop these observations. However, our left-hand side variable, the ra-
tio of bank loans to FDI, does not lend itself naturally to a Tobit specifica-
tion. For this reason, the following transformation of the ratio is con-
structed as the left-hand side variable: log(bank lending�0.1) – log(FDI �
0.1). The results are presented in table 10.8. With this new variable, there is
a small increase in the number of observations (from 225 to 231). The most
important message from table 10.8 is that the earlier conclusion remains
true: Corruption tilts the composition of capital inflows away from FDI
and toward international bank loans.

10.3.3 Portfolio and Direct Investments from the United States

Although bilateral data on portfolio investment other than bank credits
are not available for the whole set of capital-exporting countries examined
in the previous sections, we can obtain data on portfolio investment origi-
nating from the United States (to a set of developing countries). In this sec-
tion, the data on U.S. outward capital flows are used to examine whether the
ratio of portfolio to direct investment in a capital-receiving country is
affected by its corruption level. We must caution at the outset that the num-
ber of observations is small (between 35 to 39, depending on the regression
specification). Thus, the power of the statistical tests is likely to be low.

Six fixed effects regressions are performed and reported in table 10.9. In
the first three columns, we use the GCR/WDR indicator of corruption. We
see again that, at least for this subsample, the ratio of portfolio investment
to FDI is also positively related to the capital-importing country’s corrup-
tion level. The more corrupt a country, the less FDI it receives (relative to
portfolio capital). However, when we use the TI corruption index (in the last
three columns), the coefficients on corruption are no longer statistically
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significant, although they are always positive. The insignificance can be con-
sistent with a genuinely zero coefficient or can result from a low power of
the test due to the small sample size.

10.3.4 Evidence from the Balance-of-Payments Data

If we are willing to forgo bilateral data and employ data from the balance-
of-payments (BOP) statistics, we may be able to include more capital-
importing countries in our analysis.11 In particular, we continue to use the
ratio of portfolio inflow to FDI, or the loan–FDI ratio, as the dependent
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Table 10.8 Transformed Ratio of Loans to Foreign Direct Investment

GCR/WDR

IV, IV,
Fixed Random Fixed Random Fixed Fixed

Effects Effects Effects Effects Effects Effects
Measure of Corruption (1) (2) (3) (4) (5) (6)

Corruption 0.675** 0.674** 0.701** 0.681** 0.382* 0.374*
(0.151) (0.226) (0.210) (0.320) (0.199) (0.196)

Tax rate 0.011 0.013 0.012 0.012
(0.020) (0.031) (0.021) (0.032)

FDI incentives 0.040 0.072 –0.196 –0.166 –0.014 –0.023
(0.178) (0.262) (0.187) (0.280) (0.171) (0.169)

FDI restrictions 0.546** 0.550** 0.558** 0.547** 0.427** 0.425**
(0.101) (0.156) (0.103) (0.159) (0.103) (0.102)

Log(GDP) –0.591** –0.645** –0.615** –0.657** –0.323** –0.309**
(0.128) (0.189) (0.131) (0.194) (0.128) (0.129)

Log(per capita GDP) 0.227** 0.239 0.314*** 0.318 0.114 0.113
(0.117) (0.182) (0.149) (0.232) (0.114) (0.112)

Log distance 0.391** 0.477** 0.396** 0.479** 0.159 0.151
(0.112) (0.133) (0.115) (0.135) (0.147) (0.146)

Linguistic tie –0.490 –0.504 –0.513 –0.522† –0.752** –0.787**
(0.365) (0.356) (0.373) (0.360) (0.325) (0.326)

Exchange rate volatility 0.563 1.091 –0.279 0.442 –1.257
(2.368) (3.490) (2.553) (3.798) (2.451)

Overidentifying restriction 
(p-value of the test) 0.28 0.28

Adjusted R2/overall R2 0.48 0.51 0.45 0.50 —— ——
N 231 231 231 231 183 183

Source: Authors’ calculations.
Notes: Dependent variable: log(loan + 0.1) – log(FDI + 0.1), averaged over 1994–96. IV = instrumental
variables. See also notes to table 10.5.
**Significant at the 5 percent level.
*Significant at the 10 percent level.
†Significant at the 15 percent level.

GCR/WDR
Transparency
International

11. Note, however, that the number of observations with the BOP data may not be greater
than that with the bilateral loan-FDI data.



variable. To minimize the effect of year-to-year fluctuation, we again aver-
age the ratios over a three-year period (1994–96).

The results are reported in the upper half of table 10.10. In column (1),
where the dependent variable is the ratio of portfolio and FDI, we can see that
corruption (as measured by a hybrid of GCR and WDR) is positive and sta-
tistically significant: More corrupt countries on average attract more portfo-
lio inflows than FDI. In column (2), we examine the loan-FDI ratio as the de-
pendent variable. The corruption variable is not significant. However, we
observe that many other regressors are not significant either. If we drop two
of the insignificant regressors (FDI incentives and restrictions), then the
coefficient on corruption becomes positive and significant. If we further drop
two additional insignificant variables (tax rate and exchange rate volatility),
corruption remains positive and significant. Thus, even with the BOP data,
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Table 10.9 U.S.-bilateral Portfolio Data

GCR/WDR Transparency International

Measure of Corruption (1) (2) (3) (4) (5) (6)

Corruption 0.321* 0.319* 0.341† 0.283 0.324 0.307
(0.173) (0.171) (0.208) (0.247) (0.270) (0.275)

Tax rate –0.023 –0.033
(0.036) (0.033)

FDI incentives –0.218 –0.215
(0.255) (0.249)

FDI restrictions 0.214 0.167
(0.156) (0.165)

Ease of investing in securities 0.364* 0.280
and bonds market (0.203) (0.199)

Log(GDP) 0.304** 0.311** 0.371** 0.289** 0.287** 0.344**
(0.138) (0.152) (0.161) (0.124) (0.137) (0.155)

Log(per capita GDP) 0.506** 0.517** 0.441** 0.512** 0.557** 0.461**
(0.100) (0.100) (0.152) (0.163) (0.177) (0.202)

Log distance –0.200* –0.187† –0.194† –0.198** –0.180† –0.203†
(0.101) (0.113) (0.129) (0.085) (0.107) (0.127)

Linguistic tie 0.870** 0.814** 1.004** 0.853** 0.797** 0.984**
(0.238) (0.251) (0.287) (0.269) (0.278) (0.294)

Exchange rate volatility 3.515** 3.990† 2.436 3.281
(1.649) (2.367) (2.254) (2.739)

Government deficit 0.009 0.023 0.006 0.005
(0.034) (0.047) (0.039) (0.049)

Adjusted R2 0.52 0.56 0.60 0.51 0.54 0.58
N 39 36 35 39 36 35

Source: Authors’ calculations.
Notes: Dependent variable: log(portfolio investment) – log(FDI), averaged over 1994–96. The portfolio
and FDI values are the sum of the flows over 1994–96. Also see the notes to table 10.5.
**Significant at the 5 percent level.
*Significant at the 10 percent level.
†Significant at the 15 percent level.



there is evidence that corrupt countries would have greater difficulties in at-
tracting FDI relative to bank loans. In columns (5)–(6) of table 10.10, we use
a different measure of corruption (TI index). The results remain the same:
Corruption discourages FDI more than bank loans or portfolio inflows.

We repeat the exercise with the left-hand side variables over a different
time period (1997–98), which is the period that Hausmann and Fernandez-
Arias (2000) examined. The regression results are reported in the lower half
of table 10.11. Contrary to their inference, we find exactly the same pattern
as in our previous tables: corrupt countries on average have relatively more
difficulties in attracting FDI than the other forms of capital inflows.
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Table 10.10 Corruption and Composition of Capital Inflows Based on 
Balance-of-Payments Data

Dependent Variable

Transparency
InternationalGCR/WDR

Portfolio Portfolio
Measure of Flow-FDI Loan-FDI Loan-FDI Loan-FDI Flow-FDI Loan-FDI
Corruption (1) (2) (3) (4) (5) (6)

Corruption 1.296** 0.356 0.702** 0.669** 1.046** 0.832*
(0.319) (0.417) (0.347) (0.269) (0.382) (0.428)

Tax rate 0.069 0.010 0.041 0.045 0.001
(0.050) (0.053) (0.051) (0.052) (0.051)

FDI incentives –0.260 –0.562 –0.263 –0.572
(0.484) (0.582) (0.442) (0.506)

FDI restrictions 0.197 0.281 0.023 0.245
(0.280) (0.249) (0.326) (0.252)

Ease of portfolio 0.288 –0.056
investment (0.471) (0.554)

Log (GDP) 0.559** 0.414 0.022 –0.256† 0.548** 0.332
(0.252) (0.349) (0.293) (0.165) (0.239) (0.313)

Log (per capita 0.861** 0.314 0.560* 0.316† 0.851** 0.641*
GDP) (0.304) (0.360) (0.283) (0.198) (0.390) (0.367)

Exchange rate –7.148† –10.322 –6.070 –5.067 –11.410
volatility (4.406) (12.181) (11.489) (5.838) (11.525)

Adjusted R2 0.51 0.24 0.13 0.16 0.46 0.31
N 41 39 44 73 41 39

Source: Authors’ calculations.
Notes: Standard errors are in parentheses. The left-hand-side variables are in logarithm form and are av-
eraged over 1994–96. Exchange rate volatility = standard deviation of the first difference in log monthly
exchange rate (per US$) from January 1994 through December 1996. The corruption variable is stan-
dardized (i.e., corruption in the regressions = [original corruption – sample mean]/[sample standard de-
viation]). Hence, the coefficient on corruption can be read as the response of the left-hand-side variable
with respect to a one standard deviation increase in corruption.
**Significant at the 5 percent level.
*Significant at the 10 percent level.
†Significant at the 15 percent level.
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10.3.5 Maturity Structure of the Foreign Borrowing

A different dimension of the capital flow composition, namely, the rela-
tive share of the short-term borrowing, has been stressed in the literature as
also being related to the likelihood of a currency crisis (see Rodrik and Ve-
lasco 1999).

We look into the possible connection between this measure of composi-
tion of capital inflows and corruption. The results are reported in table
10.12. It turns out that there is no robust evidence for a systematic relation-
ship between the two. Thus, contrary to the share of FDI in total capital
flows, higher corruption per se may not be associated with a greater reliance
on short-term borrowing.

10.3.6 Currency Structure of Foreign Borrowing

Countries that experience a BOP crisis are often criticized for having ei-
ther too much short-term borrowing or too much borrowing in a hard cur-
rency. Of course, both the tendency to borrow in the short term and the ten-
dency to borrow in a hard currency are linked to a country’s inability to
borrow internationally in its own currency.

Using the ratio of international bonds issued in a country’s currency to all
international bonds issued by that country as a measure of a country’s abil-
ity to borrow in its own currency, we can examine possible connections
between a country’s extent of corruption and this ability to borrow in its
own currency. The results are reported in table 10.13. When we use the
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Table 10.12 Maturity of Debt

(Short-term bank loan)/
(total loan + FDI)

(Short-term bank loan)/
(total loan)

GCR/WDR TI GCR/WDR TI

Corruption 0.040 0.155† –0.108 0.027
(0.082) (0.102) (0.083) (0.089)

Log(GDP) 0.097* 0.067 –0.013 –0.009
(0.049) (0.048) (0.036) (0.032)

Log(per capita GDP) 0.032 0.101 –0.032 0.007
(0.063) (0.080) (0.058) (0.060)

Adjusted R2 0.04 0.09 0.03 0.003
N 32 33 77 64

Source: Authors’ calculations.
Notes: Standard errors are in parentheses. Short-term loans are loans with maturity of less
than and up to one year. Bank loans for a particular recipient country are its borrowing from
all BIS-reporting countries (mostly OECD countries). To maximize comparability, the value
of FDI for a host country is the sum of inward FDI from OECD countries (rather than total
inward FDI from the balance-of-payments source).
*Significant at the 10 percent level.
†Significant at the 15 percent level.
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GCR/WDR measure of corruption, there is a negative and statistically sig-
nificant association between corruption and the ability to borrow in the
country’s own currency. This negative association remains when we add in-
come level as a control. On the other hand, when we use an alternative mea-
sure of corruption (the TI index) and when income level is controlled for, the
coefficient on corruption is no longer significant (although still negative). We
have also tried a tobit specification in which zero percent issuance of inter-
national debt in a country’s own currency is assumed to be censored from be-
low. The coefficient on corruption is negative if there is no per capita income
in the regression but insignificantly different from zero if there is per capita
income. Overall, there is some (weak) support for the notion that higher cor-
ruption is associated with a lower ability to borrow internationally in one’s
own currency. This may be considered corroborative evidence that corrup-
tion may have raised a country’s likelihood to slide into a currency crisis.

10.4 Conclusion

Corruption affects the composition of capital inflows in a way that is un-
favorable to the country. A corrupt country receives substantially less FDI;
however, it may not be disadvantaged as much in obtaining bank loans. As
a result, corruption in a capital-importing country tends to tilt the compo-
sition of its capital inflows away from FDI and toward foreign bank loans.
The data support this hypothesis. This result is robust across different mea-
sures of corruption and different econometric specifications.

There are two possible reasons for this effect. First, FDI is more likely to
be exploited by local corrupt officials ex post than foreign loans. As a result,
less FDI would go to corrupt countries ex ante. Second, the current inter-
national financial architecture is such that there is more insurance or pro-
tection from the IMF and the G7 governments for bank lenders from de-
veloped countries than for direct investors.

Previous research (starting with Frankel and Rose 1996) has shown that
a capital inflow structure that is relatively low in FDI is associated with a
greater propensity for a future currency crisis. It may be that international
bank loans (or other portfolio flows) swing more than direct investment in
the event of bad news (whether genuine or self-generated by international
investors) about economic or policy fundamentals. If so, this paper has pro-
vided evidence for one possible channel through which corruption in a de-
veloping country may increase its chances of running into a future crisis.

In the literature on the causes of currency crises, crony capitalism and
self-fulfilling expectations by international creditors are often proposed as
two rival hypotheses. Indeed, authors who subscribe to one view often do
not accept the other. The evidence in this paper suggests a natural linkage
between the two. Crony capitalism, through its effect on the composition of
a country’s capital inflows, makes it more vulnerable to the self-fulfilling-
expectations type of currency crisis.
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Corruption could also lead to a financial crisis by weakening domestic fi-
nancial supervision and damaging the quality of banks’ and firms’ balance
sheets. This possibility itself can be a topic for a useful research project.

Appendix A

Justification for the Econometric Specification That Links 
the Composition of Capital Inflows and Corruption

In the main empirical part of the paper, we have performed several regres-
sions that examine the connection between corruption and the ratio of FDI
and non-FDI capital flows. In this section, a simple model is used to
demonstrate how such a reduced-form specification can be justified. For
simplicity, let us consider that there are two types of international capital
flows: direct investment and bank credit.

Let us suppose that the government in the capital-importing country k
maximizes the two-period objective function

U(Gk1) � �U(Gk2),

where Gk1 and Gk2 are expenditures by the government in country k in pe-
riod 1 and period 2, respectively, and � is the subjective discount factor. For
simplicity, we assume that the tax revenues in the two periods, Tk1 and Tk2,
are exogenously given. Let Bk and Dk are first-period borrowing by country
k from international banks and first-period direct investment in country k,
respectively. To abstract from unnecessary complications, we assume that
bank credit and FDI are merely two forms of additional funding sources.
No production is explicitly modeled. In this case, the gap between the first-
period expenditure and tax revenue must be met by the inflow of interna-
tional capital:

Gk1 � Tk1 � Bk � Dk

In the second period, the international credit must be repaid. Moreover,
international direct investors are assumed to recoup both the investment
and the gross profit.

Gk2 � Tk2 � R(Bk)Bk � R(Dk)Dk,

where R(Bk) and R(Dk) are the gross returns that international creditors and
international director investors would demand from country k. Suppose R∗
is the gross return on the risk-free bond (say, the U.S. government bond as
an approximation), then, we assume that

R(Bk) � R∗ � �Bk

and

Corruption, Composition of Capital Flows, and Currency Crises 489



R(Dk) � R∗ � �Dk � �kDk.

Both � and �k are positive. Think of �k as proportional to country k’s per-
ceived level of corruption. The positive � reflects the assumption that the
warranted returns on either bank credit or direct investment increase with
the size of the capital inflow. Note that �k appears in the return on the direct
investment but not in that on bank credit because corruption represents a
greater risk to direct investment than to bank loans (for the two reasons de-
scribed in the previous section; relative to bank lending, FDI faces greater
sunk costs and less protection from the international financial system).

A few points are worth noting here. First, we assume that the bank credit
is obtained and later paid back by the government. In reality, either the
private or the public sector can borrow from the international credit mar-
ket. Many researchers have observed that the distinction between private
and public borrowing is very thin because private borrowing from the in-
ternational credit market often carries an implicit, and sometimes an ex-
plicit, guarantee from the government of the borrowing country. Second,
while direct investment is supposed to be for the long term, investors even-
tually would want to recoup both the initial investment and the cumulative
profits along the way.

The government’s maximization problem yields the following two first-
order conditions:

U(Gk1) � �U(Gk2)(R∗ � 2�Bk) � 0

and

U(Gk1) � �U(Gk2)(R∗ � 2�Bk � 2�kDk) � 0

This implies a particular relationship between the composition of capital
inflow for country k and its corruption level:



D

Bk

k


 � 

� �

�

�k

.

Hence, the higher the corruption level in country k, the less FDI it would
receive relative to its bank borrowing. The ratio of non-FDI forms of capi-
tal flow to FDI can be linked to the recipient country’s level of corruption.

Appendix B

Source and Construction of the Variables
Bilateral Bank Loans

Source: BIS website [http://www.bis.org/publ/index.htm]. Data are at the
end of December in US$ millions. Loans to offshore banking centers are
omitted.
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Bilateral Foreign Direct Investment

Source: OECD, International Direct Investment Statistics Yearbook 1998
diskettes. Unit: US$ millions (converted into US$ using the yearly average
exchange rates from annex III of the book).

Total Inward FDI, Portfolio, and Other Investment

Source: IMF, Balance of Payments Statistics CD-ROM, lines 78bed,
78bgd, and 78bid, respectively.

Distance

Source for latitude and longitude: Rudloff (1981), updated from Pearce
and Smith (1984). Greater circle distance (in kilometers) between economic
centers (usually capital cities) in a pair of countries based on the latitude
and longitude data.

Argentina. Used the average latitude and longitude of Buenos Aires, Cor-
doba, and Rosario.

Australia. Used the average latitude and longitude of Canberra, Sydney,
and Melbourne.

Bahrain. Used the latitude and longitude data from the city of Muharraq.
Bermuda. Used the latitude and longitude data from Kindley Air Force

Base.
Bhutan. Used the latitude and longitude data from [http://www.kingdom

ofbhutan.com/kingdom.html].
Canada. Used the average latitude and longitude of Toronto, Vancouver,

and Montreal.
Equatorial Guinea. Used the latitude and longitude data from the city of

Santa Isabel.
Greenland. Used the latitude and longitude data from the city of Peary

Land.
India. Used the average latitude and longitude of New Delhi, Bombay, and

Calcutta.
Israel. Used the latitude and longitude data from Lod Airport (near Java

and Tel Aviv).
Mauritius. Used the latitude and longitude data from the city of Diego Gra-

cia.
The Netherlands. Used the latitude and longitude data from the city of De

Bilt.
Slovak. Used the latitude and longitude data from the city of Poprad.
Sudan. Used the average latitude and longitude of Atbara Khartoum and

El Fasher.
Switzerland. Used the latitude and longitude data from the city of Zu-

rich.
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Brazil. Used the average latitude and longitude of Brasilia, Rio de Janeiro,
and Sao Paulo.

Panama. Used the latitude and longitude data from Panama City.
Russia. Used the average latitude and longitude of Moscow, St. Petersburg,

and Nizhni.
Nizhny Novogorod. Used the data from [http://www.unn.runnet.ru/nn/

whereis.htm].
Kazakhstan. Used the average latitude and longitude of Almaty, Chimkent,

and Karaganda.
United States. Used the latitude and longitude data from Kansas City, Mis-

souri.

Linguistic Tie

Source of major languages: CIA (1999).
Dummy � 1 if the two countries share a common language or have a for-

mer colonial relation.

Corruption

GCR Index

Source: World Economic Forum (1997).
Transformation: Values in this paper � 8 – original values.

WDR Index

Original source: World Bank (1997). Data are from Kaufmann and Wei
(1999).

Transformation: Values in this paper � 8 – original values.

TI Index

Source: Transparency International 1998 index [http://www.gwdg.de/
~uwvw/icr.htm].

Transformation: Values in this paper � 10 – original values. Thus, a larger
number means more corruption.

Gross Domestic Product and GDP per Capita

Source: World Bank, SIMA/GDF and WDR central database. GDP data
are GDP at market prices (constant 1995 US$); GDP per capita data are
calculated using GDP divided by population.

Monthly Exchange Rate (end of period)

Source: IMF, International Financial Statistics, via the World Bank
SIMA database.
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Government Deficit to GDP Ratio

Source: World Bank, SIMA/GDF and WDI central database.

U.S. Bilateral Data

Source. U.S. Department of the Treasury website [http://www.ustreas.
gov/tic/ticsec.htm]. Sum of the U.S. portfolio investments in other countries
(gross sale by foreigners to U.S. residents, foreign bonds and foreign stocks),
1994–96. All amounts in US$ millions.

Legal Origins

Source: La Porta et al. (1998).

Accounting Standard

Source: La Porta et al. (1998).

Corporate Tax Rates

Source: PwC (2000), updated from World Economic Forum (1997).
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Comment Martin Feldstein

This is a very good paper. It is innovative and convincing. It deals with a sig-
nificant problem and brings new data to bear on this issue. Its starting point
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is the general agreement that an excessive dependence on foreign loans in-
creases the risk of currency crises because foreign banks can decide not to
renew maturing loans when they suspect potential repayment problems. In
contrast, foreign direct investment (FDI) is a much less volatile source of ex-
ternal financing. The mix of external financing and, in particular, the extent
of dependence on foreign loans is therefore important to a country that is
looking for strategies to reduce its vulnerability.

The central point of the paper by Wei and Wu is that domestic corrup-
tion can increase the risk of a currency crisis by shifting the availability of
foreign funds from direct investment to bank loans. If corruption does re-
duce the inflow of FDI and if the unexploited investment opportunities that
result from reduced FDI are financed instead by foreign loans, it follows
that corruption indirectly increases the risk of crisis.

The Wei-Wu paper therefore focuses on whether corruption (as mea-
sured by the survey data that the authors describe) reduces FDI. The results
of the regression analysis are very clear in showing that corruption does
appear to reduce the inflow of FDI. An obvious question is whether the
corruption variable is really capturing the effect of corruption per se or is
simply a proxy for something else that is responsible for depressing FDI.
For example, are countries that are more corrupt than average and that
practice more than the usual amount of cronyism also countries that want
to keep out foreign investment in order to save the investment opportunities
for local investors?

To deal with this potential problem, Wei and Wu construct two clever in-
dexes: One measures the attraction that the country’s current policy pro-
vides to FDI, and the other measures the extent to which the country’s poli-
cies discourage FDI. When the authors add these two variables to their
regression, the coefficients imply that the measures of things that would at-
tract FDI are positively associated with higher levels of FDI, and the vari-
able measuring things that would repel FDI is negatively associated with
FDI. Both of these variables are statistically significant. Most important,
adding them to the regression does not change the basic result that the cor-
ruption variable discourages FDI.

There may of course be other variables that are omitted and that are cor-
related with corruption. One candidate for that would be the legal system
itself. The work that Andrei Shleifer (and his co-authors LaPorta, Lopez-
de-Silanes, and Vishney) and others have done suggests that foreign in-
vestors (especially those from the United States and Britain) would be at-
tracted to countries that had Anglo-Saxon–type legal systems that provide
greater protection for investors. Those legal safeguards might tilt the bal-
ance in favor of more FDI in such countries.

Wei and Wu do not include a measure of the legal system among the re-
gressions but note that they use such a variable as an instrument for the cor-
ruption variable when doing instrumental variable estimation. They also re-
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port that they performed an explicit test of whether the variable ought to be
in the equation in its own right and concluded (rather surprisingly to me)
that although the legal system variable is a good instrument, it does not be-
long in the equation as an explicit variable in its own right. I would be a little
more comfortable if the authors performed a sensitivity analysis by includ-
ing it in the regression and gave us an ordinary least squares regression es-
timate of the equation with corruption and legal variables both included.

However, demonstrating that corruption reduces FDI is not the same as
demonstrating that corruption leads to an increased dependence on loans,
and it is the dependence on loans that is the key link to the risk of interna-
tional crises. Wei and Wu do show that corruption leads to an increase in
the ratio of loans to FDI. However, the risk comes from the volume of for-
eign loans and not from the ratio of loans to FDI. The effect of corruption
on the ratio of loans to FDI may simply be driven by its effect on the de-
nominator.

What matters for the risk of crises is not the ratio of foreign loans to FDI
but the level of foreign loans relative to gross domestic product (GDP) or
export earnings. The ratio of foreign loans to FDI could be high with very
little foreign loan exposure relative to GDP or to exports if FDI is very low.
Fortunately, the paper does give us direct evidence on the effect of corrup-
tion on the ratio of loans to GDP (in table 10.6.) The positive effect of the
corruption variable on the volume of foreign loans supports the idea that
corruption increases foreign loans.

What remains to establish is that the positive effect of corruption on loans
is the result of a shift from the discouraged FDI to the use of loans to fi-
nance the same investment. That is, the key question is this: If there are
some investment opportunities and if FDI is reduced, is foreign borrowing
the alternative route through which foreign capital can be tapped?

This line of reasoning would be more convincing if it could be shown that
the other factors that encourage FDI reduce foreign loans whereas those
factors that discourage FDI cause an increase in foreign loans. I suggested
this at the conference, and Wei and Wu now provide explicit evidence in the
postconference version of their paper. Because the coefficients of these ad-
ditional regressions are not significantly different from zero, this test does
not strengthen the conviction in the Wei-Wu mechanism.

It is nevertheless hard to think of an alternative theory that explains the
other features of the Wei-Wu regressions. Although there may in principle
be other explanations and other variables that ought to be considered, I do
not have any specific suggestions. I believe that this paper has provided a
very useful framework for thinking about the potential impact of corrup-
tion on FDI and foreign loans. The burden of proof is now on anybody who
would argue that corruption does not discourage FDI and encourage the
inflow of foreign loans.

I have two final thoughts about the implications of this paper. First, it
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implies that the link between corruption and financial crises provides a rea-
son to reduce corruption. That reason seems to be a valid one, but of course
a country should not need that as a reason to reduce corruption. Reducing
corruption is something that countries should do for many other reasons.

Second, the key to greater financial stability emphasized in this paper is
not corruption per se but foreign loans and other short-term capital. A
country that wants to reduce the risk of crisis can do so even if it cannot at-
tract FDI (either because of corruption of because of other qualities of the
country) by avoiding such large inflows of short-term loans and other fi-
nancial liabilities.

Discussion Summary

Roberto Rigobon proposed a different view of the findings of the paper—the
corporate finance view on the composition of financing. According to the
corporate finance view, he said, there are two additional channels through
which corruption may affect the choice of financing. That is, when asset re-
turns or the ability of managers is highly uncertain, investors tend to choose
loan financing rather than FDI. If corruption increases the variability of the
ability of managers or the assets’ returns, he said, then more corrupt coun-
tries will have a greater share of loan financing, as the paper finds.

On the empirical part of the paper, Linda S. Goldberg made two com-
ments. The first is related to the cross-sectional approach of the paper. The
authors regressed the average ratio of the different types of foreign financ-
ing between 1994 and 1996 on a country-specific corruption index plus a
number of other control variables. Goldberg said that the regressions show
the correlation between these variables, but they do not necessarily mean
that the causality is from the corruption to the choice of foreign financing.
For example, the correlation could be due to the fact that some other coun-
try-specific institutions affect the foreign financing and these institutions
are highly correlated with the corruption index used in the paper.

Moreover, Goldberg said that in order to answer a more interesting ques-
tion—that is, how a change of the corruption level in a country would affect
its FDI relative to other forms of capital inflow—one needs to regress the
changes in the share of FDI on the changes of corruption. This kind of
time-series panel regression would net out other country-specific effects
that could not be controlled for. Kristin J. Forbes raised a similar suggestion
on running panel regressions and controlling for country-fixed effects.

Federico Sturzenegger shared a similar concern. He used a story to illus-
trate that Argentina’s government and its regulatory bodies care little about
the protection of minority shareholders. As a result, he said, many foreign
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companies choose to invest in a private way and avoid putting money in the
stock market when they invest in Argentina. The lack of protection of mi-
nority shareholders may have led to an increase in FDI relative to portfolio
investment. He concluded that if corruption is correlated with weak finan-
cial institutions, then the corruption variable in the regression could cap-
ture this effect.

Simon Johnson said that many studies have shown that it is very difficult
to distinguish different measures of institutions. The corruption effects
found in the paper could be interpreted as the effects of institutions in gen-
eral, which interpretation would also make the paper more appealing.
Moreover, he said, the instruments for corruption used in the paper are
measures of institutions and could be correlated with financing for many
different reasons. He suggested that the authors try alternative measures of
corruption, such as measures of how institutions have developed histori-
cally.

Rigobon proposed the addition of “financial development” as a control
variable to account for the fact that at different stages of banking sector de-
velopment there are different instruments in the banking sector. Charles W.
Calomiris suggested that the authors look deeper into the relationship be-
tween the dependency on bank lending and the special protection that bank
lending enjoys. Johnson questioned the inclusion of GDP per capita as an
explanatory variable because GDP per capita itself is affected by the insti-
tutional variables, and this could lead to biased estimates of the effects of
corruption. On the interpretation of the results, Forbes asked about the
magnitude of the effects of corruption on capital flows.

Sebastian Edwards suggested that the authors present more details on the
corruption index to show the distribution and dynamics of this variable be-
cause its definition is not very clear. For example, he said, the transparency
index used in the paper is a ranking of countries from the least to the most
corrupt ones. Over time, as more countries were added to the sample, their
rankings changed for reasons not related to corruption.

A few people raised concerns on the hypothesis of the paper that in a
more corrupt country foreign capital inflows tend to take the form of loan
financing. Intuitively, the paper argues that foreign banking lending re-
quires less contact with the local bureaucrats and thus is less subject to the
local corruption. Carlos A. Végh suggested that the authors lay out a more
solid analytical framework, because the current model basically assumes
the hypothesis rather than providing a rationale for it. Moreover, Végh said
that to make a portfolio investment, foreign investors also need to interact
with the locals, so it is not clear which financing—FDI or portfolio invest-
ment—is subject to more corruption. The model could also incorporate the
fact that bank portfolio investment is more likely to be bailed out than FDI
by either the government or international institutions, such as the IMF.
Michael P. Dooley raised a similar concern and said that FDI could be used
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as a way to bypass the local credit markets and to maintain a direct control
of the investment. Thus, it could potentially be a choice of foreign financing
in a very corrupt system.

Nouriel Roubini commented that “corruption” and “crony capitalism”
were used interchangeably in the paper, but these two terms do not always
mean the same thing and should be distinguished. The findings of the pa-
per—highly corrupt countries have higher share of loan financing—could
be due to the dominance of the banking sector in emerging markets, which
leads to a high ratio of loan financing. Roubini also suggested that the au-
thors study the outliers in the sample. China, he said, could be an outlier
with a high level of corruption and a high ratio of FDI. This may happen
because foreign direct investors also get advantages, such as monopoly
power, tax deduction, and the like, by bribing the local government.

On the meaning of the corruption variable, Shang-Jin Wei agreed with
the general discussion. He said that he used “corruption” as shorthand to
refer to weak public institutions and that it has many dimensions to it. He
also said that there are attempts to give separate scores to corruption and
other dimensions of institutions, but these scores are always highly corre-
lated with each other.

On the suggestions to conduct panel regressions, Wei said that they are
desirable, but not feasible at this time. The reason is that there is not much
variation in the corruption index over time, and the time series data on cor-
ruption are not reliable. He puts more trust in the cross-country variation
of this index. For example, he said, the corruption index of Indonesia wors-
ened substantially after the fall of Suharto.

On the magnitude of the effect of corruption, Wei cited one of his earlier
papers. He found that an increase of the corruption from the level of Sin-
gapore (very low) to that of Mexico (very high) has the same magnitude
effect on FDI as an increase of the marginal corporate tax rate by about 50
percentage points.

Regarding Roubini’s remark on outliers, Wei showed the partial correla-
tion of the corruption index and the share of FDI where there is no obvious
outlier. Moreover, Wei cited one of his papers to show that China is not an
exception to the rule, and that Chinese FDI could have been much higher
had China managed to reduce its corruption.

506 Shang-Jin Wei and Yi Wu



507

11.1 Introduction

The financial crises in East Asia followed several years of large foreign fi-
nancial capital inflows intermediated by the domestic banking system. The
crisis countries suffered tandem banking and currency crises that produced
sharp reductions in economic growth and subsequent ongoing domestic fi-
nancial distress. In some cases, it was clear beforehand that the domestic
financial system was becoming increasingly fragile and crisis-prone—for
example, in Thailand. The currency crisis made matters worse due to the
uncovered foreign currency exposure of the banking system. A number of
authors have also argued that implicit government guarantees of foreign
currency liabilities of the domestic banks contributed to the financial crisis
in Asia. More generally, Calvo (1998a) observes that emerging-market fi-
nancial crises evolve through complicated interactions between domestic fi-
nancial sectors, international lenders, and national monetary and fiscal au-
thorities. Our paper considers the dynamic consequences of interactions
between the microeconomics of private financial intermediation and
public-sector financial and macroeconomic policies in a currency crisis
model. We focus on the relationship between foreign capital inflows, eco-
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nomic growth, and subsequent banking crises under a fixed exchange rate.
Most importantly, we relate the assumptions and implications of our model
to the East Asian currency crisis. We use the theoretical framework as a ba-
sis for comparing the experience of five East Asian economies in the 1990s.
This sample includes two economies that experienced currency crises, Ko-
rea and Thailand; one that almost experienced a crisis, Malaysia; and two
economies that did not experience crises, Taiwan and Singapore.

In an insightful paper, Carlos Diaz-Alejandro (1985) uses the Chilean fi-
nancial crisis of 1981–83 to illustrate the dangers of financial reforms under
fixed exchange rates, free international capital flows, and implicit guaran-
tees of bank deposits but weak domestic financial supervisory systems. The
financial crisis in Chile followed several years of steady liberalization and
privatization of domestic banking under explicit and repeated claims by the
authorities that deposits would not be insured by the government. When
tested in the late 1970s, the government intervened and rescued all deposi-
tors. When capital inflow restrictions were relaxed in 1981, capital inflows
surged under the anticipation of public bailouts as the domestic financial
sector continued to deteriorate until their sudden reversal in the currency
crisis.

Diaz-Alejandro (1985) is impressively prescient of the East Asian crisis.
In this paper, we propose a theoretical model that formalizes his interpre-
tation by concentrating on the interactions between domestic financial in-
stitutions, the regulation and subsidization of domestic financial interme-
diation by the government, and foreign capital inflows leading up to a
financial crisis. The model generates a path for domestic bank lending, cap-
ital accumulation, and the growth of the foreign currency debt of domestic
banks that ultimately leads to a financial crisis with the collapse of the fixed
exchange rate regime. The underlying disturbances in the model are simply
idiosyncratic productivity shocks across firms that occur when there are a
large number of firms; there are no exogenous aggregate shocks. However,
a problem of agency in domestic financial intermediation leads banks to ac-
cumulate increasingly risky assets in equilibrium until the financial system
is vulnerable to collapse with a reversal of foreign capital flows. A key ele-
ment of our model is that the government provides implicit guarantees of
the foreign currency liabilities incurred by domestic banks following Diaz-
Alejandro (1985) and recent “third-generation” models of currency crises.

The theoretical model introduces an agency model of banking in the
spirit of Bernanke and Gertler (1989, 1990) and Bernanke, Gertler, and
Gilchrist (1999), in which domestic banks have an informational advantage
in lending to domestic firms, into a simple endogenous growth model. Ad-
verse selection in the choice of risky projects by firms leads to the cofinanc-
ing of investments by firm owners and banks. Individual firms become in-
solvent with positive probability in finite time, in which event banks have
incentives to renegotiate the firm’s debt in this model. With time, the pro-
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portion of firms that have been unable to repay their gross debt and re-
negotiated their loans in the past increases stochastically.

Foreign capital inflows allow lending and aggregate output to grow with-
out being constrained by domestic savings. The implicit insurance provided
to foreign creditors in the event that the government abandons the fixed ex-
change rate sustains capital inflows to the banking system until the crisis oc-
curs. Over time, the domestic financial sector becomes increasingly fragile
in this model. Prior to the crisis, capital inflows rise in proportion to do-
mestic production under constant returns to accumulable factors of pro-
duction. Investment may or may not rise as a ratio of output. The model
also predicts that the total equity value of the banking sector will be de-
creasing in absolute value and in proportion to the equity value of the bor-
rowing firms. The banking system becomes progressively more indebted
through foreign borrowing until it is ultimately insolvent. Capital inflows
cease in a sudden stop, investment reverses, and output drops sharply. The
postcrisis rate of growth will depend upon the new incentives for foreign
capital inflows after the crisis.

Other papers adopt the financial accelerator model of Bernanke and
Gertler or its underlying agency model of financial intermediation to ana-
lyze the link between foreign capital inflows and currency crises. Velasco
(1987) introduces banking into a version of the Krugman (1979) model of
speculative attacks on a fixed exchange rate regime, and Aghion, Bacchetta,
and Banerjee (1999a, 2000) study the amplification of aggregate shocks in
credit-constrained economies. Our analysis is quite different in that we de-
tail the microeconomics of intermediation and focus on the path depend-
ence of financial fragility in the open economy leading up to a crisis with
only firm-specific idiosyncratic shocks. The role of the implicit government
guarantees follows the observations made by Diaz-Alejandro (1985) and
Calvo (1998a) that a sovereign government has an incentive to subsidize
foreign capital inflows to overcome the problem of its own moral hazard in
setting trade, fiscal, and monetary policies. Mishkin (1996) and Obstfeld
(1998) among others have observed that government guarantees of foreign
currency deposits in the event of devaluation appear to be an implicit com-
panion to a pegged exchange rate regime. The currency crisis in our model
is generated by contingent public-sector insurance in the same way as in the
“third-generation” models proposed by Calvo (1998a, b) and Dooley
(2000). The emphasis on the fragility of the banking sector bears much in
common with the description and analysis of the East Asian crisis in
Corsetti, Pesenti, and Roubini (1998a). Other models that elaborate on the
role of public-sector guarantees of foreign currency debt and domestic
banking include Burnside, Eichenbaum, and Rebelo (1999) and Chinn and
Kletzer (2000).

A number of theoretical and empirical papers have been written on the
possible causes of the East Asian crisis and its consequences. These include
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fundamentals-based models, following Krugman (1979) and Flood and
Garber (1984), such as this one, and others based on liquidity crises, as ex-
emplified by Chang and Velasco (1999).1 An alternative approach for mod-
eling domestic intermediation would be to adopt a model in which col-
lateral plays a central role in enforcing repayment. Caballero and
Krishnamurthy (1998) and Edison, Luangarum, and Miller (2000) both
adopt the Kiyotaki and Moore (1997) model of credit cycles to study finan-
cial crises in emerging markets. The Kiyotaki and Moore model precludes
the renegotiation of bank loans, although it can portray the collapse of the
value of fixed assets and bank insolvencies during a systemic crisis. Chris-
tiano, Gust, and Roldos (2000) develop a different version of the Kiyotaki
and Moore model in a financial crisis model that endogenizes asset values
more richly. Although collateral does not enter contract enforcement in our
model of financial intermediation, the model could be extended to endoge-
nize the value of physical assets.

Section 11.2 presents the theoretical model and its empirical implica-
tions. Sections 11.3 and 11.4 compare the assumptions of the model and its
predictions to the data for the five Asian economies in our sample with
broad success. We first discuss how Korea, Thailand, Malaysia, Taiwan,
and Singapore differ with respect to the institutional characteristics of
banking and corporate borrowing underlying our assumptions. We argue
that the necessary assumptions for the endogenous banking and currency
crisis to arise in the theoretical model fit Korea and Thailand, the crisis
cases, very well and Malaysia reasonably well, but do not fit the cases of Tai-
wan and Singapore. Section 11.5 shows how the paths for aggregate mea-
sures of economic and banking system performance differ across the
economies in a manner predicted by the model.

11.2 A Theoretical Model of Financial Crises

We model international capital flows and domestic financial intermedia-
tion in an infinitely lived small open economy with capital accumulation in
discrete time. Firms are established by entrepreneurs each of whom has
access to a set of projects that can be undertaken. Investment by firms is
financed by domestic household saving or by foreign financial capital
inflows. These financial flows are intermediated by banks. In our model,
banks operate a monitoring technology, and some of the potential entre-
preneurs have access to this technology.

The model’s economic environment is described first and followed by an
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analysis of the dynamics of bank lending. The role of foreign capital inflows
and the dynamics of a financial crisis are then discussed.

11.2.1 Economic Environment

There is a single good that can be consumed, invested, or traded interna-
tionally. It can be produced using entrepreneurial labor and capital. The
model allows investment to be reversible, although we will consider the con-
sequences of a costly dismantling of a firm’s capital stock. For simplicity,
there is no depreciation. Production takes one period, and the gross output
produced in any period is stochastic.

All residents have identical preferences over infinite-horizon consump-
tion plans and are endowed with a single unit of labor each period. Each
person is a potential entrepreneur, who can select and invest in a new proj-
ect every period. The investment opportunities available to different people
do not need to be identical, so that entrepreneurs may be heterogeneous
with respect to skills or knowledge. However, the set of techniques of pro-
duction available to each entrepreneur does not change over time, and a
subset of entrepreneurs know how to operate banks.

Households are risk averse and seek to smooth consumption over time.
They receive entrepreneurial income and interest earnings from financial
savings. The utility function for a household is given by

(1) Ut � Et∑
�

s�t
�s�tu(cs),

where u(c) is strictly concave and 0 � � � 1. This is maximized with respect
to a consumption plan subject to the intertemporal budget identity.

(2) as�1 � as � (rs
dws � r∗fs ) � �s � cs � �(ws ),

and the solvency condition,

(3) lim
s→ �

as �
s�1

v�t
�	

1 �

1

rv
∗	 � 
 0,

given initial financial wealth, at � wt � ft . Here, w equals deposits held in
domestic banks, which earn a deposit rate of interest rd, and f equals hold-
ings of foreign deposits, which earn interest r∗. Domestic transactions are
denominated in units of domestic currency, and the nominal exchange rate
is fixed. Money is held (in the form of interest-bearing deposits) to econo-
mize on transactions costs, �(wt ), where ��(wt ) � 0. If domestic residents
hold foreign assets in equilibrium, then the opportunity return to domestic
bank deposits, rd – ��(wt ), will be equal to the foreign currency rate of inter-
est, r∗, less any currency risk premium. If foreign residents hold domestic
deposits (as we will assume they do in equilibrium), then rd will equal r∗ cor-
rected for currency risk and all domestic financial saving will be held in
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domestic banks. Entrepreneurial income from production is represented by
�. The model has been written under the assumption that each entrepre-
neur owns the equity in his or her firm. Tradable equity complicates the
presentation without much gain, but we will be interested in the value of
firm equity later. The inclusion of a demand for money is later used to jus-
tify invoking a conventional monetary model of the nominal exchange rate.2

Demand deposits pay a positive rate of return so that money is held only as
deposits in equilibrium for the model economy.

Each firm is established by a particular entrepreneur. Production uses
capital and one unit of entrepreneurial labor to produce output each pe-
riod. Production displays constant returns to capital and increasing returns
to entrepreneurial effort. The quantity of output produced by any given in-
put bundle is stochastic. Each entrepreneur has access to a particular col-
lection of possible projects to undertake. Projects differ with respect to the
distribution of output produced across states of nature for any given capi-
tal input. For example, the distribution of output for one project might be
a mean-preserving spread of another. The set of projects available to each
nonbank entrepreneur can either be the same or different. In either case, en-
trepreneurs can choose to undertake different projects.

The production function for a firm j is given by

(4) y j
t � � j

tk
j
t ,

where kj
t is the capital stock of firm j predetermined by investment under-

taken in period t – 1. Output gross of the capital stock is yj
t , so that � j

t is the
stochastic (marginal and average) gross productivity of capital. For each
possible project, � j

t is nonnegative and distributed identically and indepen-
dently across time. A project is uniquely determined by its distribution over
the productivity of capital.

Firms can finance capital accumulation by borrowing from banks or by
investing their own saving. All entrepreneurs will seek to diversify their in-
come risk by allocating their wealth between bank deposits and equity in
their own firms. Their choices are limited to these two by imperfect infor-
mation. Bankers have an absolute advantage at monitoring firm choices of
projects and realized output each period. Households reduce their expo-
sure to risk by lending to banks, which in turn lend to many firms, thereby
diversifying individual firm project risk for their depositors. Firms can use
current profits to finance investment (retained earnings) or pay dividends to
the owner-household. To make the connection to corporate borrowing
from this model of entrepreneurship, we add the restriction that the house-
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hold cannot be forced to draw against its other assets (bank deposits) to
supply additional capital to the firm it owns. That is, we separate the entre-
preneurial role of the owner from the saving and consumption role of the
household in Robinson Crusoe fashion.

The well-known model of banking as delegated monitoring (Diamond
1984; Freixas and Rochet 1997) works to rule out direct equity investment
by households in the projects of other entrepreneurs and implies that banks
use conventional debt contracts. The model assumes that output realiza-
tions by a firm in any period are costlessly observed only by the entrepre-
neur of that firm and that bankers have access to a technology that allows
them to observe project outcomes at a lower cost than households. To make
things simple, assume that households are unable to observe the actual out-
put of any firm other than their own at any cost; below we discuss weaken-
ing this assumption and allowing equity trade. We also assume that the
costs of monitoring a firm are indivisible, so that economies of scale are re-
alized when firms borrow from a single bank in equilibrium.3

Whereas costly observability can be used to rationalize bank lending via
standard debt contracts, the primary informational asymmetry here con-
cerns the choice of project by the firm. This choice involves adverse selec-
tion as in a variety of credit market models that follow Stiglitz and Weiss
(1981). The bank lends an amount �t to a typical firm in period t – 1 to fi-
nance a capital stock equal to kt, which will produce output in period t. The
firm selects its project for period t in period t – 1 to maximize its value. The
firm’s capital stock evolves according to

(5) kt�1 � �kt � Rt�t � �t�1 � �t ,

where Rt is the gross interest charged to the period t loan. Consider the
simple case a single round of lending with no ongoing capital accumulation
and production. In this case the return to the firm under limited liability is
given by

(6) firm’s return � max{�tkt � Rt�t, 0},

whereas the return to the bank is given by

(7) bank’s return � min{Rt�t, �tkt � } � (1 � rt
d )�t ,

where  represents observation costs. The borrower will choose a riskier
project from among those with a common mean than is in the best interests
of the lender. Although informational imperfections restrict an entrepre-
neur’s capacity to diversify income risk, limited liability and the conven-
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tional debt contract provide a degree of risk sharing between households
that is constrained by the disincentives for borrower risk avoidance.

Cofinancing given by the difference xt � kt – �t reduces the incentives for
the firm to choose a riskier project and raises the expected return to the
lender. This is immediately true for the repeated lending case in our capital
accumulation model. The bank chooses a combination of loan size, �t , rate
of interest, rt � Rt – 1, and cofinancing requirement,

zt � 	
kt

k

�

t

�t
	,

to maximize its expected return. This is demonstrated by Bernanke and
Gertler (1989, 1990) in a moral hazard model. They explain the importance
of cofinancing as a solution to the agency problem in banking and for gen-
erating financial fragility. Another way to motivate bank lending in our
model is to assume that banks have a cost advantage setting zt by monitor-
ing the investment level of the firm.

Limited liability plays a key role in this economy. Firms can go bankrupt,
which means here that current assets, �tkt, accrue to the bank, and the firm
ceases to exist. A firm would only choose bankruptcy if its value as an on-
going enterprise was nonpositive. When the firm cannot service its debts in
full, the bank faces a choice of declaring the firm bankrupt or renegotiating
the terms of its loan. Equivalently, a bank can go bankrupt if it cannot meet
its deposit liabilities as demanded by depositors. With reversible invest-
ment, all the assets of the client firms of a bank can be used to meet depos-
itors’ claims, so that a bank will only be unable to repay its deposit liabili-
ties on demand if the sum of the capital stocks of each of its client firms fails
to exceed the gross interest it has promised depositors. When investment is
nonreversible, at least in the short run, then the bank can be illiquid with-
out being insolvent. The production function could be rewritten to incor-
porate time to build to allow for the possibility of self-fulfilling bank runs,
as demonstrated by Diamond and Dybvig (1983) and used in the Chang
and Velasco (1999) model of financial crises. This extension is not explored
in this paper. The renegotiation of bank loans, option value of the firm, and
the role of deposit insurance are discussed in the next subsection.

The economy will be open to international financial capital inflows and
outflows. Net capital inflows are equal to the current account deficit plus
any increase in central bank reserves through the balance-of-payments
identity. Private foreign borrowing is intermediated by domestic banks. The
current account surplus is given by

(8) bt�1 � bt � rt
∗bt �[yt � �(wt )] � ct � kt�1,

where bt is the current stock of foreign debt for the country denominated in
units of foreign currency, and other variables are expressed as economy-
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wide aggregates. Because quantities are expressed in nominal terms, we as-
sume that nominal prices are perfectly flexible and that purchasing power
parity and uncovered interest parity hold. All debt in the model is short-
term debt.

Fiscal policy plays a key role for generating a currency crisis under the
fixed exchange rate regime. There are no public expenditures, but the gov-
ernment can provide deposit insurance for domestic residents and debt re-
payment guarantees to foreign lenders. These contingent liabilities could be
financed through taxes (including premia charged to banks or depositors)
or through monetization. For simplicity, deposit guarantees will be fi-
nanced by current or future monetization in the model.

11.2.2 Capital Accumulation and Bank Lending

In this section, we consider the dynamics of domestic bank lending and
economic growth in the closed economy. The capital account will be opened
later. The economy starts in a state in which all firms have the same capital
stock, and, for expositional simplicity, we allow all projects to be chosen
from a common set.

First, consider the case of a firm that realizes a high output in period t.
The net income for the firm is given by

(9) (� � 1)kt � rt�t � 0,

so that the entrepreneur can consume a dividend or increase his or her eq-
uity in the firm (r � R – 1). This firm’s bank made its loan offer in period t
– 1, �t, optimally given the collection of projects available and the entrepre-
neur’s contribution to the firm’s investment. In general, the equilibrium
loan will lead to a positive value of z less than 1.4 The banker is then willing
to lend an additional amount,

(10) �t�1 � �t � 	
1

z
	[(� � 1)kt � rt�t ],

leading to an increase in the firm’s capital stock of

(11) kt�1 � kt � 	
1 �

z

z
	 [(� � 1)kt � rt�t ],

if the interest rate r t
d remains unchanged. This equation of motion incorpo-

rates the financial accelerator that plays a central role in Bernanke and
Gertler (1989, 1990). Furthermore, this firm is able to repay its entire debt
at time t. Therefore, it could pay off its debt to its current bank and take a
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new loan (of size �t�1 above) from another bank. That is, it can roll over its
short-term debt on the market. Competition among banks ensures that the
interest rate charged on the loan, �t�1, is independent of the rest of the
bank’s particular portfolio.5

Instead, suppose that the firm realizes a low level of output. In this case,
we have

(12) (� � 1)kt � rt�t � 0

but either

(13) �kt � Rt�t 
 0 or �kt � Rt�t � 0.

In the first instance, the firm contracts according to equation (11). In the
second, the firm is unable to meet its debt obligations even if it liquidates its
entire stock of capital. In this case, the firm can be declared bankrupt by its
creditor. However, the bank can possibly do better than to liquidate the firm
and use the proceeds to repay its depositors or pay its owner dividends. This
is because the bank now has market power vis-à-vis the firm in a debt
rollover or renegotiation under a simple seniority rule. Another bank could
possibly offer a new loan to the firm, allowing it to pay off its debt and in-
vest for the next period. Under such a loan, investment is given by

(14) kt�1 � �t�1 � �kt � Rt�t � 0.

That is, the firm’s investment is less than the loan principal. The new bank
must charge an interest premium to recover the opportunity cost of the por-
tion of the loan used by the firm to pay off its period t debt. This kind of loan
may not even be offered, because the entrepreneur now owns none of the
capital stock of the firm (z is zero), which situation, along with the higher
interest rate, encourages greater risk taking by the entrepreneur.

The current bank, however, may gain by offering a new loan when other
lenders will not. This is the case if

(15) max
R,�

Et [min(R�, �� � ) � (1 � rd
t�1)� ] � 0,

given the optimal choice of project by the borrower conditional on R and �.
The implied interest rate premium is constrained by the premium that a new
lender would charge. When such a premium does not exist, as a conse-
quence of the agency problem, the firm’s current banker faces no potential
competition in the rollover market. The excess returns on such a new loan
are applied against the opportunity cost of the unpaid period t debt, Rt�t.
Therefore, the firm’s bank can choose to roll over the unpaid debt and offer
new capital in exchange for a deeper claim, Rt�1 (�t � kt�1), against the earn-
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ings of the firm, �kt�1, in favorable states of nature. The supernormal prof-
its on these rollovers encourage the renegotiation of short-term bank debt
and discourage the formal bankruptcy of insolvent firms when equations
(14) and (15) hold. For equation (15) to hold, we need to impose the condi-
tion that the optimal project choice of the entrepreneur when z � 0 yields
at least positive expected total surplus; that is, Et� � 1 � rt

d. The level of new
capital provided to the firm is chosen by the banker along with the interest
rate to maximize utility from the profits realized on the banker’s entire port-
folio. These incentives will rise if liquidating a debtor is costly for banks.

We note that the equilibrium loan renegotiation can simply be written
as a rollover of the unpaid gross interest at the new rate of interest. Write-
downs are unnecessary, because any unpaid gross interest in the future can
continue to be rolled over in renegotiations. Through repeated loan roll-
overs, the bank may acquire a permanent monopoly franchise on lending
to the firm, but it will only enforce repayment terms in equilibrium that max-
imize the banker’s expected utility from her portfolio.6

The projects undertaken by insolvent firms in a rollover will be riskier
than those the same firm chose when its net worth was positive. Suppose
that the set of projects includes a continuum of mean-preserving spreads of
the project chosen by the firm at the initial equilibrium cofinancing re-
quirement, z. When the firm becomes insolvent (eq. [14] holds) and the loan
is renegotiated, the entrepreneur will choose a mean-preserving spread of
the original project because z is zero. The interest premium provides an ad-
ditional reason for the debtor to make a riskier choice of project. The prob-
ability that the bank’s borrowing cost of the new capital, (1 � rd

t�1)kt�1, ex-
ceeds the gross project returns, �kt�1, is greater for the renegotiated loans of
insolvent firms than for loans to solvent firms.

Once a bank has rolled over the debt of one of its clients, it faces a higher
probability of loan rollovers for this firm in the future. The probability that
the firm will need to renegotiate its debts again,

Pr(�kt � Rt�t ),

rises with �t – kt. Further, for the new capital provided to the firm, the prob-
ability that its cost to the bank will not be covered,

Pr[�kt � (1 � rt
d )kt ],

rises as the project choice becomes riskier. These rollovers are negotiated in
a forward-looking fashion, but their probability and terms are path de-
pendent. Renegotiating bank debt through rollovers and providing new

Domestic Bank Regulation and Financial Crises 517

6. In the adverse selection model, increasing the rate of interest induces riskier project choice
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its in every event in the equilibrium following renegotiation, no matter how large the firm’s debt
on the bank’s books grows. This depends on the set of projects available to the firm.



capital is superior for the bank to cutting its losses. While the bank is rolling
over loans, it must also be rolling over deposit liabilities. A firm’s debt will
continue to be rolled over in equilibrium as low output states of nature are
realized until the claim of the bank exhausts all the possible payments that
it can extract from the firm in every future event. This occurs with positive
probability and means that the opportunity cost (deposit liability incurred)
of the ultimate loan exceeds its expected return.

Banks face competition from each other for loans to firms that have been
able to repay their debts in full in the previous period (for example, growing
firms). The interest premium charged on loans to these customers covers the
expected present value loss if revenues fall short of the opportunity cost of
the funds lent. This present value is calculated taking into account the equi-
librium renegotiation of loans that fall into default. However, a bank can-
not successfully charge a premium on loans to cover the losses on other,
renegotiated, loans in its portfolio. As loans are renegotiated (an event that
occurs with positive probability), the portfolio of the bank changes. In this
model, banks will not hold perfectly diversified loan portfolios even if they
can because their aversion to risk and their liability are both limited.

Consider an individual bank with a constant level of deposits. Eventu-
ally, in this model, one of its client firms will be unable to repay and will
renegotiate its loans with the bank because productivity shocks are inde-
pendently and identically distributed (i.i.d.) for any given project. The bank
will begin shifting its loan portfolio toward this firm, and the probability of
a subsequent rollover rises with each renegotiation as the positive probabil-
ity that �kt � Rt�t rises as �t – kt rises with each realization of productivity
less than Rt�t /kt. The probability of a reallocation away from other firms to-
ward those clients that have suffered low output realizations is path de-
pendent and increases with each poor outcome, when the loan terms
offered by other banks are taken as given. The bank’s portfolio becomes
riskier over time. The probability that the bank will be unable to meet a
withdrawal of its deposits as contracted,

(16) Pr�∑j
min(�jkj

t � , Rj
t � j

t ) � (1 � rt
d )∑

j
� j

t� � 0,

rises stochastically. That is, its expectation must be nondecreasing. The sum
in equation (16) is taken with respect to the client firms of the individual
bank.

With capital accumulation, banks can grow because household savings is
positive. In this endogenous growth model, we let the average net produc-
tivity of capital exceed the discount rate of households, or, alternatively, the
world real rate of interest for the open economy. Starting out with positive
initial firm assets (uniform across all firms) and a large number of firms, the
growth rate of the capital stock rises with E� – (1 � rd ). For example, if we
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ignore the residual risk faced by households and let utility be logarithmic,
we conclude that the capital stock grows in expectation as

E� � (1 � �),

where � is the pure subjective discount rate of households and E� is average
gross return to capital across the economy. Eventually, however, some firms
do become insolvent, as implied by equation (11). As they do so, banks
renegotiate these loans and lend more capital to these firms. In a closed
economy equilibrium, saving constrains the growth of the aggregate capital
stock, so that loan rollovers necessarily reduce the growth rates of other
firms. This implies that the cofinancing share for solvent firms rises as other
firms are unable to repay their current debts. This provides a partially offset-
ting effect in the closed economy—solvent firms will expand more slowly
but make less risky project selections.

In this economy, the probability that a bank becomes insolvent rises over
time as renegotiation of individual client loans takes place. Path depend-
ence of the riskiness of bank portfolios and the probability of eventual bank
insolvencies arise from the renegotiation of loans in the presence of the
agency problem. This shift in the riskiness of the aggregate portfolio of the
banking system would not occur if banks simply closed firms that were in-
solvent. The riskiness of each bank’s portfolio in that case would remain the
same over time. Forcing banks to write-down debts by marking loans to
market under capitalization requirements may be a way of reducing this
type of increasing vulnerability to idiosyncratic shocks.

In the standard banking model adopted here, depositors face a moral
hazard problem when lending to banks. Each saver cannot monitor the
bank’s portfolio choices. The solution for this problem is the conventional
deposit contract, which allows a depositor to reclaim the gross deposit with
interest at any time and prevents the bank from renegotiating with individ-
ual depositors. It is possible to model bank runs in this economy as the
probability that some banks cannot service their deposit claims rises over
time, but depositors do not know which banks these will be. Such a run is
not self-fulfilling, as demonstrated by Diamond and Dybvig (1983), and we
do not add the assumptions needed to generate such possibilities. The in-
troduction of deposit insurance could be justified in this manner or by its
effect of lowering the deposit rate of interest in this economy. Without per-
fect information about the loan portfolio of each bank at all times, deposit
insurance can exacerbate the tendency of banks to choose riskier portfolios
and raise the transition probabilities of bank insolvencies. Deposit insur-
ance should be associated with greater fragility of the financial sector in the
absence of enforced regulations that restrict loan renegotiation.

The problem of loan renegotiation may realistically extend to the case of
a firm that cannot meet its net interest obligation. This is the event in which

Domestic Bank Regulation and Financial Crises 519



(17) (� � 1)kt � rt�t � 0 but �kt � Rt�t � 0.

If capital is not costlessly reversible, then the firm is illiquid but not insol-
vent. In this case, loan rollovers can also be optimal. Under this type of
rollover, the firm’s capital stock in period t � 1 is higher than otherwise, and
its choice of project is riskier. The probability of bank collapses rises with
costly disinvestment.

Another possible extension of the model is to introduce differential costs
of monitoring firm behavior between savers and banks. In the model by
Holmstrom and Tirole (1997), firms begin to borrow directly as their capi-
tal increases. Such access to direct borrowing could be introduced into this
framework (and associated with the equity of entrepreneurs in their firms)
to provide another reason for competitive pressure to keep down interest
rates for successful borrowers as bank portfolios become heavier in rolled-
over firm debt.

11.2.3 Foreign Capital Inflows to Domestic Banks

We now consider this banking sector in the open economy. Again, do-
mestic banks have a cost advantage over foreign lenders in observing the
output realizations of domestic entrepreneurs. This advantage can be as-
sumed to be large enough to preclude any direct foreign portfolio lending
to domestic entrepreneurs. Alternatively, following Holmstrom and Tirole
(1997), foreign creditors might have a cost disadvantage in monitoring firm
behavior that leads to direct lending only after a threshold in firm equity is
passed. In that case, the increase in monitoring costs is offset by the incen-
tive effect of a larger share of the firm’s capital that is owned by the entre-
preneur.

When deposit insurance guarantees discriminate between foreign and
domestic depositors, foreigners accumulate risky deposit claims against do-
mestic banks. In the event that a bank is unable to meet its entire deposit li-
abilities, the total current assets of the bank,

∑
j

min{�jkj
t � , Rj

t�
j
t},

are divided between foreign depositors and the deposit insurer. The inflow
of foreign capital to the banking sector will be sensitive to the anticipated
ex post seniority rights of foreign creditors vis-à-vis the insurer (typically,
the government).

The government can encourage capital inflows in the presence of moral
hazard and adverse selection in domestic banking and investment by guar-
anteeing the real value of the gross exposure of foreign lenders. In the short
run, the government can do this by fixing the exchange rate, which removes
the incentives for banks to hedge foreign currency risk (as demonstrated by
Burnside, Eichenbaum, and Rebelo 1999). If banks borrow in foreign cur-
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rency–denominated loans under a floating rate, they face the risk of insol-
vency (balance sheet risk) in the event of a depreciation that raises the de-
posit insurance obligation of the government ceteris paribus. We are inter-
ested in the consequences of a fixed exchange rate regime with an explicit or
implicit government guarantee of the foreign liabilities of the banking sec-
tor in the event of a switch to a float, and not the welfare economics of this
policy. Therefore, we make the assumption that the government implicitly
guarantees foreign liabilities denominated in foreign currency in the event
that it abandons the exchange rate peg. In this event, there can be a broad
financial crisis, because banks do not hedge foreign currency risk (in antic-
ipation of this type of bailout) and devaluation reduces foreign currency
values on the asset side of the balance sheets for all banks. We impose an
upper bound to the amount that the government will guarantee, given by d�.
Up to this limit, foreign loans to the domestic banking sector are riskless.
That is, there is no currency risk until d� is reached. For simplicity, we assume
that d� is known with certainty. A limit on the indemnity liability of the gov-
ernment comes from the requirement that the government satisfy its in-
tertemporal budget constraint. Foreign lenders are not protected by the de-
posit insurance scheme offered to domestic savers.

Foreign capital inflows can raise the aggregate growth rate of the model
economy. Banks will borrow at the constant world rate of interest to lend ei-
ther to firms that have not yet renegotiated their debts or to firms that have.
As rollovers accumulate, foreign inflows allow banks to expand their lend-
ing to firms that are liquid according to the solution to the agency problem,

(18) kt�1 � kt � 	
1 �

z

z
	 [(� � 1)kt � rt�t ],

where (� – 1)kt – rt�t � 0. Similarly, they are able to continue lending to firms
that are either illiquid (in the case of irreversible investment) or insolvent (in
the case of either irreversible or reversible investment) with rollovers. In the
open economy, foreign capital inflows allow banks to continue lending to
solvent firms at the ex ante optimal choice of cofinancing, z, while provid-
ing capital to insolvent firms under renegotiated loans. In contrast with the
closed-economy case, the growth of solvent firms is not reduced by renego-
tiation, so that the financial accelerator is larger for the open economy.
However, z also does not rise for these firms as banks lend more capital to
renegotiating firms. The offsetting reduction in the riskiness of project
choices for solvent firms experienced in the closed economy disappears, and
the riskiness of bank portfolios rises with the opening of the capital ac-
count.

Consider the instance of an economy with reversible investment and no
firms that have renegotiated debts. The capital stock and gross output grow
according to the AK model at the difference between equilibrium net pro-
ductivity, E(� – 1), and the foreign rate of interest (lower than the appro-
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priate risk-adjusted rate-of-time preference so that capital inflows are posi-
tive). However, once there is a rollover, the capital stock will grow faster for
the small open economy that faces a perfectly elastic supply of deposits at
the foreign rate of interest. This is because bank loan renegotiation prevents
firms from contracting on one end of the spectrum while firms continue to
grow (stochastically) under constant returns to capital at the other end.

Foreign lenders, however, face different incentives under the implicit
guarantee associated only with a broad crisis in the event of a collapsing ex-
change rate regime. They lose if a single bank is forced into bankruptcy
idiosyncratically while domestic deposits are insured. However, as the port-
folios of individual banks become ever riskier with infusions of foreign de-
posits, more and more banks reach potential crisis. This follows from the re-
sult that renegotiation leads to increasingly risky bank portfolios and rising
contingent liabilities for the banks’ creditor (the deposit insurer). Banks en-
ter insolvency with positive probability. The probability of leaving insol-
vency decreases as more of the bank’s firms renegotiate loans with positive
probability and choose ever riskier projects in the absence of cofinancing.
Foreign inflows that sustain these banks allow more and more banks to be-
come insolvent. The contingent liability of government, dt, is a random
variable that also follows a submartingale. It must reach its upper bound in
finite time.

This process is driven by the ultimate prospect of a bailout of foreign
lenders. Such a bailout could happen immediately if foreign lenders realized
a larger rate of return from the government bailout than the world rate of
interest. We think that it is unrealistic to assume they do. Therefore, a
bailout happens progressively and with stochastic timing because there are
positive real net returns to domestic investment.

In the equilibrium path for the economy with foreign capital inflows, this
process implies that we should observe increasing financial capital inflows
as the crisis draws nearer. Each rollover raises the ratio of bank deposit lia-
bilities to physical capital, �/k, in this model. As rollovers become more
probable, this ratio rises faster. In the model, output is proportional to cap-
ital, y � �k, so that the debt to gross domestic product ratio is rising, as is
its foreign component. We also note that the capital stock will be growing
at a faster rate with an open capital account and implicit guarantees of for-
eign currency bank debts, in contrast to the case for the closed economy.
However, gross domestic product may not be rising with the capital stock as
more and more firms no longer cofinance investment and choose riskier
projects.

11.2.4 Foreign Capital Inflows and Twin Crises

The link to currency crises comes about by the same mechanism pro-
posed by Dooley (2000), Burnside, Eichenbaum, and Rebelo (1999), Chinn
and Kletzer (2000), and others. These “third-generation” models of finan-
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cial crises are based on first-generation models of a speculative attack but
add the twist that domestic credit creation follows the attack and is contin-
gent on the collapse. It is assumed that the cost of the bailout is ultimately
monetized and that the implied ex post growth rate of domestic credit is in-
consistent with the exchange rate peg.

The mechanics of a crisis need to be described a bit more. There is an up-
per bound on the credit that will be extended by foreign lenders to the do-
mestic banks when the ultimate bailout is bounded from above by d�. This is
the sum of the government’s implicit guarantee, central bank reserves, and
the residual capital of the banking system in the event of a financial crisis.
This upper bound is reached in finite time with probability 1 as a conse-
quence of the bank debt rollover dynamics for the agency model as ex-
plained above. Eventually, the foreign debt of the banking sector exceeds
the value of the banking sector plus central bank reserves minus domestic
deposits.7 This excess claim at time T is dT.

Suppose a run occurs in period T, so that the debt of the government rises
by the amount dT , which will be paid through domestic credit creation. The
expected rate of depreciation after the abandonment of the fixed exchange
rate is increasing in dT . A rise in the rate of depreciation lowers domestic
money demand at the instant of the speculative attack. This reduction is
also increasing in dT . Therefore, a portion of central bank reserves is taken
by parties other than holders of foreign bank deposits in the currency crisis.
This amount is given by Rd

T � �(dT), where ��(dT) � 0. The reserves taken
by foreign holders of short-term foreign currency bank debt, Rf

T exhaust the
remaining reserves used in defense of the peg, R�T . These equal the differ-
ence between total foreign claims against the domestic banking sector, de-
noted bT, and the government’s guarantee, so that Rf

T � bT – dT .
At the time of the twin banking and currency crises, we have the equilib-

rium condition,

(19) R�T � Rd
T � Rf

T � bT � dT � �(dT),

where dt is a stochastic function of bt. That is, both depend on the history of
lending, investment, and production in the domestic economy leading up to
the crisis. The timing of the crisis is stochastic and path dependent.

Whether a crisis can occur in this economy depends upon the size of the
maximal government guarantee, d�, relative to reserves. This is because an
increase in government debt equal to d� leads to a particular rate of domes-
tic credit creation if it is entirely monetized. This rate of domestic credit cre-
ation may or may not lead to a first-generation currency crisis at the mo-
ment it is incurred. It can be too small, implying a collapse of the fixed
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exchange rate regime at some later date. If this is the case, foreign creditors
will not be bailed out until the collapse and incur the net opportunity cost
of lending d�, r∗d�. Thus, if d� is too small, the eventual bailout will not be
sufficient in present value to keep foreign lenders in the market.

Does this mean that foreign capital inflows are zero if d� is small? The an-
swer is no as long as banks hold deposit liabilities to domestic savers cov-
ered by deposit insurance. Foreign deposits can be serviced in full as a
bank’s portfolio deteriorates up to the point that the current value of the
bank’s net assets,

(20) ∑
j

min{� jkj
t, R

j
t�

j
t},

just equals the foreign deposit liability. Domestic savers are fully covered by
deposit insurance, and the withdrawal of foreign deposits busts the bank.
This type of foreign exit from the banks occurs idiosyncratically across
banks in this model because the only productivity risk is idiosyncratic
across firms.

A currency crisis occurs when the rate of domestic credit creation neces-
sary to finance the government’s liability at time T, dT , is exactly consistent
with a collapse of the fixed rate at time T. The timing depends on the sto-
chastic processes for bt and dt (which depend on the entire structure of the
economy), as well as the level of reserves. Thus, if d� is sufficient to allow a
currency crisis soon enough that foreign lenders realize their opportunity
rate of return on loans with bailout, then there is a widespread financial cri-
sis as all foreign loans are pulled from the banking system. Put differently,
if the government guarantee is sufficient to encourage any foreign capital
inflows, then it leads to an inevitable currency and banking crisis. If d� is
too small to generate an eventual currency crisis, then it also has no impact
on capital inflows. The possibility of equilibria in which lending never be-
gins can be ruled out by the condition that

(21) E(min{r, �~ � 1}) 
 r∗,

where �~ – 1 is the net rate of return to bank loan portfolios inclusive of the
returns from rollovers.

We could delink this crisis from the exchange rate peg by changing the as-
sumptions about government guarantees. If there can be a bailout of the
banks in the event of a systemic banking crisis that insures foreign creditors,
then a banking crisis can occur under a floating exchange rate regime. If the
subsequent liabilities of the government are monetized, the rate of exchange
rate depreciation naturally rises. If the bailout is financed by taxes on do-
mestic residents, then consumption growth is depressed (because the timing
is stochastic, Ricardian consumers will not fully smooth consumption
against the tax increase).
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11.2.5 Postcrisis Contraction

At the moment of the financial crisis, there is a sudden reversal of capital
inflows as foreign lending stops and households reduce their demand for
domestic currency deposits. The contraction in domestic deposits causes a
contraction in the capital stock given by

(22) kt�1 � kt � �t�1 � �t �[(� � 1)kt � rt�t � �t ]

for a solvent firm where �t�1 – �t � 0. This increases the ratio of self-financing
to capital sharply,

(23) zt�1 � ,

implying that new bank lending will be forthcoming if the banks can bor-
row. Insolvent firms may also be able to borrow if their debt is restructured
with write-downs that leave them at least solvent. However, with the guar-
antees of the government exhausted, new foreign deposits to the banks are
not supported. Domestic household income and consumption drop along
with the capital stock. If the banks remain in business for intermediating
loans, then domestic saving deposits will flow to domestic firms, allowing
growth from the new low aggregate capital stock. These deposits are
smaller, in proportion with domestic income, and are only made if there is
deposit insurance as before. As noted, foreign inflows will be lower than be-
fore the crisis, so that the growth rate of the economy is also lower than be-
fore the crisis.

If the government does not restructure the domestic financial sector, the
growth rate of output could fall even more after the crisis because the in-
termediation benefits of banks are lost, as argued by Calvo (1998a). The loss
of domestic banking would force the use of alternative, higher cost, means
of intermediation.

11.2.6 Empirical Implications

In the model economy, domestic financial and currency crises occur si-
multaneously and are inevitable under the policies assumed. These include
the absence of effective prudential regulation of the banks. The foreign in-
debtedness of the banking sector rises in proportion to gross domestic out-
put and the capital stock before the financial crisis. The production and
banking model also implies a rise in the growth rate of the capital stock as
the crisis becomes more likely. This will coincide with an increase in the ag-
gregate riskiness of the banking sector’s loan portfolio.

The model also has implications for the market value of firm and bank
equities. Because loans can be renegotiated, the value of a firm is not zero
when

[(� � 1)kt � rt�t � �t ]
			

kt�1
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�tkt � Rt�t � 0.

The firm is an ongoing enterprise that could potentially pay off its debts, al-
lowing the entrepreneur to accumulate capital in the firm once more. There-
fore, the stock market value of the firm includes the option value of “re-
demption” and will remain positive.

The equity value of the firm is given by the expected present value of the
dividends that it can pay subject to the imposition of the transversality con-
dition. For firms that have positive net income, the capital stock is rising,
and so is firm equity. This increase is larger than the rise in productivity for
a positive shock. This can be seen simply by ignoring dividends and calcu-
lating the discounted expected equity of the entrepreneur’s ownership (how
the stock market value of a firm that does not pay a dividend changes). This
evolves according to

xt�1 � (� � Rt )kt � Rtxt ,

which equals

(24) xt�1 � �(� � Rt ) 	
1

z
	 � ��xt

with lending in the agency model. The present value of the owner’s equity is
given by

(25) Et�	xt

R

�

t

1
	� � Et��	

R

�

t

	 � 1� 	
1

z
	 � 	

R

�

t

	�xt � xt.

Differentiating with respect to � shows that the equity value of the firm rises
more than proportionately with the discounted productivity of capital. For
firms that remain solvent but realize negative net incomes, (� – 1)kt – rt�t �
0, the value of equity falls along with the capital stock.

The average value of all producers’ equity evolves over time as capital ac-
cumulates and some firms renegotiate bank loans. Beginning with all firms
cofinancing investment, the total stock market value of firms rises as the
average capital stock rises. It also rises to the extent that the equity value
of firms that have low outputs and downsize (but remain solvent) reflects
an increase in the likelihood that they will become insolvent in the future
and renegotiate their loans. For such firms, the option value of redemption
rises. Once firms do become insolvent and renegotiate their bank debts, the
value of these firms remains nonnegative, while the average equity value of
firms that have been successful continues to rise with the capital stock. Ig-
noring the expectation that there will be a collapse in the capital stock at
date T, the total stock market value of producers would be rising over time
(in the case of large numbers with uncorrelated firm-specific shocks) under
foreign capital inflows as long as the net expected return to capital exceeds
the rate of interest. However, these dynamics imply a rise followed by a de-
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cline in the total value of firm equity prior to crisis under rational expecta-
tions.

The equity value of banks also evolves dynamically as loan rollovers take
place. However, banks face an upper bound on the share of the returns to
successful projects they can claim in proportion to the firms’ capital stocks
in the face of competition from other banks. The banks are accumulating
losses over time, and their equity value must decline in expectation once one
bank has had to roll over the loan of a firm that cannot repay its short-term
debt. Clearly, the average equity value of banks is lower when some client
firm has to renegotiate. In the model set up here, the probability of more
renegotiations and of increasing liability for the deposit insurer means that
the expected equity of the bank is decreasing thereafter. It decreases as

Pr�∑
j

min{�jkj
t, R

j
t�

j
t} � (1 � rt

d ) j� j
t	

rises.
Therefore, the model of an evolving banking crisis driven by loan

rollovers fueled by foreign capital inflows implies that the ratio of the equity
value of banks to the equity value of corporations should be declining in
trend before the crisis. Foreign capital inflows should be rising in propor-
tion to gross domestic product if the assumptions of constant returns to
capital and unchanging investment opportunities hold. Output should col-
lapse sharply after the crisis.

The Bernanke and Gertler model of financial fragility shows how aggre-
gate productivity cycles are exacerbated through the financial accelerator.
This implies that the capital stock falls but that the growth rate could re-
cover in a simple closed-economy Ak model. In our model, foreign capital
inflows would need to return to avoid a reduction in the growth rate of the
postcrisis economy.

11.3 The Assumptions of the Theoretical Model and 
the Precrisis Financial Systems of East Asia

The theoretical model generates endogenous accumulations of foreign
debt by a domestic banking sector that is progressively less stable, leading
to an eventual crisis. Three of the model’s assumptions are crucial in this
process. First is the predominance of corporate borrowing from domestic
banks, arising from the informational advantage of banks over other
lenders. Second is the prospect of government deposit insurance, or gov-
ernment bailouts of the domestic banking sector, and government guaran-
tees of foreign loans to the domestic banking sector. Third is supervisory
forbearance and the absence of effective prudential regulation of the bank-
ing sector. In this section, we briefly examine the precrisis financial systems
of Korea, Taiwan, Thailand, Malaysia, and Singapore in relation to these
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assumptions. Table 11.1 briefly summarizes this section’s findings. The econ-
omies with financial systems that fit the model’s assumptions most closely
are assigned the highest negative ratings. We find that the model’s assump-
tions characterize the financial systems of Korea and Thailand very well
(negative ratings: 9) and the financial system of Malaysia reasonably well
(negative ratings: 6). The model’s assumptions fail to fit the financial sys-
tems of Taiwan and Singapore (negative ratings: 5).

11.3.1 Corporate Reliance on Domestic Bank Borrowing

With regard to the predominance of bank lending, only Korean firms
were highly reliant on domestic bank borrowing. In Thailand, domestic
banks were not always the dominant lender, because corporations bor-
rowed directly from foreign banks in the offshore market. In Thailand, how-
ever, the importance of finance companies increased in the 1990s, as licens-
ing requirements were eased. Malaysian, Taiwanese, and Singaporean
firms were not as reliant on domestic banks, because they actively tapped
bond and equity markets.

Just prior to the crisis, the reliance of Korean corporations on domes-
tic commercial and merchant bank financing was large and increasing.
In 1997, borrowing from banks accounted for close to 50 percent of total
corporate financing; this was up from about 35 percent in the mid-1990s
(Pomerleano 1998). Moreover, most of the remaining corporate financ-
ing—corporate bonds, commercial paper, and foreign borrowing—was ex-
plicitly guaranteed by banks. For example, in 1996, 87 percent of the bonds
issued by corporations had bank guarantees. The default risk on these
bonds was borne by the banks, because if the corporation failed, the bond-
holder would have recourse to the guaranteeing bank (Dekle and Ubide
1998). Equity financing was small; in early 1997, equity financing ac-
counted for only 7 percent of total corporate financing, down from about
20 percent in the early 1990s. Thus, by early 1997, the debt-equity ratio of
manufacturing corporations was over 300 percent, and most of this debt
was explicitly or implicitly owed to domestic banks (Pomerleano 1998).

Compared to Korea, the reliance of Taiwanese corporations on domes-
tic bank financing was markedly lower. In 1996, borrowing from banks ac-
counted for less than 22 percent of total corporate financing, down from
about 50 percent in the early 1990s (Chu 1999). By the late 1980s, large cor-
porations could raise most of their funds from the equity market (Chu
1999). Moreover, Taiwan developed a successful venture capital industry
and industry and initial public offering market. In 1997, small and medium-
sized firms raised $2 billion and $27 billion from venture capital and initial
public offerings respectively. Thus, by early 1997, the debt-equity ratio of
corporations was down to about 85 percent, lower than even the debt-
equity ratios in many industrialized countries.

The reliance of Thai corporations on bank and finance company
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financing was among the highest of the crisis-inflicted Asian countries, al-
though some of this reliance was to foreign banks. Between 1992 and 1996,
borrowing from banks and finance companies accounted for 74 percent of
total corporate financing (Pomerleano 1998), and the average debt-equity
ratio was about 180 percent (Pomerleano and Zhang 1999). In 1995 and
1996, borrowing from finance companies accounted for about 27 percent of
this corporate borrowing. Finance companies tended to focus more on con-
sumer and real estate financing, whereas banks loaned more to the manu-
facturing sector. A significant fraction of this corporate borrowing was
from foreign, particularly Japanese, banks. Most of the borrowing from for-
eign banks was through the Bangkok International Banking Facility
(BIBF), whose “out-in” lending is entirely foreign currency–denominated.
In 1996, BIBF borrowing accounted for about 18 percent of all bank bor-
rowing by Thai corporations (IMF 2000b).

Between 1992 and 1996, Malaysian corporations raised about 40 percent
of their funds from domestic banks, finance companies, and merchant
banks, all deposit-taking institutions (Pomerleano 1998). This ratio of pri-
vate corporate borrowing may understate the dependence of the Malay-
sian economy on the banking sector. Consumers and nonincorporated
businesses were also large bank borrowers. Finance companies accounted
for about 20 percent of domestic borrowing and loaned mostly to consum-
ers and nonincorporated businesses. Foreign-owned banks accounted
for about 15 percent of all domestic borrowing, although the main source
of funds for foreign banks was domestic deposits. Compared to corpora-
tions elsewhere in Asia, Malaysian corporations have relied somewhat more
on bond, and significantly more on equity, financing; the debt-equity ratio
was relatively low, at under 100 percent (Pomerleano and Zhang 1999).

Between 1992 and 1996, Singapore corporations raised about 40 percent
of their funds from banks (Pomerleano 1998). Only four banks, all of them
domestic, accounted for 80 percent of these loans. The remaining loans
were from smaller banks, foreign banks, and finance companies. Although
Singapore has a large offshore market, regulations have kept the domestic
currency and foreign currency markets separate. Borrowing from offshore
in domestic currency by domestic corporations was restricted, although
foreign currency borrowing was not. As in Malaysia, Singapore corpora-
tions have tended to rely more on bond and equity financing, thus keeping
the debt-equity ratio to under 90 percent.

11.3.2 Government Explicit and Implicit Guarantees 
of Domestic Bank Liabilities

With regard to government guarantees, in Korea, Taiwan, Thailand, and
Malaysia, bank deposits were implicitly guaranteed by the government,
given that no domestic bank was ever allowed to fail and close. Failing
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banks were usually taken over by the government and forced to restructure
or merge with another bank. Singapore also did not provide explicit bank
deposit guarantees, but in the absence of domestic bank failures or take-
overs, it is difficult to assess the extent of implicit guarantees to depositors.
Foreign loans to the domestic banking sector were implicitly guaranteed
in each instance. However, such loans were important only for Korea and,
to a lesser extent, Thailand. Banks in Taiwan, Malaysia, and Singapore
borrowed little from abroad.

Prior to the crisis, the Korean deposit insurance system was segmented;
different deposit insurance systems covered different financial institutions.
Moreover, given the relative newness of the various systems (which started
in the mid-1990s) and the low deposit insurance rates, the accumulated de-
posit insurance premiums were negligibly small. Thus, for all practical pur-
poses, Korea did not have an explicit deposit insurance system. However,
depositors probably viewed their deposits as implicitly insured, because the
Korean government had never allowed a bank to fail (Park 1994). Between
1960 and the mid-1980s, the idea of deposit insurance was moot: Banks
were publicly owned, and monetary authorities controlled every aspect of
bank management. Although banks were privatized in the early 1980s and
financial markets were deregulated, the government continued to exercise
control over banks by appointing bank management and by the system of
government policy loans (Dekle and Ubide 1998). Policy loans were used by
the government to direct bank lending to preferred sectors, with the provi-
sion that, should the firms receiving the loans default, the lending bank
would be bailed out. Although policy loans were largely phased out by the
mid-1990s, the historical involvement of the government meant that banks
developed few skills in credit analysis. Lending decisions were still based on
the availability of collateral, normally real estate (45 percent of all loans),
and government moral suasion.

Domestic banks have intermediated virtually all foreign borrowing by
Korean corporations, in won or in foreign currency. Of the loans borrowed
directly from foreign banks, almost all carried guarantees by domestic
banks (Collins and Park 1989). In the mid-1990s, some companies were able
to directly borrow in overseas bond markets, but this borrowing had to be
bank guaranteed. These various types of bank-intermediated foreign loans
were not explicitly government guaranteed, but given that no domestic
bank had failed, the government was in effect implicitly guaranteeing these
loans. In fact, in August 1997, in the midst of the crisis, the authorities made
explicit their commitment by guaranteeing all foreign liabilities of Korean
banks.

As in Korea, for all practical purposes, Taiwan did not have an explicit
deposit insurance system. Participation in the Taiwanese deposit insurance
system was voluntary, and as a result the accumulated insurance premiums
were very small (Yang 1994). However, as in Korea, depositors viewed their
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deposits as implicitly insured, because most deposits were with banks
owned by various branches of the government. Although the banking sys-
tem was partially privatized in the early 1990s, government-owned banks
still accounted for about 60 percent of total bank loans in 1996 (Chen 2000).
Customers of the government-owned banks were mainly public enterprises
and large private manufacturing firms (Shea 1994). Private banks were nu-
merous, but all were very small. When insolvent, these private banks were
bailed out by the government (Yang 1994). Most of the bank lending (66
percent) was collateralized, with real estate or, more often, with equity.

Of the Taiwanese foreign borrowing, only 5 percent was explicitly guar-
anteed by the government (Haggard 2000, 134). In any event, the total
amount of foreign borrowing remained small (gross foreign debt: 10.6 per-
cent of GDP). Banks intermediated only about half of this foreign borrow-
ing.

Thailand has never had an official, explicit deposit insurance system.
However, the Thai government has always bailed out depositors. Insolvent
banks were usually recapitalized and allowed to operate as normal. During
the crisis, six of fifteen commercial banks were taken over by the govern-
ment. In addition, the government issued a blanket guarantee of all bank
deposits. Finance companies were allowed to fail, but the government has
always guaranteed their deposits ex post. During the crisis, fifty-six out of
ninety-one finance companies failed, but all deposits were guaranteed, al-
though credits held by the directors and management of failed institutions
were not covered (IMF 2000b).

There were two main sources of foreign borrowing by Thai corporations.
First, corporations borrowed in baht from nonresident deposits in Thai
banks. Nonresident bank deposits have historically received the same guar-
antees as resident deposits. Second, corporations borrowed in foreign cur-
rency from Thai and foreign banks through the BIBF. None of this foreign
currency borrowing was explicitly guaranteed by the government. However,
the foreign currency borrowing intermediated through Thai banks (one-
third of total BIBF borrowing) was, like all domestic bank liabilities, im-
plicitly guaranteed, because these domestic banks could not fail. The gov-
ernment did not implicitly guarantee the borrowing through foreign banks,
because most of this borrowing went to joint ventures—for example, in the
case of Thai-Mitsubishi Motors, the responsibility for paying back this bor-
rowing was viewed as belonging to the parent firm, Mitsubishi Motors of
Japan.

There was no explicit deposit insurance system in Malaysia. However,
Malaysia has never allowed a bank or finance company to fail, although fi-
nance companies have been merged. Thus, all deposits at domestic financial
institutions were implicitly guaranteed, at least for residents. In fact, ex
post, the government has guaranteed even the deposits at foreign banks;
during the crisis, the government issued a blanket guarantee of all deposits.

532 Robert Dekle and Kenneth Kletzer



Borrowing by domestic banks from foreign banks in foreign currency has
never been sizable in Malaysia, given very strict foreign borrowing regula-
tions. The small amount of borrowing that took place was never explicitly
guaranteed. Historically, Malaysia has often imposed controls on portfolio
outflows. For example, in 1994, controls on short-term portfolio inflows
were imposed, and in 1998, minimum holding periods (twelve months) and
exit levies (30 percent) on the repatriation of bank deposits held by nonres-
idents were imposed (IMF 1999a). In the case of repatriation restrictions,
the subsequent depreciation of the ringgit has meant that nonresidents ex-
perienced capital losses on their ringgit deposits. Thus, for certain types of
foreign borrowing, such as nonresident ringgit deposits, there were no im-
plicit guarantees either.

Singapore never had an official, explicit deposit insurance system. How-
ever, as elsewhere in Asia, no domestic bank or finance company has ever
been allowed to fail, although the government has not always bailed out de-
positors with deposits at failed foreign banks. Thus, it may be the case that
the implicit guarantee of deposits was selective, limited to deposits at do-
mestic financial institutions.

Regulations have prevented Singapore corporations from borrowing
offshore in domestic currency. Given Singapore’s ample saving and low in-
terest rates, offshore foreign currency borrowing by corporations remained
very small; this borrowing was not guaranteed, either explicitly or impli-
citly.

11.3.3 Government Prudential Regulations and Enforcement

With regard to weak prudential supervision, in Korea and Thailand pru-
dential regulations were lax and poorly enforced because of fragmented su-
pervisory systems and supervisory forbearance. Supervisory systems were
strict and well enforced in Malaysia, Taiwan, and Singapore.

Lax prudential standards and supervisory forbearance were major defi-
ciencies in the Korean banking system (Dekle and Ubide 1998). Supervi-
sion of financial institutions was fragmented; the Bank of Korea super-
vised commercial banks, but the ministry of finance supervised merchant
banks. Defects in the soundness of banks were not immediately remedied
once detected by the bank supervisors, and changes to prudential regula-
tions were made to allow banks to report profits and capital positions that
were misleading. For example, provisioning requirements for nonperform-
ing loans were relaxed over 1995–96; those for “doubtful” loans were de-
creased to 75 percent from 100 percent. Although there were regulations
on bank loan exposure to large corporate groups, these regulations were
rarely enforced. For example, the Hanbo group, which collapsed in early
1997, had outstanding loans from the Korea First Bank that were five times
larger than what was considered prudent. Knowledge of such supervisory
forbearance, together with less than fully transparent accounting, meant
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that Korean banks were not encouraged to take speedy action to improve
their solvency.

Although on paper Taiwan’s prudential standards were no stronger than
Korea’s, its supervisory authorities exercised much less forbearance (Chu
1999). The Central Bank of China (CBC) was Taiwan’s main supervisory au-
thority, rather than the Ministry of Finance. In contrast to most finance min-
istries, the CBC was unusually independent from political influence. The
CBC governor appointed the senior officers of all government-owned banks
and forced these banks to observe stricter prudential standards than those
mandated by law. For example, most government-owned banks were forced
to maintain capital-asset ratios above 12 percent (greater than the law’s 8
percent), and a liquid asset–reserve ratio of 9.5 percent (above the law’s 7
percent). The CBC also kept government policy loans under tight limits.

Lax prudential standards were major deficiencies of the Thai banking
system (Lindgren et al. 2000). The rules for loan classification and ac-
counting were too lenient and were often ignored. For example, loans had
to be in a nonaccrual state for twelve months before being classified as non-
performing. Banks and finance companies built up large portfolios of ques-
tionable loans that were often simply rolled over, rather than being classi-
fied as nonperforming. There were no limits on loan exposures to specific
sectors, such as real estate, although there were limits to individual bor-
rowers. Bank supervision was fragmented between the Ministry of Finance
and the Bank of Thailand. The Ministry of Finance was entrusted with the
overall authority for supervision, but the day-to-day responsibility for su-
pervision was delegated to the Bank of Thailand. All decisions by the Bank
of Thailand had to be ratified by the Ministry of Finance.

Malaysia’s prudential regulations were drawn from British sources and
were, on paper, more stringent than those of other Asian economies (Scott
1999). Moreover, these regulations were strengthened in the late 1980s and
in the mid-1990s. In particular, broad regulatory and intervention powers
were consolidated at Bank Negara Malaysia (Lindgren et al. 2000). There
were strict limits on connected lending and loan exposure limits (30 percent
of a bank’s capital) to corporate groups. A two-tiered regulatory system,
which provided extra privileges to banks that increased their capital, was in-
troduced. As a consequence, capital-asset ratios of deposit-taking institu-
tions approached 10 percent.

Singapore’s prudential regulations were also drawn from foreign sources,
primarily Britain and the United States, and were far more conservative
than elsewhere in Asia. By law, banks were required to maintain capital-
asset ratios above 12 percent. Broad regulatory and intervention powers
were consolidated at the Monetary Authority of Singapore. In addition,
foreign banks were allowed to operate only on the strength of their home
regulations. Comfort letters were required that stated that home offices
would meet liquidity or capital shortfalls of their offshore affiliates (IMF

534 Robert Dekle and Kenneth Kletzer



2000a). However, bank disclosure was weak; bank assets were recorded on
accounting statements at historical cost rather than at market value, and
contingent liabilities, such as derivatives positions, were not disclosed (IMF
1999b). Nevertheless, these problems with bank disclosure were worse in
other Asian economies and led to the adoption of more rigorous require-
ments in recent years.

11.3.4 Earlier Studies

Recent studies have examined more systematically the relationship be-
tween banking and regulatory structure, and banking crisis. Demirgüç-
Kunt and Detragiache (2000) create an index that represents the extent of
explicit deposit insurance for sixty-one countries. Using cross-section pro-
bit econometric techniques, the authors find that countries with explicit de-
posit insurance systems are more likely to incur a crisis in their banking sys-
tems. The authors find that proxies for bank regulation such as rule of law,
quality of bureaucracy, and degree of corruption perform an important role
in curbing the negative effect of deposit insurance on bank stability. Finally,
the authors find that in more concentrated banking systems, the probabil-
ity of a banking crisis is smaller. This finding is somewhat surprising, be-
cause in more concentrated systems banks are “too big to fail” and may be
implicitly insured, thus worsening moral hazard.

Rossi (1999) creates a “bank safety net” index for a sample of fifteen
countries. The index captures the presence of explicit deposit insurance, of
lender of last resort facilities, and of a history of bank bailouts. The index
is noteworthy in that it partially captures the implicit insurance assump-
tions of our model. The author finds that the index is significantly positively
correlated with bank fragility.

In a cross-section study of sixty countries, Barth, Caprio, and Levine
(2000) find that the probability of a banking crisis is decreased by securities
market development (especially equity market liquidity), the issuance of
primary-market equity as a share of GDP, and the issuance of long-term
bonds (in the primary market) as a share of GDP. This is consistent with the
assumption of our model that higher corporate security financing and
lower bank dependence decrease the probability of crisis.

11.4 Empirical Implications of the Model

Our theoretical model implies that banking and currency crises coincide
and inevitably occur in the absence of effective prudential regulation. Be-
fore the crisis, private foreign debt rises as a ratio of gross domestic produc-
tion. Foreign financial capital inflows will be a constant fraction of trend
output in the case in which consumption growth equals income growth.
Otherwise, the ratio of inflows to output can rise or fall in trend. The in-
vestment-output ratio is constant before the crisis. The shadow value of
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domestic banks should decline before the crisis. This can be measured by
comparing the stock market value of domestic banks to the stock market
value of the domestic sector.

After a financial crisis, the model implies that output contracts and that
the growth rate of output is lower in recovery than it was before the crisis.
This is the case because contingent government bailout has been exercised,
so that the resources that previously subsidized foreign capital inflows are
no longer available to subsidize new inflows at the same level. The currency
crisis should also lead to a contraction in money demand and an increase in
the rate of monetary growth. The latter is consistent with the monetization
of the sudden increase in government liabilities.

The riskiness of the loan portfolio of domestic intermediaries is rising in
this model. An increasing share of bank loans goes to firms that have real-
ized low capital productivities in the past, whereas a decreasing share goes
to firms that have realized high productivities of capital. In the endogenous
growth model used, the productivity of capital is an i.i.d. random variable.
If we allow for a small degree of serial correlation in the productivity of in-
puts for individual firms, then the marginal productivity of capital will be
decreasing in trend.

11.4.1 Empirical Evidence for the Model

The model can be examined along a number of dimensions using indirect
measures of the factors of interest. The model predicts several relationships.
The key relationship is that increases in capital inflows are intermediated
through the banking system and result in increases in lending to the private
sector. This is the case to the extent that capital inflows to the domestic sec-
tor are not sterilized, resulting in reserve accumulations rather than financ-
ing debits on the current account.

The model predicts an increasing ratio of foreign capital inflows and do-
mestic lending as a ratio of output prior to crisis. It also implies that do-
mestic investment will become increasingly risky. This may be reflected
by falling capital productivity in the data. Bank portfolios are predicted to
be deteriorating before the crisis, with the banking system carrying a ris-
ing share of nonperforming assets. The market value of total bank equity
shares should be falling absolutely and in ratio to the total value of out-
standing equity in domestic corporations.

The model also makes postcrisis predictions. There should be an imme-
diate contraction in output and investment. The currency crisis in this
model results from the anticipated postcrisis monetization of government
bailouts of lenders. Consistency with this hypothesis requires that we ob-
serve an increase in the rate of domestic credit creation and growth rate of
the monetary base after the crisis.

The predictions should hold most strongly for the two economies that fit
the assumptions of the model most closely—that is, for Korea and Thai-
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land. The predictions should hold less strongly for Malaysia, and the pre-
dictions should fail for Taiwan and Singapore. In this section, we examine
whether these predictions hold, using pre- and postcrisis data. The data
sources for all charts are described in the appendix.

11.4.2 Precrisis Capital Inflows and Domestic Lending

An important implication of the model is that capital inflows are mani-
fested in lending by banks and nonbank financial intermediaries. We mea-
sure capital inflows using the balance-of-payments data reported by the
IMF, and deposit bank lending to the domestic private sector is measured
by domestic credit. Capital inflows are net-gross inflows minus gross out-
flows. Figure 11.1 depicts the ratios of lending and capital inflows to GDP
for Korea, Taiwan, Malaysia, Thailand, and Singapore. In Korea, the cap-
ital inflow-GDP ratio began to rise sharply in 1993, while the lending-GDP
started to rise in 1995. In Taiwan, the lending-GDP and the capital inflow-
GDP ratios were constant precrisis, whereas the capital inflow ratio rose
sharply postcrisis. In Malaysia, the lending-GDP ratio increased moder-
ately from 1990 to 1994 and more strongly from 1994. The growth in the
capital inflow ratio was very strong between 1990 and 1993, but the capital
inflow ratio plummeted in 1994, when the government imposed capital
controls; subsequently, strong capital inflow growth resumed. In Thailand,
the lending-GDP ratio grew strongly from 1990 to 1997; correspondingly,
the capital inflow ratio grew strongly after 1994. In Singapore, although the
lending-GDP ratio grew moderately after 1990, the capital inflow ratio de-
clined sharply from 1990 to 1994. Subsequently, the capital inflow ratio re-
sumed its growth. As our model predicts, the physical investment-GDP ra-
tios were relatively constant in each case.

As is well known, capital inflows can be sterilized by central banks; this
sterilization can break the link between capital inflows and lending. We do
not present a detailed discussion of how effectively capital inflows were ster-
ilized in the five cases; accounts are provided by Spiegel (1995) and Moreno
(1996). There is a strong link between capital inflows and lending for Korea,
Malaysia and Thailand, especially since 1994, suggesting that these coun-
tries have not been successful in sterilizing capital inflows. Figure 11.2 de-
picts the levels of official foreign exchange reserves and the ratio of foreign
exchange reserves to short-term (of maturity less than one year) external
debt. Central banks that engage heavily in sterilized intervention should
have high and rising foreign exchange reserves. Reported official Korean re-
serves are net of Bank of Korea foreign currency deposits at overseas
branches. As is well known, the Bank of Thailand had outstanding net for-
ward contracts totaling $7 billion in 1997 and $4 billion in 1996; the re-
sources available to the Bank of Thailand for intervention may be over-
stated by the level of official reserves. Compared to Taiwan and Singapore,
between 1996 and 1997 Korea, Malaysia, and Thailand all had low and
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constant or declining foreign exchange reserves in dollar terms or as a ratio
of short-term external debt, suggesting that these countries have not been
successful in sterilizing capital inflows. Taiwan and especially Singapore
had high and rising foreign exchange reserves.

Thus, the evidence on capital flows and lending is consistent with our
model. Korea and Thailand had the strongest association between capital
flows and lending, whereas capital controls broke the strong association in
Malaysia in 1994.

Riskiness of Domestic Investment and 
Falling Marginal Productivity of Capital

In our model, adverse selection under limited liability in financial inter-
mediation implies bank portfolios that become progressively riskier. In the
aggregate, lending and investment are increasingly allocated to firms that
have experienced low productivities in the past, rather than to firms that have
had high productivity experiences. If productivity has a small serial correla-
tion, then the productivity of capital for firms will be decreasing over time.
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Figure 11.1 Bank lending, capital inflows, and investment for A, Korea; B, Taiwan;
C, Malaysia; D, Thailand; and E, Singapore
Source: See appendix.

A

B



Between 1992 and 1996, the productivity of capital for firms in Korea, Tai-
wan, and Singapore all declined, with the sharpest decline for firms in Thai-
land. The productivity of capital for firms in Malaysia rose slightly. (The
data are all from Pomerleano and Zhang 1999.) For Korean firms, the aver-
age return on assets (ROA) declined from 4.5 percent in 1992 to 4.2 percent
in 1996, and their average return on investment (ROI) declined from 6.4 per-
cent in 1992 to 5.6 percent in 1996. For Taiwanese firms, the average ROA
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Figure 11.2 Foreign exchange reserves for A, Korea and Taiwan; and B, Malaysia,
Thailand, and Singapore
Source: See appendix.

A

B



declined from 7.6 percent in 1992 to 7.3 percent in 1996, but their average
ROI was constant at 8.6 percent between 1992 and 1996. For Thai firms, the
average ROA sharply declined, from 9.5 percent in 1992 to 6.0 percent in
1996, and the average ROI sharply declined from 11.6 percent to 7.0 percent.
For Singapore firms, the average ROA declined from 6.7 percent in 1992 to
6.4 percent in 1996, and the average ROI declined from 9.0 percent in 1992
to 8.6 percent in 1996. For Malaysian firms, the average ROA actually rose
slightly from 15.5 percent in 1992 to 16.1 percent in 1996, and the average
ROI also rose slightly from 11.7 percent in 1992 to 12.1 percent in 1996.

In the case of Korea, the ROA declined only 1 percentage point over the
1990s. However, Korea was unique in that its ROA was uniformly low be-
tween 1992 and 1996. If we compare Korea to Taiwan, we find that the gap
in ROA was over 3.0 percent in the 1990s.

Deterioration of Bank Portfolios

The model predicts that in the presence of government guarantees the ra-
tio of lending to GDP will rise and that the quality of bank portfolios will
decline. The trend in the share of nonperforming loans (NPLs) gives a mea-
sure of the quality of bank portfolios. Panel A of figure 11.3 compares the
share of NPLs for Korean and Taiwanese commercial banks. In the early
1990s, Korean banks had a much higher NPL share than Taiwanese banks,
owing to the Korean government’s rationalization plans for the chemical
and heavy industries in the mid-1980s, in which Korean banks were forced
to assume the losses of their corporate borrowers. Subsequently, as the prob-
lems of the mid-1980s waned, Korea’s NPLs declined and Taiwan’s rose; by
1996, the share of NPLs in Taiwan approached that in Korea. Panel B of fig-
ure 11.3 compares the share of NPLs for Malaysian and Thai deposit-taking
institutions. In the early 1990s, Malaysia’s NPLs were higher than Thai-
land’s. Subsequently, Malaysia’s NPLs declined and Thailand’s rose sharply,
so that by 1996 Thailand’s NPLs were double those of Malaysia.

Given differences in accounting standards and regulatory definitions,
however, cross-border comparisons of NPLs must be viewed with great cau-
tion. Even within-country time series patterns may not be very informative,
because in the 1990s many countries changed their NPL classification stan-
dards. For example, in the mid-1990s Korean loan classification standards
were made more lenient, accounting in part for the decline in NPLs from
the early to the middle 1990s.

An implication of our theoretical model is that the stock market value
of the domestic banks should be declining much more in the crisis cases
before the crisis than in the noncrisis cases. This decline should be evi-
denced by a significant decline in the ratio of the value of domestic bank
equities to the stock market value of the entire domestic sector. This com-
parison allows us to compensate for overall stock market fluctuations and
trends. Panel A of figure 11.4 compares these ratios for Korea and Tai-
wan. In Korea, the ratio sharply declined between 1992 and 1996, while
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Figure 11.3 Nonperforming loans for A, Korea and Taiwan; and B, Malaysia,
Thailand, and Singapore
Source: See appendix.
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Figure 11.4 Ratio of bank stocks to total stock market value for A, Korea and
Taiwan; and B, Malaysia, Thailand, and Singapore
Source: See appendix.

A

B



in Taiwan, the ratio increased. Panel B of figure 11.4 compares these ratios
for Malaysia and Thailand. In Thailand, the ratio sharply declined between
1992 and 1996, whereas in Malaysia the ratio increased. Thus, the com-
parison of the ratios indicates that the values of domestic banks were dete-
riorating in Korea and Thailand, whereas in Taiwan and Malaysia the val-
ues of domestic banks were improving. As with cross-border comparisons
of NPLs, the cross-border comparisons of bank equity values should also
be viewed with caution. Capital markets in many of these economies were
still developing, whereas in Singapore they were much more mature, mak-
ing comparisons across economies somewhat dubious. In addition, stan-
dards of loan classification, provisioning, and accounting varied widely, and
it is not clear that market valuations of bank stocks took adequate account
of these differences.

Postcrisis Increases in Money Supply Growth Rates

Currency crises in our model’s equilibrium arise because the sudden in-
crease in the public-sector budget deficit is monetized in the wake of a fi-
nancial crisis. This should result in sharp postcrisis growth in money supply.
Figure 11.5 depicts the ratio of narrow money to GDP. In Korea, there was
sharp growth in the narrow money–GDP ratio in 1998. In Thailand, the
growth in the ratio of narrow money to GDP was more muted, owing to the
sterilization of government liquidity support to the banks. In Taiwan,
Malaysia, and Singapore, the ratio of narrow money to GDP declined in
1998. The results are similar if we use the ratio of broad money to GDP.

The Decline in Loan Collateral Values and Crisis

Some models, but not ours, follow Kiyotaki and Moore (1997) and em-
phasize the role of credit constraints based on the value of collateral in pre-
cipitating a crisis under aggregate shocks. These models typically have mul-
tiple equilibria, and the decline in loan collateral values, especially real
estate values, plays a key role in shifting the economy from a “good” equi-
librium to a “bad” equilibrium, in which the crisis is self-fulfilling. Figure
11.6 plots the trend in real estate values. Only in Thailand have real estate
prices begun to decline before the crisis. In Korea and in Malaysia, real es-
tate values were constant or rising before the crisis; the real estate values in
these two countries fell only after the crisis.8 The decline in real estate prices
after the crisis is consistent with any number of models of financial crises.

11.5 Conclusions

The case study comparisons support rather well the hypotheses and im-
plied dynamics of the model of intermediation of foreign capital inflows by
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8. Aghion, Bacchetta, and Banerjee (1999b) also introduce real estate prices in a crisis model
with credit constraints. In their model, a collapse of the aggregate value of real estate plays an
equilibrating role in the aftermath of crisis.



Figure 11.5 M1/GDP of A, Korea and Taiwan; and B, Malaysia, Thailand,
and Singapore
Source: See appendix.
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Figure 11.6 Real estate prices for A, Korea and Taiwan; and B, Malaysia, Thai-
land, and Singapore
Source: See appendix.
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the domestic banking system under imperfect information. The pattern of
prudential regulation, deposit insurance, foreign currency debt guarantees,
and corporate reliance on bank credit in Korea and Thailand—two coun-
tries that suffered crisis most severely—matches the assumptions of the the-
ory well. These institutional features of the economies of Taiwan and Sin-
gapore do not match the maintained hypotheses of the banking model and
did not suffer either crisis or display many of the implied dynamics of the
model. We also find significant differences in the time series for the ratios of
nonperforming loans in bank portfolios and the relative stock market value
of the banking sector between Korea and Thailand on the one side and Tai-
wan and Singapore on the other that are consistent with the theory.

The dynamic relationship between foreign capital inflows and bank lend-
ing from the model corresponds roughly to the differences across the crisis
and noncrisis economies. The comparisons of the rate of return to assets for
the cases studied do not clearly fit the model. However, the production side
of the model economy is very simple and does not allow endogenous or ex-
ogenous changes in the technologies available to investors over time. It also
does not determine how the average rate of return to capital changes with
choices of investment projects; this is ambiguous in the absence of specific
parameterization.

The empirical picture for Malaysia falls between that for Taiwan and Sin-
gapore and that for Korea and Thailand. The relationship between foreign
capital inflows and bank lending fits Malaysia except under the imposition
of capital controls; this supports the model’s implications. The ratio of non-
performing loans rises, perhaps as the result of directed lending, whereas
the value of bank shares rises in proportion to the market in the case of
Malaysia. With respect to the institutional hypotheses, Malaysia is also an
intermediate case. We might argue that this result is consistent with our hy-
potheses, although it may also support the alternative hypothesis that
Malaysia suffered a loss of investor confidence, which led by association to
a liquidity crisis.

Appendix

Data Sources for Figures
Figure 11.1

Bank lending: All countries except for Taiwan, “Claims on Private Sec-
tor by Private Money Banks” (from IMF International Financial Statistics).
For Taiwan, “Claims on Private Sector by Private Money Banks” (from
Central Bank of China web page). Capital inflows: All countries except for
Taiwan, “Financial Account of Balance of Payments” (from IMF Interna-
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tional Financial Statistics). For Taiwan, “Financial Account of Balance of
Payments” (from Central Bank of China web page). Investment: All coun-
tries except for Taiwan, “Investment in the National Accounts” (from IMF
International Financial Statistics). For Taiwan, “Investment in the National
Accounts” (from Central Bank of China web page). GDP: All countries ex-
cept for Taiwan, “GDP in the National Accounts” (from IMF International
Financial Statistics). For Taiwan, “GDP in the National Accounts” (from
Central Bank of China web page).

Figure 11.2

Reserves: All countries except for Taiwan, “Reserves” (from IMF Inter-
national Financial Statistics). For Taiwan, “Reserves” (from Central Bank
of China web page).

Short-term debt: All countries and provinces (from country central bank
web pages).

Figure 11.3

Non-performing loan ratios of the banking sector: For Korea, “NPLs of
Deposit Money Banks” (from Bank of Korea web page). For Taiwan,
“NPLs of Deposit Money Banks” (from Central Bank of China, personal
correspondence). For Thailand, “NPLs of Financial Institutions, Including
Finance Companies” (from Bank of Thailand web page). For Malaysia,
“NPLs of Financial Institutions, Including Finance Companies” (from
Bank Negara Malaysia, personal correspondence). For Singapore, “NPLs
of Financial Institutions” (from Monetary Authority of Singapore web
page).

Figure 11.4

Stock market values of domestic banks and stock market values of entire
domestic sector: For all countries and provinces (from Bloomburg Finan-
cial Services).

Figure 11.5

Money supplies: All countries except for Taiwan, “Narrow Money”
(from IMF International Financial Statistics). For Taiwan, “Narrow
Money” (from Central Bank of China web page).

Figure 11.6

Real estate values: For Korea (from Social Indicators of Korea). For Tai-
wan (from Government of Taiwan, private correspondence). For Thailand,
Malaysia, and Singapore (from Bloomberg Financial Services).
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Comment Paolo Pesenti

In contrast to many other branches of international economics, the literature
on currency attacks and financial meltdown cannot quite rely, at least not for
the time being, on a “neoclassical” theoretical core—that is, on a widely ac-
cepted, formally elegant paradigm linking pervasive normative implications
to rigorous behavioral microfoundations. However, in the absence of a neo-
classical synthesis, the model of currency and financial crises that is rapidly
emerging as the focal point in the recent body of research on causes and
implications of market turbulence can be appropriately labeled “neo-
Alexandrian,” or, better, “neo-Alejandrian.” The “Alejandro” here is, of
course, Carlos Diaz-Alejandro, author of, among many other things, the
classic article “Good-Bye Financial Repression, Hello Financial Crash.”
That article may well represent the mother of all papers on twin crises, judg-
ing from the number of “third-generation” models that continue to build di-
rectly or indirectly on its insights fifteen years (and counting) since its publi-
cation. The chapter by Dekle and Kletzer in this volume is a highly enjoyable
contribution to such “neo-Alejandrian” paradigm, and a very fine one.

Substantially, the “neo-Alejandrian” paradigm relies on three building
blocks. The first is the overborrowing/overlending/overinvestment syn-
drome—that is, the role of lending booms in the buildup of a financial tur-
moil. The idea is that, to the extent that domestic and foreign creditors are
willing to lend against future bailout revenue, unprofitable projects, exces-
sively risky investments, and cash shortfalls continue to be refinanced and
rolled over. In the case of foreign borrowing and evergreening, this trans-
lates into an unsustainable path of current account deficits.

Underlying the previous syndrome is the second key ingredient of the
“neo-Alejandrian” construction, namely public guarantees (explicit, im-
plicit, or simply presumed) and expected bailouts. Agents act under the pre-
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sumption that corporate and financial investment is guaranteed, so that the
return on assets is implicitly insured against bad shocks. To quote Diaz-
Alejandro directly, “whether or not depositors are explicitly insured, the
public expects governments to intervene to save most depositors from
losses when financial intermediaries run into trouble. Warnings that inter-
vention will not be forthcoming appear to be simply not believable” (Diaz-
Alejandro 1985, 13). In other words, a time consistency problem is at work
here, as the government cannot commit credibly to a laissez-faire stance.

The third element is contingent liabilities. Public deficits may not be high
before a crisis, but when the government steps in and guarantees the stock
of private liabilities, it must undertake the appropriate fiscal reforms. If
these involve recourse to seigniorage revenue and money creation, expecta-
tions of inflationary financing may lead to speculation in the currency mar-
ket. If the central bank intervenes to stabilize the domestic currency, it loses
reserves that could otherwise be used to bail out insolvent private institu-
tions, and vice versa. Thus results the parallel phenomenon of currency and
banking crises.

Many authors, several of whom are represented in this volume or quoted
in the Dekle and Kletzer chapter, have contributed to the elaboration and
refinement of the “neo-Alejandrian” framework for policy analysis and
evaluation, especially in relation to the Asian crisis. Of course, recent inter-
pretations of crisis episodes have highlighted the role of several factors,
ranging from self-validating panics to magnification effects related to “fi-
nancial accelerator” mechanisms and liquidity constraints, to institutional
characteristics, to the strategies of large players and highly leveraged insti-
tutions, and so on. Still, it remains true that the building blocks of the “neo-
Alejandrian” approach are recurrent themes in the vast majority of recent
contributions and analyses of turmoil episodes, perhaps providing the min-
imum common denominator that underlies the formation of a consensus
view of emerging-market crises.

With this in mind, what is new in the chapter by Dekle and Kletzer?
Arguably, the value of the paper is the abundance of detail rather than the
originality of vision. Thanks to a clever modeling strategy in which only
idiosyncratic shocks matter, the role of macroeconomic shocks is de-
emphasized, and corporate governance, institutional characteristics, and
prudential regulations and enforcement are brought center stage, the au-
thors are able to articulate a set of close comparisons between theoretical
assumptions and predictions and the empirical evidence for the Asian
countries. For most scholars and analysts, this exemplary overview will rep-
resent the most appealing aspect of the chapter.

On the theoretical side, especially convincing is the way the authors model
the links between financial intermediaries and the corporate sector, provid-
ing the foundations for an analysis of twin crises whose occurrence can be
foretold (and therefore prevented). Briefly, the authors set up their analysis
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by focusing on households (and firm owners) whose only form of financial
diversification is through bank deposits. Banks are able to monitor firms’
performance and diversify risk by lending to many firms. A firm finances
capital with bank loans. Profitability is stochastic. When things go badly, the
entire capital of the firm goes to the bank. The bank can declare the firm
bankrupt, but this would not be the best course of action. Rather, the bank
that now has monopoly power can renegotiate the loan, at a premium.

If the bank rolls over the existing loan, the firm has an incentive to under-
take riskier projects (it has no capital, has limited liability, and pays an inter-
est premium). Ultimately, the bank’s portfolio becomes riskier over time, rais-
ing the contingent liabilities of the deposit insurer. If banks can borrow from
foreign intermediaries and there are limited government guarantees on their
foreign exposure (including schemes of fixed exchange rate) but prudential
regulation is not in place, the rollover/evergreening game can continue until
the government reaches its limit on the indemnity liability. The rest of the
story is well known: A twin currency and banking crisis occurs when foreign
loans are pulled from the banking system, forcing the government to step in
and finance its bailouts through taxes, inflation, and depreciation.

One aspect of the model that may warrant deeper investigation in the
future is the welfare analysis of a twin crisis and its determinants. Indeed,
similar remarks may apply to virtually the entire spectrum of “third-
generation” theories, which are much more focused on the dynamics and
the mechanism of a crisis than on its costs and benefits. We understand
quite well what guarantees do and what role they play in the buildup of an
unsustainable lending boom. What we still do not quite understand is why
guarantees, implicit or explicit, are extended in the first place (even when
there is a good story to explain their presence, the literature has been ag-
nostic on why they work in some cases but not in others). It remains rather
unclear why exchange rates are pegged in this type of model, given that no-
body gains anything by limiting exchange rate flexibility. The typical answer
is that fixed rates are a form of implicit guarantee, but this does not solve
the problem. It simply reintroduces the previous question of why there are
guarantees in the first place. The authors are well aware of the limits of their
interpretive framework and openly admit they are “interested in the conse-
quences of a fixed exchange rate regime with an explicit or implicit govern-
ment guarantee of the foreign liabilities of the banking sector in the event
of a switch to a float, and not the welfare economics of this policy.” It is easy
to predict that, for the next generation of contributions to the “neo-
Alejandrian” paradigm, the latter will be a natural starting point.
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Discussion Summary

Sebastian Edwards made two comments. First, he said that it was appropri-
ate to bring to the discussion Carlos Diaz-Alejandro’s work “Goodbye Fi-
nancial Repression, Hello Financial Crash,” published in the Journal of De-
velopment Economics in 1985. That paper was a reflection of the Southern
corn debt crises of 1982, but it had been completely ignored until now ex-
cept for one follow-up by a graduate student at Columbia University, An-
drés Velasco. Velasco did the mathematics of the Diaz-Alejandro paper and
also published in the Journal of Development Economics, and his work was
also ignored. Edwards also said that a similar narrative on the Southern
corn crises appeared in the special issue of the Economic Development and
Culture Change in 1985 following a meeting on the crisis. It discussed the
devastation of the crises in Latin American countries. Those crises, espe-
cially the Chilean crisis, were really the first crises of the twenty-first cen-
tury, because there were no fiscal deficits or speculative crises in the Krug-
man style, but the banking system was involved and devastated, and there
were government guarantees. Edwards concluded by emphasizing our re-
markable ability to ignore and repeat history. He said that it is important to
emphasize this point in this crisis prevention conference and remind every-
one that we bear the responsibility of preventing newly discovered things—
which may not even be mistaken for new if one looks at history carefully—
from being ignored again.

Second, Edwards pointed out that a similar exercise of counting how
many “negative” marks countries get as a way to predict crises was per-
formed by Goldman and Sachs before the Asian crises. Goldman and
Sachs computed the so-called Short-Term Indicator of Monetary Pressure
(STIMP) of twenty-eight emerging markets, in which the maximum num-
ber of negatives a country could receive was eighteen and the cutoff number
for crises was thirteen. Before the Asian crises, Korea received fourteen
negatives, but in their report Goldman and Sachs predicted no crisis for Ko-
rea. When challenged to provide an explanation for violating the rule,
Goldman and Sachs referred to the capital controls in place in Korea, but
they did not realize that the controls were not of the right type and that they
might not be working.

Jeffrey A. Frankel said that Michael Dooley’s early work needs to be men-
tioned in the literature review of the third-generation crisis models (models
in which implicit bailout creates moral hazard).

Martin Feldstein commented on the implementation issue. He said that
we all agree with the conclusion that financial supervision and prudential
regulation play an important role in enhancing financial stability. However,
the question for developing countries is how to carry out these suggestions
without having experts in these fields. In these developing countries, bank
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lending was not true bank lending for a long time; it was a government ac-
tivity channeled through something called “banks” on behalf of the Min-
istry of Finance. For example, Korea has not figured out what to do next af-
ter nationalizing all the banks, and Thailand, with no tradition in banking,
is still wondering how to make the system work.

Jorge Braga de Macedo suggested making direct comparisons between
countries when discussing the roles of structural reforms. For example, the
effect of financial supervision could be seen clearly by comparing Korea
(where there was no enforcement) and Taiwan (where there was enforce-
ment). Braga de Macedo also suggested comparing countries in good times
in addition to crisis periods. Second, Braga de Macedo remarked that there
are also differences in corporate structure behind differences in financial su-
pervision. For example, he said, the laws are far more protective of small
and medium-sized enterprises in Taiwan than in Korea, where small busi-
ness were discouraged until very recently.

Linda S. Goldberg made the comment that the issue is probably not
whether there should be capital account openness, but whether there
should be financial-sector openness. For countries with small financial sys-
tems, she said that the debate is whether they should have their own bank-
ing sector and to what degree or give up their own banking supervision en-
tirely (as New Zealand did) and have another country run their systems.

Giancarlo Corsetti commended the paper for solving a model with both
time inconsistency and a macro shock. He suggested that the author em-
phasize that the exogenous timing of crises in the paper is a simplification
and could be endogenized with an endogenous credit constraint. (This
problem is discussed by Corsetti and his co-authors in several papers.)

Liliana Rojas-Suarez said that she disagreed with the pessimistic view
about improvements in regulation and supervision in Asia. She said that the
world experience shows that most serious reforms of banking regulation
and supervision have occurred as a response to severe crises. Indeed, one
can say that there are very limited exceptions to the observation that crises
have preceded the implementation of good supervision. The reason is that
crises bring about the necessary political will to undertake reforms. This
was certainly true in Chile, Mexico, Argentina, the United States, the
Nordic countries, and now Asia. In all these cases, crisis resolution implied
not only a significant reduction in the number of financial institutions but
also the implementation of effective entry and exit rules from the banking
system. She therefore holds an optimistic view of the reform process in
Asia.

Charles W. Calomiris said that there is a large and growing literature re-
lated to the paper. For example, the World Bank has a micro-level data set
in which countries’ regulatory systems are characterized in the same way as
in the paper, simply with more dimensions and better standards for charac-
terization. He said that many papers have used this data set and have found
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strong evidence on whether designed features of governmental protection
produced risk-taking and in turn affected macroeconomic stability.
Calomiris also said that there was a literature studying what banking sys-
tems were like prior to the creation of safety nets using micro data, which
found that during the second period of renegotiation there was a contrac-
tion in lending—even in the United States, during its early developing
stage. Calomiris suggested that the authors include these findings as sup-
portive evidence to their theory.

Another comment by Calomiris concerned the nonperforming loan
data, which, he said, are not uniform across countries and are subject to
flaws. Lastly, Calomiris made the remark that people who had paid atten-
tion to the financial sector knew in advance that the Asian crisis was com-
ing.

Simon Johnson suggested including the ownership of banks—in particu-
lar, the linkage between banks and firms—in the analysis. He said that the
corporate set of issues was not addressed in the paper, and it was worth
thinking about how to incorporate it.

Robert Dekle said that it is endogenous that Taiwan has good supervi-
sion. Taiwan is not a member of an international financial institution;
therefore, it has strong incentives to develop a good bank supervisory sys-
tem. For example, its central bank could resist the pressure from the Min-
istry of Finance and politicians to extend loans given their overarching na-
tional security type of protection. Dekle also said that he and Kletzer did
not study the Indonesian case because their model was motivated by the
Korean example.

Kenneth Kletzer appreciated the suggestion that the timing of the crisis
could be endogenized and was treated as exogenous in the model only for
simplicity’s sake.

The authors noted that they were pleased that Sebastian Edwards appre-
ciated that their paper was motivated by Carlos Diaz-Alejandro’s paper,
and in response to Jeffrey A. Frankel noted that they did refer to Michael P.
Dooley’s papers on financial crises.
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12.1 Introduction

Recent crises in emerging markets have caused the profession to reevalu-
ate received wisdom about exchange rate regimes. In particular, analysis of
the connection between imperfections in the financial sector and exchange
rate policy has risen to the top of the research agenda.1 There are strong rea-
sons for this focus. Both casual observation and formal econometric anal-
ysis2 suggest the existence of an empirical link between financial turmoil
and currency crashes. Moreover, the question of whether central banks
should defend their currencies against a speculative attack has emerged as
a key and controversial aspect of the policy response, and this choice is in-
creasingly governed by possible effects on the financial sector. Some ana-
lysts, such as Furman and Stiglitz (1998) and Radelet and Sachs (2000),
have called for monetary expansion and depreciation in response to adverse
shocks, reaffirming the validity of prescriptions derived from the conven-
tional Mundell-Fleming analysis. Others, such as Calvo (2000), Dornbusch
(1999), and Hausmann et al. (1999), have argued that in the presence of siz-
able dollar debts a sudden depreciation may do more harm than good.

In a previous paper (Céspedes, Chang, and Velasco 2000, henceforth
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CCV) we made an attempt to identify the role of financial imperfections in
the design of exchange rate policy within a dynamic stochastic model with
explicit microfoundations. CCV’s model focuses on a small open economy
that borrows in the world market to finance investment. Crucially, infor-
mation frictions imply that the economy’s borrowing, and hence aggregate
demand, is constrained by its net worth, as emphasized by Bernanke and
Gertler (1989). Exchange rate behavior may then exacerbate net worth
effects because domestic residents borrow in foreign currency, whereas do-
mestic income depends on the value of domestic money; or, in Calvo’s
(1999) parlance, the economy’s liabilities are dollarized. In such a scenario
a devaluation exerts, in addition to its conventional effects, a contractionary
effect hitherto ignored in conventional literature. By weakening the econ-
omy’s balance sheet, a devaluation exacerbates the effect of financial fric-
tions, pushing down aggregate demand, output, and employment.

CCV’s analysis yields at least two suggestions for the theory of exchange
rate regimes. First, under reasonable parameter values, the coexistence of a
net worth channel and liability dollarization may well imply a potentially
contractionary channel of devaluation. Second, and somewhat surpris-
ingly, the existence of such a channel does not justify defending the ex-
change rate against exogenous shocks, particularly real shocks from
abroad. The reason is that adjustment to an exogenous shock requires a real
devaluation, which will take place regardless of nominal exchange rate be-
havior; and it is real, not nominal, devaluation that determines the net
worth effect. Hence, the unwanted effect of real devaluation on balance
sheets will take place one way or the other, and exchange rate policy can
only affect the manner and timing of the adjustment. In fact, under CCV’s
assumptions, fixed exchange rates emerge as being more contractionary
than flexible rates, since the former imply that a real devaluation can only
take place via price deflation, which, if nominal wages are rigid, exacerbates
the contraction in employment and output.

To obtain analytically tractable closed-form solutions, in CCV we im-
posed very strong and simple assumptions about monetary policy. We com-
pared a completely fixed exchange rate regime against a flexible rate regime
that kept the price level fixed. Such a focus left unanswered the question of
what is the optimal exchange rate regime in the presence of balance sheet
effects and liability dollarization. That question can only be answered by
specifying a social loss function and computing the optimal policy function
under alternative shocks.

A related issue is that of credibility of policy—that is, ensuring that the
monetary authority will not want to renege on an ongoing date- and state-
contingent plan for the setting of its instruments. Optimal policy is mean-
ingless unless it is also credible; this means that, in the absence of commit-
ment devices, the relevant optimal policy is that computed under discretion.
On the other hand, it is often argued that fixed exchange rates enjoy the ad-
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vantage of serving as a commitment device. This is relevant insofar as our
result in CCV—that price-targeting rules are superior in welfare terms to
exchange rate–targeting rules—could be meaningless if the latter are for
some reason more credible than the former. The appropriate comparison
then would be that of a fixed exchange rate regime against a credible (dis-
cretionary) policy of flexible rates.

The purpose of the present paper is to shed light on these questions. We
study the determination of the optimal monetary and exchange rate policy
with and without commitment and compare its implications (including wel-
fare implications) to those of fixed exchange rates. Since it is key to confront
these questions in the presence of financial imperfections, our framework is
a version of the CCV model, extended to introduce money demand explic-
itly and to allow for staggered nominal wage-setting in the style of Calvo
(1983).

To characterize optimal policy we assume that the central bank mini-
mizes social loss, which is taken to be a function of income, inflation, and
possibly real exchange rates. We compute the optimal policy with commit-
ment, so that the monetary authority decides at the start of all time on the
optimal policy path. More importantly, we also compute optimal policy un-
der discretion, allowing the central bank to reoptimize and choose current
policy at every point along the way. Under discretion and assuming rational
expectations, market behavior must be consistent with future central bank
strategy, which itself responds to market behavior. The outcomes of this in-
teraction are given by the time-consistent equilibrium of the model, defined
as in Oudiz and Sachs (1985) and Svensson (2000).

Under discretion, we consider three possibilities: the benchmark flexible
inflation targeting, in which inflation and output fluctuations matter for so-
cial loss; strict inflation targeting, in which social loss depends only on in-
flation; and flexible inflation–cum–real exchange rate targeting, in which real
exchange rate fluctuations are also present in the social loss function. We
study the dynamic outcomes under the three discretionary regimes as well
as under fixed exchange rates. Finally, we compare the social loss under
commitment to the social loss under each discretionary regime and against
the loss under fixed rates.

A main finding is that when the policy maker engages in flexible inflation
targeting, whether under commitment or discretion, monetary policy relies
on large changes in nominal and real exchange rates to deal with foreign
shocks, a result that is similar to that obtained by Svensson (2000) in a very
different model. Exchange rate flexibility is effective in stabilizing output
fluctuations in our model, in spite of the presence of balance sheet effects
and liability dollarization, and optimal policy exploits that effectiveness.

A second result is that fixed rates imply a loss not only larger than that of
optimal policy under commitment, but also larger than each of the three
discretionary regimes. The gains in output stabilization outweigh the losses
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from higher wage inflation. Hence, our model simulations provide no sup-
port for those who argue that, although an idealized floating regime might
be desirable, real-life floating under discretion (and the attendant higher in-
flation) renders a simple fix superior in terms of welfare.

The quantitative results of the paper are also useful in assessing the va-
lidity of some commonly made claims about why emerging market coun-
tries “float the way they do,” raising nominal interest rates in response to
adverse shocks and apparently engaging in procyclical monetary policy (see
Calvo 2000; Calvo and Reinhart 2002; and Hausmann et al. 1999). We find
below that in a policy of pure fixing, the required nominal rate increase is
smaller when responding to adverse export and foreign interest rate shock
than under discretion and flexible inflation targeting. A short-sighted analy-
sis would interpret this as evidence of fear of floating. However, that interpre-
tation is wrong for two reasons. First, inflation is higher under floating, and
hence the nominal rate is an uninformative indicator of the policy stance.
Indeed, correcting for expected inflation reveals an expansionary, not defla-
tionary, interest rate policy under flexible inflation targeting. Second, the
optimal policy rule3 also adjusts the home interest rate down whenever in-
vestment is below its steady-state level. Since investment falls persistently
after a bad shock from abroad, the initial rise in the nominal rate is typically
very short-lived and often does not extend beyond an initial impact period.
In short, highly variable nominal interest rates, or nominal rates that rise
when adverse shocks hit, are not an indication of fear of floating.

The paper is organized as follows. Section 12.2 describes the economic
environment. Section 12.3 computes benchmark optimal policy under dis-
cretion. Perfect commitment and fixed exchange rates are discussed and
compared with the discretionary, flexible rate cases in section 12.4. Section
12.5 studies alternative specifications of the central bank objective func-
tion, and section 12.6 concludes.

12.2 The Model

As already mentioned, our basic environment is taken from CCV, ex-
tended to explicitly include money demand and to allow for overlapping
wage contracts of the Calvo (1983) type. For the sake of brevity, here we
only sketch the main aspects of the model and describe the two extensions
just mentioned. For a more detailed exposition, the interested reader is re-
ferred to CCV.

We focus on a small open economy that produces a single good using
domestic labor and domestic capital. These two factors of production are
owned by distinct agents called workers and capitalists. Workers consume
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and capitalists invest an aggregate of the home good and a single imported
good. For simplicity, capitalists are assumed to consume only imports.

A crucial aspect of the model is that capitalists can invest in excess of
their own net worth by borrowing abroad, but, because of informational
asymmetries, the cost of borrowing exceeds the world interest rate and de-
pends on the ratio of net worth to investment. Hence, the model features
balance sheet effects of the kind stressed by Bernanke and Gertler (1989)
that may be quantitatively important.

12.2.1 Domestic Production

The home good is produced by competitive firms with a common Cobb-
Douglas technology that, in the neighborhood of the steady state, can be
written as

(1) yt � �kt � (1 � �)lt, 0 � � � 1.

Here and in the rest of the paper, lowercase letters (except when noted)
denote percentage deviations of the corresponding uppercase variables
from their nonstochastic steady-state levels;4 for instance, if Yt denotes the
level of output in period t and Y its steady state level, yt � (Yt – Y) /Y. Hence
equation (1) is simply a log-linear version of the production function Yt �
AKt

�Lt
1–�, where Kt and Lt denote capital and labor inputs in period t.

As in Obstfeld and Rogoff (2000), workers are heterogeneous. Corre-
spondingly, Lt is assumed to be a constant elasticity of substitution (CES)
aggregate of the services of the different home workers, and the market for
labor exhibits monopolistic competition as in Dixit and Stiglitz (1977). The
representative firm, however, takes all prices as given and chooses output
and factor demands to maximize profits in every period. The main impli-
cation is that, in equilibrium, factor prices must equal marginal productiv-
ities, which (in percentage deviations from steady state) can be expressed
as

(2) rt � pt � yt � kt,

(3) wt � pt � yt � lt,

where pt denotes the price of the home good, rt the rental rate of capital, and
wt the aggregate wage (that is, Wt is the minimum cost of obtaining a unit of
Lt ), all expressed in terms of the domestic currency (the peso).

The solution to the representative firm’s problem also implies a down-
ward-sloping demand curve for each worker’s labor. Such a demand sched-
ule is described later, when we discuss workers and the maximization prob-
lem they face. Finally, firm profits are zero in equilibrium.
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12.2.2 Capitalists

Capitalists finance investment with their own net worth and with foreign
loans. However, because of informational asymmetries, foreign borrowing
is subject to agency costs of the kind emphasized by Bernanke and Gertler
(1989). This is the key ingredient for the model to feature balance sheet
effects.

In every period, capitalists must invest for next period’s capital, which is
assumed to be a Cobb Douglas aggregate of home goods and imports. Im-
ports have a fixed price in terms of a world currency, called the dollar. The
law of one price holds and implies that the peso price of imports is equal to
the nominal exchange rate. The implication is that the peso price of capital
satisfies

(4) qt � �pt � (1 � �)st,

where � is the share of home goods in the Cobb Douglas aggregator and st

is the nominal exchange rate.
To finance investment, capitalists use their net worth and also borrow

from a world capital market in which the safe interest rate for dollars be-
tween t and t � 1 is random but known at t. However, the cost of borrow-
ing abroad will be higher than the world interest rate because of informa-
tional problems. We follow Bernanke, Gertler, and Gilchrist (1999) and
assume that the yield on investment is subject to idiosyncratic shocks that
can be monitored by lenders only at a positive cost. This results in a costly
state verification problem as in Townsend (1979) and Williamson (1987).
The optimal contract to deal with this problem implies that there will be a
divergence between the expected return on investment and the world inter-
est rate, which can be written as

(5) �t�1 � [t(rt�1 � kt�1 � st�1) � (qt � kt�1 � st)] � �t.

For any variable zt�j , the expression tzt�j will denote the expectation of zt�j

conditional on period t information. Hence, in the right-hand side of equa-
tion (5), the term in square brackets is the expected dollar return on capital,
given by the (log) difference between the dollar revenue from capital invest-
ment and the dollar cost of the investment. On the other hand, �t is the
world interest rate on dollar loans between t and (t � 1), expressed as a
difference from its steady state value. Thus, �t�1 represents the agency costs
associated with external finance or, for short, a risk premium.

In turn, the optimal contract implies that

(6) �t�1 � 	(qt � kt�1 � pt � nt),

where (close to the steady state) 	 is a positive constant, and nt is the capi-
talist’s net worth, expressed in terms of home goods. In words, equation (6)
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says that the risk premium is higher the larger the value of investment rela-
tive to net worth.

That investment is financed via foreign loans and net worth implies that

(7) qt � kt�1 � 
(st � dt�1) � (1 � 
)( pt � nt),

where dt�1 is the amount borrowed at t and due for repayment at (t � 1), and

 is the steady-state ratio of foreign borrowing to the dollar value of invest-
ment.

Next we describe the evolution of net worth. At the beginning of each pe-
riod, capitalists collect the income from capital and settle their foreign
debts. Then, a fraction (1 – �) of the capitalist population dies and is re-
placed by new capitalists. The dying capitalists consume their wealth; to
simplify, we assume that they only consume imports. Consequently, nt is the
aggregate net worth of the surviving capitalists, and its evolution is given by

(8) nt � �(rt � kt � pt) � (1 � � )(�t�1 � st � pt � dt) � �t

� � yt � (1 � �)(�t�1 � st � pt � dt) � �t,

where � and  are positive constants that depend on the steady state. Intu-
itively, net worth increases with capital income and falls with debt repay-
ments due at t. In addition, the term �t captures the fact that agency costs,
which are directly related to the risk premium, raise the cost of servicing the
debt due at t, and hence reduce net worth.

The second line of equation (8) implies that, ceteris paribus, a real deval-
uation of the peso (an increase in st – pt) reduces net worth by increasing the
relative burden of debt due at t. This is the crucial aspect of the model in
CCV and implies that, in contrast with conventional analysis, a devaluation
may have contractionary effects.

12.2.3 Workers

As mentioned earlier, labor services provided by individual workers are
imperfect substitutes of each other. Consequently, each worker enjoys some
monopoly power over the services he provides and, as in CCV, the labor
market is monopolistically competitive, as in Dixit and Stiglitz (1977). We
depart from CCV here by assuming that, as in Calvo (1983), only a random
subset of the workers can set a new nominal wage each period. Moreover,
we model money demand explicitly, which is useful to allow for different
specifications of monetary policy. Because of these changes, we will be more
detailed in our discussion of workers than in the rest of the model.

Workers are indexed by i ∈ [0, 1], and worker i’s preferences are given by
the expectation of

(9) ∑
�

t�0
�t�log Cit � ��� �

�

1
�� ��

1

�
�� L�

it � ��1 �

1

�
�� ��

M

Qt

it
��1���.
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In this expression Cit is an aggregate of home goods and imports; note that
for simplicity we assume the same Cobb Douglas aggregator as the one rel-
evant for investment, which implies that the peso price of consumption is
Qt. The variable Lit denotes i’s supply of labor and Mit his peso holdings at
the end of period t. Hence equation (9) simply says that worker i enjoys con-
sumption and money holdings, and dislikes working.

Worker i’s choices include what to consume, how much to charge for the
labor he supplies, and how many pesos to hold. In addition, each worker
will hold a portfolio of securities, as will be described shortly. His con-
straints are of three types. First, he faces a downward demand curve for his
labor services:

(10) Lit � ��
W

W
i

t

t
����

Lt,

where Wit is the peso price of i’s labor services, that is, i’s wage rate. As in
Dixit and Stiglitz (1977), the worker is small enough so that he takes the evo-
lution of Wt and Lt as given.

The second constraint is that, as in Calvo (1983), worker i sets wages in
pesos, and he can change his wage in period t only with some probability (1
– �). Hence, with probability �, his nominal wage must be the same as in the
previous period, and it is assumed that he must satisfy any demand forth-
coming (as given by eq. [10])5 at that wage.

Third, worker i is restricted by his budget constraint. Note that, because
different workers change wages at different times, workers are subject to
idiosyncratic uncertainty. We assume that workers cannot borrow from
abroad to smooth such uncertainty. However, and following Woodford
(1996), we assume that workers can trade enough contingent securities
among themselves to, in effect, insure completely against idiosyncratic
shocks. This implies that the flow budget constraint of worker i can be writ-
ten as

(11) QtCit � Mit � t(�t,t�1Hi,t�1) � WitLit � Mi,t�1 � Hit � Tt ,

where Tt is a peso transfer from the government; Hit is the peso value, at t,
of the portfolio of contingent securities chosen at (t – 1); and �t,s is the pric-
ing kernel, such that the value at t of a portfolio delivering the random
payoff Hs in period s � t is t(�t,sHs).

As discussed by Woodford (1996), under our assumptions (together
with a technical assumption to rule out Ponzi games), the budget con-
straint can be written in present value form. Assuming, in addition, that
workers have identical initial wealth, it follows that they will completely
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pool their idiosyncratic risk and choose identical consumption plans and
peso holdings.

One consequence is that the pricing kernel is given by the marginal rate
of substitution between consumption at different dates and states

�t,s � �s�t �
Q

Q

s

tC

Cs

t
�,

where Ct denotes the consumption level common to all workers in period t.
This implies, in particular, that the nominal interest rate at t, which we de-
note by i�t , must satisfy

(12) �
1�

1

i�t
� � t�t,t�1 � �t��Qt

Q

�1

tC

C
t

t�1

�� ,

as the inverse of (1 � i�t ) is the price at t of a sure peso at t � 1.
Another consequence is that peso demand is given by

(13) ��
M

Qt

t
����

� ��
C

1

t

���
1 �

i�t
i�t

�,

which has the familiar interpretation that the marginal rate of substitution
between money balances and consumption must equal its relative cost.

We assume that pesos are held only by workers and that the lump-sum
transfer Tt is the only way in which pesos are introduced in the economy.
Hence, the supply of pesos satisfies Mt � Mt–1 � Tt. Then, adding up equa-
tion (11) over i, and recognizing the fact that the net supply of contingent
securities is zero, implies that

(14) QtCt � WtLt.

In other words, the value of workers’ consumption in every period must
equal the aggregate wage bill.

Note that, log-linearizing equations (12) and (14) around the steady state,
and using equation (3), the deviation of i�t from its steady-state level can be
written as

(15) it � tyt�1 � yt � ( tpt�1 � pt),

which is an equation of the Fischer type.
Finally, worker i must decide what wage to set in period t, assuming he is

allowed to. This is a tedious problem and is discussed at length by Wood-
ford (1996). The upshot is that the evolution of the aggregate wage is given
by

(16) wt � wt�1 � ��1 �

1

�

�

(�

�

�

�

1)
�� ���(1

�

� �)
�� lt � � ( twt�1 � wt).

This is a wage Phillips curve: wage inflation increases with expected future
wage inflation as well as with labor employment. Intuitively, the reaction of
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the current aggregate wage to labor demand pressure is faster if nominal
wages are less rigid, as given by a smaller �.

12.2.4 Competitive Equilibrium

To define equilibrium it remains to impose market clearing for home
goods. Under our assumptions, domestic expenditure in home goods is a
fixed fraction of final home expenditures. In addition, the home good can
be sold to foreigners. As in Krugman (1999) and CCV, we assume that the
value of home exports in dollars is exogenous. Clearing of the market for
home goods then implies

(17) pt � yt � �(qt � kt�1) � (1 � �)(st � xt).

We must finally specify the stochastic processes driving the exogenous
variables. Dollar exports are given by a first-order autoregression process

(18) xt � axxt�1 � εt
x,

where ax is between zero and 1, and εx
t is white noise. Assume also that the

world interest rate follows an AR(1) process

(19) �t � a��t�1 � εt
�,

where again a� is between zero and 1, and ε�
t is white noise.

This completes the description of the economic environment. Once mon-
etary policy is specified, the system of equations (1) through (8) and (15)
through (19) suffices to determine the dynamic behavior of y, k, l, r, p, w,
s, q, �, n, d, x, i, and �. We can, therefore, turn to the study of monetary
policy.

12.3 Computing Optimal Policy

In this section we analyze the policy choices of a monetary authority
whose objective is to minimize expected social loss. Social loss is, in turn,
assumed to depend on the deviations of output and inflation from their
steady-state values and possibly on other variables. Our assumptions about
the preferences of the policy maker are, we believe, realistic and may in par-
ticular reflect the existence of an inflation-targeting regime (as in Svensson
2000). Alternatively, our assumptions on social loss may be seen as an ap-
proximation to (some aggregate of) the welfare of workers and capitalists.6

As in much of the recent literature, we shall assume that the instrument
of the monetary authority is the short nominal interest rate it. This implies
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6. However, such an interpretation may require some additional assumptions to be accurate.
See Kim and Kim (2002) and Benigno and Benigno (2000). 



that the behavior of monetary aggregates plays no essential role in the anal-
ysis: The money, in particular, adjusts passively as given by equation (14)
and can be ignored.

As in Svensson (2000), the monetary authority’s loss function is the un-
conditional expectation of a period loss function7 of the form

���t
2 � �yyt

2 � �eet
2,

where et corresponds to the real exchange rate, or st – pt. Hence, after taking
expectations, the loss function becomes

(20) ��Var(�t) � �yVar( yt) � �eVar(et).

In the previous expressions, �t denotes the deviation of a measure of infla-
tion from its steady-state value. In our benchmark computations, such a
measure is given by wage inflation. The fact that we attribute social costs to
wage inflation can easily be justified in the context of the Calvo (1983) stag-
gering context. As Woodford (1996, 2000) shows in detail, with staggering
inflation causes the dispersion of relative prices (or wages), and this is in
turn costly for output and welfare. Because in our model it is wages that are
sticky and staggered, it is ongoing wage inflation that causes such relative
price distortions.

Notice that under this specification, the policy maker attempts to mini-
mize the deviations of output from its steady-state or “natural rate” level,
not from some higher threshold, as in some of the literature. This means
that the “inflation bias” problem familiar from Barro and Gordon (1983)
and related work is absent here. However, this does not mean that there is
no time consistency problem: optimal policy computed under discretion
and under commitment will in general not coincide. This is because, to the
extent that wage setting depends on future economic conditions, a mone-
tary policy that can commit to future actions may face an improved infla-
tion-output trade-off in the short run (see Clarida, Galí, and Gertler 1999).

We begin with a benchmark regime corresponding to what Svensson
(2000) terms flexible inflation targeting: �� � 1, �y � 0.5, and �e � 0. Social
loss depends on inflation but also on domestic output. Later we analyze
other regimes.8

12.3.1 Parametrization

We set the model parameters to ensure that the steady state is empirically
plausible. Thus, the steady-state world real interest rate is 4 percent in an-
nual terms. The share of the home good in the production of capital and in
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7. It is well known that such an objective is the limit, as the discount factor goes to zero, of
a scaled discounted sum of expected losses in all periods.

8. Notice that we follow Svensson’s (1999) somewhat special terminology, which defines a
regime not by the actions it involves, but by the loss function it minimizes.



the consumption index, �, is set at 0.75, which is consistent with observed
shares of imported goods in total output. The capital share in the produc-
tion of the home good, �, is assumed to be 0.35.

We set �, the probability of nonadjustment in wages, to 0.75, which im-
plies that (on average) wages are adjusted every four quarters. The elastic-
ity of demand for worker services, �, and the elasticity of labor supply, �, are
both set to be 2.0.

We choose the rest of the parameters in the model to generate a steady-
state risk premium of 600 basis points, a ratio of investment expenditures to
debt that equals to 1.8, and an annualized business failure rate of 8.8 per-
cent. The monitoring costs are assumed to be 15 percent of the total assets
of the firm in case of bankruptcy. Additionally, the fraction of capitalists
surviving to the next period, �, is set to 0.9615, while the idiosyncratic shock
to the return of capital is assumed to be distributed log-normally with a
standard deviation equal to 0.28. Finally, the persistence parameter of the
world interest rate and the export demand shocks is assumed to be 0.9.

12.3.2 Discretionary Policy

In analyzing the policy problem, we find that it is crucial to specify when
the monetary authority can commit to a particular choice. Begin with the
case of discretion: the monetary authority sets it in period t, after observing
shocks in that period. The discretionary case is arguably the most relevant
in practice. However, perhaps more importantly in our context, much of the
recent debate on fixed versus flexible rates is based on the view that fixed
rates may improve upon discretion by serving as an imperfect commitment
device. Hence, evaluating such a view requires comparing outcomes under
fixed rates against discretionary outcomes.

The policy maker’s problem is to minimize social loss by choosing a strat-
egy for setting it in every period t after observing the state of the economy
and all shocks up to period t. To formalize this problem, it is useful to note
that the dynamic system that determines the economy’s equilibrium has a
convenient state space representation. Letting bt � dt � �t denote aggregate
debt repayment in period t, and letting �t � wt – wt–1 denote wage inflation,
one can write the model in the form

(21) � � � A1� � � A2it � εt�1,

where Zt � (�t, xt, kt, �t, bt, wt–1)� is a vector of predetermined variables at t,
Jt � (st, pt, �t)� is a vector of jumping variables, εt � (ε�

t, εx
t, 0, 0,..,0)� is a

vector of exogenous shocks, and A1 and A2 are matrices whose coefficients
are determined by the equilibrium system.

Given the state space equation (21), the techniques of Oudiz and Sachs
(1985) and Backus and Driffill (1986) can be used to compute a discre-

Zt

Jt

Zt�1

tJt�1
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tionary outcome summarized by two linear maps. First, market behavior is
given by a map

(22) Jt � JZt,

where J is a matrix defining values for the jumping variables at t as a linear
function of the predetermined ones.

Second, policy choices are given by

(23) it � fZt,

where f is a row vector defining the interest rate at t as a linear combination
of the predetermined variables.

The two linear maps thus defined have the property that (a) given the pol-
icy map in equation (23), the market behavior defined by equation (22) de-
fines a rational expectations equilibrium of the economy given by equation
(21), and (b) given the system in equation (21) and the market behavior in
equation (22), the policy given by equation (23) in fact minimizes social loss
subject to equations (21) and (22).

Once the maps in equations (22) and (23) are obtained, they can be used
in equation (21) to arrive at the law of motion for the vector Zt. Then it is
straightforward to obtain variances and covariances for all the variables in
the model and therefore to compute the value of the social loss function.

The solution for the optimal policy rule turns out to be

(24) it � 0.79�t � 0.20xt � 0.53kt � 0.02�t � 0.07bt � 0.0wt�1.

Several aspects of this rule warrant attention. The first is that the exchange
rate floats, and considerably. The nominal interest rate adjusts to exogenous
shocks, but not to the extent that would be necessary to stabilize the nomi-
nal and real exchange rates. Indeed, it is possible to solve for the exchange
rate as a function of predetermined variables; the discretionary solution im-
plies that the coefficients are nonzero. Equivalently, it is apparent from the
impulse responses below that optimal policy requires flexible exchange
rates.

In response to an increase of 100 basis points in the world interest rate �t,
the monetary authority increases the nominal interest rate by almost 80 ba-
sis points. At first glance, one may conjecture that this reflects that the mon-
etary authority is partially defending the exchange rate. However, such an
interpretation would be misleading for two reasons. First, it is a nominal
rate, and hence an increase in it may merely be compensating for an increase
in expected domestic inflation (see eq. [15]). Indeed, we shall see that do-
mestic inflation increases after a rise in �t. Second, the response of it cannot
be understood independently of the full dynamics of the model. This is be-
cause, when policy is given by equation (24), interest rates increase by more
than 55 basis points if domestic capital is 1 percent above its steady-state
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value. Because an unexpected increase in the world interest rate will cause
a fall in domestic investment and capital in subsequent periods, it will in-
crease very little, except for the very first period.

In response to an unexpected 1 percent increase in the demand for ex-
ports, the discretionary policy implies that the interest rate must fall on im-
pact. Again, this is only the very short-run response and should not be
taken as an indication of a procyclical monetary policy. In particular, a rise
in xt will increase capital accumulation, which then will push interest rates
up under the discretionary policy.

Table 12.1 shows the standard deviations of the variables of ultimate rel-
evance for welfare. Under the discretionary policy in equation (24), the
standard deviation of the real exchange rate is 2.77, and the standard devi-
ations of the nominal exchange rate and the price of the home goods are
much higher. Hence, the optimal discretionary policy actively takes advan-
tage of the ability to change the exchange rate, a finding similar to that of
Svensson (2000). The main payoff is that output is stabilized almost com-
pletely. The standard deviation of (wage) inflation is also low (0.44 percent)
but certainly not negligible, and is consistent with the high variability of the
exchange rate.

Some further intuition can be obtained by studying the impulse response
functions associated with equation (24), the discretionary solution. Figure
12.1 displays the responses to a 1 percent increase in the world interest rate.
As we saw above, on impact the interest rate increases by 0.79 basis points
over its steady-state value, but this increase is only temporary: after one pe-
riod, the interest rate has fallen to only 2.5 basis points over its steady-state
value, and from then on it converges slowly to the steady state.

Because capital depreciation is complete, the dynamic behavior of it mir-
rors the adjustment of capital, which in turn responds to the real interest
rate on loans. On impact, investment and capital fall more than one for one
with the increase in the world interest rate. Investment then recovers grad-
ually, as the real cost of loans falls.9 The latter reflects not only the return of
the world interest rate to its steady state, but also a gradual fall in the risk
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Table 12.1 Unconditional Standard Deviations

Variables

�t yt et

Flexible inflation targeting
Discretion 0.44 0.04 2.77
Commitment 0.24 0.07 2.68

Fixed exchange rate 0.27 2.07 1.33

9. The real cost of loans corresponds to the world interest rate plus the risk premium and the
expected real devaluation.



Fig. 12.1 Impulse responses to a world interest rate shock, discretion: Flexible
inflation targeting



premium below its steady-state level after an initial increase. The risk pre-
mium falls, in turn, because the interest rate increase reduces investment
and foreign borrowing, which is apparent from figure 12.1. In fact, the re-
action of foreign debt is quite strong, falling by almost 2.5 percent in the
first six periods and then recovering slowly.

Finally, note that because capital adjusts toward the steady state only
gradually, the discretionary rule in equation (24) limits the deviation of the
home interest rate from its steady state. This confirms our previous obser-
vation that the optimal policy can only be interpreted in the context of the
model’s dynamic properties.

The impulse responses to a 1 percent decrease in export demand are given
in figure 12.2. The shape of the response is the same as in the case of a world
interest rate shock, although the magnitudes are smaller. The shock leads to
a depreciation of the real exchange rate and to a fall in investment of 0.25
percentage points. Monetary policy almost perfectly stabilizes output. The
shock and the associated monetary policy also lead to an increase in wage
inflation.

12.4 How Costly Is the Inability to Precommit?

We now turn to the issue of quantifying the welfare loss associated with
the absence of commitment. We start with a case of full commitment, in
which the monetary authority can implement a date- and state-contingent
policy specified at the start of time. We treat that case briefly, because it is
unlikely to be of much relevance in practice. It is helpful, however, in pro-
viding a benchmark of how costly lack of commitment can be. We then turn
to fixed exchange rates, considered as an imperfect but feasible commit-
ment device. This is of interest because one may believe that some simple
rules, including fixed exchange rate regimes, may be implementable even if
they are time inconsistent. In such a case, fixed exchange rates may in prin-
ciple be superior to the optimal policy under discretion, reflecting the
stronger commitment associated with fixing.

12.4.1 Optimal Policy under Full Commitment10

Under full commitment, the optimal rule is generally not simply a map
from period t’s exogenous or predetermined variables to the policy or con-
trol variable it. That is because the monetary authority takes into account
the whole future expected path of the economy. However, in period 0 it is in-
deed possible to write down such a representation, which turns out to be11
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10. The calculations in this section follow Söderlind (1999). 
11. The different is that actions at period zero are by definition unexpected, and hence the cen-

tral bank does not have to worry about the effect of such actions on expectations along the equi-
librium path. The same is not true of actions to be taken in some future period T, which affect
expectations in all periods t � T. Technically, the difference is that for periods after t � 0 the pol-
icy rule also contains a number of Lagrange multipliers, which are set to zero at time t � 0. 



Fig. 12.2 Impulse responses to an export demand shock, discretion: Flexible
inflation targeting



(25) it � 0.69�t � 0.16xt � 0.54kt � 0.02�t � 0.06bt � 0.0wt�1.

This rule is remarkably similar to the one under discretion. In particular, the
exchange rate is again floating, in the sense that the domestic interest rate
does not eliminate exchange rate fluctuations in response to shocks in ex-
ternal borrowing costs.

The main difference is that now the initial reactions of the nominal inter-
est rate to foreign interest rate and export shocks are significantly smaller.
Under commitment, less “toughness” is required from the central bank
when it faces adverse circumstances. This is because a precommitting cen-
tral bank can promise to engineer less inflation in the future; because price
setting is forward looking, less expected inflation in the future means less
actual inflation today, which in turn allows the central bank to choose a less
restrictive level for domestic interest rate today.

Table 12.1 reveals that under commitment the standard deviation of out-
put is slightly higher than under discretion, whereas that of inflation is much
lower: 0.24 versus 0.44 percent. Interestingly, the policy maker who can com-
mit also takes full advantage of the flexibility in relative prices implied by
floating: now the standard deviation of the real exchange rate is 2.68 percent,
only slightly below the 2.77 percent obtained under discretion. Moreover,
the standard deviations of the nominal exchange rate and the price of the
home good are significantly smaller compared to the discretionary case.

This general analysis can be enriched by examining the impulse response
functions in figures 12.3 and 12.4. For concreteness, focus on the latter fig-
ure, which contains the case of a 1 percent adverse export shock. The main
difference with discretion is in the behavior of wage inflation, which now
peaks at half the value of the discretionary case. The lower inflation allows
the monetary authority initially to raise nominal interest rates by less: 158
basis points, compared to 197 under discretion. As suggested by the stan-
dard deviation calculations, output falls by more and stays below the steady
state longer under commitment. However, the size of these deviations is
fairly small, and under commitment the output fall is more gradual and oc-
curs later than under discretion.

Notably, the response of the risk premium is identical to that in the dis-
cretionary case. This may seem surprising, although not unexpected given
our previous work. In the context of CCV we showed that, in equilibrium,
the response of the risk premium was the same under fixed exchange rates
and under a flexible rate, price-targeting policy. Our finding here is similar,
although it refers to the response of the risk premium to different monetary
rules. Indeed, we will see below that the change in the risk premium is the
same across regimes, contrary to the conjectures in much of the recent pol-
icy literature.

The explanation for this result is straightforward: it can be shown with a
bit of algebra (the details are in CCV) that movements in the risk premium
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Fig. 12.3 Impulse responses to a world interest rate shock, commitment: Flexible
inflation targeting



Fig. 12.4 Impulse responses to an export demand shock, commitment: Flexible
inflation targeting



depend on the response of overall dollar output. This is natural, as the risk
premium depends on net worth relative to the value of investment, both of
which depend on dollar output. Ultimately we find that in response to
shocks, dollar output changes by the same amount independently of inter-
est and exchange rate policy. Policy determines the split between move-
ments in real output and movements in the real exchange rate.

12.4.2 Fixed Exchange Rates

Next we analyze the outcomes of the model under a fixed exchange rate
regime. This is achieved by setting st � 0, all t, as an equilibrium condition.
Note that the nominal interest rate then responds passively to the resulting
dynamic equilibrium and follows equation (15).

Under this policy the standard deviation of wage inflation falls to 0.27
percent, which reduces social loss relative to the discretionary solution.
However, this is achieved at the price of an increase in the standard devia-
tion of output from virtually zero in the flexible inflation targeting case to
2.07 percent.

Figure 12.5 shows the responses of the fixed rate regime to a 1 percent in-
crease in the world interest rate. The nominal interest rate increases, on im-
pact, by less than 15 basis points. It is interesting to note here that this
increase is much less than the discretionary impact response, but this
observation says little about the stance of monetary policy. With fixed rates
the interest rate is endogenous, and the fact that the increase in the interest
rate is relatively mild reflects the fact that, following the shock, there is
strong price deflation and a fall in output.

Indeed, output falls by almost 0.5 percent on impact and by more than
0.85 percent in the second period, relative to its steady-state value. The re-
sponse of investment and capital is even stronger: the short-run contraction
is about 1.5 percent, and the recovery is relatively slow. In this case, inflation
is negative for the first few periods and slightly positive in the medium run.

Finally, figure 12.6 presents the impulse responses of the economy to a 1
percent decrease in export demand. Again, output and investment reac-
tions are stronger and more persistent than in the full commitment and dis-
cretionary policy cases.

These impulse responses suggest that, once the analysis goes beyond im-
pact effects, fixed exchange rates exacerbate rather than ameliorating the
adverse effects of financial frictions. This conjecture clearly warrants more
research, if only because it contradicts the current conventional wisdom
based on the existence of liability dollarization.

12.4.3 Welfare Comparisons

Table 12.2 compares the social loss associated with commitment, the dis-
cretionary case, and fixed exchange rates. By construction, welfare is high-
est under commitment. The main result is that welfare is lowest under fixed
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Fig. 12.5 Impulse responses to a world interest rate shock, fixed exchange rate



Fig. 12.6 Impulse responses to an export demand shock, fixed exchange rate



exchange rates, and the difference is large: social loss is eleven times larger
than under discretion and flexible inflation targeting. That is, the commit-
ment gain associated with fixing does not even come close to offsetting the
benefits of greater output stabilization under floating.

12.5 Alternative Objective Functions

What we have termed flexible inflation targeting is a plausible and practi-
cally relevant policy stance, but certainly not the only one. To make sure
that our results—particularly the conclusion that flexible rates under dis-
cretion are preferable to fixed rates—do not depend on the particular spec-
ification of the loss function minimized by the central bank, we now analyze
two alternative formulations: one with no concern for output stabilization
and one in which the central bank attempts to stabilize the real exchange as
well as the other two more conventional targets. For the sake of brevity, in
what follows we omit the full commitment case.

12.5.1 Strict Inflation Targeting

Under a stance of strict inflation targeting the parameters of the loss func-
tion are �� � 1, �y � 0, and �e � 0. In other words, the monetary author-
ity’s sole objective is to stabilize wage inflation.

We discover that under strict inflation targeting the monetary authority
finds it optimal to keep the interest rate unchanged in response to shocks.
The intuition is that, given the wage Phillips curve in equation (16), wages
and wage inflation can be held to their steady-state values if labor demand
can also be held at its steady-state value. The latter can be achieved, by
equation (3), if home nominal output is constant. However, equation (15)
implies that home nominal output must be constant if the domestic short
interest rate is constant.12

Table 12.3 confirms that, if inflation targeting is strict, the discretionary
solution indeed manages to keep wage inflation constant. The change with
respect to the flexible inflation targeting case is that output becomes more
variable: the standard deviation of the output is almost 1 percent. However,
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Table 12.2 Loss Function

Loss Function Value

Flexible inflation targeting
Discretion 0.20
Commitment 0.06

Fixed exchange rate 2.21

12. Note that, in this sense, a policy of keeping it at its steady-state value is equivalent to a
policy of “nominal GDP targeting,” as studied by Frankel and Chinn (1995).



this is intuitive, as output variability implies no loss under strict inflation
targeting. The standard deviation of the real exchange rate turns out to be
2.29 percent, somewhat lower than under flexible inflation targeting.

Figure 12.7 shows the response of the economy to a 1 percent increase in
the world interest rate for the case of strict inflation targeting. As one might
expect, output and investment exhibit stronger and more persistent falls un-
der strict inflation targeting than in the flexible targeting case. Interestingly,
output has a hump-shaped response, which replicates some existing vector
autoregression evidence without relying on assumptions about the timing
of investment. Even though the increase on impact of the real exchange rate
under strict inflation targeting is similar to that in the flexible case, its per-
sistence is lower.

The response of the economy to a 1 percent fall in export demand ap-
pears in figure 12.8. Again, monetary policy completely stabilizes inflation.
Compared to flexible inflation targeting, strict inflation targeting results in
a deeper contraction in output and investment. Whereas the reaction of the
real exchange rate is rather similar in shape and magnitude, the deprecia-
tion (increase) of the nominal exchange rate (price of the home goods) is
smaller under strict inflation targeting.

12.5.2 Flexible Inflation and Real Exchange Rate Targeting

In a third and last case under discretion, we allow the variance of the real
exchange rate to affect the monetary authority’s loss function. This can be
termed flexible inflation–cum–real exchange rate targeting. Assuming that
the exchange rate objective is as important to the central bank as the out-
put objective, we chose �� � 1, �y � 0.5, and �e � 0.5 to represent this case.
Under dollarization of liabilities there are especially powerful reasons that
the monetary authority may want to stabilize the real exchange rate, be-
cause we have seen that sharp sudden devaluations typically have nasty
effects on balance sheets.

The solution for the policy rule is

(28) it � 0.93�t � 0.22xt � 0.53kt � 0.02�t � 0.08bt � 0.0wt�1.
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Table 12.3 Unconditional Standard Deviations

Variables

�t yt et

Flexible inflation targeting 0.44 0.04 2.77
Strict inflation targeting 0.00 0.96 2.29
Flexible inflation-RER targeting 0.49 1.39 1.42
Fixed exchange rate 0.27 2.07 1.33

Note: RER = real exchange rate.



Fig. 12.7 Impulse responses to a world interest rate shock, strict inflation targeting



Fig. 12.8 Impulse responses to an export demand shock, strict inflation targeting



Now, in response to an increase of 100 basis points in the world interest rate
the monetary authority increases the nominal domestic interest rate by
more than 90 basis points. Naturally, this reaction is stronger than in the
flexible inflation targeting case. The rest of the coefficients are quite similar
to the ones in that case.

As can be seen from table 12.3, flexible inflation–exchange rate targeting
implies that inflation and output are more variable and the real exchange
rate less variable than in the two previous cases. This is not surprising, be-
cause the monetary authority now prefers to reduce exchange rate volatil-
ity at the cost of more variable inflation and output. In fact, the standard
deviation of output in this regime is almost 50 percent higher than strict in-
flation targeting and more than thirty-five times higher than under flexible
inflation targeting. The standard deviation of the real exchange rate is half
the standard deviation under flexible inflation targeting and 40 percent
lower than under strict inflation targeting.

Figure 12.9 presents the impulse responses to a 1 percent increase in the
world interest rate. The initial fall of output is stronger compared to both
flexible and strict inflation targeting. Investment is also lower. However, the
initial response of the real exchange rate is reduced by almost one-half.
Wage inflation is lower than in the flexible inflation targeting but higher
than in the strict inflation targeting. The response of the risk premium is
identical to that in the two previous cases.

Finally, figure 12.10 displays the response of the economy to a 1 percent
decrease in export demand. Notice that in the first period the interest rate
increases, but thereafter monetary policy turns clearly expansionary. More-
over, output and investment exhibit a stronger fall compared to the previ-
ous cases under discretion. The real exchange rate reaction is less pro-
nounced and inflation is in fact negative under this particular specification
of the central bank objectives.

12.5.3 Welfare Comparisons

Table 12.4 compares the social loss associated with both these discre-
tionary cases with the loss under fixed exchange rates. For each discre-
tionary alternative, the loss under fixed rates is evaluated using the weights
in the welfare function associated with that alternative.

Again, social loss is larger under fixed rates than under either discre-
tionary solution. The disadvantages of fixed rates appear to be larger if out-
put enters the social loss function. Conversely, fixed rates seem almost as
good as flexible rates if in the latter case there is strict inflation targeting.

12.6 Final Remarks

We have found that, even if fixed exchange rates enjoy a credibility ad-
vantage, they do not yield higher welfare than does optimal floating under
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Fig. 12.9 Impulse responses to a world interest rate shock, flexible inflation—
real exchange rate targeting



Fig. 12.10 Impulse responses to an export demand shock, flexible inflation—
real exchange rate targeting



discretion. Fixing turns out to have adverse consequences for aggregate real
variability, particularly of output. This outweighs the inflation gains asso-
ciated with fixed rates. This conclusion does not depend on—instead, it
seems to be reinforced by—the existence of financial imperfections that in-
teract with net worth effects. Naturally, these findings must be checked fur-
ther for robustness, under alternative parameters and model specifications.
However, it is notable that they are consistent with our previous theoretical
analysis in CCV.

Of the many extensions suggested by the analysis, perhaps the most ob-
vious one is to drop the ad hoc specification of the monetary authority’s loss
function in favor of a true social welfare function derived from microfoun-
dations, as in Woodford (1996, 2000) and Rotemberg and Woodford (1997).
This involves not only aggregating the interests of agents in the home pop-
ulation, but also finding a tractable way to do so. This task is not trivial, be-
cause here there are a number of distortions (financial frictions in addition
to sticky prices and monopoly power) and therefore Taylor approximations
to the social objective function may not always yield the quadratic forms we
have relied on. On the other hand, the recent work of Chang (1998), Phelan
and Stachetti (2002), and Sleet (2001) suggests that there may be computa-
tionally feasible ways to tackle directly the nonlinear discretionary policy
problem without relying on linear-quadratic approximations.

References

Backus, D., and J. Driffill. 1986. The consistency of optimal policy in stochastic ra-
tional expectations models. CEPR Discussion Paper no. 124. London: Center for
Economic Policy Research.

Barro, R., and D. Gordon. 1983. A positive theory of monetary policy in a natural
rate model. Journal of Political Economy 91:589–610.

Benigno, G., and P. Benigno. 2000. Price stability as a nash equilibrium in monetary
open-economy models. New York University. Unpublished Manuscript, Oc-
tober.

Liabilities, Net Worth Effects, and Optimal Monetary Policy 589

Table 12.4 Loss Function

Loss Function Value

(Col. 1) (Col. 2)

Flexible inflation targeting vs. fixed exchange rate 0.20 2.21
Strict inflation targeting vs. fixed exchange rate 0.00 0.07
Flexible inflation-RER targeting vs. fixed exchange rate 2.21 3.10

Note: RER = real exchange rate.
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Comment Nouriel Roubini

This is an interesting and important contribution to the literature on ex-
change rates and balance sheet effects. In a previous paper (Cespedes,
Chang, and Velasco 2000, hereafter CCV), the authors showed that flexible
rate regimes dominate fixed rate regimes even when one considers the bal-
ance sheet effects deriving from liability dollarization (large stock of foreign
currency debt).

The intuition for such a result was simple: If an external shock—such as
an increase in the world interest rate or a fall in the demand for exports—
requires a real devaluation, such devaluation can occur in two ways: via a
nominal depreciation under flexible exchange rates, or via a domestic de-
flation under fixed exchange rates.

Thus, under both regimes there are going to be negative balance sheet
effects when shock hits the economy; these effects imply contractions in
output in both regimes. However, under fixed rates the output effects of the
shock will be larger because, if nominal wages are rigid, deflation exacer-
bates the contraction in output and employment.

The question addressed in this new paper by the authors is whether this
result holds when monetary policy is time inconsistent under the discre-
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tionary flexible rate regime. Fixed exchange rates may thus be superior to
flexible rates as they are a commitment device that may provide lower infla-
tion levels and variability.

The main result of the paper is that, under three alternative discretionary
flexible exchange rate regimes, the welfare losses are lower than under fixed
rate regimes.

Note that the role of balance sheet effects in currency crises has been con-
sidered by recent theoretical literature on this subject. Contributions in-
clude Chang and Velasco (1999); CCV; Krugman (1999); Gertler, Gilchrist,
and Natalucci (2000); Aghion, Bacchetta, and Banerjee (2000); Christiano,
Gust, and Roldós (2000); Caballero and Krishnamurthy (2000); Kiyotaki
and Moore (1997).

On the empirical side, a number of studies have looked at the implica-
tions of balance sheet effect; studies include Gelos and Werner (1999);
Broda (2000); Frankel (2000); Schaechter, Stone, and Zelmer (2000); Blejer
et al. (2000); and Dornbusch (chap. 16 in this volume).

Although part of the analytical literature has addressed the question of
the relative performance of fixed versus flexible exchange rates, other re-
searchers have analyzed the actual performance of emerging markets un-
der alternative exchange rate regimes. Such studies include Borensztein,
Zettelmeyer, and Philippon (2000); Calvo and Reinhart (1999, 2000); and
Hausman (1999). The latter authors have stressed that flexible exchange
rates lead to a fear of floating hypothesis and that flexible rates are not de-
sirable in an environment in which liabilities are dollarized (the “original
sin” that does not allow an emerging market long-term borrowing in its own
currency).

One of the limitations of the CCV paper is that it does not present a sur-
vey of this literature on balance sheet effects and thus explain its contribu-
tion relative to the rest of the literature. Since there are many related ana-
lytical contributions with a similar analytical approach (open-economy
variants of the Bernanke-Gertler “financial accelerator” model) and simi-
lar results, presenting this contribution in the context of the literature would
have been useful.

I will discuss first the arguments against flexible exchange rates, because
this paper presents the argument that flexible rates dominate fixed rates.
Calvo and Reinhart (1999, 2000) and Hausman’s (1999) “fear of floating”
hypothesis can be summarized as follows:

1. Emerging-market (EM) economies often have a history of high infla-
tion or hyperinflation and lack of fiscal discipline. Thus, they need policy
credibility and something to anchor inflation expectations. Fixed rates an-
chor expectations, whereas flexible rates leave too much room for discre-
tion, and this means high nominal and real interest rates when credibility is
imperfect. Also, sensitivity to U.S. Fed tightening is stronger under flexible
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rates. Finally, given that exchange rates are often not driven by fundamen-
tals, especially when credibility is limited, there is excessive exchange rate
volatility, which is harmful to trade and economic performance.

2. Because of a history of high inflation, debt restructurings and de-
faults, and limited policy credibility, emerging markets suffer from “origi-
nal sin”: they are unable to borrow long term in their own currency. Thus,
their external debt is mostly short-term and in foreign currency. Worse,
most of these countries are effectively liability dollarized—that is, most of
their domestic debt, bank deposits, and other liabilities are also in dollars.

3. Because of imperfect policy credibility and effective dollarization,
these emerging markets with alleged flexible rate regimes do not have mone-
tary independence and autonomy. Their monetary policy is procyclical, not
countercyclical. When a negative shock hits them, such as a terms-of-trade
shock or a cutoff from international capital markets because of contagion,
they are forced to increase interest rates while their currency is falling. Thus,
they do not receive the benefits of a falling currency (they effectively peg)
and they still pay the real costs of high nominal and real interest rates.

4. Being subject to original sin and liability dollarization means that de-
valuations and flexible exchange rates are not effective tools to deal with ex-
ternal imbalances. Devaluations lead to recessions (they are contractionary
rather than expansionary) because they have strong balance sheet effects:
firms, banks, and private agents as well as the government suffer financial
distress when the currency moves.

5. Since they are dollarized, they cannot use the exchange rate tool to ab-
sorb external shocks such as a terms-of-trade shock, a reduction in world de-
mand for domestic goods, or similar shocks. The exchange rate does not
work as a shock absorber for these external shocks.

6. Given all of the above, some argue that it is better to fully dollarize.

Is this “fear of floating” justified? Only partially: flexible exchange rates
have provided some monetary autonomy and ability to respond to external
shocks and thus successfully minimize the real effects of such disturbances
even when economies are partially dollarized. Indeed, evidence and experi-
ence with flexible exchange rates in recent years, as well as some recent aca-
demic research, suggest that the arguments against flexible exchange rates
are exaggerated, for reasons that include the following:

1. Policy credibility is gained with sound policies, not with the choice of
the exchange rate regime. Fixed rates do not necessarily provide monetary
or fiscal discipline, as the collapse of many pegs proves.

2. There is only partial liability dollarization in EMs (little in Asia, South
Africa, and other EMs), and sound policies may lead over time to a reduc-
tion in the degree of dollarization. Brazil has more financial indexation
than liability dollarization.

3. There is some degree of monetary autonomy under flexible rates.
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Borensztein and Zettelmeyer find that floaters are less sensitive to Fed
tightening than fixers. In 1997–99, it was appropriate for floaters to increase
interest rates in the face of external shocks. Even fixers were forced to
tighten a great deal due to the financial turmoil. (However, see some differ-
ent evidence by Frankel 2000).

4. Devaluations are contractionary under fixed rates because this regime
leads to a buildup of foreign currency liabilities. Depreciations are less
likely to be contractionary under flexible exchange rates. Moreover, nega-
tive balance sheet effects also occur in fixed rate regimes when there are
shocks that require a real depreciation (CCV).

5. Flexible exchange rates provide some shock-absorbing functions
when there are terms-of-trade shocks (Broda 2000): the real exchange rate
depreciates, and output falls less, under flexible rates. This is also consistent
with the experience of recent years (Taiwan and Singapore versus Hong
Kong; Chile, Brazil, Peru, and Mexico versus Argentina).

Now, let us go back and consider the argument in favor of flexible ex-
change rates in the CCV paper and the related analytical literature. In my
view, the main problems with current work on balance sheet effects and the
choice of exchange rate regime are as follows.

Such studies compare a regime of flexible exchange rates with a regime of
fixed exchange rates that is maintained in the face of pressures deriving from
external shocks. They do not compare fixed exchange rates with a move to
flexible exchange rates that derives from a currency crisis (a collapse in a
pegged regime).

This issue is important because evidence from all recent currency crises
shows that, once a peg is broken, there is a significant overshooting of the
nominal and real exchange rates. That is, while current models assume that
nominal and real exchange rates change only as much as is warranted by
economic fundamentals (the size of the shock), evidence shows that once a
peg is broken and an economy moves to float there is significant overshoot-
ing beyond what is warranted by traditional economic fundamentals.

This implies that balance sheet effects are very severe when the move to
floating exchange rates is a result of a currency collapse. When the exchange
rate overshoots following a collapse, the balance sheet effects are extremely
severe and are a source of widespread financial distress in the corporate and
banking system. This distress is the source of the excessively contractionary
effects of a move to a float when a peg breaks.

There are many examples of this overshooting phenomenon. For ex-
ample, in Korea the won/dollar exchange rate depreciated from about 900
won to the U.S. dollar to 1,800 (at the peak of the crisis in 1998) and then
appreciated back to 1,200 by the end of 1998. In Indonesia, the rupiah/dol-
lar exchange rate depreciated from about 2,200 to 16,000 (at the peak of the
crisis in 1998) and then appreciated back to 7,000–8,000 by 1999–2000.
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Note that, while the competitive benefits of a weaker yen for Korean firms
were sizeable at 1,200 won, at 1,800 won most of these firms were effectively
bankrupt or in financial distress, given the large amount of foreign cur-
rency–denominated debt. This phenomenon was even more pronounced in
the case of Indonesia, where the very sharp and extreme depreciation of the
rupiah bankrupted a large part of the corporate and financial system.

Similar overshooting of nominal and real exchange rates occurred in
Mexico, Thailand, Brazil, and, partly, Russia during their currency crises.
The reversal of real exchange rates after the initial overshooting occurred
both through a nominal appreciation and an increase in the price level via
inflation. Evidence shows that the long-term real depreciation is much
smaller than peak real depreciation.

Given net foreign currency liabilities of these economies, these collapses of
fixed pegs resulted in a sharp fall in economic activity in all these countries.
The extent of the fall is related to the magnitude of these balance sheet effects.

Most recently, serious concerns about the balance sheet effects of a de-
valuation played an important role in the official sector’s decision to res-
cue countries such as Turkey. The effects of a depreciation following a
break in the peg were estimated to be severe on the balance sheets of these
countries.

CCV and the other contributions to this literature are unable to capture
these disruptive effects of a sharp fall of currency value after a currency
crisis, because in all of these models the exchange rates are driven only by
fundamentals, and no overshooting occurs. Indeed, to capture these em-
pirically relevant balance sheet effects, one needs a model in which such
overshooting does occur. Indeed, in a recent work in progress, Perri, Kis-
selev, Cavallo, and I (Perri, Roubini, Kisselev, and Cavallo 2001) develop
such a model of overshooting and balance sheet effects in which lack
of currency hedging before a currency crisis and heavy exposure to for-
eign currency debt lead to short-run overshooting of exchange rates. The
implications of such a model are tested for a sample of twenty-three cur-
rency crises in the last decade. We estimate a simultaneous equations
model to evaluate quantitatively the determinants of overshooting and
output contraction.

First, we find that the amount of exchange rate overshooting is related to
the heaviness of a country’s debt burden and to the degree to which the cur-
rency composition of external assets and liabilities is mismatched. In par-
ticular, we find that a 1 percent increase in the ratio of net foreign debt to
gross (GDP) causes on average an overshooting of the exchange rate of 0.9
percent, therefore confirming that insufficient hedging is related to over-
shooting.

Second, we find that the main predictor of the degree of output contrac-
tion is the product of the net debt term and the total amount of devaluation
(fundamental plus overshooting) term. In particular, we find that countries
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with small or negative net foreign debt experience small or negative con-
tractions following a devaluation (regardless of the size of the devaluation).
This finding confirms the balance sheet hypothesis that relates the contrac-
tionary effect of devaluations to the amount of liabilities denominated in
foreign currency.

We conclude by decomposing the output consequence of devaluations in
two effects: the direct effect that depends on the size of net debt and on the
size of the fundamental devaluation, and the indirect effect that depends on
the amount of overshooting. In countries with large net foreign debt, both
these effects are large, and so currency crises can be severely contractionary.

I have a few other comments on the CCV paper. CCV find that flexible
rates dominate fixed rates even in a model in which discretionary monetary
policy (flexible rates) suffers from a time-inconsistency problem. CCV find
that these results do not depend on their parameter specification. How ro-
bust are these results? The following may be some open issues.

In the CCV model, monetary policy is time inconsistent but does not su-
ffer from the Barro-Gordon “inflation-bias” problem. If an “inflation bias”
were present in the model, fixed rates would dominate flexible rates for some
specification of preferences: In fact, if the inflation bias of the monetary au-
thorities is large enough, equilibrium inflation would be large enough un-
der discretionary flexible rates that fixed rate regimes would end up domi-
nating flexible rate regimes. Thus, the traditional results in the literature
that fixed rates (a device for commitment to low inflation) may be superior
to flexible rate discretion would still hold.

In the CCV welfare function, the measure of inflation is given by wage in-
flation rather than the more traditional consumer price index (CPI) infla-
tion. This specification choice may bias the results in favor of flexible rate
regimes. In fact, note that under both strict and flexible inflation targeting
the volatility of nominal and real exchange rates is very high. Thus, CPI in-
flation that depends on the price of imported goods would also be highly
volatile (because purchasing power parity holds for tradeables) when the
nominal exchange rate is highly volatile. Instead, wage inflation is more
sluggish given the Calvo adjustment assumption in the paper. Thus, the
specification of inflation in the welfare function may bias the results in fa-
vor of fixed rates. Consequently, it may be worth conducting the same wel-
fare analysis using the traditional definition of inflation.

CCV use, for welfare analysis, the one-period loss function of the mone-
tary authority rather than the more traditional discounted sum of losses in
all periods. Although the former function is the limit, for the discount fac-
tor going to zero, of the latter, it may be worthwhile to perform the analysis
using the latter to test whether the results are sensitive to this specification.

Moreover, in the model the real responses to international capital market
shocks are small, but in the real world they are much sharper. In the CCV
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model, shocks to international capital markets are modeled as increases in
the world interest rate. Such shocks have very modest effects on output as
investment falls, but the risk premium falls too. Also, the increase in inter-
est rates is sharp but only very temporary.

This does not square with the reality faced by EM economies, where the
most important shocks are not the usually modest increases in international
interest rates but the much sharper reductions in international capital mar-
ket access that take two forms: sharp exogenous increases in the risk pre-
mium for emerging markets, as captured by large increases in Emerging
Markets Bond Index (EMBI) spreads; and sudden cutoffs in the ability of
EMs to borrow in international capital markets (“sudden stops”).

To consider in a more realistic setting the relative performance of fixed
and flexible exchange rates, one would have to consider the response of the
model economy to exogenous large shocks to the risk premium faced by an
emerging market. In that setup, it is not clear whether flexible rates would
be superior to fixed.

Of course, in both regimes, authorities will be faced with unpleasant
tradeoffs: under a fixed rate regime, nominal and real interest rates sharply
increase to prevent a devaluation, and recessionary effects are the outcome.
Additionally, under flexible rates, if the authorities decide not to increase in-
terest rates, the exchange rate will sharply depreciate (even beyond what is
warranted by fundamentals if there is excessive volatility of asset prices); in
that case, the balance sheet effects may be large, and the loss of inflation
credibility may also be large if policy makers already suffer a lack of policy
credibility.

Alternatively, policy makers under flexible rates may respond to the
shock by sharply tightening interest rates to minimize devaluation effects
and the ensuing balance sheet and inflation-confidence effects. However, in
this case, the contractionary effects on output may be similar to those un-
der fixed exchange rates.

Thus, we do not know a priori which regime would be superior when an
EM suddenly experiences a “sudden stop” or a sharp exogenous increase in
the international investors’ risk aversion.

In conclusion, this is an interesting and valuable contribution. However,
there are a number of issues in the comparison between fixed and flexible ex-
change rates that this paper has not fully addressed. In particular, although
in the long run a regime of flexible exchange rates may dominate one of fixed
rates, in the short run the relevant comparison is between the costs of main-
taining fixed rates versus moving to flexible rates through a currency crisis;
such a move to flexible rates via a currency collapse and exchange rate over-
shooting may lead to balance sheet effects that may be severely contrac-
tionary. This is an empirical phenomenon that current models of balance
sheet effects and exchange rates have not addressed.
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Discussion Summary

On the related literature, Sebastian Edwards commented that the discussion
of contractionary devaluation and balance sheet effects is preceded by the
work of Guillermo Calvo (and others). The most memorable episode of this
kind was in the 1970s and 1980s and related to the whole discussion of the
Southern Cone liberalization. The reason that Chile did not devalue at that
time was that every single large bank had a very large dollarized liability.
This was also the reason that the Chilean banking system had to be nation-
alized and taken over by the government at the cost of 60 percent of the
GDP.

Edwards agreed with the discussant, Nouriel Roubini, that the paper
should be clearer on what the relevant comparison is, that is, what system
flexible rates should be compared with. However, he did not agree with the
discussant’s suggestion that the two exchange rate systems should be com-
pared during an exchange rate overshooting, that is, starting from a cur-
rency crisis. The question of whether to float from a period of tranquility is
very important because many countries are facing this problem right now.
One example is Chile’s dilemma: whether to follow Argentina and fix its ex-
change rate to the dollar or follow Mexico to float. Also, Guatemala—lo-
cated between El Salvador, which will dollarize, and Mexico, which is float-
ing—should make a decision in a tranquil economic situation.

Edwards expressed his surprise regarding the last comparison of the dis-
cretional policy to the policy of flexible inflation with real exchange rate tar-
geting. He had expected to see that the flexible inflation with real exchange
rate targeting would come last. He speculated that this is not the case be-
cause in the model the real exchange rate targeting does not generate huge
inflationary inertia due to the way the Calvo-style staggered contracts work.
In another framework (which Carlos A. Végh used in his work), real ex-
change rate targeting will be very costly due to inflationary inertia.

Jorge Braga de Macedo remarked that, in his view, it is too simple to fo-
cus on corner solutions, especially if one wants to draw policy implications
from the analysis. For example, in the fixed corner, there is a vast difference
between dollarization and monetary union.

Roberto Rigobon commented that the paper seems to treat what he
thought were the means of monetary policy as the objectives of the policy.
For example, pure inflation targeting and imperfect inflation targeting ap-
pear as the objectives of the policy in the paper, whereas Rigobon thought
inflation targeting referred to the way monetary policy was conducted in-
dependent of the objective of the central bank. His related point was that if
different targets are treated as objectives, one can’t compare welfare losses:
it is like comparing two models with different utility functions, he said.

Paolo Pesenti commented on the choice of welfare metric. He observed
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that the loss function is ad hoc and unrelated to the positive model of the
paper. He suggested that the Rotemberg-Woodford quadratic approxima-
tion could provide a more appropriate welfare metric. Secondly, he said that
the model is skewed a priori against fixed exchange rates. The parameters
are chosen so that there is no Barro-Gordon–style inflationary bias, thus
ruling out the possibility that a fixed exchange rate rule may be preferred to
discretion in monetary policy. Instead, in a setup in which the pass-through
is not 100 percent, the economy is highly open, and there is monopolistic
competition, optimization under discretion would entail a large inflation
bias that would make the fixed rate regime more appealing than what ap-
pears in the framework of the paper.

Carlos A. Végh said that he liked what the paper was trying to do, but not
how it did it. He was wondering why the authors did not study the optimal
policy simply by looking at the policy that maximizes the household’s wel-
fare or the combination of the households and workers’ welfare.

Rudi Dornbusch pointed out that the bias against fixed rates in the paper
could be due to equation (9), which contains the real balances (M/P) in the
households’ and workers’ preferences. The specification with real balances
in the preferences implies a preference towards volatility.

Roberto Chang agreed with the discussant that the choice of exchange
rate regime starting from a crisis period is very important, but, as pointed
out by Edwards, it is also an important question during a tranquil period.
It is not obvious whether these two issues can be studied in one setting, and
the paper focuses on the second question.

On the technical issues, first, he said the paper is well specified. The
model is solved by taking log-linear approximation around the nonsto-
chastic steady state. If one takes uncertainty seriously and looks at correctly
specified dynamic stationary equilibrium of an economy, then risk pre-
mium will be a true random variable and will have different expectation and
variance. This paper did not address this point, but it is important. The ap-
proach of the paper is justified by concerns of tractability, which approach
also explains why the loss function is ad hoc in the model.

He also commented on Végh’s question of specifying the welfare func-
tion as the welfare of the inhabitants of the economy, given that the paper
has fully specified a general equilibrium problem. He said that the paper
wanted to postpone this question because the authors are not sure about the
objectives of the central bank (i.e., whether it is benevolent). There is also a
complication when dealing with this question, that is, how to approximate
the welfare function of the agents of an open economy with a quadratic
function. The paper chose the most tractable method, although in recent
work he and others have been developing approaches that are more general.

Regarding Rigobon’s comments, he noted that the paper followed Svens-
son’s (2000) usage of the term targeting.
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In the aftermath of the Asian “financial crises,” a number of factors have
been identified as the culprits in leading to the crises and intensifying their
severity. Among them, so-called “crony capitalism,” the weakness of the
banking system precrisis, financial liberalization and opening of the capital
account, and the nominal exchange rate regime have all been singled out.

However, although all these factors obviously contributed, their relative
quantitative importance and the interactions between them are little un-
derstood. It is the purpose of this paper to delve, insofar as is feasible, into
the contributions of exchange rate depreciation, the weak financial system,
financial and capital account liberalization, and crony capitalism in leading
up to the crisis and intensifying its severity. For that purpose, we focus on
the Korean experience and trace the roles of the chaebol, the history of
credit rationing and buildup of domestic credit and foreign indebtedness
prior to the crisis, the opening of the capital account, and the impact of ex-
change rate depreciation on the crisis.

It is important to understand the role and relative importance of each of
the key variables. If, for example, exchange rate depreciation was forced as
the consequence of maintaining an unsustainable nominal exchange rate
for a long period of time prior to the crisis and was quantitatively the largest
factor in leading to the deterioration of the banks’ portfolios, resort in the
future to a genuinely floating exchange rate or preventing uncovered liabil-
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ities denominated in foreign exchange should greatly reduce the likelihood
of future crises. Likewise, if bank lending practices had resulted in a rapidly
increasing proportion of nonperforming loans (NPLs) in the banking sys-
tem even had the exchange rate not been a significant factor, the relative im-
portance of improving bank lending practices as a preventive measure for
future crises looms much larger.1 Moreover, if rigidities in the banking and
financial system resulting from failure to liberalize or regulate sufficiently
were a major contributing factor, the policy lessons would focus on the ur-
gent need to liberalize and strengthen banking and financial systems in
emerging markets.

In our first section, we briefly sketch the roles that each of these factors
can play in theory in financial crises. In section 13.2 we then provide back-
ground on the Korean economy and the evolution of the banking and fi-
nancial systems, the chaebol, and linkages to the international economy,
which are essential building blocks for our later analysis. Section 13.3 then
examines the history of financing of the chaebol and their role in the Korean
economy. The fourth section then examines the financial structure and per-
formance of the chaebol and the banking system. The fifth section then con-
siders the role of foreign currency–denominated debt in intensifying the
crisis. The final section then provides our best judgment as to the relative
importance of the variables widely pointed to as contributing to crisis.

13.1 Domestic Credit Expansion, Lending to Chaebol or Cronies,
Exchange Rate Depreciation, Capital Account Opening, and Crises

As the title of this section suggests, the problem for analysis of the Asian
crises is not the lack of explanations: it is that there are too many. In those
crises, and in the Mexican crisis of 1994, a foreign exchange crisis and a fi-
nancial crisis occurred almost simultaneously and have come to be termed
twin crises. As will be seen, there are a number of reasons to anticipate that
these twin crises are likely to have a far more severe impact on a domestic
economy than either a financial or a currency crisis alone, and it is not co-
incidental that their onset is virtually simultaneous.

In this section, we briefly review the role of each of the possible causal
factors in precipitating and intensifying twin crises. Once that is done, fo-
cus turns to interactions between them. Thereafter, we attempt to assess
how important these factors were and the quantitative magnitude of the in-
teractions.
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1. In some countries, NPLs increase because of lending to the politically well connected,
who apparently do not expect, and are not expected, to repay. In Korea, however, the “crony-
ism” concerns surrounding bank lending focus on the lending by the banks to the large chae-
bol. Earlier lending to them had been sound, as will be seen, although as will also be seen, gov-
ernment officials supported lending to the chaebol by the banks when their profitability was
falling sharply in the precrisis period.



13.1.1 Exchange Rate Pegging

Although any nominal exchange rate could, in theory, be associated with
the appropriate real exchange rate,2 empirical evidence shows that govern-
mental policies with respect to nominal exchange rates over periods of three
to five years, if not longer, significantly affect real exchange rates. Whether
this is because of long lags in adjustment or the unwillingness of the do-
mestic authorities to adopt the monetary and fiscal policies consistent with
their choice of nominal exchange rate is not relevant for present purposes.
Empirically, if the authorities intervene in the foreign exchange market for
purposes other than smoothing short-term fluctuations (such as maintain-
ing a fixed nominal exchange rate), the real exchange rate appreciates rela-
tive to major trading partners when domestic inflation exceeds the inflation
rate in the partner countries. Likewise, if for any reason (such as changes in
the terms of trade or rapid growth of domestic demand for imports) the real
exchange rate would adjust in a well-functioning free market but is pre-
vented from doing so, there can be imbalances between the demand for and
supply of foreign exchange. As long as the authorities can meet this de-
mand, buying or selling foreign exchange as demanded, they can maintain
their exchange rate policy.

All of the countries afflicted with twin crises in the 1990s had intervened
heavily in their foreign exchange market in one way or another to achieve
target nominal exchange rates. In the cases of Mexico and Thailand, the
nominal exchange rate had been either fixed, or adjusted according to a for-
mula that resulted in significant appreciation of the real exchange rate. In
Indonesia and Korea, terms-of-trade shocks probably called for a signifi-
cant real exchange rate depreciation at a time when there was some degree
of real appreciation—as will be seen below for Korea.

When government officials implicitly or explicitly indicate that they will
maintain an exchange rate policy that results in an appreciating currency in
real terms, they provide individuals and firms with a strong incentive to ac-
cess the international capital market, because the real interest rate is typi-
cally lower than in the domestic market.3 When domestic residents have ac-
cess to the foreign capital market, or when domestic banks can borrow
abroad, the result is an increase in the nation’s liabilities, and exchange rate
policy means that the government is increasing its contingent liabilities. The
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2. This would require that the domestic authorities refrain from using monetary and fiscal
policies in pursuit of domestic economic objectives and instead allow inflation or deflation to
occur as the “equilibrium” real exchange rate changed. Thus, if from an initial position of bal-
ance the terms of trade deteriorated and warranted a real depreciation of the currency, the do-
mestic price level would have to be allowed to decline to achieve that real depreciation.

3. Lowering the domestic nominal interest rate would result in more domestic inflation and
is thus eschewed by the authorities. See Krueger (1997) for the calculation of Mexican real in-
terest rates during the precrisis period when a nominal anchor exchange rate policy was fol-
lowed.



unsustainability of the nominal exchange rate policy results in a buildup of
domestic credit and foreign liabilities until the time when either domestic res-
idents and foreigners anticipate that the exchange rate will alter and attempt
to get out of domestic money and into foreign currency or the public or
private debt-servicing obligations denominated in foreign exchange are not
voluntarily met. At that point, either the run on the currency results in a cur-
rency crisis, or the prospective inability to continue voluntary debt-servicing
forces the same outcome. Resolving the crisis almost always involves an al-
teration in the exchange rate, and usually in exchange rate policy.4

It should be noted here that there can be a “pure” currency crisis, one that
exists without a financial crisis. The normal precondition for this outcome
is a reasonably sound banking and financial system at the time of the onset
of the currency crisis, or a preexisting highly restrictive set of capital con-
trols that prevented the buildup of significant foreign indebtedness. Brazil’s
devaluation in 1999 is one good example of a currency crisis in which there
was no serious domestic financial spillover.

13.1.2 Crony Capitalism and Crisis

If there is a continuing buildup of NPLs in the banking system, a finan-
cial crisis will result unless effective measures are taken to reverse the
buildup. NPLs can come about for several reasons: (a) there can be an un-
foreseen macroeconomic disturbance (originating abroad or domestically)
that leads to unfavorable outcomes for borrowers; (b) domestic credit ex-
pansion may be so rapid that banks are unwilling or unable to exercise nor-
mal prudence in lending, and a disproportionate number of borrowers are
unable to service their debts (often after a macroeconomic downturn); (c)
banks may be directed or induced to lend to politically well-connected
cronies, who do not service their outstanding loans; and, finally, (d) banks
may lend to favored (economically important) enterprises that do not or
cannot service their debt obligations. This last case includes the circum-
stance in which banks provide “evergreen” accounts for large businesses
that are indebted to them, rolling over existing debt and extending credit to
finance interest payments on it.

For Indonesia, it is thought that the third explanation—obligatory lend-
ing to politically well-connected friends and relatives of the president—was
a significant factor in the NPLs of the banking system. In Thailand (and
to a degree in Korea, as will be seen below), rapid expansion of domestic
credit, certainly at least somewhat associated with the fixed nominal ex-
change rate, was a major culprit. In Japan in the late 1980s, where currency
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4. It should be noted that not all exchange rate changes will immediately quell the crisis. In
the Mexican case, there was already a significant capital outflow when the authorities an-
nounced a nominal devaluation. In the view of most market participants, the magnitude of the
announced devaluation was too small, and the run on the currency intensified. It was not un-
til the exchange rate was permitted to float that the immediate crisis subsided.



crisis was not a factor, a large negative macroeconomic shock when the
rapid inflation of asset prices was reversed was the trigger for difficulties in
the banking system. Probably the best example of the last explanation, lend-
ing to favored enterprises and evergreening their accounts, is the Korean
case, to be discussed below.

Here, the important point is that once NPLs become significant in a
bank’s portfolios, serious difficulties are likely to result in the absence of
sufficient provisioning or capital. A bank with sizable NPLs must charge
higher interest rates on its lending in order to cover its costs over a smaller
proportion of its business. Consequently, if it has more NPLs than its com-
petitors, only those unable to obtain cheaper credit at banks with healthier
balance sheets will borrow from it, thus increasing the riskiness of its port-
folio. At the same time, as depositors learn of the bank’s difficulties, they are
likely to attempt to withdraw their deposits.

When many domestic banks have these difficulties at the same time, do-
mestic credit can contract sharply. If there are foreign competitors (or if
creditworthy borrowers can borrow abroad), the entire domestic banking
system can be threatened.

13.1.3 Domestic Credit Expansion

Domestic credit can expand unduly rapidly because of government di-
rection of credit to cronies or to favored enterprises. However, it can also ex-
pand rapidly because of the incentives provided by the exchange rate regime
or simply because government monetary and fiscal policy is very loose for
whatever reason. Rapid expansion of credit is dangerous. On one hand, it
is inflationary, which means that for a while a permissive environment will
enable borrowers to service their debts until tighter monetary policy is
adopted to curb the resulting inflation. On the other hand, accelerated lend-
ing is associated with a deteriorating quality of borrower, both because
there are simply not enough sound borrowers to finance such a rapid ex-
pansion and because banks do not have the capacity to evaluate lending at
such an increasing rate.

Rapid expansion of domestic credit was a feature of the precrisis period
in Mexico, Indonesia, Thailand, Malaysia, and Korea. In the Indonesian
case, the expansion of domestic credit exceeded 20 percent of gross domes-
tic product (GDP) in the precrisis years.

13.1.4 Capital Account Liberalization

Many observers have blamed the opening of the capital account for the
twin crises of the 1990s. The simple argument goes that without an open
capital account, indebtedness could not have built up. However, there have
been many experiences with foreign exchange crises in countries where the
capital account was relatively closed. The degree to which cross-border fi-
nancial flows must be regulated to prevent speculative flows when exchange
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rates are greatly misaligned is more restrictive than is compatible with a rel-
atively open trading regime.

Moreover, many countries with open capital accounts have not experi-
enced the difficulties that the Asian countries did. Economies such as those
of Taiwan and Singapore, where there were current account surpluses and
high levels of foreign exchange reserves relative to trade volumes, did not ex-
perience difficulties.

To the extent that the opening of the capital account results in difficulties,
there are more complex avenues than those associated with real apprecia-
tion of the currency. First, when the capital account is open and the nomi-
nal exchange rate is fixed without appropriate supportive monetary and fis-
cal policies, as discussed above, there are strong incentives for banks or
private entities to incur foreign exchange–denominated liabilities (capital
inflow) because of lower borrowing costs. When they view the government
as having guaranteed the exchange rate, they may not match their future
foreign exchange liabilities with foreign exchange assets. Second, banks
may not have sufficient incentives for appropriate prudence in their lending
policies, due either to a lack of capital adequacy (and existing NPLs) or to
an absence of appropriate supervision.

In the first case, it would appear that the exchange rate regime is the real
culprit; in the second, it is weaknesses in the domestic financial system,
which become exacerbated with the opening of the capital account.

13.2 The Korean Economy, the Chaebol, Credit Rationing, and Growth

13.2.1 Korean Economic Growth After 1960

As is well known, Korea was one of the poorest countries in the world in
the late 1950s and was then widely regarded as a country without serious
growth prospects. After economic policy reforms began in the early 1960s,
Korea began growing at sustained rates previously unheard of in world his-
tory.5 Real GDP grew at an average annual rate of 10 percent per annum in
the decade starting in 1963. High growth rates continued into the 1990s, and
Korea’s real per capita income in the mid-1990s was nearly nine times what
it had been in the early 1960s (see fig. 13.1).

606 Anne O. Krueger and Jungho Yoo

5. Taiwan’s rate of economic growth was equally rapid. Prior to the crisis of the late 1990s,
most observers would have claimed that the major difference between the Taiwanese and Ko-
rean economies was the relatively small scale of Taiwanese enterprises contrasted with the
large share of the Korean chaebol in the Korean economy. However, there were other differ-
ences: perhaps because of greater strategic insecurity, the Taiwanese held very large foreign ex-
change reserves in relation to the size of their trade or their economy; the Taiwanese dollar
showed no tendency for real appreciation; and Taiwan’s current account had been consistently
in surplus. The Taiwanese financial system appears to have been considerably sounder than
that of Korea in the late 1990s, and the rate of expansion of domestic credit at that time was
much lower than that in Korea.
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Economic liberalization took place throughout the first thirty-five years
of Korea’s rapid growth. In 1960, the country had had the usual developing-
country mix of an overvalued exchange rate supported by quantitative re-
strictions on imports (and a black market in foreign exchange), consequent
high walls of protection for domestic manufacturers, price controls on
many key commodities, credit rationing, a large fiscal deficit, one of the
highest rates of inflation in the world, and a huge (averaging around 9 per-
cent of GDP over the period 1953–58) current account deficit, financed
largely by foreign aid inflows.6

First steps in reform included a move to a more realistic (and constant
real) exchange rate for exports and the relaxation of restrictions on import-
ing by exporters. Imports were liberalized further in the late 1960s, and the
exchange regime was unified by that time. Other major reforms also took
place, including a major fiscal and tax reform in 1964, gradual removal of
price controls, a shift from a regime discriminating against agriculture to a
protective one, and further liberalization of the trade regime. In the later
1960s, quantitative restrictions on imports were greatly eased and tariffs
were lowered in several steps, and further trade liberalization took place in
the 1990s.

In the early years of rapid growth, however, the banking system remained
tightly controlled. Even after a reform in 1965 (which resulted in a positive
real rate of interest for borrowers), credit was rationed and the curb market
rate was well above the controlled interest rate (see Hong 1981). Only in the
late 1980s did deregulation of interest rates begin, although the apparent
gap between demand and supply of loanable funds was declining over time
(see section 13.3).

When economic policy reform began, Korea’s exports were only about 3
percent of GDP, whereas imports were about 13 percent. Policy makers
therefore began to focus on measures to increase exports. They did so by en-
couraging all exports uniformly,7 but nonetheless they held something that
might be regarded as approaching an “export theory of value.” Any firm
that could export was rewarded in proportion to the foreign exchange re-
ceipts from exporting. Moreover, many of the firms that were initially suc-
cessful were chaebol (although they were very small at the time, and some
Korean analysts today do not regard the Hyundais, Samsungs, and the like
of the 1960s as chaebol at all). Because they were successful, they grew rap-

608 Anne O. Krueger and Jungho Yoo

6. See Krueger (1979) and Frank, Kim, and Westphal (1975) for an account of the early pe-
riod of Korea’s rapid development.

7. All exporters were given an “export subsidy,” an “interest subsidy,” and a tax subsidy, each
of a specified number of won per dollar of exports (the number being altered from time to time
as conditions were deemed to warrant). In addition, exporters were permitted to import goods
for their use in generous quantities, which undoubtedly permitted some profits through use of
the excess for domestic sales. To a significant degree, these “incentives” offset the duties and
other charges on imports and resulted in reasonably uniform incentives for import competing
and exportable production.



idly. They received new loans as their exports grew and as they expanded
into new exporting activities.8 Given the underdeveloped state of the Ko-
rean financial markets at that time (and in the absence of measures to
strengthen them), access to credit was vital for expansion.

The chaebol were successful exporters and, for the first decade or more of
Korean growth, were regarded almost as the heroes of Korean develop-
ment. They were rewarded for export performance and were highly prof-
itable. Hong (1981) estimates the real rate of return on capital to have been
about 35 percent or more in the first decade following the start of reforms.
Although the chaebol were highly profitable and generally encouraged to
enter whatever export markets they could, when the authorities wanted a
venture undertaken, the chaebol were asked to do so. They undertook these
ventures with the implicit guarantee of the government that credit, tax ex-
emptions, and other support would be available to make the venture prof-
itable.9 However, the chaebol were on the whole remarkably profitable and
had little difficulty in servicing their (subsidized) debt.

The extent to which the Korean economy changed structure is remark-
able (see fig. 13.2). Exports and export earnings (the dollar price index of
traded goods being stable in the 1960s) grew at over 41 percent annually for
the period 1959–69 and continued growing almost that rapidly thereafter.
Exports of goods and services as a percentage of GDP rose from 3 percent
in 1960 to 14 percent in 1970 and to 33 percent in 1980; imports also rose,
from their 10 percent level in 1960 to 41 percent of GDP in 1980. Hence, the
Korean economy was becoming much more open.10

At the start of reforms, rationed credit financed a large fraction of new
investment, especially in the manufacturing sector. The subsidies implicit in
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8. Some of these activities were chosen by the chaebol. On occasion, however, the authori-
ties suggested to chaebol owners that they should move into certain lines of production. This
attempt to “pick winners” was not always successful; when it reached its height in the heavy
and chemical industry (HCI) drive of the mid-1970s, the rate of economic growth and of ex-
port expansion slowed substantially, and policies were reversed by the late 1970s. When chae-
bol incurred losses while undertaking these mandated activities, the banks were directed to ex-
tend additional credit to the chaebol, thus setting a precedent for later difficulties.

9. It is important to underscore that these government “rewards” existed in the context of
the export drive. When chaebol could not produce competitive exports, there was little support.
Even in the HCI drive—the most industry-specific interventionist phase of Korean policy—
the output from HCI industries was to be exported within a specified period. When it became
clear that that performance test was not being passed, the entire thrust of policy was reevalu-
ated.

10. Some of the increase in imports was of course intermediate goods used in the production
of exportables. However, the percentage import content of exports remained fairly stable at
around 35 percent of the value of exports over the period of rapid growth. From 1960 onward,
exporters were entitled to import with little paperwork virtually anything that they might use
in producing exportables; in addition, they were permitted to import a “wastage” allowance,
which they were free to sell on the domestic market. Thus, the de facto liberalization exceeded
that which took place because of the removal of quantitative restrictions and lowering of
tariffs. With an average tariff rate in the tariff schedule of around 15 percent in 1970, average
tariff collections as a percent of imports were about 6 percent.
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this credit served as a stimulus to industry and permitted much more rapid
expansion than would have been possible had companies been forced to
rely on reinvesting their own profits.11 Exporters were allocated preferential
credit based upon their export performance. The real rate of return was so
high that all the chaebol would happily have borrowed more had they been
able to; most of them, as reported by Hong (1981), borrowed additional
funds at the much higher curb market rates. Thus, lending at controlled in-
terest rates was, at least in the early years, equivalent to an intramarginal
subsidy to the chaebol.

Estimates of rates of return suggest that the chaebol were highly profitable
at that time even without subsidies. Indeed, given the huge distortions in the
economy that prevailed in the late 1950s, it is likely that, at least in the 1960s,
almost any reasonably sensible venture into unskilled labor–intensive ex-
portable production had a high real rate of return.

As already mentioned, by the mid-1960s the borrowing rate from the
banks was positive in real terms although below a market-clearing rate.
Over the following three decades, the banking system was further liberal-
ized as the real interest rate charged for loans rose and the gap between the
controlled rate and what might have cleared the market diminished (see sec-
tion 13.3). At the same time, the real rate of return on investments naturally
fell, because the very high initial returns obviously could not be sustained.
We trace the decline in real returns and the increase in the real cost of credit
in the next section.

When policy reforms began in the early 1960s, the Korean saving rate was
very low, even negative by some estimates. As growth accelerated and per
capita incomes rose, domestic saving began to increase rapidly, rising from
around zero percent of GDP12 in 1960 to 18 percent by 1970 and to 24 per-
cent by 1980 (see fig. 13.1). However, at least until the late 1970s, profitable
investment opportunities greatly exceeded domestic saving. As a result, do-
mestic saving was supplemented by borrowing from abroad, equaling as
much as 13 percent of GDP in years in the late 1960s.13 Despite the large
capital inflows, however, the ratios of debt service to exports and debt to
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11. In much of the public discussion about the reliance of firms in crisis countries on bor-
rowing, what seems to be forgotten is that, starting from very low levels of income and devel-
opment, there is very little equity, and a large fraction of investment must therefore be financed
through other channels.

12. In 1960, it is estimated that private saving was a positive 3.2 percent of GDP, whereas
government saving was a negative 2 percent of GDP. Foreign sources financed 78 percent of
investment, which was 10 percent of GDP. See Krueger (1979, 206–07). In 1960, most foreign
resources were foreign aid. 

13. Most of the capital inflow was from the private sector—largely commercial bank lend-
ing—by the late 1960s. Foreign aid had peaked in 1958 and was less than 2 percent of GDP by
the mid-1960s. The current account deficit was sustainable because of the profitability of in-
vestment and the declining debt-service ratio that resulted from such rapid growth of exports
and of real GDP.



GDP did not increase because of the rapid rate of growth of export earn-
ings and real GDP.

The Korean government guaranteed these credits and determined the
maximum that could be borrowed, allocating borrowing rights among ex-
porting firms. Because the foreign interest rate was well below the domestic
interest rate (especially in the curb market) and the real exchange rate was
fairly stable for exporters, there was intense competition for foreign loans.

As domestic saving rose, the proportionate reliance on foreign resources
to supplement domestic saving in financing investment fell. By the 1980s,
the domestic saving rate was in excess of 30 percent, and the current ac-
count went into surplus for several years in the mid-1980s.14 Beginning at
this time, the American government in bilateral trade negotiations began to
pressure the Koreans to allow the won to appreciate in order to reduce the
bilateral trade surplus with the United States.15 By the mid-1990s most Ko-
rean economists believed that some real depreciation of the won would be
in Korea’s best interest but the pressures against such a move prevented it.
Although the won exchange rate was not fixed, the range within which it
fluctuated was relatively narrow: it appreciated from 890 won per dollar at
the end of 1985 to 679 won per dollar in 1989, and thereafter it gradually
depreciated to 808 won per dollar in 1993, appreciating again to 788 won
per dollar in 1995. At the end of 1996 it stood at 844 won per dollar, and of
course it depreciated almost 50 percent in 1997.16 For the decade prior to
the 1997 crisis, however, there had been little change in the real exchange
rate.

Thus, by the mid-1990s, Korea had sustained three and a half decades of
rapid growth. Although there had been periods of difficulty—both slow-
downs and overheating—Korean policy makers had met their challenges
successfully. As noted by the Organization for Economic Cooperation and
Development (OECD), the country had progressed from being one of the
poorest developing countries in 1960 to having a per capita income equal to
that of some OECD countries and a higher rate of economic growth.17

The late 1980s had witnessed the introduction of a democratic process
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14. Korean policy makers viewed the emergence of the current account surplus as a transi-
tory phenomenon explicable by “three lows”: the fall in oil prices in the mid-1980s, the drop in
world interest rates (so that debt-servicing costs declined), and the low dollar (or high yen).
The current account turned positive in 1986, rose to a peak of 8.5 percent of GDP in 1988, fell
to 2.4 percent of GDP in 1989, turned negative (-0.5 percent) in 1990, and remained negative
in the 1–2 percent range until 1997, when the deficit increased to 4.7 percent of GDP.

15. Korea was running a bilateral surplus with the United States and a bilateral deficit with
Japan, and policy makers resisted as far as they could these pressures. One response was to ask
the American authorities whether they should devalue with respect to the yen while they ap-
preciated with respect to the U.S. dollar!

16. Exchange rates, saving rates, and current account deficit data are all taken from various
issues of the IMF’s International Financial Statistics unless otherwise noted.

17. For an account of the Korean economy in the mid-1990s reflecting this consensus view,
see OECD (1994).



into Korea. The elected governments chose to liberalize further, especially
in the financial sector and international capital flows.18 In 1992–93 there
was a “growth recession,” as the growth rate slowed to just over 5 percent
(in contrast with rates over 9 percent in the preceding two years and an av-
erage rate above 8 percent in the preceding decade). One response was to
ease monetary policy: domestic credit expanded by over 18 percent in 1994,
14 percent in 1995, and 21 percent in 1996.19 Real GDP growth responded,
exceeding 8 percent in 1994 and 1995. However, as will be argued in section
13.3, underlying weaknesses were not addressed, and the stimulus to the
economy, through expansion of domestic credit and other measures, in-
creased the vulnerability of the financial system later on.

13.2.2 The Crisis

Export earnings failed to maintain their growth rate in 1996, increasing
only 3 percent in dollar terms, as falling prices for semiconductors and
a number of other factors resulted in the slowdown. Then, early in 1997, a
number of events took place that surely eroded confidence. One of the large
chaebol, Hanbo, went bankrupt early in the year. Given that the large chae-
bol were widely believed to be “too big to fail,” this in and of itself must have
resulted in some loss of confidence and a reexamination of Korea’s credit-
worthiness. Moreover, 1997 was an election year, with the presidential elec-
tions scheduled for early in December. That the market anticipated diffi-
culties is reflected in the fact that the Korean stock exchange index fell from
981 in April 1996 to 677 by the end of March 1997 and to 471 at the end of
October, even before the outbreak of the currency crisis.

However, although the net and gross foreign (and especially short-term)
liabilities of the banking and financial systems were continuing to increase,
there was no visible evidence of crisis until the final quarter of the year. The
Thai crisis had exploded in June, and the Indonesian crisis had begun dur-
ing the summer of 1997, but most foreign observers were confident, given
Korea’s past history, that Korea would not be affected.20 Korea’s offshore
banks were holding paper from Indonesia, Russia, and other countries with
dollar liabilities, which would further deteriorate the net foreign asset posi-
tion, but that was not widely known at the time.

However, capital flight began early in the fourth quarter of the year. In
many instances, it was simply due to a refusal to roll over short-term debt,

Chaebol Capitalism and the Currency-Financial Crisis in Korea 613

18. See the OECD (1994) description of the five-year financial liberalization plan.
19. This rate was not markedly faster, however, than it had been over the entire preceding

decade. Hahm and Mishkin (2000, 91) reject the notion that liberalization of the capital ac-
count was responsible for the increase in domestic credit, but note that it did play a role in per-
mitting the banks to take on greater exposures to foreign exchange risk.

20. However, many Korean economists and policy analysts were very concerned. Krueger
was at a conference of Korean economic policy makers in August 1997, and the mood was one
of deep gloom. Many of the participants were extremely pessimistic about the chaebol, the
state of the financial system, and the potential for reforms of economic policy. 



but other factors contributed: Korea’s sovereign risk status was down-
graded by Standard & Poor’s in October; reported NPLs in the banking sys-
tem doubled between the end of 1996 and the fourth quarter of 1998, reach-
ing 7.5 percent of total loans by that time, owing largely to the bankruptcy
of six chaebol and the sharp drop in the Korean stock exchange. However,
once it became known that reserves were decreasing, others sought to get
out of won, and the capital outflow intensified rapidly.21 Total reserves less
overseas branch deposits and other unusable foreign exchange were $22.3
billion at the end of October and fell to $7.3 billion by the end of Novem-
ber.22 It is reported that, by the time the International Monetary Fund
(IMF) was approached, gross reserves were being depleted at a rate so rapid
that they would have approached zero within forty-eight hours. In the pro-
gram presented to the IMF board, it was reported that usable reserves had
dropped from $22.5 billion on 31 October to $13 billion on 21 November
and to $6 billion on 2 December.23

13.2.3 The IMF Program24

All three presidential candidates had declared repeatedly that under no
circumstances would they approach the IMF. When the government did ap-
proach the IMF, the IMF’s problem was complicated by several things: (a)
it was not known who the new president would be, and hence with whom
the IMF would have to deal on the economics team; (b) there was very little
time to put together a program, and both because Korea had been viewed
as “sound” until recently and because the candidates had all said they
would not approach the Fund, there had been less preliminary work done
than was usually the case;25 (c) the exchange rate was depreciating sharply
after the end of October, and when the band was widened to 10 percent on
19 November, the rate of depreciation began to accelerate rapidly; and (d)
as has already been mentioned, the government was rapidly running out of
foreign exchange reserves, and would soon be forced to default on its obli-
gations (see Boughton 2000). The high short-term indebtedness meant that
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21. However, even in November, the Finance Ministry was issuing reassuring statements,
and private forecasters were minimizing the likelihood that Korea would approach the IMF.
For a representative account, see John Burton’s “Korean Currency Slide Shakes Economy” in
the Financial Times, 12 November 1997, 5.

22. Data are from Hahm and Mishkin (2000, table 11).
23. Other factors also contributed. A financial reform bill, proposed by a blue ribbon com-

mittee, had been turned down by parliament, and it was not clear whether the government had
legally guaranteed the foreign exchange liabilities of the financial institutions. Although inter-
est rates had risen by about 200 basis points, the Bank of Korea was nonetheless injecting liq-
uidity into the system, which reversed the increase.

24. The IMF documents cited in this section may be found at [http://www.imf.org/
external/country/KOR/index.htm]. 

25. The fact that the Thai and Indonesian crises had already occurred no doubt diverted
some of the attention that Korea otherwise might have received. At that time, too, it must have
been anticipated that there would be Malaysian and Philippine programs.



foreigners could get out of won simply by refusing to roll over outstanding
debt.26

The first (hastily assembled) program set forth the following as its objec-
tives: “building the conditions for an early return of confidence so as to limit
the deceleration of real GDP growth to about 3 percent of GDP in 1998, fol-
lowed by a recovery towards potential in 1999; containing inflation at or be-
low 5 percent; and building international reserves to more than two months
of imports by end-1998.”27 The staff memorandum stated that there were
three pillars in the government’s program: the macroeconomic frame-
work,28 the restructuring and recapitalizing of the financial sector, and a re-
duction in the reliance of corporations and financial institutions on short-
term debt.

For present purposes, the specifics of the IMF program are not relevant.
However, understanding those aspects of the program that were important
in affecting the severity of the downturn is necessary if an assessment of the
role of the various factors leading in the downturn is to be made. In at-
tempting to stem the speculative pressures, the exchange rate was allowed to
float, and the won depreciated from the mid-800s level per dollar to almost
1,800 per U.S. dollar.29 The liquidity that had been introduced into the fi-
nancial system in prior weeks (in an effort to support the chaebol ) was re-
moved, and money market rates were raised sharply. In the words of the IMF
staff, these rates would “be maintained at as high a level as needed to stabi-
lize markets” (5). Day-to-day monetary policy was to be geared to exchange
rate and short-term interest rate movements, whereas exchange rate policy
was to be flexible, with intervention “limited to smoothing operations.”

The 1998 budget as passed by the government had projected a surplus of
about 0.25 percent of GDP. However, the IMF staff estimated that lower
growth and the altered exchange rate would reduce the balance by 0.8 per-
cent of GDP and that it would require 5.5 percent of GDP to recapitalize
the banks to meet the Basel minimum capital standards. It was assumed
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26. Hahm and Mishkin (2000) point out that “the speculative attack was not in the usual
form of direct currency attack to exploit expected depreciation. Due to the tight regulation on
currency forwards which should be backed by corresponding current account transactions and
the absence of currency futures markets inside Korea at the time, opportunities for direct spec-
ulative attack had been much limited. Rather, the drastic depreciation of Korean won was
driven by foreign creditors’ run on Korean financial institutions and chaebols to collect their
loans, and by foreign investors to exit from the Korean stock market” (25).

27. IMF, Korea, “Request for Standby,” 3 December 1997, 5. 
28. Much of the controversy surrounding the Korean program centers on whether the pro-

gram tightened fiscal policy too much. This is discussed below. It should be noted that the
Fund staff’s introduction of the macroeconomic program indicated that the program would in-
volve “a tighter monetary stance and significant fiscal adjustment” (5).

29. As stated in the “Request for Standby,” “The inflation target reflects a very limited pass-
through of the recent depreciation of the won to the aggregate price level.... In order to achieve
the inflation objective, the government will aim to reduce broad money growth (M3) from an
estimated 16.4 percent at end-September to 15.4 percent at end-December 1997, and to a rate
consistent with the inflation objective in 1998” (5–6).



that these funds would have to be borrowed, and interest costs (0.8 percent
of GDP) were therefore also included in the altered budget estimates. Ac-
cording to fund estimates, these factors would have shifted the fiscal ac-
count into deficit of about 1.5 percent of GDP in 1998. As stated by staff,
“In order to prevent such a deficit and alleviate the burden on monetary
policy in the overall macroeconomic adjustment, fiscal policy will be tight-
ened to achieve at least balance and, preferably, a small surplus.” The pro-
gram therefore called for fiscal changes approximately offsetting the nega-
tive anticipated changes and thus for maintenance of the fiscal stance as
anticipated prior to the crisis, with the 1.5 percent of GDP cuts equally dis-
tributed between government expenditures and revenues. The government
initially raised some taxes to yield about 0.5 percent of GDP.

The second leg of the program was financial restructuring. As already in-
dicated, NPLs were large and increasing prior to the crisis. The deprecia-
tion of the exchange rate increased debt-servicing obligations for chaebol
and financial institutions, as did the increase in interest rates that came
about with monetary tightening. An exit policy was to be adopted to close
down weak financial institutions, and the remaining banks were to be re-
capitalized (through mergers or other means). A deposit guarantee was to
be phased out at the end of December 2000 and replaced with deposit in-
surance for small depositors only.30

Bank restructuring required a prior, or at least concurrent, restructuring
of the chaebol finances. Given their very high debt-equity ratios (for one
chaebol at the height of the crisis, the debt-equity ratio reached 12:1),31 fi-
nancial viability, where feasible at all, would surely require swaps of debt by
the chaebol to the banks, giving the banks equity in return. For this reason,
it was predictable that the restructuring would require time. Data on the fi-
nances of the chaebol are given in section 13.3. The standby also addressed
corporate governance and corporate financial structure issues, focusing on
improving incentives and supervision for banking operations and reform-
ing bankruptcy laws. The government also agreed to refrain from providing
financial support, providing tax privileges, or forcing mergers for individ-
ual companies.
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30. There were a number of other significant measures, which are less important for present
purposes. For example, transparency was to be increased in a variety of ways. Large firms were
to be audited by international accounting houses. Supervisory functions were to be reorgan-
ized, and the Bank of Korea was given much greater independence. Importantly, the govern-
ment undertook to refrain from attempting to influence lending decisions, leaving those to the
financial institutions. However, these actions had little impact on the short-run downturn.

31. These high debt-equity ratios were public knowledge. The Financial Times published
data on debt-equity ratios for twenty chaebol on 8 August 1997. The highest was Sammi, with
33.3 times as much debt as equity; Jinro had 85.0 times as much debt as equity and Halla 20.0
times; Hyundai’s debt was 4.4 times its equity, and so on. Profits were relatively small as a per-
centage of assets or sales. In Samsung’s case, for example, net profits were 179.5 billion won on
sales of 60 trillion won and total assets of 51 trillion won. Nine of the twenty chaebol listed in
the Financial Times on that day had taken losses.



A final issue of concern here is the projected magnitude of the financial
support for the Korean program. The current account deficit was expected
to decline markedly in 1997 to about 3 percent of GDP, and then—with ex-
port growth and won depreciation—to about 0.5 percent of GDP in 1998.
However, the very high level of short-term debt was considered worrisome.
As stated in the “Request for Standby”:

It is difficult to estimate with any certainty the likely developments in cap-
ital flows . . . , given the uncertainty surrounding the rolling over of
private sector short-term debt and the recent collapse in market confi-
dence. . . . The working assumption is that, on the basis of the beneficial
effects on market confidence of the announced program and the large fi-
nancing package, the bulk of the short-term debt will be rolled over. Un-
der this scenario, the purpose of the exceptional financing would be
largely to reconstitute reserves. For this outcome to materialize, it is crit-
ical that the financing package provided is adequately large and the pro-
gram is perceived to be strong. It is anticipated that a comprehensive fi-
nancing package of about $55 billion will be provided on a multilateral
and bilateral basis. (12)

13.2.4 The Severity of the Crisis

For at least two weeks after the announcement of the IMF program,
questions remained as to whether the downward slide had been halted.32

By late December, however, the exchange rate had stabilized, and by mid-
January, foreign banks announced a $24 billion package of rollovers and
new money.33

Domestic economic activity slowed markedly in 1998. For the year as a
whole, real GDP fell by 6.7 percent, contrasted with the IMF’s fund’s pro-
jected 3 percent. The unemployment rate, which had been 2.2 percent at the
end of the third quarter of 1997, rose throughout 1998 and peaked in the
first quarter of 1999 at 8.4 percent. The seasonally adjusted industrial pro-
duction index fell by 15 percent from the end of 1997 to the second quarter
of 1998. Thereafter it rose, reaching its precrisis level by the end of 1998 and
144.9 at the end of 1999.

The external accounts improved markedly. There was a sharp drop in im-
ports in immediate response to the crisis and a much-increased current ac-
count balance: Although exports were slightly lower in dollar terms in 1998
than in 1997, imports fell 22.4 percent, and the current account balance was
equal to an astonishing 12.5 percent of GDP for the year. Foreign exchange
reserves rose in response, reaching $74 billion by the end of 1999 and $83.6
billion by the end of the first quarter of 2000. The decline in real GDP ended
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32. Because of this, it is very difficult to accept the argument that the Fund program was “too
stringent.” Indeed, given those uncertainties, it is more plausible to argue that the program
might have been even more restrictive initially. 

33. Financial Times, 30 January 1998, ll. 



in mid-1998, and by the end of the year real GDP had exceeded its precrisis
level. For 1999, real GDP growth exceeded 9 percent and was projected to
attain the same rate for 2000.

After early 1998, the nominal exchange rate appreciated in dollar terms,
entering the year 2000 at around 1,100 won to the dollar, contrasted with
1,800 to the dollar at the peak of the crisis. Moreover, prices at the end of
1998 were about 7 percent higher than at the end of 1997; in 1999 the rate
of inflation was just 0.8 percent, as measured by the consumer price index.

Progress in restructuring the financial sector was necessarily consider-
ably slower. Although interest rates had fallen below their precrisis levels by
the end of 1999, restructuring of chaebol and financial institutions met with
considerable resistance.34 Government policy pronouncements and actions
have continued to push for reforms, but the pace of reform has been much
slower than that of the balance of payments and external finances.

However, by any measure, the negative impact of the crisis and the mea-
sures addressing it was felt most heavily in 1998. By early 2000, the Korean
recovery was more rapid and more pronounced than had been anticipated
by any.35

13.3 Estimating the Role of Financial and 
Other Variables in Leading to Crisis

Financial restructuring was absolutely essential—first to make the re-
forms credible (or capital outflows would have continued) and second as a
prerequisite for economic recovery. Additionally, because the devaluation
and higher interest rates would both weaken the financial sector in the short
run (and this was understood by the markets), failure to address the issue of
financial restructuring would clearly have increased the severity of the re-
cession and delayed, if not aborted, the recovery. Moreover, financial re-
structuring could not be satisfactorily undertaken without addressing the
very high debt-equity ratios of the chaebol. How much this intensified the
downturn, however, cannot be addressed until consideration of the finances
of the chaebol and the financial system are considered.

Either a financial crisis or a currency crisis must be addressed with mea-
sures that will cause economic pain in the short run. However, when the two
interact, the resulting costs are much higher. To see how this scenario played
out in Korea, we begin with an examination of the finances of the chaebol
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34. See, for example, John Burton’s “Boxed into a Corner” in the Financial Times, 23 No-
vember 1998, l7, whose first sentence read, “South Korea’s chaebol are fighting a stiff rear-
guard action against government reforms but the conglomerates are being forced to change
their ways.”

35. This is not to say that corporate and financial restructuring had been completed. At the
time of this writing (late 2000), unprofitable chaebol activities, including some large entities, are
still being closed down, with attendant concerns about a slowing of the rate of growth in 2001.



prior to late 1997. An overview of their evolution and the problems that de-
veloped will be useful before we turn to details. As mentioned earlier, the
chaebol had earlier contributed enormously to Korea’s rapid economic
growth. By the early 1990s, the largest thirty chaebol accounted for 49 per-
cent of assets and 42 percent of sales in the manufacturing sector. Although
they had received subsidized credit, this implicit subsidy was probably
mostly intramarginal in the 1960s and 1970s and probably simply increased
overall profitability and reinvestment rates. However, over time, the prof-
itability of the chaebol necessarily diminished, while the real interest rate at
which they borrowed was increasing.

Table 13.1 gives data on lending rates of deposit money banks from 1961
to 1987, the period during which interest rates were controlled. In 1987, the
quantity of regulated loans was sharply reduced, and the Bank of Korea
stopped reporting the interest rates by those loan categories separately. To
estimate how much of a subsidy was involved in deposit money banks
(DMBs) lending, it is necessary to contrast that rate with an estimate of
what a market-clearing real interest rate might have been.36 To that end,
table 13.2 gives the curb market interest rates, the inflation rates, and the
growth rates over the years from 1961 to 1998. We then construct an esti-
mate of what a realistic real borrowing rate might have been by adding the
inflation rate to the growth rate and calculating a three-year moving aver-
age.

Table 13.3 then gives the DMB loans enjoying preferential interest rates
by type of loan. The last column gives these loans as a percentage of the to-
tal. As can be seen, they peaked in the late 1970s (which coincided with the
so-called heavy chemical and industry [HCI] drive), but were sizable during
the 1980s as well. Only in the 1990s after interest rate liberalization did their
share drop to less than 5 percent of outstanding loans.

We then derive estimates of the subsidy through DMB loans in the first
column of table 13.4. The estimates are made by multiplying the volume of
DMB loans by the difference between the reference interest rate and the ac-
tual borrowing rate. Also shown in table 13.4 are similarly derived estimates
of the subsidy through loans to the manufacturing sector from the Korea
Development Bank, a nonbank financial institution that lent for investment
in public utilities, infrastructure, equipment for manufacturing, and other
purchases deemed desirable for developmental purposes. The sum of these
estimates should be compared with the final column of table 13.4, which
gives the estimates of all manufacturing firms’ ordinary incomes (that re-
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36. The curb market rate, given in column (1) of table 13.4, provides an alternate “reference
interest rate.” As can be seen, the estimated subsidy to borrowers would be considerably higher
if the difference between the borrowing rates and the curb market rate were used. The two move
together, however, and it seems reasonable that some part of the curb market rate would have
been to adjust for additional risk. Our estimates of the implicit subsidy must, however, prob-
ably be taken as a lower bound on the value of loans to their recipients. 
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ported on their balance sheets). As can be seen, the estimated subsidy com-
ponent of loans exceeded ordinary income in some years and represented a
substantial portion of it in others.

There was almost certainly an element of subsidy in bank lending after
1988 and even in lending at nonpreferential rates prior to that date. Esti-
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Table 13.2 Reference Interest Rates (percent per annum)

Curb Market Inflation, GDP Growth Reference
Interest Rate CPI Rate Interest Rate

Year (1) (2) (3) (4) = (2) + (3)

1961 n.a. 6.5 3.5 10.1
1962 n.a. 7.7 3.3 11.0
1963 n.a. 11.5 5.7 17.2
1964 61.8 18.1 7.3 25.3
1965 58.9 20.4 8.2 28.6
1966 58.7 17.6 9.4 26.9
1967 56.7 11.9 8.4 20.3
1968 56.0 11.0 10.2 21.2
1969 51.4 11.3 10.6 21.9
1970 50.2 13.0 10.9 23.9
1971 46.4 13.9 10.0 23.9
1972 39.0 13.7 7.0 20.7
1973 33.2 9.4 8.6 18.0
1974 40.6 13.0 8.2 21.2
1975 47.6 17.6 8.8 26.3
1976 40.5 21.6 8.4 30.0
1977 38.1 16.9 9.2 26.1
1978 41.7 13.3 10.1 23.3
1979 42.4 14.3 8.7 23.0
1980 44.9 20.5 4.7 25.1
1981 35.3 22.8 3.8 26.6
1982 33.1 19.1 3.9 22.9
1983 25.8 10.6 8.1 18.8
1984 24.8 4.3 8.7 13.0
1985 24.0 2.7 8.5 11.2
1986 23.1 2.5 8.6 11.1
1987 23.0 2.8 9.5 12.2
1988 22.7 4.3 10.8 15.1
1989 19.1 5.3 9.2 14.4
1990 18.7 7.1 8.5 15.6
1991 21.4 7.9 8.1 16.0
1992 20.2 8.0 7.9 15.9
1993 16.2 6.8 6.7 13.5
1994 16.0 5.8 6.4 12.2
1995 15.3 5.2 7.6 12.8
1996 13.7 5.2 8.0 13.2
1997 14.6 4.6 6.9 11.5
1998 n.a. 5.6 1.7 7.3

Source: Bank of Korea, Economic Statistics Yearbook (various issues).
Notes: Inflation and GDP growth rates shown are three-year moving averages. n.a. = not available.



T
ab

le
 1

3.
3

D
ep

os
it

 M
on

ey
 B

an
k 

P
re

fe
re

nt
ia

l L
oa

ns
 (b

ill
io

ns
 o

f w
on

)

L
oa

ns
 fo

r
L

oa
ns

Su
m

 o
f

L
oa

ns
M

ac
hi

ne
E

qu
ip

m
en

t
L

oa
ns

P
re

fe
re

nt
ia

l
P

re
fe

re
nt

ia
l

fo
r

In
du

st
ry

of
 E

xp
or

t
w

it
h

L
oa

ns
To

ta
l

L
oa

ns
T

ra
de

P
ro

m
ot

io
n

In
du

st
ry

N
IF

[(
1)

 –
 (4

)]
L

oa
ns

(%
 o

f t
ot

al
)

Y
ea

r
(1

)
(2

)
(3

)
(4

)
(5

)
(6

)
(7

)

19
63

2.
7

n.
a.

n.
a.

n.
a.

2.
7

49
.0

5.
5

19
64

2.
5

n.
a.

n.
a.

n.
a.

2.
5

53
.0

4.
6

19
65

4.
6

n.
a.

n.
a.

n.
a.

4.
6

72
.1

6.
4

19
66

4.
9

n.
a.

n.
a.

n.
a.

4.
9

10
2.

7
4.

7
19

67
16

.7
n.

a.
n.

a.
n.

a.
16

.7
17

8.
0

9.
4

19
68

24
.5

n.
a.

n.
a.

n.
a.

24
.5

33
1.

2
7.

4
19

69
35

.1
10

.0
n.

a.
n.

a.
45

.1
56

3.
0

8.
0

19
70

55
.9

15
.9

n.
a.

n.
a.

71
.7

72
2.

4
9.

9
19

71
80

.1
15

.8
n.

a.
n.

a.
96

.0
91

9.
5

10
.4

19
72

10
8.

4
20

.2
n.

a.
n.

a.
12

8.
6

1,
19

8.
0

10
.7

19
73

22
4.

1
26

.1
35

.0
n.

a.
28

5.
3

1,
58

7.
5

18
.0

19
74

35
9.

5
25

.0
56

.0
20

.4
46

0.
9

2,
42

7.
8

19
.0

19
75

33
8.

9
23

.2
61

.2
53

.4
47

6.
7

2,
90

5.
5

16
.4

19
76

46
1.

8
31

.5
76

.9
12

1.
0

69
1.

1
3,

72
4.

9
18

.6
19

77
56

7.
4

28
.2

70
.9

19
6.

7
86

3.
2

4,
70

9.
0

18
.3

19
78

88
3.

2
26

.1
57

.0
28

7.
7

1,
25

4.
0

6,
60

9.
0

19
.0

19
79

1,
22

7.
2

15
.1

42
.7

36
2.

7
1,

64
7.

7
8,

97
7.

8
18

.4
19

80
1,

72
0.

8
10

.2
26

.2
40

5.
3

2,
16

2.
4

12
,2

04
.4

17
.7

19
81

2,
19

7.
2

6.
1

17
9.

9
48

7.
2

2,
87

0.
4

16
,4

81
.7

17
.4

19
82

2,
27

8.
4

n.
a.

19
2.

1
62

6.
7

3,
09

7.
2

20
,2

25
.8

15
.3

19
83

2,
62

0.
0

n.
a.

18
5.

7
83

1.
1

3,
63

6.
8

24
,1

50
.3

15
.1

19
84

2,
76

5.
4

n.
a.

17
6.

3
90

9.
2

3,
85

0.
9

27
,9

78
.9

13
.8

(c
on

ti
nu

ed
)



T
ab

le
 1

3.
3

(c
on

ti
nu

ed
)

L
oa

ns
 fo

r
L

oa
ns

Su
m

 o
f

L
oa

ns
M

ac
hi

ne
E

qu
ip

m
en

t
L

oa
ns

P
re

fe
re

nt
ia

l
P

re
fe

re
nt

ia
l

fo
r

In
du

st
ry

of
 E

xp
or

t
w

it
h

L
oa

ns
To

ta
l

L
oa

ns
T

ra
de

P
ro

m
ot

io
n

In
du

st
ry

N
IF

[(
1)

 –
 (4

)]
L

oa
ns

(%
 o

f t
ot

al
)

Y
ea

r
(1

)
(2

)
(3

)
(4

)
(5

)
(6

)
(7

)

19
85

3,
12

9.
9

n.
a.

59
5.

2
96

5.
6

4,
69

0.
7

33
,8

10
.7

13
.9

19
86

3,
44

4.
5

n.
a.

1,
86

6.
9

1,
05

5.
0

6,
36

6.
4

39
,0

98
.6

16
.3

19
87

2,
42

0.
4

n.
a.

2,
41

6.
5

1,
06

7.
1

5,
90

4.
0

43
,0

95
.8

13
.7

19
88

1,
20

1.
6

n.
a.

2,
72

5.
8

1,
07

6.
1

5,
00

3.
5

48
,8

05
.4

10
.3

19
89

1,
38

2.
2

n.
a.

2,
90

5.
0

1,
05

3.
3

5,
34

0.
5

62
,5

47
.1

8.
5

19
90

1,
94

7.
3

n.
a.

3,
01

5.
0

1,
02

3.
8

5,
98

6.
1

74
,0

28
.6

8.
1

19
91

2,
25

4.
3

n.
a.

3,
20

1.
1

98
3.

9
6,

43
9.

3
89

,4
15

.6
7.

2
19

92
2,

54
2.

2
n.

a.
3,

04
3.

9
80

3.
3

6,
38

9.
4

10
2,

79
7.

0
6.

2
19

93
2,

47
3.

4
n.

a.
2,

83
8.

0
60

9.
2

5,
92

0.
6

11
5,

13
7.

4
5.

1
19

94
2,

71
1.

3
n.

a.
2,

49
2.

2
44

5.
2

5,
64

8.
7

13
5,

85
0.

3
4.

2
19

95
2,

84
6.

9
n.

a.
1,

84
1.

4
31

6.
7

5,
00

5.
0

15
2,

47
7.

7
3.

3
19

96
2,

67
9.

3
n.

a.
1,

21
4.

5
19

7.
1

4,
09

0.
9

17
7,

18
4.

2
2.

3
19

97
2,

69
8.

2
n.

a.
71

1.
2

11
9.

5
3,

52
8.

9
20

0,
40

1.
0

1.
8

19
98

3,
39

5.
8

n.
a.

35
5.

7
73

.6
3,

82
5.

1
20

0,
28

9.
1

1.
9

S
ou

rc
e:

B
an

k 
of

 K
or

ea
, E

co
no

m
ic

 S
ta

ti
st

ic
s 

Y
ea

rb
oo

k
(v

ar
io

us
 is

su
es

).
N

ot
e:

n.
a.

 =
 n

ot
 a

va
ila

bl
e.



mating its magnitude is considerably more difficult, because there are no
records of the interest rates at which loans were extended. An estimate was
made using the “lending rate” reported by the IMF in International Finan-
cial Statistics, and taking the difference between the reference rate and that
rate times the volume of loans outstanding. The results of those estimates
are reported in appendix table 13A.3. Unlike the estimates used here, those
estimates probably represent the upper bounds of the magnitude of the sub-
sidy implicit in bank loans, both because some loans may have been ex-
tended at higher interest rates and because the reference rate may overstate
the “true” interest rate, especially during periods of falling inflation.
Nonetheless, even by our most conservative measure, the subsidy compo-
nent of lending was large and constituted an important element of reported
profits for the chaebol.

Figure 13.3 shows the rates of return on assets and on equity in manu-
facturing from 1962 to 1997. For the 1962–82 period for which we have es-
timates of the subsidy component of loans, estimates are given as to the
rates of return that would have prevailed, all else being equal, had there
been no subsidy implicit in borrowing. Three things should be noted. First,
rates of return declined over time. Second, in earlier periods the returns to

Chaebol Capitalism and the Currency-Financial Crisis in Korea 625

Table 13.4 Estimates of Implicit Subsidy through Deposit Money Bank and Korea Development
Bank Loans (billions of won)

Through Through Sum of Ordinary Income,
Year DMB Loans KDB Loans Subsidy Estimates Manufacturing Total

1963 0.2 1.1 1.2 4.5
1964 0.5 2.2 2.7 5.6
1965 0.8 3.1 3.9 6.6
1966 1.0 2.9 3.9 11.4
1967 1.5 1.8 3.3 13.4
1968 3.1 2.3 5.5 20.6
1969 5.2 2.7 7.9 24.3
1970 9.7 4.8 14.5 22.9
1971 14.1 6.2 20.3 11.8
1972 15.8 5.7 21.5 56.5
1973 21.9 4.2 26.0 62.3
1974 44.1 10.1 54.2 176.1
1975 82.6 25.0 107.6 169.7
1976 122.1 43.6 165.7 313.6
1977 125.6 47.3 172.9 390.0
1978 135.0 52.2 187.3 615.1
1979 179.4 77.3 256.7 573.9
1980 185.0 86.8 271.8 –55.7
1981 286.4 167.7 454.1 5.6
1982 331.5 215.1 546.6 403.6

Source: The last column is from Bank of Korea, Financial Statements Analysis (various issues).
Note: Estimates of subsidy are made in tables 13A.10 and 13A.11.
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firms would have been negative had it not been for the subsidized credit.
Third, it is small wonder that chaebol were highly leveraged: given the in-
centive to use debt financing entailed in the loans, they were more profitable
for doing so, and their founders could retain a stronger controlling interest.

13.4 The Status of the Banking System and the 
Chaebol Finances at the Time of the Crisis

There is little doubt that the chaebol had strong incentives to rely on
credit rather than equity as much as they could for many years. The next
step in the analysis is to consider the chaebol and their profitability in the
years leading up to the crisis. Figure 13.4 shows the debt-equity ratios for
the “Big 5,” the largest five chaebol, and for all manufacturing firms.37 The
debt-equity ratios are given for Japan and the United States as well, for pur-
poses of comparison. The ratios for all firms included in the largest thirty
chaebol are provided in appendix table 13A.5 in the column labeled “Korea
Big 30, All Firms.”

As can be seen, and as is consistent with the incentives with which they
were confronted, the financial structures of the Korean firms were in gen-
eral highly leveraged. The manufacturing firms had a debt equivalent to
three and a half times their equity in the mid-1980s. Although this ratio de-
clined somewhat in the 1990s, it was usually two or three times higher than
those in the United States. Chaebol firms were even more highly leveraged
than Korean manufacturing as a whole.38

Obviously, highly leveraged firms are vulnerable to shocks, such as in-
creases in the cost of capital, sharp changes in macroeconomic conditions,
and sudden drops in foreign demand. The vulnerability of the chaebol was
especially dangerous, given their importance to the Korean economy. The
situation was even worse because the chaebol firms were closely linked to
each other financially. Firms belonging to the same chaebol tended to invest
in each other and guarantee the repayment of bank loans for each other. Al-
though this may make sense for the individual chaebol, from the economy-
wide viewpoint, there were risks. On one hand, chaebol activities that
should have been closed down could continue operating, given financial
support from their chaebol affiliates. When difficulties were short-run, this
support was evidently warranted. However, problems arose because there
was little way to determine when difficulties were short-run, and compo-
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37. Each year, the Fair Trade Commission (FTC) of the Korean government designates the
thirty largest chaebol in terms of assets and lists the firms belonging to them. The list changes
over time. The list used in this paper is the same for each year as that which the FTC designates,
and therefore changes over time. The Big 5 are Hyundai, Samsung, Daewoo, LG, and SK.

38. The debt-equity ratios, rates of return, and asset growth rates were estimated on the ba-
sis of the financial statements of firms subject to the requirement of external audit, compiled
by the National Information and Credit Evaluation agency (NICE). This source is used
throughout this paper, unless otherwise noted.
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nents of the chaebol remained in business regardless of their own situation,
reducing the profitability of the chaebol as a whole. Because of this, the high
leverage combined with subsidized lending resulted in declining rates of re-
turn for chaebol over time.39

We turn, then, to the estimated rates of return on assets in figure 13.5 and
those on equity (appendix table 13A.7), for the same comparison groups.
The rates of return were also falling during the 1990s except for the cyclical
boom years of 1994 and 1995. For all Korean manufacturing, the rate of re-
turn on assets fell from an average above 4 percent in the late 1980s to un-
der 2 percent in the early 1990s, and becoming negative in 1997. This con-
trasts sharply with rates of return in the United States, which were both
higher and more sustained (with the exception of the recession years 1991
and 1992), and Japan, where returns fell but were still about 2.3 percent in
1998, after the impact of the Asian financial crisis. Returns on equity show
the same pattern, with more pronounced fluctuations. The pattern for the
Big 5 was much the same, except that the rates of return for the chaebol
tended to be lower than for all Korean manufacturing firms over the same
period, excluding the boom years of 1994 and 1995.

Table 13.5 gives estimates of the growth rates of assets of the Korean
firms. What is striking, given the high debt-equity ratios and low rates of re-
turn of the chaebol, is the fact that the growth of their assets has been in-
comparably more rapid than that of the non-chaebol firms. As can be seen
in columns (2) to (4) the Big 30 and Big 5 have been growing at 20 to 30 per-
cent annually since the mid 1980s. As a result, their assets in 1997 at the time
of the financial crisis were 14.0 and 19.0 times, respectively, as large as in
1985.40 The same holds true within the manufacturing sector. Whereas
manufacturing as a whole saw its total assets increase 8.5 times, the Big 5’s
assets rose 20.0 times, and the assets of the firms other than the Big 5 rose
6.5 times.

As a result, chaebol assets accounted for an increasing proportion of the
corporate sector’s total. In 1985, the Big 5 chaebol firms in the data used
here held 16 percent of the assets in the manufacturing sector; the propor-
tion rose to 40 percent in 1997.

The disproportionate increase in lending to chaebol by the banks, despite
their lower returns, seems to reflect the banks’ preference for lending to the
chaebol in the later period. From the banks’ viewpoint, the chaebol were
relatively safer borrowers, as they were likely to have better collateral, and
repayments were often guaranteed by other member firms of the same

Chaebol Capitalism and the Currency-Financial Crisis in Korea 629

39. It should be noted that the practice not only increased vulnerability and lowered the rates
of return for the chaebol but also doubtless resulted in the banks’ turning down loan applica-
tions from small firms that might have had very high rates of return.

40. Although Korean inflation was double-digit for some earlier years, it was relatively low
during the late 1980s and early 1990s: most of the increase in assets reflects changes in real vari-
ables. 
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chaebol. Indeed, the government intervened and set a minimum quota of
bank lending that should go to small and medium-sized firms so that their
access to bank credits might not be unduly restricted.

However, government policy was not repressive toward the chaebol. They
had come into being supported by policy favors, especially during the
(HCI) drive of the 1970s. As they grew in assets, sales, employment, exports,
and the like and increased their relative importance in the economy, they be-
came indispensable and appeared “too big to fail.”

In this regard, an episode of interest rate cuts in the early 1990s provides
an interesting case. In January 1993 and again in March 1993, interest rates
were cut. The cuts were the policy response to sharply deteriorating eco-
nomic conditions, especially falling investment (in part in response to the
American recession of 1990–91). However, it is noteworthy that these cuts
coincided with a period of financial difficulty for the chaebol. The return on
assets (ROA) of the Big 5 was barely 1 percent in 1991 (see fig. 13.5 and ap-
pendix table 13A.6), and there was a sharp drop in the growth rate of assets
in 1992 (table 13.5).

In two steps, the Bank of Korea lowered the rediscount rates under its
control by 2 percentage points “to counter the slowdown of economic
growth and contraction of firms’ equipment investment.” In line with the
slowing growth, the Bank “encouraged” the deposit money banks to lower

Chaebol Capitalism and the Currency-Financial Crisis in Korea 631

Table 13.5 Asset Growth Rates (percentage change per annum)

Big 5
Big 30 Manufacturing

Year Total Total Manufacturing Total

1986 51.84 45.96 60.90 14.1
1987 20.03 26.44 29.15 23.4
1988 20.03 26.44 29.15 16.4
1989 31.19 27.04 31.59 22.7
1990 29.07 33.03 33.81 36.2
1991 24.17 22.09 25.20 23.0
1992 11.91 10.94 6.26 10.5
1993 12.03 10.84 11.03 15.0
1994 23.45 25.92 28.73 21.6
1995 25.57 30.20 27.81 15.5
1996 19.48 21.29 20.72 13.6
1997 34.97 40.63 42.23 24.9
1998 3.91 13.12 11.35 1.9
1999 n.a. n.a. n.a. 10.6
1997/1985 (ratio) 14.4 18.7 19.7 8.5

Source: See table 13A.5.
Notes: The growth rates for Big 5 and Big 30 shown for 1987 and 1988 are averages for the two
years. Big 5 held 16 percent of all assets in manufacturing sector in 1985 and 40 percent in 1997.
n.a. = not available.



their loan rates twice, by 1 percentage point each time. Each time, their loan
and deposit rates were reduced (Bank of Korea, 1993a,b).

This is significant because the 1993 action was similar to those of earlier
years when the ROA had fallen (in 1971 and in 1980–82). If all manufac-
turing firms, including the chaebol, had had to pay interest on all their debts,
their income would have dropped almost 3.6 trillion won, more than wip-
ing out their incomes for that year (see appendix table 13A.3). The interest
rate cuts preceded the cyclical boom of 1994 and 1995, when credit expan-
sion in their aftermath resulted in rapid economic growth.

We conclude that, by 1997, the chaebol were highly vulnerable to negative
shocks. Their profitability had been falling and was low, so that there was
little margin for a reduction in cash flow or an increase in debt-servicing
costs. However, debt-servicing obligations were mounting, and cash flow
does not appear to have been increasing commensurately. The large in-
crease in lending by the commercial banks would appear to have had a sig-
nificant element of “evergreening” to it. Had the interest rate risen in 1994
or 1995 because of macroeconomic conditions, it seems reasonable to con-
jecture that NPLs would have increased substantially (or evergreening
would have increased significantly) at that time. The chaebol were over-
leveraged and vulnerable to interest rate increases.41

We turn now to the banking side of the picture. Figure 13.6 shows the
rates of return for the commercial banks during the 1990s. As can be seen,
total assets of the banks rose dramatically during the 1992–97 period, more
than tripling. Net income, however, peaked in 1994 and turned negative by
1997 (appendix table 13A.8). The rate of return on assets was falling con-
tinuously during the period, as was the rate of return on equity.

Table 13.6 provides more detail. By 1998 the combined net loss of the
banks was 46 percent of their equity. The changes up to and including the
crisis year reflect three things. The loss provision for NPLs peaked in 1994
and was declining until it rose sharply in 1997 and 1998. Provision for val-
uation loss on securities was steadily increasing. And non-operating in-
come dropped by more than 2.4 trillion won in 1997.42

There was little prior indication of the deterioration in the banks’ assets. In-
terest had been paid, although it is difficult to estimate how much of this may
have been “evergreening” accounts by lending to enable chaebol to service
their debts. The sudden jump in NPLs in 1997 would seem to suggest that
evergreening had been taking place in earlier years (as shown in table 13.7).

Not all banks collapsed in 1997, and some had, for all practical purposes,

632 Anne O. Krueger and Jungho Yoo

41. Most of the chaebol sold large proportions of their products overseas. For that reason,
they were almost surely less vulnerable to exchange rate changes, as their won sales would have
increased significantly in response to a currency depreciation.

42. This loss reflects the losses banks suffered when they had to sell their NPLs to Korea As-
set Management Company (KAMCO), a public enterprise charged with clearing the financial
institutions’ balance sheets of their bad loans.
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been in difficulty earlier. Table 13.8 shows the changes in net income in
1993–98 for the six largest nationwide commercial banks. It also gives data
on the three factors that contributed most to the income changes. The last
column gives the reported NPLs on their balance sheets. As can be seen,
Seoul Bank reported virtually zero net income in 1995, as did Korea First
in 1996, before other banks experienced income losses in 1997. Their plight
seems unrelated to the currency crisis in the region or to the sudden and
sharp depreciation of the won that occurred in the last month of 1997.

There is thus considerable evidence of a weakening of the quality of the
banks’ portfolios prior to the crisis, in the sense that the financial health of
the borrowers was deteriorating. Nonetheless, the proportion of NPLs in
their portfolios was generally stationary or falling until the crisis, although
this may in part have reflected the evergreening of accounts. After the crisis,
the proportion of NPLs rose sharply, and they were then assumed by the as-
set management company, whereupon the banks booked their losses. The
key question is whether those losses were already there and being ever-
greened, or whether the events associated with the exchange rate crisis itself
precipitated the financial crisis. Certainly, the chaebol were highly lever-
aged, and a small change either in their profitability or interest charges
would have been enough to tip them into nonperforming status.

13.5 The Foreign Currency Vulnerability of the Banks

Table 13.9 gives data on foreign currency–denominated assets and liabil-
ities of the commercial banks, and appendix table 13A.9 gives the same data
for deposit money banks. As can be seen, foreign currency–denominated
assets were slightly below liabilities throughout the 1990s for both the com-
mercial banks and the deposit money banks. At their peak in February
1998, postcrisis, commercial banks’ liabilities denominated in foreign cur-
rency were 25.1 percent of total liabilities, whereas assets were 21.8 percent.
The same general pattern held for deposit money banks, although the im-
balance between foreign currency assets and liabilities was smaller. Inter-
estingly, both the assets and liabilities had risen by about the same percent-
age during the crisis months, although the gap between them was about 2
percent wider in early 1998 than it had been in mid-1997.

A question that these data do not answer is the extent to which the
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Table 13.7 NPLs of the Commercial Banks

1991 1992 1993 1994 1995 1996 1997 1998

Billion won 8.27 10.16 11.93 11.39 12.48 11.87 22.85 21.22
Percent of loans 7.0 7.1 7.4 5.8 5.2 4.1 6.2 7.4

Source: Financial Supervisory Commission, online service.



Table 13.8 Factors behind the Sudden Changes in Income, Individual Banks (billions of won)

Net Provision Provision for Non-Operating NPLs,
Income for NPLs Valuation Loss Income Reported

Choheung
1993 975 1,520 –72 68 n.a.
1994 1,363 2,967 44 125 14,465
1995 1,066 1,867 860 181 15,476
1996 1,102 1,484 873 214 14,137
1997 –2,896 3,891 3,094 –1,136 26,232
1998 –19,708 5,840 n.a. –10,071 15,155
Korea 

Commercial 
Bank

1993 87 1,376 –32 50 n.a.
1994 545 3,622 423 2,205 20,260
1995 916 1,860 776 999 19,193
1996 1,055 893 686 442 10,340
1997 –1,639 1,775 1,982 -1,206 14,512
1998 –16,438 3,721 n.a. –9,918 9,686
Han II
1993 1,195 660 22 56 n.a.
1994 1,292 1,490 342 117 12,131
1995 805 828 875 120 11,569
1996 590 688 974 142 6,756
1997 –2,809 2,989 3,634 –313 13,244
1998 –17,166 5,696 n.a. –3,795 17,495
Korea 

Exchange 
Bank

1993 834 1,224 –107 16 n.a.
1994 1,003 2,996 –109 90 17,886
1995 1,053 1,700 501 125 17,433
1996 1,041 1,283 757 58 12,943
1997 –684 2,859 2,072 –1,543 25,176
1998 –8,435 2,056 n.a. –8,927 15,084
Korea First
1993 1,541 913 –36 7 n.a.
1994 1,313 3,168 354 50 14,186
1995 174 2,667 112 188 15,913
1996 62 2,732 871 393 18,697
1997 –16,151 4,514 3,518 –9,064 30,559
1998 –26,149 2,581 n.a. –6,769 38,323
Seoul
1993 103 1,712 –19 107 n.a.
1994 531 2,694 33 103 16,958
1995 50 2,216 341 204 16,639
1996 –1,668 2,735 977 208 20,353
1997 –9,166 1,731 3,047 –3,996 24,040
1998 –22,424 3,530 n.a. –2,266 29,872

Source: Financial Supervisory Commission, online service.
Note: n.a. = not available.



quality of the assets and the liabilities were similar. At the time of the crisis,
there were reports that many of the loans denominated in foreign currency
were to Indonesia, Thailand, and Russia, and that one of the factors precip-
itating the Korean crisis was the nonperformance of those loans. The data
may therefore understate the differential between foreign currency assets
and liabilities when risk-adjusted. Even so, it is not evident that the differen-
tial was so large that exchange rate changes should have triggered a major
decline in the banks’ balance sheets. To the extent that there was deteriora-
tion caused by the exchange-rate change, it would have had to be either in
the ability of the chaebol to service their outstanding debts or in the failure
of foreign debtors to continue servicing their loans to Korean banks.

13.6 Conclusions

The chaebol were in weak financial condition long before the crisis. Al-
though the data do not indicate an increase in NPLs, the rapid increase in
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Table 13.9 Foreign Currency–Denominated Assets and Liabilities, Commercial Banks 
(billions of won)

Assets Liabilities

Foreign Currency– Share Foreign Currency– Share
Total Denominated (%) Total Denominated (%)

1991 161,516.6 18,511.7 11.5 147,736.0 19,169.8 13.0
1992 180,615.6 20,809.4 11.5 165,724.4 20,963.7 12.6
1993 194,988.6 23,787.2 12.2 178,766.0 24,672.2 13.8
1994 228,961.5 30,165.5 13.2 210,044.8 31,313.1 14.9
1995 288,687.8 39,621.3 13.7 267,308.2 40,466.9 15.1
1996 341,558.7 51,861.5 15.2 318,321.7 52,802.2 16.6
1997

J 354,654.9 55,596.3 15.7 325,827.7 55,608.7 17.1
A 360,179.4 56,504.4 15.7 331,075.6 57,767.2 17.4
S 402,529.2 58,197.9 14.5 370,370.1 59,758.2 16.1
O 414,296.5 61,738.5 14.9 381,377.5 64,719.6 17.0
N 435,322.1 72,772.1 16.7 402,357.5 74,440.5 18.5
D 483,498.6 96,448.7 19.9 461,208.8 102,828.2 22.3

1998
J 498,298.8 101,167.1 20.3 467,189.8 113,532.7 24.3
F 504,682.4 110,024.8 21.8 472,441.0 118,551.5 25.1
M 479,636.4 96,407.9 20.1 445,908.6 99,483.8 22.3
A 469,613.1 93,215.7 19.8 435,165.8 96,635.3 22.2
M 471,013.8 97,461.6 20.7 435,140.6 101,132.7 23.2
J 467,583.0 92,560.0 19.8 433,414.5 96,257.4 22.2
J 459,565.3 81,936.0 17.8 425,298.6 85,374.6 20.1

1998
D 469,280.5 72,676.7 15.5 448,765.9 70,633.9 15.7

1999 519,748.6 58,092.9 11.2 493,261.7 55,028.4 11.2

Source: Bank of Korea, Monthly Statistical Bulletin (various issues).



assets, combined with their deteriorating profitability, certainly seems to in-
dicate that the banks were evergreening the outstanding chaebol debt. If
even a quarter of the net increase in chaebol borrowing from the banks was
evergreened, the banks were in very bad shape prior to the Korean crisis in
1997.

In an important sense, the vulnerability of the system was extreme. While
very favorable conditions—increased semiconductor prices on world mar-
kets, falling world interest rates, a pickup in economic activity in the rest of
the world—might have prevented the crisis and enabled the chaebol to re-
gain profitability and reduce the degree to which they were leveraged, their
behavior during the boom of 1994 and 1995 does not suggest that they were
inclined to do so. Instead, in the boom years, they continued to borrow and
to increase their assets, while the rate of return remained low with only a
slight cyclical upturn.

The conclusion must be that the Korean crisis was a disaster waiting to
happen: When very favorable circumstances did not materialize, the needed
increase in evergreening was more rapid than the system could tolerate. The
foreign exchange crisis itself probably did not trigger the financial crisis:
rather, the increase in interest rates did.

The chaebol debts to the banks are the chief culprit, and because the chae-
bol were major exporters, the change in the exchange rate per se probably
did not harm their ability to service their debts. However, the increased in-
terest rate clearly did.

In the short run, therefore, more exchange rate depreciation and less in-
terest rate increase—as was in fact the chosen stabilization path—was
probably appropriate. Failure to raise the interest rate at all would surely
have resulted in larger capital outflows and perpetuated the foreign ex-
change crisis. Indeed, as was seen, there were doubts over the several weeks
after the first IMF program that the package as undertaken was enough.
However, further increases in the interest rate (which probably would have
reduced the magnitude of exchange rate depreciation) would surely have in-
tensified the financial crisis.

At an analytical level, the impact of the exchange rate depreciation on the
banks’ balance sheets either directly or indirectly through the ability of the
chaebol to service their debts must be deemed to have been relatively small
in the Korean case. The fundamental problem was the magnitude of the
chaebol precrisis leveraging. That, in turn, made the postcrisis workout of
the banking system extremely difficult because of the necessity of restruc-
turing the finances of the chaebol first.
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Appendix

Chronology of Selected Events

1945 Liberation from Japanese colonial rule
1948 Establishment of Republic of Korea
1950–53 Korean war
1957–58 IMF stabilization program
1960–65 Announcement of first major step in trade policy reform and

continuous expansion of export incentives
1961 Nationalization of commercial banks
1964 Major devaluation of won, the domestic currency
1965 Unification of exchange rates; move to positive real interest rate

for commercial banks
1967 Korea joins the General Agreement on Tariffs and Trade

(GATT); import regime is liberalized by switching from positive
list to negative list system

1972 First domestic debt crisis; presidential emergency decree places
a three-year moratorium on the payment of corporate debts to
curb-market lenders

1973 Government launches a heavy and chemical industry (HCI)
drive

1979 Government announces “comprehensive stabilization pro-
gram,” which ends the HCI drive

1980 Major devaluation of the won; further trade liberalization, in-
cluding multi-year tariff reduction plan

1980s “Rationalization” of industries in financial troubles
1983 Privatization of commercial banks
1988 Interest rate deregulation begins
1989 Piecemeal liberalization of international financial transactions

begins, including a more market-determined exchange rate
1993 Government announces “new economy 100 days plan”; Bank of

Korea lowers its rediscount rates from 7 to 5 percent
1996 Korea joins OECD; commitments to financial liberalization are

made
1997 December: Korea and IMF agree on a rescue package; free float-

ing exchange rate system
1998 Sweeping reform and liberalization of financial sector
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Table 13A.1 Korea’s GDP, GDP Per Capita, Investment, Capital Inflows, and Saving
(1960–2000)

Real GDP GDP per capita Investments Saving Capital Inflow,
Year (billions of 1995 won) (1995 won) (%) (%) Net (%)

1960 24,524.5 981.4 10.8 1.4 9.3
1965 33,207.5 1,158.3 14.8 7.5 7.4
1970 56,209.0 1,788.1 25.4 18.2 8.1
1975 82,257.5 2,372.0 28.7 19.4 9.0
1980 114,977.7 3,073.7 31.9 24.2 8.5
1985 167,501.9 4,142.8 30.0 30.6 0.8
1990 263,430.4 6,068.3 37.7 37.6 0.8
1995 377,349.8 8,459.1 37.2 35.4 1.8
1999 436,798.5 9,321.4 26.8 33.5 –6.1

Source: Bank of Korea, Economic Statistics Yearbook (various issues) and online service.

Table 13A.2 Foreign Trade in the Korean Economy (1960–2000)

Exports Imports Exports/ Imports/
Year ($millions) ($millions) GDP (%) GDP (%)

For Goods and Services on the Balance-of-Payments Basis
1960 116.9 379.2 3.4 12.7
1965 289.8 488.4 8.6 16.2
1970 1,379.0 2,181.7 13.8 23.9
1975 5,883.6 7,997.2 27.2 35.7
1980 19,815.3 25,151.5 32.7 40.6
1985 30,455.4 30,017.0 32.9 32.1
1990 73,295.4 76,360.5 29.1 30.3
1995 147,459.5 154,882.5 30.2 31.7
1999 171,692.4 143,972.5 42.1 35.3

For Goods Only on the Custom Clearance Basis
1960 32.8 343.5 1.0 11.5
1965 175.1 463.4 5.2 15.3
1970 835.2 1,984.0 8.3 21.8
1975 5,081.0 7,274.4 23.5 32.5
1980 17,504.9 22,291.7 28.9 36.0
1985 26,632.6 26,652.8 28.8 28.5
1990 65,015.7 69,843.7 25.8 27.7
1995 125,058.0 135,118.9 25.6 27.6
1999 143,685.5 119,752.3 35.2 29.3

Source: Bank of Korea, Economic Statistics Yearbook (various issues).



Table 13A.3 Estimates of Upper Bounds of Subsidy through DMB Loans 
(billions of won)

Ordinary Income,
Year Estimate I Estimate II Manufacturing Total

1963 1.5 n.a. 4.5
1964 5.5 n.a. 5.6
1965 7.1 n.a. 6.6
1966 2.4 n.a. 11.4
1967 –4.8 n.a. 13.4
1968 –7.4 n.a. 20.6
1969 –13.5 n.a. 24.3
1970 –2.2 n.a. 22.9
1971 7.2 n.a. 11.8
1972 28.7 n.a. 56.5
1973 30.0 n.a. 62.3
1974 93.8 n.a. 176.1
1975 243.0 n.a. 169.7
1976 373.5 n.a. 313.6
1977 326.1 n.a. 390.0
1978 253.6 n.a. 615.1
1979 267.0 n.a. 573.9
1980 91.6 754.8 –55.7
1981 847.4 1,316.5 5.6
1982 1,628.3 2,044.8 403.6
1983 n.a. 1,946.1 1,454.3
1984 n.a. 790.2 1,619.1
1985 n.a. 372.8 1,666.5
1986 n.a. 399.4 2,839.4
1987 n.a. 921.1 3,413.5
1988 n.a. 2,299.1 4,433.1
1989 n.a. 1,749.7 2,950.7
1990 n.a. 3,851.9 3,575.7
1991 n.a. 4,873.3 3,199.2
1992 n.a. 5,678.1 2,948.4
1993 n.a. 5,348.9 3,855.8
1994 n.a. 4,586.5 7,623.0
1995 n.a. 5,410.5 11,842.4
1996 n.a. 7,213.1 3,551.7
1997 n.a. –721.0 –1,408.7
1998 n.a. –16,004.9 –7,754.1

Notes: This estimation recognizes that DMBs’ general purpose loans other than the loans en-
joying preferential rates also had an element of subsidy, since the loan rates were lower than a
market-clearing rate might have been. However, Estimate II, since it must make use of the
IFS’s “lending rate,” is an estimate of the upper bounds of subsidy rather than that of actual
subsidy.

Estimate I is made by multiplying the total loans less sum of preferential loans (table 13.3)
by the difference between the reference interest rate (table 13.2) and the loan rate applied to
“discounts on commercial bills” (table 13.1).

Estimate II is made by multiplying the total loans (table 13.3) by the difference between the
reference interest rates and the lending rates (table 13.1). n.a. = not available.



Table 13A.4 Rates of Return, Manufacturing Sector (percent per annum)

Year ROA ROAa ROE ROEa

1962 8.9 7.8 22.6 19.8
1963 9.7 7.1 18.8 13.7
1964 7.5 3.9 15.1 7.8
1965 7.9 3.3 15.3 6.3
1966 7.8 5.1 16.9 11.1
1967 6.8 5.1 17.0 12.8
1968 5.3 3.9 16.1 11.8
1969 3.7 2.5 13.5 9.1
1970 2.5 0.9 10.7 3.9
1971 0.9 –0.6 4.4 –3.2
1972 3.4 2.1 14.2 8.8
1973 2.6 1.5 9.6 5.6
1974 4.8 3.3 20.0 13.9
1975 3.4 1.2 14.7 5.4
1976 4.1 1.9 19.1 9.0
1977 3.8 2.1 18.0 10.0
1978 4.4 3.0 20.3 14.2
1979 3.0 1.6 14.1 7.8
1980 –0.2 –1.2 –1.2 –6.8
1981 0.0 –1.2 0.1 –6.8
1982 0.9 –0.3 4.6 –1.6
1983 3.1 n.a. 14.1 n.a.
1984 3.2 n.a. 14.1 n.a.
1985 2.8 n.a. 12.5 n.a.
1986 4.2 n.a. 18.8 n.a.
1987 4.1 n.a 17.9 n.a
1988 4.6 n.a. 18.2 n.a.
1989 2.5 n.a. 8.7 n.a.
1990 2.2 n.a. 8.5 n.a.
1991 1.6 n.a. 6.5 n.a.
1992 1.3 n.a. 5.6 n.a.
1993 1.5 n.a. 6.0 n.a.
1994 2.5 n.a. 9.9 n.a.
1995 3.3 n.a. 12.8 n.a.
1996 0.9 n.a. 3.6 n.a.
1997 –0.3 n.a. –1.4 n.a.
1998 –1.5 n.a. –6.0 n.a.
1999 1.4 n.a. 4.3 n.a.

Source: ROA and ROE are estimates based on Bank of Korea, Financial Statements Analysis
(various issues).
Note: n.a. = not available.
aIndicates that numerator is ordinary income less subsidy estimates reported in table 13.6.
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Table 13A.8 Rates of Return, Commercial Banks Total 

Total Assets Net Income ROA ROE
Year (billions of won) (billions of won) (%) (%)

1992 167,425.1 931.5 0.71 6.56
1993 198,481.3 889.0 0.62 5.90
1994 250,081.2 1,048.2 0.62 6.09
1995 340,543.0 867.8 0.38 4.19
1996 415,437.8 846.9 0.31 3.80
1997 542,552.8 –3,919.9 –1.06 –14.19
1998 560,059.7 –12,510.6 –3.15 –46.15
1999 550,345.3 –5,996.0 –1.42 –19.62

Source: Financial Supervisory Commission, online service, available at [http://www.fsc.go.kr].

Table 13A.9 Foreign Currency–Denominated Assets and Liabilities, Deposit Money Banks
(billions of won)

Assets Liabilities

Foreign Currency– Share Foreign Currency– Share 
Total Denominated (%) Total Denominated (%)

1991 220,388.9 19,468.4 8.8 205,736.3 19,890.5 9.7
1992 251,321.4 21,936.1 8.7 235,470.7 21,802.8 9.3
1993 275,689.9 25,339.1 9.2 258,353.5 26,035.6 10.1
1994 322,956.2 32,294.4 10.0 302,300.1 32,856.3 10.9
1995 379,517.1 41,872.6 11.0 356,754.7 42,157.2 11.8
1996 451,180.2 55,390.7 12.3 426,074.9 55,445.4 13.0
1997

J 467,317.3 59,759.7 12.8 433,348.2 58,823.7 13.6
A 474,123.4 60,605.0 12.8 439,853.5 60,720.3 13.8
S 486,928.8 61,079.6 12.5 452,840.5 61,870.5 13.7
O 499,979.2 64,830.9 13.0 464,928.4 66,957.9 14.4
N 523,516.3 76,362.1 14.6 488,161.1 76,587.6 15.7
D 573,695.5 100,370.8 17.5 550,809.0 105,597.1 19.2

1998
J 587,023.5 105,081.9 17.9 554,035.1 116,204.9 21.0
F 593,032.3 114,330.5 19.3 558,806.3 121,549.8 21.8
M 568,554.5 100,139.0 17.6 532,861.5 101,892.1 19.1
A 557,955.0 96,606.7 17.3 521,434.1 98,887.7 19.0
M 559,347.1 101,118.8 18.1 521,442.7 103,574.4 19.9
J 558,430.3 96,174.0 17.2 522,543.7 98,821.8 18.9
J 552,177.6 84,909.6 15.4 516,205.7 87,797.6 17.0

1998
D 576,919.5 75,757.1 13.1 554,868.3 72,683.9 13.1

1999 640,011.2 61,181.4 9.6 611,824.4 57,534.5 9.4

Source: Bank of Korea, Monthly Statistical Bulletin (various issues).



Table 13A.10 Estimates of Subsidy through DMB Loans (billions of won)

Loan Loans for Machine Loans for Equipment Loans Subsidy
Year for Trade Industry Promotion of Export Industry NIF Estimates

1963 0.2 n.a. n.a. n.a. 0.2
1964 0.5 n.a. n.a. n.a. 0.5
1965 0.8 n.a. n.a. n.a. 0.8
1966 1.0 n.a. n.a. n.a. 1.0
1967 1.5 n.a. n.a. n.a. 1.5
1968 3.1 n.a. n.a. n.a. 3.1
1969 4.7 0.5 n.a. n.a. 5.2
1970 8.1 1.5 n.a. n.a. 9.7
1971 12.2 1.9 n.a. n.a. 14.1
1972 13.9 1.9 n.a. n.a. 15.8
1973 19.0 1.9 1.1 n.a. 21.9
1974 36.1 2.6 4.2 1.2 44.1
1975 65.4 3.4 8.4 5.3 82.6
1976 90.4 4.8 11.9 15.0 122.1
1977 93.4 3.9 9.0 19.3 125.6
1978 107.3 2.5 5.3 20.0 135.0
1979 147.3 1.6 3.5 27.0 179.4
1980 151.9 0.6 1.3 31.1 185.0
1981 226.8 0.7 8.0 50.9 286.4
1982 271.0 0.3 n.a. 60.2 331.5

Notes: Estimates are based on tables 13.1–13.3. For the purpose of estimation the amount of a loan for a
given year is taken to be the same as the average of the outstanding loan amounts at the end of the year
and of the previous year. n.a. = not available.

Table 13A.11 KDB Loans and Interest Rate

KDB Loans to Manufacturing Sector KDB Interest Rate 
Year (billions of won) (%)

1962 11.0 8.4
1963 11.9 8.3
1964 13.2 8.4
1965 16.4 9.6
1966 21.2 13.0
1967 24.6 13.1
1968 29.0 13.1
1969 37.3 14.7
1970 51.7 14.5
1971 65.4 14.4
1972 75.4 13.1
1973 79.0 12.8
1974 118.6 12.7
1975 186.7 12.9
1976 258.0 13.1
1977 377.4 13.6
1978 550.7 13.9
1979 856.8 13.9
1980 1348.9 18.7
1981 1771.2 17.1
1982 2097.6 12.7

Source: Bank of Korea, Monthly Statistical Bulletin (various issues).
Note: One representative interest rate was estimated for each year.



Table 13A.12 Won/Dollar Exchange Rate

End of Period Period Average

1980 659.9 607.9
1981 700.5 681.3
1982 748.8 731.5
1983 795.5 776.2
1984 827.4 806.0
1985 890.2 870.5
1986 861.4 881.3
1987 792.3 822.4
1988 684.1 730.5
1989 679.6 671.4
1990 716.4 708.0
1991 760.8 733.6
1992 788.4 780.8
1993 808.1 802.7
1994 788.7 803.6
1995 774.7 771.0
1996 844.2 804.8
1997

J 892.0 890.5
A 902.0 895.9
S 914.8 909.5
O 965.1 921.9
N 1,163.8 1,025.6
D 1,415.2 1,484.1

1998
J 1,572.9 1,706.8
F 1,640.1 1,623.1
M 1,378.8 1,505.3
A 1,338.2 1,392.0
M 1,410.8 1,394.6
J 1,385.2 1,397.2
J 1,236.0 1,300.8

1998
D 1,207.8 1,213.7

1999 1,145.4 1,189.5

Source: Bank of Korea, online service, available at [http://www.bok.or.kr].
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Comment Jorge Braga de Macedo

Anne O. Krueger, one of the world’s experts on Korea, has joined forces with
Jungho Yoo to understand the factors leading to the Korean financial crisis
of late 1997. The authors suggest a chain of causation going from chaebol
capitalism to the collapse of the won, via weak banks and excessive foreign
borrowing. As stated in the conclusion, the “chaebol were in weak financial
condition long before the crisis,” the extreme vulnerability of the system be-
ing due to the fact that “banks were ‘evergreening’ the outstanding chaebol
debt.” In short, “the Korean crisis was a disaster waiting to happen.”

In terms of diagnostics, Krueger and Yoo conclude that there was no cur-
rency trigger for crisis but rather that the increase in interest rates made
chaebol debt to banks more difficult to service. Since exports helped recov-
ery, they surmise that the path of stabilization was probably appropriate.
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The paper ends with the argument that “the necessity of restructuring the
finances of the chaebol first” made “the postcrisis workout of the banking
system extremely difficult.” Depending on whether the difficulty is over-
come, then, future prospects will be better or worse.

While Krueger and Yoo do not attempt to measure the relative impor-
tance of each one of the four factors they mention, Dekle and Kletzer (chap.
11 in this volume) show a fairly consistent pairing of Korea and Thailand
on the one hand and Singapore and Taiwan on the other in terms of rising
financial reputation. Malaysia is somewhere in between, and the debate
continues on whether its response to the crisis was special. In chapter 9 in
this volume, Rudi Dornbusch shows convincingly that this is not so, while
Kaplan and Rodrik (chap. 8) present evidence in defense of the Malaysian
way.

According to the latest country survey by the Organization for Economic
Cooperation and Development (OECD; 2001) the sustained recovery of the
Korean economy is threatened by the possibility that reforms may stall.
Since then, of course, the rise in the price of oil and the slowdown of world
growth have each taken a toll as output fell in the fourth quarter of 2000. In
this comment I plan to elaborate on this point and to assess whether the cri-
sis helped bring about structural reforms that could prevent future crises. In
so doing I will go back in time, following the historical and institutional ap-
proach of Krueger and Yoo but perhaps giving greater weight to the ambi-
guity of domestic liberalization in Korea, following the common descrip-
tion of the country as a “permit kingdom.”

With respect to the currency-financial crisis itself, it is generally ac-
knowledged that a financial crisis with severe real consequences on the
economy typically involves a combination of exchange rate devaluation,
debt service difficulties, and banking failures (Dornbusch, chap. 16, in this
volume; Macedo 1999), and that the three elements were undoubtedly
present in Korea. Moreover, recalling earlier National Bureau of Economic
Research (NBER) work on the Korean financial crisis, summarized in
McHale (2000), it is evident that noted Korean economists tend to see this
crisis as a good example of contagion through herd behavior, rather than as
a “disaster waiting to happen.”

It is to be hoped that taking the analysis back in time and giving greater
weight to domestic distortions will help promote consensus on the Korean
pattern of development, which was once described as a miracle but has re-
cently come under closer scrutiny, notably through the regular OECD peer
reviews.

Korean Miracle?

Korea can certainly be seen as one of the best examples of what was
called the Asian miracle. Not only was its 1960 gross domestic product
(GDP) per capita about the same as Sudan’s, but growth expectations at the
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time were also higher for Africa than for Southeast Asia. Krueger and Yoo
coin the elegant phrase an “export theory of value” held by Korean policy
makers over the last four decades, illustrating the power of export-led
growth over import-substituting industrialization.

This power has been recognized at least since the work of Ian Little, Ti-
bor Scitovsky, and Maurice Scott at the OECD Development Center in
the late 1960s. Anne’s former colleague at Stanford Ron McKinnon (1973)
pointed out, however, that financial development was often neglected in the
assessment of experiences of export-led growth, which tended to focus on
trade in goods and services rather than trade in assets. International trade
theory shows that value comes from imports, not exports, so that the export
theory of value is bound to tolerate or even to create domestic distortions.
The distortions may pertain to domestic factor mobility between sectors, as
captured by the traditional Fei-Ranis two-sector model of domestic labor
mobility from agriculture to manufacturing. This model was taught for
many years at the Yale Economic Growth Center as a rationalization of the
Asian miracle. There are many other sources of distortion, however, from
imperfect competition in goods markets to financial repression.

At the Growth Center’s twenty-fifth anniversary conference, McKinnon
introduced macroeconomic instability as an additional distortion and
showed how this distortion exacerbated the Stiglitz-Weiss equilibrium
credit rationing brought about by the inability of banks to monitor project
returns perfectly. Indeed, McKinnon (1988, 390) noted that, compared to
Japan, Taiwan, and Singapore, Korea in 1980 “had a much lower ratio of
M2 to GDP (0.34) and had to make up for this shortage of domestic loan-
able funds by borrowing heavily abroad.” Again, the Singapore-Taiwan pair
is close to the Japanese benchmark.

The interaction between macro-instability and the covariance of returns
is bad enough. In Korea, however, the determining factor of the crisis may
have been the interaction between industrial and financial structures asso-
ciated with the export theory of value thought to be behind the Korean mir-
acle.

Industrial and Financial Structure

The latest OECD survey (2001) summarizes Korea’s industrial structure
as follows:

One dilemma for Korean policymakers, both before and after the crisis,
has been setting appropriate policies to deal with the chaebols, which
have played a key role in the country’s economic development. Chaebols
are large conglomerates linking many individual companies—an average
of 27 in 1997—that are diversified across a wide range of industries. The
companies are linked by centralized family control and management,
ownership links and mutual debt guarantees that facilitate high levels of
leverage. At the beginning of the 1980s, the authorities were faced with
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two possible methods of dealing with the chaebols, a transition to a free-
market economy in which the pressure of stakeholders, competition,
both domestic and international, and the threat of bankruptcy would
discipline chaebol behavior; or the use of various regulations on financ-
ing, investment and loan guarantees to control the chaebols.

The authorities relied primarily on the latter approach to limit the role
of the conglomerates. This choice, however, has had several negative con-
sequences. First, it implied considerable government intervention in the
private-sector’s economic decision-making, thus limiting the role of mar-
ket forces. The negative impact was compounded by the lack of an effec-
tive corporate governance framework to guide management decision-
making. Second, it created considerable moral hazard for chaebols,
which were essentially protected from bankruptcy. Policies to limit the
role of the conglomerates were accompanied by measures to assist small
and medium sized enterprises (SMEs), which, nevertheless, remained a
relatively backward part of the Korean economy.

Korea’s industrialization was led by large firms affiliated with the chae-
bols. During the 1960s and 1970s, SMEs accounted for only a third of
growth in value-added and less than half of the rise in employment. Since
the end of the Heavy and Chemical Industry drive of the 1970s, govern-
ment policy has gradually shifted to place more emphasis on assisting
SMEs in ways that have not always been market-conforming.

As the literature on financial structure in Japan and Germany quoted by
McKinnon (1973, 1988) emphasizes, the preference for conglomerates, in-
cluding financial institutions (called grupos in Latin America), has disad-
vantages that become apparent during the process of economic develop-
ment. The effects of linking a financial structure too closely with the
industrial structure go beyond the efficiency with which saving is trans-
formed into productive investment. Under the grupos system, no domestic
constituency for financial freedom arises, and that bailout guarantees be-
come part of corporate culture. As illustrated by Macedo (1996) regarding
the Portuguese change in economic regime toward stability in convertibility
that preceded the creation of the euro, all of this makes the combination of
political and financial freedom appear less relevant, and thus threatens the
growth of civil society. 

Other examples can be gathered from Latin America and Europe. Per-
haps the most celebrated case is the bailout of Banco Osorno in 1997 by
Chilean authorities, to which Carlos Diaz-Alejandro attributed the bank-
ing crash of a few years later. Some work along these lines has been carried
out for European countries in the process of development (Macedo 1988),
and the role of the curb market in Korea and Turkey was investigated in
Sweder van Winjbergen’s Ph.D. dissertation at MIT in the late 1970s. Re-
cently, Bradley (2001) contrasted the Korean to the Irish model, with the
latter encouraging “export-oriented foreign investment inflows,” in contrast
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to the former’s exclusive objective of “capturing greater export market
share.”

In other words, to understand chaebol capitalism it is essential to go back
to the heavy and chemical industry period in the mid-1970s, which not co-
incidentally was used as a model for the Portuguese nationalization of
banks and insurance companies in 1975 by the industry minister João Crav-
inho.1 Note that chaebol are not allowed to own banks—the 4 percent limit
on bank ownership is designed specifically to exclude them. However, they
have been allowed to own nonbank financial institutions and have used
them as cash cows, with the result of a falling market share for banks. In
sum, when the Korean administration embraced globalization in the early
1990s, it did not put in place the appropriate governance structures, and the
question is whether this contradiction remained after the crisis. 

Crisis and Recovery 

In spite of the distortions in the industrial and financial structures, there
was no sense of vulnerability—instead, complacency was widespread in
policy circles as the 1997 Korean presidential election neared. No one
thought of calling the International Monetary Fund (IMF) in the summer
of 1997 (despite the gloom Krueger observed at that time). Indeed, during
the NBER meeting on Korea’s crisis, Jeff Shafer made it clear that banks
were not being asked to coordinate a response in November. Dooley and
Shin (2000) note that central bank deposits in foreign currency rose from
zero to US$5 billion in the week of 17 November and to US$10 billion in
the week of 24 November; this rate would have exhausted reserves by the
time the IMF program was announced. Dooley and Shin (2000) also report
that the rollover of credits falls to 24 percent in the first week of December,
from a 50 percent average in October. As they note, the lack of reliable fig-
ures on useable foreign exchange reserves, foreign debt, nonperforming
loans, and so on was astonishing. Whatever the initial complacency, once
the debt/banking crisis hit, combining the end of the passive dollar peg with
tight money may have been the only viable alternative, even though a huge
controversy remains in Korea about the appropriateness of the IMF’s mon-
etary conditions. 

It is widely recognized that the Korean recovery was faster than that of
other OECD economies—namely, Mexico, Turkey, Sweden, and Fin-
land—that had been hit by financial crises. The main reason noted in the
OECD survey (2001) is that import compression was greater in Korea than
in the other countries, to the point that the current account balance moved
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into a surplus that reached 13 percent of GDP. The increase in reserves was
sterilized, so that there was no increase in inflation. Wage flexibility is an-
other reason for the subdued response of inflation to the sharp fall in the
currency. The decline in nominal wages in 1998 prevented a wage-price spi-
ral. 

The central bank was given independence in matters of monetary policy,
with a regime that may be characterized as “quasi–inflation targeting” at a
rate set around 2.5 percent per annum. The monetary regime remains am-
biguous, however, because there is the objective of seeking a current ac-
count surplus, which may confuse the market. 

In addition, an activist fiscal policy toward SMEs is being implemented,
and the past tradition of government handouts to enterprises may not yet
have been fully overcome, even though the stated objective is to promote the
new economy. This explains part of the debt buildup (with debt reaching 40
percent of GDP), even though much of it is government-guaranteed debt
related to financial-sector restructuring.

The danger of expenditure rises due to the social safety net, North Ko-
rea, and tax reform may be less now than it was in 2000; but, on the other
hand, Korea is set to experience the most rapid aging process of any OECD
country.

The structural reforms brought about by the crisis thus pertain to the
macroeconomic regime, including the independence of the central bank,
more effective financial supervision, the beginning of public-debt manage-
ment, and more transparent budgetary procedures. Because a new govern-
ment framework cannot change the industrial and financial structure, more
progress is to be expected in areas related to the issue of how the govern-
ment is dealing with the chaebol, such as competition policy, regulatory re-
form, and corporate governance. Until then, the signals are conflicting. On
the one hand, the government limits and controls the chaebol through the
Fair Trade Commission, which has enforced rules on intragroup dealing,
cross-ownership, and debt guarantees since the late 1980s. On the other
hand, the government is involved in guiding companies’ decisions.

Competition

One measure of competition, the degree of mark-up of price over cost for
manufactured goods, suggests that—before the crisis—competition was
relatively weak in Korea compared to other OECD countries (it was found
to be 36 percent in Korea, compared with 25 percent in Japan, 20 percent
in Germany, and 15 percent in the United States).

After recent initiatives to promote competition through reforming gov-
ernment regulations, strengthening competition policy, reducing trade bar-
riers, encouraging inflows of direct foreign investment, and privatizing
state-owned enterprise, it can be said with the OECD (2000) regulatory re-
view:
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[T]he competition law and competition authority are well designed, con-
sistent with good international practices. The most serious kinds of hor-
izontal agreements are now treated more harshly and the Fair Trade
Commission is moving away from a purely structural approach to abuse
of dominance. Most statutory exemptions have now been eliminated. En-
forcement processes are adequate, although more power to collect evi-
dence would be welcome, and criminal sanctions may not be effective.
Consumer protection is also the responsibility of the competition agency,
helping ensure that consumers see the benefits of market-based reforms.
Competition authorities have also been responsible for chaebol policy,
though many chaebol policies deal with corporate governance and fi-
nancial prudence rather than with competition policy. Chaebol reforms
may also involve conventional competition policy issues such as market
domination, exclusion, and discrimination, that can be dealt with using
consistent economy-wide principles.

After the crisis, the Korea Asset Management Corporation was created
to buy bad loans, and it has been very successful in selling those loans to
private investors. However, there have been no sales of the government
shares in recapitalized banks held by the Korean Deposit Insurance Cor-
poration. There also remains considerable ambiguity about the extent of
government involvement in enterprises. This is especially worrying in view
of likely political paralysis toward the end of the year, with both presiden-
tial and local elections scheduled in 2002.

Since the crisis, the chaebol have restructured by reducing debt-equity ra-
tios and cutting the number of affiliates. Hyundai, in particular, will soon
become three separate chaebol, as shareholding ties are cut. This is a posi-
tive development because it limits the risk of chain insolvencies. Neverthe-
less, the chaebol as a group remain highly indebted (they increased equity
more than they cut debt during the sharp 1998–2000 upturn).

Regulatory Reform

Quoting the survey, “the conglomerates’ measures to reduce the number
of affiliates and sell assets created competitive opportunities for SMEs. In
addition, the requirement that chaebols lower their debt to equity ratios to
200 per cent reduced their borrowing from banks, improving loan avail-
ability for smaller firms. Indeed, SMEs accounted for 46 per cent of the in-
crease in bank lending in 1999.”

According to the review, new disciplines of transparency and market
principles are needed throughout the entire policy apparatus, at all levels of
government. Massive deregulation was accomplished in 1998–99, when the
number of government regulations was cut by nearly 50 percent. Reforms
are now shifting toward more proactive and comprehensive attention to
regulatory quality and institution building. Institutions have been estab-
lished to promote regulatory reform at political and administrative levels.
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Korea has taken steps to improve regulatory transparency, although stake-
holder representation in decision making should be broadened. Korea’s
program of regulatory impact analysis (RIA) is well conceived, although
implementation by the ministries remains weak and new legislation pro-
posed by the members of parliament is not subject to RIA. Transparency
and accountability would be boosted by establishing independent sectoral
regulators. Implementation is now a high priority to embed new practices
throughout the public administration, since, as President Kim Dae-Jung
said, “Reform must begin with the government.”

Corporate Governance

In spite of the reforms induced by the crisis, the survey argues that the
creation of a strong corporate governance framework will require signifi-
cant changes in Korea’s corporate culture. To hasten such changes, de-
tailed, prescriptive legal measures that in some cases go beyond those found
in other countries are needed to achieve fundamental change. For example,
although outside directors are required to make up at least 50 percent of the
boards of directors at listed companies, the actual independence of these
“independent” directors is in doubt.

To promote further improvements in this area, the Ministry of Finance
and Economy established the Committee on Improving Corporate Gover-
nance in March 1999. The committee, which consisted entirely of private-
sector experts, issued a “Code of Best Practices” in September 1999. The
recommendations of this committee, in line with OECD principles for cor-
porate governance, are voluntary. However, the Korea Stock Exchange has
required listed companies to provide information to their shareholders
about the extent to which they conform with the code. Moreover, the efforts
of Jang Hasung, who participated in the OECD Development Center’s
workshop on corporate governance in the spring of 2000, have been well
publicized (as can be seen, e.g., in Hamlin, 2000, Larkin 2000, Lee 1999,
Scott 1998, The Economist 1999). 

An example of improved corporate governance is the refusal of other
chaebol to assist Hyundai Engineering and Construction in spite of the
government’s encouragement, when the company teetered on the edge
of bankruptcy. The other chaebol were afraid of being sued by minority
shareholders.

Conclusion

The Korean case suggests four possible lessons for crisis prevention:

1. Even in a crisis, you can’t import credibility; you have to earn it in do-
mestic market institutions. 

2. There are many exchange rate/convertibility options besides the two-
corner solutions of a currency board and pure float. The exact solution
should recognize that financial freedom interacts with political freedom,
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and therefore that a constituency for capital account openness cannot arise
unless financial supervision is operative. This is developed in Macedo, Co-
hen, and Reisen (2001).

3. Peer-pressure mechanisms are useful to intermediate the process of
earning credibility; this can be facilitated by regional surveillance. In ad-
dition to the worldwide surveillance provided by the IMF and the peer
pressure derived from OECD membership, the mechanism adopted by the
European Union can be helpful. This is evident in the Association of
Southeast Asian Nations (ASEAN�3) swaps (also called the Chiang Mai
initiative). The alternative chosen by Taiwan, stressing bilateral rather than
multilateral surveillance mechanisms, implies a high standard (as pointed
out earlier). The caveat about peer pressure suggested by the European ex-
perience, as reviewed in Macedo (2000) and in Macedo, Cohen, and Reisen
(2001), is that entry conditions may not be as effective in earning credibility
as accepted norms would be. This is the difference between the so-called
Maastricht criteria and the stability pact approved in 1996. In Korea, the
liberalization brought about to qualify for OECD membership was defen-
sive rather than cooperative, so that additional measures must be agreed
upon domestically.

4. A myth concerning “Asian values” has often been contrasted with
supposed Latin American values, when in fact policies and institutions that
are appropriate for one stage of development may not be appropriate for an-
other. This is similar to the comparison made at the outset between Korea
and Sudan at a time when Africa was seen as having greater potential than
Asia. The importance of making comparisons is, of course, that it is an es-
sential prerequisite of peer pressure. The comparison between the Korean
and the Irish model, for example, suggests that domestic taxation and for-
eign investment policies can go a long way toward differentiating the two
experiences of export promotion, with a clear advantage for Ireland’s
model.
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Discussion Summary

Sebastian Edwards made two comments. First, he expressed his sympathy
with the view that the discussion of crises should focus on economic argu-
ments rather than cultural differences. He said that, unfortunately, this is
not the trend in the current public debate. The most popular book of the
year 2000 on public policy (according to the New York Times), Culture Mat-
ters, edited by Harrison and Huntington, argues the exact opposite—that
perhaps the only thing that matters is values. Second, he praised the paper
for discussing the historical events that affected the Korea’s present situa-
tion and suggested that the authors add a timetable. He emphasized that the
fact that the United States labeled Korea an exchange manipulator (the
only country ever given that title by the United States) and pushed Korea to
open up its capital account in the late 1980s had a great deal to do with the
currency crisis in 1997. Martin Feldstein later shared this view.
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Joshua Aizenman asked about the welfare effects of opening capital mar-
kets. He said that the effect is ambiguous, because opening up the capital
markets in Korea might have advanced the occurrence of the crisis, but it
also helped to prevent Korea from running into a later crisis with more se-
rious internal problems (like those that occurred in Japan).

Dani Rodrik commented that the paper seemed to support the idea that
Korea had structural problems and therefore it also seemed to support the
IMF program, which emphasized structural reforms and cleaning up the fi-
nancial sector. However, he said that this was contradicted somewhat by the
fact that Korea had recovered very nicely since the crisis and had been do-
ing very well long before any of these policies were implemented. The ques-
tion is how to reconcile the high speed of recovery and argument in favor of
structural reform; one possibility could be that the current growth is a
short-term leap. Rodrik also said that one could have made the same argu-
ment regarding the earlier Korean crisis in the 1980s, which was also pre-
ceded by severe structural problems in the heavy and chemical industries
and a very large current account deficit. Yet Korea not only turned around
in one year, but also had very nice growth rates for another seventeen years
before it was hit by the Asian crisis.

Robert Dekle also commented on the structural problems of Korea and
said that a paper by Yung-Chul Park (1991) found that the heavy and chem-
ical industry policies led to many problems for the commercial banks, and
the Bank of Korea was forced to use policy lending to maintain them.

Charles W. Calomiris said that a recent McKinsey report on Korean
manufacturing argued that the heavy protection through trade policy,
rather than corporate governance, was the cause of the Korean crisis. He
personally disagrees with this view, which, however, seems to be influential.
He suggested that the author refer to and contradict the viewpoint of the re-
port.

John McHale remarked that this paper complemented the paper by
Dekle and Keltzer (presented earlier in the conference) and described a
march toward disaster through domestic credit expansion. He asked if the
authors could discuss the time inconsistency problem in the context of Ko-
rea and provide some explanation why the Korean government could not
make a commitment not to provide guarantees and stop the domestic ex-
pansion.

Simon Johnson pointed out that the paper rightly put corporate struc-
tures and corporate financial relationships at the center of the cause of the
Korean crisis. Second, he commented that the paper was convincing on the
issue of vulnerability, but there was still a question why and how the crisis
happened in 1997. As shown in the paper, the debt-equity ratio was high
and asset returns were negative for a long period of time. He stressed that
domestic investors believed that if individual chaebol did badly, the group as
a whole would bail out that individual company, and that was why investors
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trusted their money to chaebol. What triggered the crisis in 1997 was the col-
lapse of Hanbo and, later, that of the heavily leveraged Daewoo, which un-
derscored the vulnerability of the system. Once people stopped believing
that individual companies could be bailed out, the whole chaebol system
collapsed, resulting in a crisis.

Alejandro M. Werner commented on the data on the currency composi-
tion of assets and liabilities of Korean banks. He said that before the Mex-
ican crisis in 1994, the official balance sheet of banks showed very good cur-
rency composition of registered assets and liabilities (because of obligations
imposed by bank regulations), but the off–balance sheet items were actually
in a much more vulnerable position. His question was to what extent the
official balance sheet data could be confirmed by other evidence, and
whether one could be sure that Korean banks really did not have problems
in this respect. Later in the discussion Michael P. Dooley cited his joint pa-
per with Shin in which they found that Korean regulators did watch the ex-
posure of the banking system carefully and there was no anecdotal evidence
of unbalanced exposure.

Feldstein remarked on the paper’s finding that the damage to the Korean
economy through the interest rates was greater than that through the ex-
change rate. He said these findings were important in light of the argument
put forward by the IMF, namely that high interest rates would support the
won and the currency would be adversely affected by the depreciation of the
exchange rate without a corresponding increase in the interest rates. Feldstein
also talked about the issue of exit strategy, that is, how to get out of the gov-
ernment protection of chaebol and individual firms. He said that the problem
of not having an exit strategy was that once it became clear that the economy
had become too big and complex for the government to apply first aid, there
would be a change of expectation, and consequently a crisis would unravel.

On the comment that the structural problem in Korea may not have been
very severe, given its rapid recovery, Jungho Yoo said that the rapid recovery
should be thought of as a “technical rebound.” He said that the huge cut in
investments and drop in consumption after the crisis could not continue
forever. In addition, the large depreciation of the currency had helped ex-
ports to grow, which provided the impetus for the rapid recovery in Korea.
The question is whether the recovery could be sustained for a few years, and
this does not seem to be the case. Anne O. Krueger said that she also found
the conclusion that Korea had successfully recovered to be premature. She
added that the chaebol issue was critical in understanding the cause of the
crisis. For example, she said, chaebol accounted for 17 percent of the Ko-
rean manufacturing output in 1985, a share that increased to 40 percent in
1995 with expanded and diverted credit. This was not only a problem of cor-
porate governance, but also a political problem: these large chaebol were so
powerful that politicians themselves did not know how to handle them.

In response to the question why the crisis happened in 1997, Yoo said the
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following. Up to the mid-1980s, Korean firms were competitive, especially
in the labor-intensive products, but they were beginning to face tough com-
petition from Southeast Asian countries and China. The weakening inter-
national competitiveness did not immediately give rise to noticeable diffi-
culties for the firms, however. In the second half of the 1980s, because of
such external factors as substantial realignment of major international cur-
rencies, which depreciated the effective exchange rate of Korean won, and
the huge increase in U.S. imports, Korean firms experienced a surge in for-
eign demand, and the current account registered large surpluses. The fa-
vorable external conditions could not continue to improve, and the firms
began to have serious difficulties in the early 1990s. Following the past prac-
tice of helping the corporate sector out of financial trouble, the Bank of Ko-
rea lowered the rediscount rate and the commercial banks their lending
rates. This expansionary monetary policy, together with the semiconductor
boom in the international market, postponed the crisis to the second half of
the 1990s.

On capital account liberalization, Krueger confirmed that there was a
strong fear in Korea of opening up the capital account ahead of time, but
she disagreed with the view that the capital account liberalization had much
to do with either the timing or the magnitude of the crisis. She said that hav-
ing capital controls might have postponed the crisis, but it would not have
led to a very different result. On the welfare effect of opening the capital ac-
count, Krueger said that one had to answer two other questions first: that
is, whether the liberalization delayed or had anything to do with the crisis,
and whether crises are good because they imply earlier structural reforms
or bad because they bring huge short-term losses. Because we do not know
much about either of these questions, she said it would not be easy to ad-
dress the welfare effects.

Krueger also discussed issues related to the heavy and chemical indus-
tries in Korea. She said that the promotion of these industries in Korea was
not economically desirable by all measures, and it was the only time that the
Korean government systematically handpicked the industry and told the
investors what to do. Fortunately, Korea spotted the problem quickly and
stopped many projects within a few years.

On the role of excessive government protection, Krueger stressed that the
effect came through the implicit guarantee to chaebol, rather than from the
trade channel. She also said that she and Yoo had checked the Korean data
on banks’ currency exposure and did not find any inconsistency similar to
the Mexican case. 
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14.1 Introduction

It has long been recognized that “pure” floating exchange rate regimes
(defined as regimes in which the monetary authority does not intervene at
all in foreign exchange markets) have rarely—if ever—existed in practice.
More surprising, however, is the extent to which developing countries
(which claim to be floaters) are reluctant to let the nominal exchange rate
fluctuate in response to shocks, as convincingly documented by Calvo and
Reinhart (2000a).1 To assess this phenomenon, consider, as a benchmark
for a relatively pure floater, the cases of the United States and Japan. As in-
dicated in table 14.1, the probability that the monthly variation in the nom-
inal exchange rate falls within a �2.5 percent band is 58.7 percent for the
United States and 61.2 percent for Japan. In contrast, for developing coun-
tries classified by the International Monetary Fund (IMF) as free floaters
(FL) or managed floaters (MF), the average probability is 77.4 percent. This
is even more remarkable considering that one would conjecture that devel-
oping countries are subject to larger and more frequent shocks.2 Thus, the
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revealed preference for smoothing out exchange rate fluctuations—or “fear
of floating”—is nothing short of remarkable.

How do emerging countries smooth out exchange rate fluctuations in
practice? Not surprisingly, they do so by actively intervening in foreign ex-
change markets and engaging in an active interest rate defense of the cur-
rency. Again, for the United States and Japan, the probability that the
monthly variation in international reserves falls within a �2.5 percent band
is 62.2 percent and 74.3 percent, respectively. The corresponding average
for developing countries is 35.0 percent, indicating a much larger variabil-
ity in international reserves. Similarly, the probability that the monthly vari-
ation in nominal interest rates falls in a �25 basis point band is 59.7 percent
for the United States and 67.9 percent for Japan. The corresponding figure
for emerging countries is 28.4 percent, suggesting a much more active in-
terest rate defense of the currency.

In addition, based on contemporaneous correlations among residuals
from a vector autoregression analysis for individual episodes, Calvo and
Reinhart (2000a) conclude that, in most instances, (a) the correlation be-
tween the exchange rate and interest rates is positive, (b) the correlation be-
tween reserves and the exchange rate is negative, and (c) the correlation
between interest rates and reserves is negative. All three correlations seem
to be consistent with the overall story told by table 14.1.

This paper starts from the presumption that the policies just described re-
flect an optimal policy response to underlying shocks.3 In this light, this ex-
treme fear of floating is puzzling because, even if nominal exchange rate fluc-
tuations were costly, one would expect a monotonic relationship between
nominal exchange rate variability and the size of the underlying shock (i.e.,
the larger the shocks, the larger the nominal exchange rate variability). At
best, costly exchange rate fluctuations would explain a departure from a pure
floating but would not explain the fact that countries subject to larger shocks
have less volatile exchange rates, as suggested by the data.

The theoretical challenge is thus to build a simple model that allows for an
explicit welfare evaluation of alternative policies and analyze whether the
optimal policy in the model roughly replicates the observed policies. This pa-
per represents a first effort on our part to tackle this important question.4 We
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private consumption is between three and four times more volatile (as shown by Talvi and
Végh 2000, based on Hodrick-Prescott filtered data for 1970–94).

3. We consider the main alternative hypothesis (irrational policy makers) to be, by and large,
factually wrong, and theoretically uninteresting (as we do not have good theories of irra-
tionality).

4. Naturally, the choice of how much to intervene or raise interest rates in response to a neg-
ative shock that tends to weaken the domestic currency is related to the optimal choice of ex-
change rate regimes. An important literature in the 1980s emphasized the fact that the choice
was not limited to the alternatives of fixed versus fully flexible exchange rates, but entailed a
decision on the optimal degree of foreign exchange market intervention (with fixed and flex-
ible rates merely being the extreme cases), as captured by the classic contribution of Aizenman
and Frenkel (1985).



develop a simple theoretical model in which, in response to monetary
shocks, the optimal policy response replicates most of the key policy facts
just described.5 In particular, the model predicts that the nominal exchange
rate is a nonmonotonic function of the underlying shock (i.e., for small
shocks, the nominal exchange rate is an increasing function of the shock, but
for large shocks the nominal exchange rate is fully stabilized).

What are the main ingredients of our model? In the model, the fear of
floating stems from the fact that exchange rate variability leads to output
costs. In the presence of nominal wage rigidities, changes in the exchange
rate lead to changes in the actual real wage, which in turn lead to “volun-
tary unemployment” (to use Barro and Grossman’s 1971 terminology) if the
real wage falls below its equilibrium value, or to “involuntary unemploy-
ment” if the real wage rises above its equilibrium level. (Notice that ex-
change rate variability is costly regardless of whether the domestic currency
depreciates or appreciates.6 We model active interest rate defense of the cur-
rency along the lines of Calvo and Végh (1995) by assuming that it basically
entails paying interest on some interest-bearing liquid asset.7 As in Lahiri
and Végh (2000b), we incorporate into the model an output cost of raising
interest rates. Hence, in our model, higher interest rates raise the demand
for domestic liquid assets, but at the cost of a fall in output. Finally, we as-
sume that there is a fixed (social) cost of intervening in foreign exchange
markets.8

In the context of such a model, consider a negative shock to real money
demand. If the shock is small, the output costs entailed by the resulting cur-
rency depreciation will also be small. It is thus optimal for policy makers
not to intervene and to let the currency depreciate. Because exchange rate
fluctuations are costly, however, it is optimal for policy makers to partially
offset the shock to money demand by raising domestic interest rates. Hence,
for small shocks to money demand, the exchange rate and domestic inter-
est rates move in the same direction, whereas reserves do not change.

If the shock is large (i.e., above a well-defined threshold), the output costs
resulting from exchange rate fluctuations would be too large relative to the
cost of intervening. It thus becomes optimal to intervene and stabilize the ex-
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5. For analytical simplicity, we focus only on monetary shocks. As indicated in table 14.1,
monetary aggregates are much more volatile in developing countries, which is consistent with
the idea that monetary shocks are larger.

6. We should stress that this is just a convenient analytical way of capturing costs of ex-
change rate fluctuations. In practice, there may be other (and possibly more important)
sources of costly exchange rate fluctuations (see Calvo and Reinhart 2000b). Our focus is on
analyzing the resulting optimal policy mix and not on providing sophisticated microfounda-
tions for the cost of exchange rate fluctuations.

7. This paper is therefore related to an incipient theoretical literature that analyzes the ac-
tive use of interest rates to defend an exchange rate peg (see Drazen 1999a,b; Flood and Jeanne
2000; Lahiri and Végh 2000a,b).

8. Although it is not explicitly modeled, we view this cost as capturing a fixed cost of port-
folio adjustment for the private sector when it has to deal with the central bank (in the spirit of
asset market segmentation stories in the tradition of Alvarez, Atkeson, and Kehoe [1999]).



change rate completely. Consequently, there is no need to raise interest rates
to prop up the currency. Hence, for large negative shocks, international re-
serves fall, but the exchange rate and domestic interest rates do not change.

If we think of the real world as involving a sequence of monetary shocks
(with developed countries facing mostly small shocks and emerging coun-
tries facing mostly large shocks), the model would predict the following.9

First, from a cross-sectional point of view, (a) developing countries should
exhibit low exchange rate variability and high reserve variability, and (b)
conversely, developed countries should exhibit high exchange rate variabil-
ity and low reserve variability. Moreover, from a time-series point of view
(i.e., in individual countries), (c) the correlation between exchange rates and
interest rates should be positive, (d) the correlation between the exchange
rate and reserves should be negative, and (e) the correlation between inter-
est rates and reserves should be negative. The model thus captures some of
the main features of the data described above and should therefore provide
a useful conceptual framework for thinking about policy responses in a
world in which policy makers live with the fear of floating (i.e., in which
nominal exchange rate fluctuations are costly).

The paper proceeds as follows. Section 14.2 develops the model under
flexible wages. Section 14.3 introduces sticky wages into the picture. Section
14.4 analyzes the optimal policy mix under costless intervention. Section
14.5 derives the main results of the paper. Section 14.6 concludes.

14.2 The Model

Consider a small open economy inhabited by an infinitely lived repre-
sentative household. The economy consumes and produces two goods, x
and y, both of which are freely traded. The economy takes the world price
of the two goods as given, and the law of one price is assumed to hold for
both goods. The foreign currency price of good y is assumed to be constant
and, for convenience, normalized to unity. The world relative price of good
x in terms of good y is p, which is also assumed to be constant over time. The
economy has access to perfectly competitive world capital markets where it
can borrow and lend freely in terms of good y at the constant world interest
rate r. Interest parity then implies that i � r � ε, where i is the nominal in-
terest rate and ε is the rate of devaluation or depreciation.

14.2.1 Households

The representative household derives utility from consuming the two
goods and disutility from supplying labor. The household’s lifetime welfare
(W ) is given by
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9. Our model is nonstochastic, so this characterization of the predictions is based on the co-
movement of variables in response to a monetary shock. A stochastic simulation of the model
is left for future research.



(1) W � ��

0
�
1 �

1

1/�
� {[ct � ζ (lt

s)�]1�(1/�) � 1}e�	tdt,

� 
 0, ζ 
 0, � 
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where

(2) c � (cy)�(cx)1��

is a consumption composite index (with cy and cx denoting consumption of
goods y and x, respectively), ls denotes labor supplied by the household, �
is the intertemporal elasticity of substitution, � – 1 is the inverse of the elas-
ticity of labor supply with respect to the real wage (as will become evident
below), and 	(
 0) is the exogenous and constant rate of time preference.10

In order to rule out secular consumption dynamics, we make the standard
assumption that 	 � r. Throughout the paper we maintain a notational dis-
tinction between labor supply and labor demand because, in the presence
of nominal wage rigidities, labor supply will not necessarily equal labor de-
mand at all times.

The household’s flow budget constraint in terms of good y (or foreign
currency) is given by

(3) ȧt � rat � wtlt
s � �t

y � �t
x� �t

b � t � ct
y � pct

x � It
dht � υ(ĥt; �),

where w denotes the wage rate in terms of foreign currency (henceforth re-
ferred to as the real wage), Id (� i – id ) is the deposit spread (with id denot-
ing the interest rate paid on deposits), �y and �x are dividends received
from firms in sectors y and x, respectively, �b are dividends from commer-
cial banks,  denotes lump-sum transfers from the government to house-
holds, and a(� b � h) represents net household assets in terms of foreign
currency (where b and h denote net foreign bonds and demand deposits,
respectively, both in terms of the foreign currency).

Real demand deposits held by the household are denoted by ĥ � H/P,
where H denotes nominal demand deposits and P is the domestic currency
price index of the composite consumption good, c. Transaction costs in-
curred by the household are denoted by υ(ĥ; �), where � 
 0 is a positive
constant. As is standard, we assume that the function υ(ĥ; �) is strictly con-
vex in ĥ so that υĥ � 0 and υĥĥ 
 0. Thus, the household can reduce trans-
action costs by holding additional demand deposits in terms of the com-
posite consumption good. The parameter �(
 0) is a shift parameter for
money demand. In particular, we assume that υ� � 0 and υĥ� � 0. As will be
clear below, this implies that money demand, ĥ, is an increasing function of
the parameter �.
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10. We adopt these preferences for analytical convenience, because they imply that the la-
bor supply decision becomes independent of wealth. Moreover, Correia, Neves, and Rebelo
(1995) have shown that these preferences provide a better description of current account dy-
namics for small open economies than standard constant elasticity of substitution preferences.



Given equation (2), it is easy to establish that the domestic currency price
index is given by

(4) P � �
��(1

p

�

1�

�

�

)1��
� E � �

E

B
�,

where E denotes the nominal exchange rate (domestic currency price of the
foreign currency), while B � [��(1 – �)1–�]/ [p1–�] is a positive constant.11 Since
h � H/E, equation (4) implies that ĥ � Bh. Hence, transaction costs are
given by υ(ĥ; �) � υ(Bh; �). Since the relative price p is constant over time,
it is also easy to see from equation (4) that the rate of inflation must equal
the rate of currency depreciation (ε) at all points in time. Hence, we must
have Ṗ/P � Ė/E � ε.

Integrating the household’s flow constraint subject to the transversality
condition on a gives

(5) a0 � ��

0
(wtlt

s � �t
y � �t

x � �t
b � t)e

�rtdt 

� ��

0
[ct

y � pct
x � It

dht � υ(ĥt; �)]e�rtdt.

To simplify the analysis, it will be assumed that the transaction costs tech-
nology is quadratic. Formally,

(6) υ(ĥ, �) � ĥ2 � �ĥ � κ, ĥ ∈ �0, �
�

2
��,

where � and κ are positive constants.
The household chooses time paths for cy, cx, ls and h to maximize equa-

tion (1) subject to equations (5) and (6), where ĥ � Bh, and taking as given
a0 and the paths for w, , r, p, Id, �y, �x and �b. The first-order conditions
for utility maximization imply that

(7) �ct[ct � ζ(lt
s)�]�1/� � �ct

y,

(8) (1 � �)ct[ct � ζ(lt
s)�]�1/� � p�ct

x,

(9) �ζ(lt
s)��1 � Bwt,

(10) � � 2ĥt � �
I

B
t
d

�.

Equations (7)–(10) can be used to derive the following relationships:

(11) �
1 �

�

�
� �

c

c

t

t

x

y

� � p,
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11. P is the consumption-based price index, which is defined as the minimum expenditure
required to purchase one unit of the composite consumption index, (cy)�(cx )1–�.
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s � ��

B

�

w

ζ
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,

(13) Bht � ĥt � �
�

2
� � �

2

I

B
t
d

�.

Equation (11) says that the marginal rate of consumption substitution be-
tween the two goods must equal their relative price. Equation (12) shows
that households’ labor supply is an increasing function of the real wage. Fi-
nally, equation (13) says that real money demand in terms of good y must
be falling in the opportunity cost of holding deposits, Id. Also, for a given
Id, a higher � implies that h must go up. Hence, the parameter � can be
thought of as a shock to money demand.

14.2.2 Firms

Since there are two distinct sectors in this economy, there are two types
of firms: those that produce good y and those that produce good x. Both
sectors are assumed to be perfectly competitive.12

Sector y Firms

The industry producing good y is characterized by perfectly competitive
firms that hire labor to produce the good using the technology

(14) yt � (lt
d )�, � ∈ (0, 1],

where ld denotes labor demand. Firms may hold foreign bonds, by. Thus, the
flow constraint faced by the firm is

(15) ḃt
y � rb t

y � (lt
d )� � wtlt

d � �t
y.

Integrating forward equation (15), imposing the standard transversality
condition, and using equation (14) yields

(16) ��

0
e�rt �t

ydt � by
0 � ��

0
[(lt

d )� � wtlt
d ]e�rtdt.

The firm chooses a path of ld to maximize the present discounted value of
dividends, which is given by the right-hand side (RHS) of equation (16),
taking as given the paths for wt, I

l
t, r, and the initial stock of financial assets

b f
0 . The first-order condition for this problem is given by

(17) �(lt
d )��1 � wt.

Equation (17) yields the firm’s demand for labor:

Living with the Fear of Floating: An Optimal Policy Perspective 671

12. In case of decreasing returns, we implicitly assume—as is standard—that there is some
fixed factor in the background (owned by households), which makes the technology (inclusive
of this fixed factor) constant returns to scale.



(18) lt
d � ��

w

�

t
��1/(��1)

,

which shows that, for 0 � � � 1, labor demand by firms is decreasing in the
real wage.

One should note that in the case of a linear production function (i.e., � �
1), the first-order condition for profit maximization (eq. [17]) reduces to

wt � 1.

The labor demand schedule in this case is zero for any real wage above 1 and
infinitely elastic for wt � 1.

Sector x Firms

Sector x is also characterized by perfectly competitive firms that produce
good x. Firms in this sector use an imported input q to produce good x, ac-
cording to the technology given by

(19) xt � qt
�, � ∈ (0, 1),

where q denotes the imported input. The world relative price of q in terms
of good y is pq, which is assumed to be constant. To economize on notation
and with no loss of generality, we assume pq � 1. Sector-x firms are, how-
ever, dependent on bank loans for their working capital needs. In particu-
lar, we assume that firms face a credit-in-advance constraint to pay for the
imported input:

(20) nt � ψqt, ψ 
 0,

where n denotes loans from commercial banks. This constraint introduces
a demand for bank loans, and hence a credit channel, into the model. As is
well known, this constraint will hold as an equality along all paths where the
cost of loans, Il, is positive. (In addition, we will assume that it holds as an
equality if Il � 0.)

Firms may hold foreign bonds, bx. Hence, the real financial wealth of the
representative firm at time t is given by at

x � bt
x – nt. Using il to denote the

lending rate charged by banks and letting Il � il – i denote the lending
spread, we can write the flow constraint faced by the firm as

(21) ȧ t
x � rat

x � pxt � qt � Il
tnt � �t

x.

Integrating forward equation (21), imposing the standard transversality
condition, and using equations (19) and (20) yields

(22) ��

0
e�rt �t

xdt � a0
x � ��

0
[ pqt

� � qt(1 � ψIl
t )]e

�rtdt.

Note that the credit-in-advance constraint introduces an extra cost of in-
puts to the firm, given by ψIl (per unit of input).
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The firm chooses a path of q to maximize the present discounted value of
dividends, given by the RHS of equation (22), taking as given the paths for
Il

t , r, and the initial stock of financial assets, a0
x. The first-order condition for

profit maximization is given by

(23) p�qt
��1 � 1 � ψIl

t.

Equation (23) implies that the demand for the imported input is given by

(24) qt � ��1 �

p�

ψIl
t

��1/(1��)

.

Hence, the firm’s demand for the imported input is decreasing in the lend-
ing spread. This captures the credit channel in our model. Finally, the loan
demand by sector-x firms can be determined from equation (24) as

(25) nt � ψ��1 �

p�

ψIl
t

��1/(1��)

.

For later reference, it is useful to note ∂n/∂Il � 0 and ∂2n/∂(Il )2 
 0. Hence,
the input demand for q is also a decreasing and convex function of Il.

14.2.3 Banks

The economy is assumed to have a perfectly competitive banking sector.
We formalize the banking sector along the lines of Lahiri and Végh (2000b).
The representative bank takes deposits from consumers, lends to sector-x
firms (n), and holds domestic government bonds (zb).13 The bank charges an
interest rate of il to firms and earns ig on government bonds. It also holds re-
quired cash reserves, m (high-powered money). The bank pays depositors
an interest rate of id. Thus, the balance sheet identity of the bank implies
that mt � nt � zt

b � ht.
14

Letting Ig � ig – i denote the interest rate spread from lending to the gov-
ernment, the flow constraint of the representative bank is

(26) �t
b � Il

tnt � It
dht � It

gzt
b � itmt.

Let �(
 0) denote the reserve-requirement ratio imposed by the central
bank. Note that, because required reserves are non–interest bearing, the
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13. Commercial bank lending to governments is particularly common in developing coun-
tries. Government debt is held not only as a compulsory (and remunerated) reverse require-
ment but also voluntarily, due to the lack of profitable investment opportunities in crisis-prone
countries. This phenomenon was so pervasive in some Latin American countries during the
1980s that Rodriguez (1991) aptly refers to such governments as “borrowers of first resort.” For
additional evidence, see Druck and Garibaldi (2000).

14. Similar results would go through if we allowed banks to hold foreign bonds in world cap-
ital markets as long as banks face a cost of managing domestic assets (along the lines of Ed-
wards and Végh 1997, Burnside, Eichenbaum, and Rebelo 1999, or Agenor and Aizenman
1999). Put differently—and as is well known—some friction needs to exist at the banking level
in order for banks to play a nontrivial role in the credit-transmission mechanism. We chose the
specification with no foreign borrowing because it is analytically simpler.



opportunity cost of holding required reserves for banks is the forgone nom-
inal interest rate, i. Hence, at an optimum, the bank will not hold any excess
reserves. Formally,

(27) mt � �ht.

The representative commercial bank’s balance sheet identity can thus be
written as

(28) (1 � �)ht � nt � zt
b.

The bank maximizes profits by choosing sequences of nt, zt
b, ht, and mt sub-

ject to equations (27) and (28), taking as given the paths of Il, Id, Ig, �, and
i. The first-order conditions for the banks’ optimization problem are (as-
suming an interior solution)

(29) (1 � �) Il
t � It

d � �it,

(30) (1 � �) It
g � It

d � �it.

Conditions (29) and (30) simply say that, at an optimum, the representative
bank equates the marginal cost of deposits (RHS) to the marginal revenue
from an extra unit of deposits (left-hand side). Note that the marginal rev-
enue from an additional unit of deposits has two components. The first, given
by It

d, is due to the fact that borrowing from consumers is cheaper for banks
(whenever It

d 
 0) than borrowing in the open market. The second, given by
either (1 – �) Il

t or (1 – �) It
g, captures the fact that banks can lend a fraction 

1 – � of each additional unit of deposits to either firms or the government.
Equations (29) and (30) imply that we must have

(31) It
g � Il

t.

This also implies that il � ig: that is, the lending rate to firms must equal the
interest rate on government bonds. Intuitively, loans and government bonds
are perfect substitutes in the bank’s asset portfolio. Because the bank can
get ig by lending to the government, it must receive at least as much from
firms in order to extend loans to them.

From equation (30), it is also easy to see that the deposit spread, Id, is
given by

(32) It
d � it � (1 � �)it

g.

Because Id � i – id, it follows immediately that we must have it
d � (1 – �)it

g for
all t. Thus, a rise in the domestic interest rate, ig, must result in a higher de-
posit rate for consumers and, hence, an increase in demand deposits. Be-
cause ig may be controlled by policy makers, the preceding shows that in-
terest rate policy in this model effectively amounts to the government being
able to pay interest on money.

Finally, we will restrict attention to parameter ranges for which Id and Il

674 Amartya Lahiri and Carlos A. Végh



are nonnegative. Thus, we will confine attention to environments where id �
i � ig. This restriction is needed to ensure a determinate demand for both
loans and demand deposits. Note that this amounts to restricting the rele-
vant interest rates to the range 0 � ig – i � �ig.

14.2.4 Government

The government is composed of the fiscal authority and the monetary au-
thority (i.e., the central bank). The fiscal authority makes lump-sum trans-
fers () to the public and issues domestic bonds (Z ), which are held either by
the monetary authority or commercial banks. Domestic bonds are interest
bearing and pay ig per unit. The monetary authority issues high-powered
money (M ), holds government bonds (Zg), and sets the reserve requirement
ratio (�) on deposits. The central bank also holds foreign exchange reserves
(R), which bear the world rate of interest, r. Thus, the consolidated govern-
ment’s flow budget constraint is given by

(33) Ṙt � rRt � ṁt � żt
b � εtmt � (εt � it

g)zt
b � t,

where we have used the fact that the government’s net liability to the private
sector (in terms of domestic bonds) is zb � z – zg (where z denotes the real
stock of domestic bonds and zg is the real stock of domestic bonds held by
the central bank).

The central bank’s balance sheet identity (in terms of foreign currency) is
given by

(34) Rt � zt � zt
b � mt.

Note that zg(� z – zb) is the monetary authority’s real domestic credit to the
public sector. We assume that the fiscal authority keeps the nominal stock
of outstanding government debt fixed at Z�.15 Hence,

(35) �
Z

Z

˙

t

t
� � µt � 0, Z0 � Z�.

Using equations (34) and (35), equation (33) can be rewritten as:

(36) t � rRt � εt(mt � zt) � (εt � it
g)zt

b.

In this model, policy makers may choose to use ig as a policy instrument.
In that case, and for analytical convenience, we will think of Ig as the policy
instrument (recall that, by definition, Ig � ig – i). Given that, as shown be-
low, it � r for all t, the central bank can always set an ig to implement the de-
sired value of Ig.16 We shall also assume that the government lets fiscal trans-
fers  adjust endogenously so that equation (36) is satisfied.
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15. This is the natural assumption to make, given that we will abstract from fiscal consider-
ations and focus only on stationary equilibria involving constant nominal variables.

16. For expositional purposes, we will often refer to Ig as the domestic interest rate.



It is useful at this stage to restate the two key effects of interest rate pol-
icy in the model. First, because government bonds and bank credit to firms
are perfect substitutes in the banks’ portfolios, a higher interest rate on
government bonds leads to an increase in the lending rate. This reduces
bank credit and causes an output contraction (see eq. [24] and [31]). This
effect will be referred to as the output effect of interest rate policy. Second,
the higher interest rate on government bonds induces banks to also pay a
higher rate on bank deposits (recall that id � (1 – �)ig) and, as a result, in-
creases the demand for bank deposits. We will refer to this as the money de-
mand effect.

14.2.5 Resource Constraint

By combining the flow constraints for the consumer, the firms in sector x
and sector y, the bank and the government (eq. [3], [15], [21], [26], and [33])
we get the economy’s flow resource constraint:

(37) k̇t � rkt � yt � pxt � c t
y � pct

x � qt � υ(Bht; �),

where k � R � b � by � bx. Note that the RHS of equation (37) is simply
the economy’s current account. Integrating forward subject to the no-
Ponzi-game condition gives

(38) k0 � ��

0
[yt � pxt � c t

y � pct
x � qt � υ(Bht; �)]e�rtdt � 0.

14.2.6 Policy Regimes

Before proceeding to define the different policy regimes in this economy,
notice that the rate of devaluation or depreciation (ε) will always be zero in
this stationary economy. Under a fixed exchange rate, this is trivially true.
Under a floating regime, this follows from the fact that (as shown below),
the real stock of domestic bonds will be constant along a perfect foresight
equilibrium path.

In this economy, policy makers have, in principle, four different policy in-
struments: the exchange rate (E ), international reserves (R), the domestic
interest rate (Ig), and nominal domestic credit (Zg). Only two of these four
instruments, however, can be chosen independently. For any two instru-
ments controlled by the central bank, the other two will adjust endoge-
nously. To see this, consider the following equations, which are the relevant
ones for monetary policy purposes:

(39) R � �
Z

E

g

� � �h,

(40) Z� � Ezb � Zg,

(41) n � zb � (1 � �)h,
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where n is a function of Ig through the loan demand equation (25) (recall
that Ig � Il ), h is a function of Id through the money demand equation (13),
and Ig and Id are linked through equation (30) (recall that, as will be shown
below, ε � 0). Equation (39) is the central bank’s balance sheet, equation
(40) is the equilibrium condition in the government bond market, and equa-
tion (41) is the commercial bank’s balance sheet. Equations (39)–(41) thus
define a system of three equations in five unknowns (E, R, zb, Zg, and Ig).
This implies that there are two policy variables that can be set by policy
makers.

For the purposes of the subsequent analysis, we can therefore define the
following policy regimes:

1. Fixed exchange rate. Policy makers fix E at a certain level and set Zg.
Both international reserves and Ig adjust endogenously.17 This regime is in-
tended to capture a hard peg (in the style of Argentina or Hong Kong) in
which the monetary authority maintains a constant backing (in terms of in-
ternational reserves) of the monetary base and thus completely forgoes ac-
tive monetary policy (i.e., the monetary authority allows Ig to be deter-
mined by market forces).

2. Pure floating. Policy makers fix R at a certain level and set Ig. Both the
exchange rate and Zg adjust endogenously. This regime is intended to cap-
ture a floating regime in which policy makers actively engage in monetary
policy by setting domestic interest rates.

3. Dirty floating. Policy makers set R (and may change it in response to
shocks) as well as Ig, whereas E and Zg adjust endogenously.

4. Fully sterilized intervention. Policy makers target a constant level of h
(real demand deposits)—and hence of the real monetary base—and set the
level of zg (real domestic credit). In this case, both reserves and the exchange
rate adjust endogenously.

14.2.7 Flexible Wages Equilibrium

We now characterize the perfect foresight equilibrium path (PFEP) for
this economy under flexible wages and floating exchange rates (either the
pure floating or the dirty floating regimes, as defined above) under the as-
sumption that � is expected to remain constant over time. In both cases
(pure and dirty floating), policy makers keep the stock of international re-
serves constant along a PFEP.18 Along this PFEP, policy makers set ig at a
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17. We will also refer to this case below as the full intervention case, because the central bank
keeps the exchange rate fixed by intervening in the foreign exchange market.

18. Under dirty floating, and in response to unanticipated shocks to money demand (as an-
alyzed below), the central bank will be allowed to undertake a discrete intervention when the
shock hits. Notice that if the path of � were not constant over time (a case we do not address
here), dirty floating could also be characterized by discrete interventions along a PFEP.



constant level. Because, as shown above, id � (1 – �)ig, this implies that id is
also constant along a PFEP.

The labor market clearing condition dictates that labor demand equal la-
bor supply, that is, lt

s � lt
d. Imposing this condition on equations (12), (17),

and (25) yields the equilibrium labor and real wage for this economy (equi-
librium values of labor and real wage are denoted with a bar):

(42) l� � ��
B

ζ�

�
��1/(���)

,

(43) w� � � ��
B

ζ�

�
��(��1)/(���)

.

In other words, along a PFEP, both employment and the real wage are con-
stant.

Next, notice that the evolution of the stock of real domestic bonds is
given by ż/z � –ε (because, by definition, z � Z/E and Z is constant from
eq. [35]). By combining equations (39) and (41), we obtain z � h – n – R0.
Recall from equations (13) and (25) that h is a decreasing function of r �
ε – id, whereas n is a decreasing function of ig – r – ε. Because ig and id are
constant along a PFEP, it follows that z is solely a function of ε along such a
path. Furthermore, we can implicitly solve for ε as a function of z and write
ε � ε~(z), where, as can be easily verified, ε~�(z) � 0. Hence, it follows that

(44) żt � �ε~(zt)zt.

By linearizing equation (44) around a steady state (where ε~[zt] � 0), it fol-
lows that this is an unstable differential equation. Hence, z must always be
equal to its steady-state level. This implies, in turn, that ε � 0 along a PFEP.
Hence, h and n are also constant along a PFEP. This determines, through
equation (41), the level of zb. For this level of zb and a given R0, equations
(39) and (40) determine the constant level of the exchange rate:

(45) E� ��
m� � R

Z�

0 � z�b
�,

where m�(� �h�) and z�b denote the constant values of real money balances
and loans. Equation (45) shows that policy makers have two avenues for in-
fluencing the exchange rate. First, for a given R0, they can use interest rate
policy to affect Id and Il. This will influence m� and z�b directly and, hence,
change E. Second, for a given m� and z�b, they can intervene in the foreign ex-
change market and alter the level of R0 and, hence, E. The determination of
the optimal mix of these two policies is an issue that we will return to later.

In order to determine steady-state consumption, notice that equation
(11) implies that the ratio cx/cy is a constant. Hence, c/cy must also be con-
stant. This, combined with the first-order condition for consumption and
the fact that the equilibrium level of employment l� is constant, implies that
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cy, cx, and c must all be constant. The country resource constraint then im-
plies that the constant levels of consumption of the two goods are given by

c�y � ��rk0 � l�� � p��1 �

p�

ψIl
���/(1��)

� ��1 �

p�

ψIl
��1/(1��)

� υ(Bht; �)�,

pc�x � (1 � �)�rk0 � l�� � p��1 �

p�

ψIl
���/(1��)

� ��1 �

p�

ψIl
��1/(1��)

� υ(Bht; �)�.

14.2.8 Money Demand Shocks under Flexible Wages

As a benchmark case, consider an unanticipated and permanent fall in �
(i.e., a negative money demand shock) under a pure floating rate and flexi-
ble wages. Because real money demand decreases, the nominal exchange
rate rises instantaneously (i.e., the currency depreciates) to accommodate
the lower real money demand (see eq. [45]). Furthermore, the nominal wage
rises by the same proportion as the exchange rate. Thus, with an unchanged
interest rate policy, the real side of the economy remains completely insu-
lated. Consumption of both goods falls because the equilibrium level of
transactions cost rises. Note that under a fixed exchange rate (i.e., full in-
tervention), the economy would also adjust instantaneously as the central
bank intervenes in the foreign exchange market (by selling international re-
serves), thus accommodating the fall in real money demand.

14.3 Nominal Wage Rigidities

14.3.1 Perfect Foresight Equilibrium Path 
under Flexible Exchange Rates

We now depart from the flexible wages paradigm by introducing a nom-
inal wage rigidity into the model. We will examine first the case of flexible
exchange rates.19 We assume that nominal wages cannot jump at any point
in time. Hence, the labor market clearing condition ld � ls � l� does not nec-
essarily hold at all points in time. In particular, it is assumed that nominal
wages, W, adjust according to the following dynamic equation:

(46) Ẇt � ��w� � �
W

Et

t
��, W0 given,

where � ∈ (0, �) captures the speed of adjustment toward the equilibrium
real wage, w�. Recall that w� is given by equation (43). The implication of in-
troducing sticky nominal wages (as shown below) is that a depreciation of
the currency will now lead to a fall in the real wage and cause a temporary
labor market disequilibrium and concomitant output losses in sector y.
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19. As will become clear below, in the fixed exchange rate case, the real sector remains insu-
lated from monetary shocks.



Using the previously shown result that, along any PFEP with flexible ex-
change rates, E must already be at its steady state value E� at time t � 0, one
can solve equation (46) to get

(47) wt � w� � e�(� /E� )t (w0 � w�),

where wt � Wt /E� and w0 � W0/E�. Notice that limt→�wt � w�. Moreover, ẇt � 0
for wt � w�. Finally, the equilibrium nominal wage is given by W� � w�E�.

As in standard disequilibrium models, it will be assumed that actual em-
ployment is given by the short end of the market. In other words, when the
real wage is below (above) its equilibrium value, actual labor is determined
by labor supply (demand). Notice that this disequilibrium model implies
that only one of the two labor optimality conditions will hold. If the real
wage is below its equilibrium value, the household’s labor condition (eq. [9])
will hold, but the firm’s (eq. [18]) will not. Conversely, if the real wage is
above its equilibrium value, the firm’s first order condition will hold, but the
household’s will not.

There are two potential cases of disequilibrium. For w0 � wt � w�, we have
lt

a � lt
s � (Bwt /�ζ)1/(�–1). Substituting in for wt from equation (47) and simpli-

fying the result yields the path for actual employment:

(48) lt
a � l� �1 � ��

w

w�
0
� � 1� e�(� /E� )t�1/(ν�1)

,

with la
0 � (Bw0 /�ζ)1/(�–1). Analogously, for the case w0 
 wt 
 w�, we have lt

a �
lt

d � (wt /�)1/(�–1). The path for actual employment is now given by

(49) lt
a � l� �1 � ���

w

w�
0
� � 1� e�(� /E� )t��1/(1�η)

,

with la
0 � (w0 /�)1/(�–1). Substituting these relations into equation (14) yields

the time path of output of good y for each case.
It is useful to note that, in both cases, la � l� throughout the transition. In-

tuitively, any deviation of the real wage from its equilibrium value implies
that the short end of the labor market determines actual employment. In the
case of an unanticipated increase in the real wage, labor demand falls while
labor supply goes up (relative to the equilibrium). Because labor demand is
the short side of the market, actual employment equals labor demand.
Hence, output of sector y falls. Conversely, when the real wage is below the
equilibrium, labor supply is smaller, whereas labor demand is greater rel-
ative to the equilibrium. In this event, actual employment is supply-
determined. Hence, employment falls and output of sector y declines.20

This result is key to understanding the real effects of exchange rate fluc-
tuations within this model. It implies that currency appreciation and de-
preciation are both contractionary. This result stands in stark contrast to
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20. This case is exactly what Barro and Grossman (1971) called “voluntary unemployment”
in their analysis of disequilibrium models.



the standard Mundell-Fleming model with rigid prices in which deprecia-
tions are expansionary whereas appreciations are contractionary. The
difference arises because the standard models in the Mundell-Fleming tra-
dition postulate output to be demand-determined, with demand being a
function of the real exchange rate. As this model shows, introduction of an
explicit supply side alters the implications quite dramatically.

The consumption dynamics along the adjustment path can be deter-
mined directly from the employment dynamics. Noting that � is constant
along a PFEP and cx/cy and c/cy are both constants at all times, one can di-
fferentiate the first-order condition (eq. [7]) with respect to time to get

(50) ċt � ζ�(l t
a)��1 l̇ t

a 
 0,

which says that consumption rises along with employment during the tran-
sition. There is a unique time path of consumption that satisfies equation
(50) and the intertemporal resource constraint. Given the paths for c and l a,
the values of c0 and l a

0 would then determine the value of the multiplier
through the first-order condition given by equation (7). Clearly, welfare will
be lower than it would be under flexible wages (and floating rates), because
either firms in sector y are forced to accept a path for labor that does not sat-
isfy their first-order condition given by equation (17), or the first-order con-
dition for households, equation (9), is violated.21

14.3.2 The Menu of Policy Options

We can now describe the economy’s response to a negative money de-
mand shock (i.e., an unanticipated and permanent fall in �) in the presence
of sticky wages under the four policy regimes defined above. (Table 14.2
summarizes the outcome under these four different options.) Notice that,
on the monetary side, the economy will always adjust instantaneously to
this shock. On the real side, sector-x output will always adjust instanta-
neously as well. On the other hand, sector-y output will adjust gradually
over time if the exchange rate deviates from its initial steady state along the
lines described above.
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21. Notice that an important advantage of this framework over a model with demand-
determined output is that welfare analysis in our model is well defined.

Table 14.2 Response to a Negative Money Demand Shock

Policy Regime R E Ig zg h

Fixed exchange rate ↓ → ↑ → ↓
Floating exchange rate → ↑ → ↓ ↓
Dirty floating ↓ ↑ → → ↓
Full sterilization ↓ ↓ ↑ ↑ →
Optimal policy (small shock) → ↑ ↑ ↓ ↓
Optimal policy (large shock) ↓ → → ↑ ↓

Note: Under dirty floating, the increase in E is smaller than under pure floating.



1. Fixed exchange rate. Under a fixed exchange rate, policy makers re-
spond to the shock by keeping E and Zg unchanged. Hence, real domestic
credit, zg, also remains unchanged. From equation (40), it follows that zb

will not change either. Because the negative money demand shock reduces
real demand for deposits, the commercial bank’s balance sheet (eq. [41]) im-
plies that loans, n, must fall. However, this can only occur through a rise in
Ig. In the new equilibrium, the fall in real money demand is smaller than the
initial shock because the rise in the domestic interest rate partially offsets
the money demand shock. International reserves decline endogenously to
accommodate the lower level of base money.

Intuitively, the initial fall in real demand deposits induces a fall in the de-
mand for government bonds by commercial banks. At unchanged levels of
central bank holdings of government bonds, zg, and the nominal exchange
rate, E, this implies an excess supply of government bonds. The central
bank responds to this by raising domestic interest rates, because this makes
domestic bonds and demand deposits more attractive to the private sector.

On the real side, sector-y output remains unchanged at its equilibrium
level. Since the exchange rate is fixed, the actual wage will not deviate from
the equilibrium real wage, and there will be no disequilibrium in the labor
market. In contrast, higher domestic interest rates extract an output cost in
sector x as banking credit becomes more expensive and banking lending
falls. In addition, the fall in real money balances implies an increase in
transaction costs.

2. Pure floating. Under pure floating, policy makers respond to the neg-
ative money demand shock by keeping international reserves, R, and the
domestic interest rate, Ig, unchanged, while allowing the exchange rate and
domestic credit to adjust endogenously. An unchanged domestic interest
rate implies that base money falls by the full amount of the shock. Because
R is unchanged, real domestic credit, zg, must fall to accommodate the
shock. The fall in demand deposits along with an unchanged lending rate
(and hence loan demand) implies that the demand for government bonds by
commercial banks, zb, falls. The excess supply of government bonds implies
that its price, 1/E, falls: that is, the currency depreciates.

In the pure floating case, sector x remains completely insulated from the
shock, because the domestic interest rate remains unchanged. However, the
depreciation of the currency implies a fall in the real wage. Hence, the labor
market goes into disequilibrium on impact and returns to the steady state
asymptotically, as shown by equations (47) and (48). Hence, the output of
sector y remains below the steady-state level throughout the adjustment pe-
riod. Moreover, the policy also implies a contraction in real deposits and,
hence, higher transaction costs and lower consumption.

3. Dirty floating. Under dirty floating, policy makers intervene in the for-
eign exchange market (by selling international reserves) to achieve a smaller
increase in the exchange rate (i.e., a smaller depreciation) than under the pure
floating case. Specifically, suppose that policy makers reduce R so as to main-
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tain the stock of real domestic credit unchanged. Then, because Ig does not
change, it follows from equation (41) that zb will fall. This, in turn, implies
from equation (40) that E rises. Notice that this rise in E will be less than in
the pure floating case described above. The reason is that zb falls by the same
amount in either case, whereas zg falls under a pure float but does not change
under dirty floating. From equation (40), it follows that E will rise by less.

Intuitively, starting from the pure floating case described above, policy
makers intervene in foreign exchange markets by selling international re-
serves. Because the domestic interest rate is kept unchanged, the lower
stock of international reserves will be reflected in a higher stock of real do-
mestic credit. This implies that, at the level of the exchange rate that prevails
under pure floating, there is an excess demand for government bonds.
Hence, their price (1/E) must increase, which implies that E must fall (rela-
tive to the pure floating case). The outcome is that the currency depreciates
by less than it does in the pure floating case, while international reserves fall.

Because the currency depreciates by less under dirty floating, the output
losses in sector y will be lower than under pure floating. There are no out-
put costs in sector x.

4. Fully sterilized intervention. In our definition, the case of a fully steril-
ized intervention means keeping the level of real money demand unchanged
and targeting a higher level of real domestic credit.22 In this case, the do-
mestic interest rate, the level of international reserves, and the exchange rate
will adjust endogenously. In order for real demand deposits to remain un-
changed, equation (13) implies that (�/2) – (Id/2B) must remain unchanged.
Hence, in response to a fall in �, Id must fall. From equation (30), a fall in Id

implies a rise in Ig. Hence, loans (n) must fall, while commercial bank hold-
ings of government debt (zb) rise by an offsetting amount. Because, by con-
struction, zg has gone up, the nominal exchange rate must fall (i.e., the cur-
rency appreciates). International reserves fall one-to-one with the increase
in real domestic credit.

Intuitively, under a fully sterilized intervention, the central bank reacts to
a negative money demand shock by increasing domestic credit through a
purchase of government bonds while raising the domestic interest rate in or-
der to keep money demand unchanged. The resulting increase in the lend-
ing rate causes sector-x firms to reduce their loan demand. Commercial
banks react to the lower demand for loans by increasing their demand for
government bonds. Hence, the total demand for government bonds rises.
Because the nominal supply of these bonds is fixed, their price, 1/E, must
rise. Hence, E must fall (i.e., the currency appreciates). The final outcome is
a change in the composition of central bank assets (lower international re-
serves and higher real domestic credit) with no change in the level.
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22. Naturally, this scenario assumes that the initial level of ĥ is still technologically feasible
after the shock. (Recall from eq. [6] that the transaction technology imposes the restriction that
ĥ � �/2.)



While this policy succeeds in insulating domestic money demand from
the negative shock (which implies that transaction costs fall by less than
they would otherwise), this insulation comes at the expense of higher do-
mestic interest rates and an appreciation of the currency. The higher inter-
est rate causes an output contraction in sector x. The appreciation, on the
other hand, induces a rise in the real wage (recall that nominal wages are
rigid) and a fall in labor demand and sector-y output.

In the next section we will show that the optimal policy mix (when inter-
vention is costless) implies that none of these extreme cases is optimal. In-
stead, the optimum falls somewhere in the “interior” of these pure cases.

14.3.3 Real versus Monetary Shocks

We conclude this section by noting that this model reproduces the stan-
dard Mundell-Fleming results regarding the optimal exchange rate regime
under fixed and flexible rates. Under fixed exchange rates, sticky wages
make no difference in the adjustment path of the economy. Put differently,
the economy adjusts instantaneously under fixed rates and sticky wages, as
the central bank buys and sells reserves to keep E unchanged. Thus, relative
to flexible exchange rates, fixed exchange rates are better for insulating the
real side of the economy from monetary shocks.

To think about real shocks in this model, consider a shock to p, the relative
price of good x. This shock changes the equilibrium real wage and, hence, re-
quires a change in the market real wage. Under flexible rates, this would hap-
pen instantaneously through a change in the nominal exchange rate. Under
fixed exchange rates and rigid nominal wages, the economy cannot adjust in-
stantaneously, because neither the nominal wage nor the nominal exchange
rate can jump. The economy returns to the long-run equilibrium only
through a slow adjustment of the nominal wage accompanied by an output
contraction in sector y (unless, of course, there is a policy change in the ex-
change rate). Thus, for the purposes of insulating the real side of the economy
from real shocks, flexible exchange rates are better than fixed exchange rates.

14.4 Optimal Stabilization Policy

Having described the adjustment of the economy to money demand
shocks under different policy regimes, we now turn to the issue of the opti-
mal policy response to such shocks.23 For the purposes of solving for the op-
timal policy response to a monetary shock, we will view policy makers as
optimally choosing the domestic interest rate, Ig, and the level of interna-
tional reserves (which, if different from the preshock level, implies a discrete
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23. For analytical convenience, this section solves for the optimal policy in the absence of a
fixed cost of intervention (a key feature of the model to be introduced in the next section). The
next section solves for the optimal policy problem in the complete model.



one-shot intervention in the foreign exchange market). It is clear from equa-
tions (39)–(41) that an optimal choice of Ig and R will imply a unique choice
of E, Zg, and zb.

To study the optimal policy response, start from a steady state with � �
1, E � E�, m � m�, and R � R�, and consider an unanticipated and permanent
fall in � at time t � 0. The policy maker’s goal is to choose Ig

0 and R0 to max-
imize the welfare of the representative agent. Solving the optimal policy
problem becomes greatly simplified due to the following proposition.

P 1. Given any choice of Ig
0 by the policy maker in response to a

money demand shock (i.e., an � shock), it can never be optimal for the central
bank to choose an R0 such that E0 � E�.

P. Recall that any E0 � E� implies that the market real wage W0 /E0 �
w� � W0 /E�, where w� is the equilibrium real wage. Hence, output and em-
ployment must fall on impact and then rise gradually back toward the long-
run steady state. The central bank can always choose R0 such that m� – R� �
z�b � m0 – R0 � zb

0. Such a choice of R0 would imply that E0 � E�, which would
leave the labor market completely unaffected and, hence, the output of sec-
tor y unchanged. Moreover, output of sector x is independent of the size of
the intervention. Because intervention is costless from the perspective of
the country as a whole, country wealth is unaffected by the size of inter-
vention (a larger R merely corresponds to lower private foreign bond hold-
ings, b, leaving k unchanged). Hence, this particular choice of R0 dominates
any other postshock choice of reserves.

Proposition 1 implies that the policy maker will respond to a monetary
shock by always keeping the nominal exchange rate unchanged so as to in-
sulate the economy from any labor market frictions. Hence, at the time of
the shock, the economy adjusts immediately to a new stationary equilib-
rium. The problem is thus reduced to a choice of optimal real money bal-
ances in a stationary economy through an appropriate choice of Ig. Once m
(and hence zb) is chosen, the optimal intervention involves choosing an R0

such that E0 � E�.
Note that proposition 1 immediately eliminates from the set of optimal

policies the option of allowing the adjustment (in part or in its entirety) to
occur through an adjustment of the nominal exchange rate. Hence, it is al-
ready clear that neither the pure floating nor the dirty floating regimes con-
sidered above will prove to be the optimal policy response.

The stationarity of the economy implies that the representative house-
hold’s lifetime welfare is given by

W � [(c � ζl��)1�(1/�) � 1],
1

��

r�1 � �
�

1
��
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which takes into account the fact that the policy maker will ensure that the
labor market is always in equilibrium. Hence, la � l�. For a stationary econ-
omy, the country resource constraint given by equation (38) implies that

cy � pcx � rk0 � l�� � pq� � q � (ĥ2 � �ĥ � κ).

Moreover, the first-order conditions for consumption imply that cy � pcx �
cy/� and c/B � cy/�. Hence, the economy’s resource constraint reduces to

c � B [rk0 � l�� � pq� � q � (ĥ2 � �ĥ � κ)].

Because c – ζl�� is constant along any perfect foresight equilibrium path
while W is monotonically rising in c – ζl��, the policy maker’s problem re-
duces to choosing Ig, Ig ∈ {0, [�/(1 – �)]r}, to maximize c – ζl�� (� Ŵpeg) sub-
ject to equations (13), (24), and (30), for a given �, k0, and l�. Note that
welfare in this case corresponds to welfare under a fixed exchange rate.

The country resource constraint implies that

(51) Ŵpeg � Brk0 � Bl�� � ζl�� � B ( pq� � q) � B (ĥ2 � �ĥ � κ).

Differentiating Ŵpeg with respect to Ig gives

(52) �
dW

d

ˆ

Ig

peg

� � � � ��
Bψ2

(

(

1

p

�

�)1

�

/(

)

1��)Ig

� ��1 �

1

ψIg
��(2��)/(1��)

� �
(1

2

�

B

�)
� Id.

In the following we shall use Ig
peg to denote the optimal value of Ig in the case

where the policy maker keeps the exchange rate pegged at all times. Ig
peg is de-

fined by the relation �Ig
peg

� 0. It is easy to determine from equation (52)
that �Ig�0 
 0 and �Ig�[�/(1–�)]r � 0. Hence, Ig

peg ∈ {0, [�/(1–�)]r}. In other
words, the optimal domestic interest rate lies strictly in the interior of the
permissible range. Note that Ig � [�/(1–�)]r corresponds to Id � 0, which is
equivalent to implementing the Friedman rule.

Equation (52) clearly shows the two key margins over which the policy
maker chooses the optimal Ig. First, a higher Ig implies that Il goes up.
Hence, the cost of funds for sector-x firms goes up, which implies that out-
put (net of the import bill) and, consequently, consumption falls. This effect
is captured by the first term on the RHS of equation (52). However, a higher
Ig also implies a higher deposit rate for depositors and hence a lower op-
portunity cost of holding deposits, Id. This causes money demand to go up,
which, in turn, reduces transaction costs and thereby increases consump-
tion. This is the positive money demand effect of higher domestic interest
rates that is captured by the second term in the RHS of equation (52). Note
that the Friedman rule (Id � 0) emerges as the optimum when ψ � 0. When
ψ � 0, higher lending rates do not have any output effect, because firms do
not rely on bank credit at all. Thus, it is optimal to raise the domestic inter-
est rate all the way to Ig � [�/(1 – �)]r, which implies that Id � 0, thereby
achieving the lowest possible level of transaction costs.
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For Ig
peg to be an optimum, we must also ensure that the second-order con-

dition for a maximum is satisfied. The condition ψr[�/(1 – �)] � 1 – � is suffi-
cient (but not necessary) to satisfy the second-order condition for the gov-
ernment’s welfare maximization problem. Moreover, this condition implies
that Ŵpeg is globally concave in Ig; hence, the optimal solution, Ig

peg, is
unique. We omit a detailed statement of the proof because it follows simply
from differentiating � with respect to Ig. In what follows we shall restrict at-
tention to parameter ranges for which the second-order condition is satis-
fied.

Of key interest to us is the behavior of the optimal domestic interest rate
as a function of �. In particular,

�
d

d

I

�

g
peg
� � ��

∂
∂
�

�

/

/

∂
∂
I

�
g

� � 0,

since ∂�/∂Ig � 0 (from the second-order condition for welfare maximiza-
tion) and ∂�/∂� � 0. We state this result in the following proposition.

P 2. The optimal domestic interest rate, Ig
peg, is independent of

the money demand parameter �. Hence, a negative money demand shock (a
fall in �) or a positive money demand shock (a rise in �) leaves Ig

peg unchanged.

This proposition says that a social welfare–maximizing policy-maker,
who keeps the exchange rate fixed by fully intervening in the foreign ex-
change market, should not alter the domestic interest rate in response to
money demand shocks. Intuitively, at an optimum, the marginal benefit in
terms of reducing transaction costs, given by the last term on the RHS of
equation (52), is independent of �. There is therefore no reason for the op-
timal domestic interest rate to change. Because ĥ � (�/2) – (Id/2B), a change
in � merely induces a corresponding parallel shift up or down in money de-
mand but leaves unchanged the marginal benefit of changing the domestic
interest rate. Hence, both ĥ and h fall in response to a negative money de-
mand shock.

The preceding analysis allows us to tie down the behavior of all the en-
dogenous variables in the model in response to a money demand shock. We
summarize them in the following proposition.

P 3. An unexpected fall (rise) in � causes real money balances
to fall (rise). The central bank responds to the shock by intervening in the for-
eign exchange market by selling (buying) international reserves in order to
keep the nominal exchange rate unchanged at the preshock level. The domes-
tic interest rate, Ig, is kept unchanged. Because neither the domestic interest
rate nor the exchange rate changes, output of both sectors remains unaffected.
Furthermore, real domestic credit increases (falls) whereas international re-
serves fall (increase).
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Notice how, in response to a negative money demand shock, the optimal
policy response involves elements of the four regimes described above.
Specifically, the fall in real money demand is accommodated fully through
foreign exchange market intervention (i.e., selling reserves), without any
change in the exchange rate, as would happen under a fixed exchange rate.
In addition, the domestic interest rate is kept unchanged (i.e., monetary
policy is not tightened in response to the shock), as would occur under ei-
ther a pure or dirty float. Finally, the optimal response also involves an in-
crease in real domestic credit, as would occur if policy makers were at-
tempting to (partially) sterilize the fall in real money demand.

It is worth stressing that the existence of nominal wage rigidities is key in
generating the result that the nominal exchange rate should be kept fixed. In
the absence of nominal wage rigidities, exchange rate fluctuations are cost-
less. In that event, the central bank has no incentive to intervene, which im-
plies that a pure float is optimal.24,25

14.5 Costly Intervention

This section completes the specification of the general model by incor-
porating costly intervention and derives the optimal policy response in such
a case. We proceed in two steps. We first study the optimal policy contingent
on no intervention and then contingent on intervention; we then confront
the question of when it will be optimal for policy makers to intervene.

14.5.1 Optimal Policy under Intervention

As before, we analyze the effects of a negative money demand shock. In
particular, starting from a steady state with � � 1, we study the effects of an
unanticipated and permanent fall in �. To simplify notation, and without
loss of generality, we also choose initial conditions such that E� � 1 and 
R� � 0. For R� � 0, this corresponds to an initial situation in which Z� � h – n.
To see this, one can rewrite the central bank balance sheet as E � Z�/(zb �
m – R). However, the commercial bank balance sheet implies that zb � h – 
m – n. Hence, for R � 0, the expression for E reduces to

(53) E � �
h �

Z�
n

�.
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24. In the absence of nominal wage rigidities, the policy maker is essentially indifferent be-
tween intervening and not intervening, because allocations are independent of the level of the
exchange rate. However, even an infinitesimal cost of intervening would imply that the optimal
policy is a pure float.

25. We should note that the strict independence of the optimal interest rate from the money
demand shock is due to the quadratic transaction costs technology. In a more general setup for
transaction costs, say �υ(ĥ), it is easy to show that the optimal response to a negative money
demand shock is to raise the domestic interest rate to partially offset the effect of the shock on
money demand. Hence, optimal policy, in general, would entail a combination of higher in-
terest rates and foreign exchange market intervention.



Finally, we also assume that in the initial steady state the domestic interest
rate is given by the solution to the optimal policy problem under costless in-
tervention. Hence, I�g � Ig

peg, while n and h are given by their corresponding
levels under Ig

peg.
For simplicity, we assume that the central bank incurs a fixed cost � 
 0

in the event that it intervenes in the foreign exchange market. Moreover, this
fixed cost is symmetric: it applies to either an increase or a decrease in the
stock of reserves.26 Clearly, if � � 0, the model reduces to the one analyzed
earlier in which the optimal response is to fully insulate the exchange rate
from all money shocks. Under this general specification, the resource con-
straint for the economy now becomes

(54) k0 � � � ��

0
[(lt

a)� � pqt
� � c t

y � pct
x � qt � (ĥ2 � �ĥ � κ)] e�rtdt � 0.

It is useful to begin by noting that, because the intervention cost is fixed and
independent of the size of the intervention, there can only be two potential
outcomes to the policy maker’s problem. Either the monetary authority pays
the fixed cost of intervention and intervenes by the full amount necessary to
keep the nominal exchange rate unchanged, or it does not intervene at all.27

In the event that the policy maker intervenes, optimal policy will coincide
with that under costless intervention (which was derived above). This fol-
lows from the fact that the cost of intervention is independent of the size of
intervention. Consequently, none of the marginal conditions for optimal
policy are affected. The policy maker would thus respond to a negative
money demand shock by keeping the domestic interest rate and the nomi-
nal exchange rate unchanged. Money demand would therefore fall by the
full amount of the shock. Hence, under full intervention, output of both
sectors remains completely invariant to changes in �.

In this case, the representative household’s welfare is increasing in c – ζl��

(�ŴI ), which is given by

(55) ŴI � Brk0 � Bl�� � ζl�� � B ( pq� � q) � B (ĥ2 � �ĥ � κ) � Br�,

where we have used the resource constraint (eq. [54]) to substitute out for c.
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26. We take this fixed cost to be a highly heuristic representation of a world with asset mar-
ket segmentation in which agents must pay a fixed cost to transfer money between the goods
market and the asset market, along the lines of Alvarez, Atkeson, and Kehoe (1999). Formal-
izing this channel is far from trivial (because the main exercise involves performing compara-
tive statics for the optimal policy) and is left for future research. See also Cadenillas and Zap-
atero (1999), who derive the optimal intervention policy for the central bank in a stochastic
model with a fixed cost of intervention.

27. Note that partial intervention would imply that the exchange rate must change, which,
in turn, would imply output losses in sector y. Because these losses are costless to avoid
through an appropriate intervention (the fixed cost implies that the marginal intervention is
costless), partial intervention can never be an optimal policy choice.



In this case, the representative household’s welfare is increasing in c – ζl��

(�ŴI ), which is given by

(55) ŴI � Brk0 � Bl�� � ζl�� � B ( pq� � q) � B (ĥ2 � �ĥ � κ) � Br�,

where we have used the resource constraint (eq. [54]) to substitute out for c.
The only difference between this expression and the RHS of equation (51)
is the cost of intervention term, Br�, which is independent of all endoge-
nous variables. This establishes our assertion that, if it is optimal to inter-
vene, optimal policy in this instance must coincide with optimal policy un-
der the costless intervention case. For future reference, it is also useful to
note that

(56) �
d

d

W

�

I

� � �
B

2

�
� 
 0,

where we have used the first-order condition given by equation (10), the
money demand equation (13), and the fact that the optimal domestic inter-
est rate is independent of �. Thus, the smaller the money demand param-
eter � (i.e., the bigger the shock), the lower the welfare.

14.5.2 Optimal Policy under No Intervention

If the policy maker chooses not to pay the cost of intervention, then there
will be no intervention at all. Hence, reserves will remain unchanged in re-
sponse to the money demand shock. In this event, there emerges a role for
interest rate policy for domestic macroeconomic management. To see this,
consider the case in which the central bank reacts to the negative money de-
mand shock not only by not intervening but also by keeping domestic in-
terest rates unchanged. Money demand falls by the full amount of the
shock, whereas domestic loans (and, hence, sector-x output) remain un-
changed. With an unchanged nominal stock of government bonds, Z�, equa-
tion (53) implies that the nominal exchange rate must increase (because h
falls and n does not change). The nominal depreciation along with the nom-
inal wage rigidity implies a fall in the real wage. This causes a contraction
of labor supply and output of sector y, which returns to the steady-state
level only asymptotically.

Now suppose that the central bank raised the domestic interest rate mar-
ginally in response to the shock. This would lower loans while reducing the
fall in money demand. From equation (53) it is easy to see that, relative to
the previous case of unchanged interest rates, the nominal depreciation in-
duced by the shock must be smaller. Accordingly, the fall in the real wage
must also be smaller, which in turn implies a smaller contraction of sector
y. Of course, this benefit comes at the cost of an output contraction in sec-
tor x, because the credit cost of the imported input is greater. It is clear,
however, that in choosing the optimal domestic interest rate policy makers
should be trading off these two margins.
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To formalize the government’s problem, notice again that welfare is
strictly increasing in c – ζ(ls)� (� ŴNI ), which takes into account that, for
negative money demand shocks, actual employment equals labor supply;
that is, la � ls. In the event of no intervention, the economy’s resource con-
straint implies that

(57) ŴNI � Brk0 � B ( pq� � q) � B (ĥ2 � �ĥ � κ) � rY,

where Y � �0
� [B(lt

s)� – ζ(lt
s)�]e–rtdt is the present discounted value of sector-y

output net of the disutility from labor supply.
At this stage, it is easy to see that the optimal policy problem under in-

tervention becomes more complicated than in the costless intervention
case. The reason is that, in response to a depreciation of the currency, the
nominal wage rigidity implies that the economy displays intrinsic output
dynamics because the labor market goes into disequilibrium. In order to
make analytical progress, we simplify the model by setting � � 1 and � � 2.
These parameter values make both the production function of sector y and
the marginal disutility from labor supply linear in labor. This simplification
allows us to compute the change in optimal policies even in the presence of
intrinsic output dynamics.

From equation (43), notice that, under linear production in sector y, the
equilibrium real wage is unity (i.e., w� � 1), which implies that the nominal
wage in the initial steady state must be unity as well. Hence, on impact, the
real wage is given by w0 � 1/E0 � 1. Moreover, under negative money de-
mand shocks we are restricting attention to w0 ∈ [0, 1]. From equation (53)
it follows that

(58) w0 � �
h �

Z�
n

�.

Because h – n is increasing in Ig, it is obvious that the initial real wage is an
increasing function of the domestic interest rate. In particular, ∂w0/∂Ig �
(1/Z�) [(1 – �)/2B2 – (∂n/∂Ig)] 
 0, whereas ∂2w0/∂(Ig)2 � – (1/Z�)[∂2n/∂(Ig)2] �
0. Hence, the initial real wage is an increasing and concave function of the
domestic interest rate.

As shown above, an unexpected currency depreciation implies that labor
supply is the short end of the labor market. Hence, actual employment is
given by labor supply. Under our assumptions on � and �, the actual path
of employment, given by equation (48), reduces to

(59) lt
a � l� [1 � (w0 � 1)e��w0t].

Because employment and labor supply are linear in the initial real wage
while Y = ��

0 [Blt
a –�(lt

a)2]e–rtdt, one can differentiate Y with respect to w0 to get
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(60) Yw � �
(

B

r

l�
�

(1

2

�

�w

w

0

0

)

)
2

� [r � � (1 � w0)] � 0,

where we have used equations (9) and (59) to integrate out over t. For later
reference, it is useful to note that Yww0�0 � (Bl�/r2) (r � �) 
 0 and Yww0�1

� 0. It is straightforward to check that Yww � 0 for w0 ∈ [0, 1].
The policy choices at time zero are w0 (� 1/E0) and Ig. However, equation

(58) makes clear that only one of these two variables can be freely chosen.
We shall assume that the policy maker chooses Ig. Because Z� is given ex-
ogenously and R0 � R� � 0, a given choice of Ig determines h and n. These
two variables allow us to uniquely determine w0 from equation (58). More-
over, all private-sector behavior can be expressed as functions solely of E0

and Ig. Thus, the government’s problem can be formalized as choosing I0
g to

maximize the RHS of equation (57) subject to equations (13), (24), (31),
(32), (58), and (59). The first-order condition for this problem is28

(61) �
dW

d

ˆ

Ig

NI

� � �NI � ��
Bψ2

(

(

1

p�

�

)1

�

/(1

)

��)Ig

� ��1 �

1

ψIg
��(2��)/(1��)

� �
(1

2

�

B

�)
� Id � rYw �

∂
∂
w

Ig

0
�.

In the following we shall denote the optimal interest rate for the no-
intervention case by Ig

NI. Specifically, �NIIg�Ig
NI

� 0. Three results follow di-
rectly from the first-order condition. First, for � � 1 the optimal domestic
interest rate continues to be Ig

peg. This can be seen from the fact that �NI � 0
for Ig � Ig

peg and � � 1. Note that for Ig � Ig
peg and � � 1 we must have w0 �

1. Because Yww0�1 � 0, the last term on the RHS of equation (61) drops out.
The result then follows from the fact that the first two terms on the RHS are
merely dŴpeg/dIg, which is zero for Ig � Ig

peg (see eq. [52]). Hence, absent a
money demand shock, Ig

NI � Ig
peg.

29

Second, for � � 1 and Ig � Ig
peg, it is easy to check that �NI 
 0. Thus, it is

optimal for the policy maker to respond to a negative money demand shock
by raising the domestic interest rate—that is, Ig

NI 
 Ig
peg. Third, in the case of

� � 1, it is never optimal for the policy maker to raise the domestic interest
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28. It is important to note that we will only focus on values of ψ for which there are interior
solutions when � � 1. In general, however, there will be corner solutions. In fact, it is easy to
show that, for ψ � 0 and � � 1, there will be a corner solution at the Ig corresponding to the
Friedman rule (i.e., Id � 0). The intuition is clear: If ψ � 0 and � � 1, “increasing” Ig (if it were
possible) above the Friedman rule would have no first-order effects on transactions costs but
would have a first-order positive effect on sector-y output as the currency appreciates (i.e., �NI


 0, when evaluated at Id � 0 for ψ � 0 and � � 1). By continuity, therefore, there will also be
corner solutions for very small values of ψ. For larger values of ψ, interior solutions exist (as
we have established using numerical examples).

29. As in the case of costless intervention studied earlier, it can be shown that the condition
ψr[�/(1 – �)] � 1 – � continues to be sufficient (but not necessary) to satisfy the second-order
condition.



rate all the way to the point that w0 � E0 � 1. Because Yww0�1 � 0, this fol-
lows from equation (52), which says that the sum of the first two terms on
the RHS of equation (61) is negative for Ig 
 Ig

peg.
Let us now turn to the relationship between the optimal domestic inter-

est rate and the size of the money demand shock. To determine this, we start
by noting that, from the implicit function theorem, dIg

NI /d� � –(��
NI/�Ig

NI ).
Because –�Ig

NI 
 0 from the second-order condition, it follows that the signs
of dIg

NI /d� and ��
NI are the same. Partially differentiating equation (61) with

respect to � gives ��
NI � (r/2BZ�)(∂w0 /∂Ig)Yww � 0. Hence,

(62) �
d

d

I

�

g
NI
� � � 0,

which says that the optimal domestic interest rate increases with the size of
the shock (i.e., the smaller the value of �, and hence the larger the shock, the
higher the value of Ig

NI).
The next issue of interest is the behavior of the nominal exchange rate as a

function of the money demand shock. This is not immediately obvious, be-
cause there are two potentially offsetting effects. A fall in � directly reduces
money demand and thus, all else being equal, reduces the real wage by in-
creasing E. (Recall that w0 � 1/E0 � (h – n)/Z�). However, the fact that the cen-
tral bank raises interest rates in response to a bigger money demand shock im-
plies that, for a given �, money demand rises, which appreciates the currency
and raises w0. If the latter effect is strong enough, then the nominal exchange
rate will fall (i.e., the currency would appreciate) in response to larger shocks.

To shed light on this issue, we totally differentiate equation (58) to get, af-
ter some rearrangement,

�
d

d

w

�

0
� � �

2Z�B

1

�Ig
NI

� ��Ig
NI � rYww��

∂
∂
w

Ig

0
��2�,

where �Ig
NI is the partial derivative of equation (61) with respect to Ig. As

noted above, ψr [�/(1 – �)] � 1 – � is a sufficient condition to satisfy the sec-
ond-order condition for welfare maximization (i.e., �Ig

NI � 0). It is straight-
forward to check that this sufficiency condition is also a sufficient condition
for �Ig

NI � rYww (∂w0 /∂Ig)2.30 Hence, ψr[�/(1 – �)] � 1 – � is a sufficient condi-
tion for dw0 /d� 
 0, which implies that as � becomes smaller (i.e., the money
demand shock gets larger), the initial real wage, w0, becomes progressively
smaller. Because E0 � 1/w0, this implies that, with no intervention, the nom-

(r/2BZ�)(∂w0/∂Ig)Yww
���

��Ig
NI

Living with the Fear of Floating: An Optimal Policy Perspective 693

30. To see this, define N � pq� – q. Hence, �NI � B(∂N/∂Ig) � [(1 – �)/2B]Id � rYw(∂w0 /∂Ig)
and �NI

Ig � B[∂2N/∂(Ig)2] – (1 – �)2/2B � rYww(∂w0 /∂Ig)2 � rYw[∂2w0 /∂(Ig)2]. Moreover, �NI
Ig –

rYww(∂w0/∂Ig)2 � B[∂2N/∂(Ig)2] – (1 – �)2/2B � rYw[∂2w0 /∂(Ig)2]. Because Yww and ∂2w0 /∂(Ig)2 are
both negative, a sufficient condition for both �NI

Ig � 0 and �NI
Ig � rYww(∂w0 /∂Ig)2 is ∂2N/∂(Ig)2 �

0. It is easy to check that ∂2N/∂(Ig)2 � 0 for ψr[�/(1 – �)] � 1 – �.



inal exchange rate is a decreasing function of �; that is, the larger the nega-
tive money demand shock, the larger the currency depreciation.

Finally, it is useful to characterize the welfare effect of a negative money
demand shock under the no-intervention regime. Totally differentiating
equation (57) with respect to � gives

(63) �
dW

d

ˆ

�

NI

� � �
B

2

�
� � �

2B

r

Z�
� Yw 
 0,

where we have used the fact that, at an optimum, the first-order condition
for welfare maximization (eq. [61]) says that (∂ŴNI/∂Ig)(∂Ig

NI /∂�) � 0. We
collect these results in the following proposition.

P 4. Under no foreign exchange market intervention, the central
bank responds to a negative money demand shock by raising the domestic in-
terest rate while allowing some currency depreciation to occur. Moreover, the
larger the negative money demand shock, the larger the increase in the optimal
domestic interest rate, the larger the currency depreciation, and the larger the
fall in welfare.

14.5.3 To Intervene or Not To Intervene

Having described the behavior of optimal interest rate policy contingent
on the intervention regime (i.e., intervention or no intervention), we now
turn to the determination of the optimal intervention regime itself. For a
given �, it is straightforward to see that the optimal intervention strategy is
determined by

Do not intervene if ŴNIIg�Ig
NI


 ŴIIg�Ig
peg,

Intervene if ŴNIIg�Ig
NI

� ŴIIg�Ig
peg.

Notice first that around � � 1, ŴNI – ŴI � Br�. This follows from the
facts that for � � 1, Ig

NI � II
g � Ig

peg and w0 � 1, whereas ls � la � l�. Intuitively,
around � � 1, the only difference between the two regimes is the cost of in-
tervention, whereas the nominal exchange rate and the domestic interest
rates are identical. Consequently, welfare under intervention is lower.

From equations (56) and (63), it is also easy to see that (dŴNI/d�) –
(dŴI/d�) � (r/2BZ�)Yw 
 0. This indicates that although bigger money de-
mand shocks (or lower �’s) cause welfare to decline under both regimes (as
indicated by eq. [56] and [63]), welfare under the no-intervention regime
falls faster than under the full intervention regime. Intuitively, the direct
effect of the money demand shock on transaction costs is the same under
the two regimes. However, under the no-intervention regime, a smaller �
leads to a lower real wage due to the nominal wage rigidity, which extracts
an output cost from sector y.

The preceding implies that the relative welfare comparison between the
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two regimes reduces to a trade-off between the fixed cost of intervention
and the output cost associated with not intervening. Crucially, the output
costs under the no-intervention regime increase as the shock grows bigger,
but the corresponding cost of intervention is independent of the size of the
shock. Hence, the welfare differential between the two regimes shifts in fa-
vor of intervention as the shock grows larger. Because ŴNI – ŴI � Br�
 0
around � � 1, this implies that for a given � there must exist a threshold
value of �, �̂ � 1, such that ŴNI���̂ � ŴI���̂. Further, for all � � �̂ we
must have ŴNI � ŴI. These features of the optimal policy problem are cap-
tured in figure 14.1, which depicts welfare under the two regimes as a func-
tion of 1/�, so that moving to the right along the horizontal axis implies a
larger shock (i.e., a smaller value of �).

Using the above results, one can now completely characterize the optimal
policy response to money demand shocks (see table 14.2). For small money

Living with the Fear of Floating: An Optimal Policy Perspective 695

Fig. 14.1 Welfare comparison

Fig. 14.2 Optimal exchange rate 



demand shocks—that is, � ∈ (�̂, 1)—it is optimal for the policy maker not
to intervene but rather let the currency float and raise the domestic interest
rate to fight the currency depreciation in order to reduce the resulting out-
put cost. As we saw earlier, this also implies that in this range, the larger the
money demand shock, the bigger the currency depreciation. However, for
large money demand shocks, (i.e., � � �̂), it is optimal for the policy maker
to keep domestic interest rates unchanged and intervene fully in order to
prevent the nominal exchange rate from fluctuating at all. Figure 14.2 de-
picts the behavior of the nominal exchange rate as a function of 1/�. For
small shocks (i.e., 1/� � 1/�̂) the exchange rate is an increasing function of
the shock, whereas for large shocks (i.e., 1/� 
 1/�̂) the exchange rate re-
mains fixed (relative to the preshock equilibrium).

The last result worth noting is that the threshold value of the shock pa-
rameter, �̂, is a decreasing function of the fixed cost of intervention, �. This
result follows from noting that (dŴNI/d�) – (dŴI/d�) � (r/2BZ�))Yw is inde-
pendent of �. However, a smaller � implies that ŴNI – ŴI � Br� is smaller.
In terms of figure 14.1, a smaller � causes a parallel shift upward of the 
ŴI schedule, leaving its slope with respect to � unaffected. Hence, the
threshold �̂ must be larger (i.e., it must be closer to unity). When � � 0,
the two schedules coincide for � � 1, with ŴI exceeding ŴNI for all � � 1.

We summarize the preceding results in the following proposition.

P 5. The optimal policy response to a negative money demand
shock is a function of the size of the shock. For small shocks, it is optimal for
the policy maker not to intervene in the foreign exchange market but instead
to raise the domestic interest rate and let the currency depreciate. Moreover,
in this range, the larger the shock, the higher both the nominal exchange rate
and the domestic interest rate. For large shocks, however, it is optimal for the
central bank to intervene by the full amount necessary to keep the exchange
rate and domestic interest rates unchanged. Furthermore, the smaller the fixed
cost of intervention, the smaller the threshold size of the shock for which the
full intervention policy becomes optimal.

To assess how well the model might explain the key stylized facts outlined
in the introduction, let us perform the following conceptual experiment.
Suppose that this economy were subject to a sequence of (stochastic) mon-
etary shocks. Assume, further, that developing countries were hit, on aver-
age, by larger shocks than industrial countries. The outcome would be a se-
ries of changes in the endogenous policy variables, as captured by the last
two rows in table 14.2. From a cross-sectional point of view, the model
would predict that developing countries (which face mostly large shocks)
would exhibit low exchange rate variability and high reserve variability,
whereas developed countries (which face mostly small shocks) would ex-
hibit high exchange rate variability and low reserve variability. From a time-
series perspective, we would observe an average response (because coun-
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tries are hit by both small and large shocks) that would consist (for, say, neg-
ative monetary shocks) of falling reserves, a more depreciated currency, and
higher interest rates. Hence, the correlation between changes in the ex-
change rate and interest rates would be positive, but the correlation between
(a) reserves and the exchange rate and (b) reserves and interest rates would
be negative. All these predictions match the stylized policy facts described
in the introduction.

14.6 Conclusions

The starting point for this paper has been the observation that, in spite of
suffering larger shocks, developing countries (classified as floaters or man-
aged floaters) exhibit lower exchange rate variability and higher reserve
variability than developed countries which float. This extreme “fear of
floating” is puzzling because, even if nominal exchange rate fluctuations
were costly, one would still expect that larger shocks would lead to larger
changes in the nominal exchange rate.

This paper has developed a simple and highly stylized theoretical model
that is capable of explaining this puzzle. In particular, the model predicts
that for small negative money shocks, policy makers find it optimal to let the
exchange rate adjust while partly offsetting the shock by raising domestic
interest rates. For large shocks, however, policy makers find it optimal to
completely stabilize the exchange rate by intervening in the foreign ex-
change market. The model thus predicts a nonmonotonic relationship be-
tween the nominal exchange rate and the size of the shock. If we identify
small shocks with developed countries and large shocks with developing
countries, the model predicts that developing countries should exhibit low
exchange rate variability and high reserve variability, whereas the converse
is true for developed countries.

While we view this as a useful first step toward an understanding of the
“fear of floating” puzzle, there are at least two directions in which this line
of research should be taken. To begin with, we would like to endogenize the
fixed cost of intervention, which is of course key to our results. A natural av-
enue for doing this would be to consider a setup with asset market segmen-
tation along the lines of Alvarez, Atkeson, and Kehoe (1999). Although this
would be a major undertaking (given that our focus is on optimal policies,
which makes the problem already much more complicated from a for-
mal point of view), it would certainly be worthwhile to pursue. Second, it
would be useful to develop a stochastic version of this model, calibrate it
for some representative developing country, and try to match the observed cor-
relations. Developing richer models along these lines should prove ex-
tremely useful both for understanding the actual responses observed in the
data and for devising implementable and usable policy rules for central
bankers.
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Comment Eduardo Borensztein

This paper by Lahiri and Végh (LV) takes an interesting first step in ad-
dressing a very important question, one frequently met when designing
monetary or exchange rate policies in emerging markets today. The ques-
tion is how to respond to a capital outflow, or “exchange market pressure,”
in an economy with a managed floating exchange rate and an active inter-
est in what happens to the exchange rate. The model is nicely done and
clearly presented, but there are some modeling strategy decisions in the
monetary and financial area that I do not entirely like.

I like to represent the policy options in a triangle, as in the figure. In the
diagram, as we move down, the central bank is intervening more in the for-
eign exchange market and dampening any adjustment in the exchange rate,
perhaps preventing a large depreciation when the country suffers a cutback
in external financing or an outflow of capital.

At the top vertex of the triangle, we are in a clean float, with no central
bank intervention at any time. Along the bottom of the triangle, the ex-
change rate is completely fixed, and the adjustment to a negative external
shock comes fully through a loss in international reserves. However, here
there is another dimension of policies, namely the extent to which the cen-
tral bank sterilizes the monetary effect of a loss in reserves by creating do-
mestic credit. At one extreme there is no attempt to sterilize, and the fall in
reserves is fully reflected in the monetary base (and in domestic interest
rates). In this vertex, the central bank would be operating as a (textbook)
currency board. At the other extreme, the central bank completely sterilizes
the monetary impact of its intervention in the foreign exchange market, al-
lowing domestic monetary conditions to remain undisturbed.

Suppose there is a shock to external financing, say because of contagion.
Which point in this triangle is it optimal to choose? Intuition would suggest
some interior point in the triangle, avoiding the financial-sector distress
that can come from excessive depreciation or too high interest rates and the
fiscal implications of, and perhaps also market constraints on, sterilized in-
tervention on a large scale.1 LV, while not intentionally attempting to rep-
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resent the above story, find that countries should choose an interior point in
the triangle, at least for large shocks.

The results in LV can be easily summarized. In what concerns the extent
of exchange rate flexibility (the choice along the vertical direction in the di-
agram) in the basic framework with wage rigidity but no cost of foreign ex-
change intervention, traditional results apply: for monetary shocks, a con-
stant exchange rate is superior, and for real shocks the opposite
holds—namely, a full adjustment in the exchange rate is preferable. The ba-
sic reason is that, in each case, those are the regimes that will allow real
wages to stay at or near their equilibrium levels. LV then introduce a fixed
cost to foreign exchange market intervention by the central bank. With this
cost, the optimal response to a shock to a somewhat idiosyncratic money
demand (more on this later) depends on the size of the shock. For small
changes, the cost of intervention is too high, and it is preferable to let the ex-
change rate adjust fully. For sufficiently large shocks to money demand,
however, it is optimal to intervene, and we return to the standard result of
keeping the exchange rate fixed and using reserves to the full extent neces-
sary.

The main weakness that I find in the LV framework is that all the relevant
domestic interest rates (on bank deposits and loans and on government
bonds) are not related to the international interest rate, the expected depre-
ciation of the exchange rate, or the country risk premium because they cor-
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respond to assets that are “nontraded” by assumption. That is, the kind of
transactions that individuals, firms, and the government can perform pre-
clude any competition between domestic and foreign financial assets. Al-
though I understand that the model would become too complicated if these
assets were “traded,” I would happily give up the careful, first-principles, in-
finite-horizon detail in the consumer and real sectors in exchange for a less
crude financial-sector framework. Particularly when considering the ap-
parent puzzle of limited exchange rate variability in emerging-market
economies, as this paper sets out to do, it seems important to try to incor-
porate the reaction of the central bank to changes in country risk, credibil-
ity, and the like.

Money demand is also special. It is the demand for an interest-bearing
demand deposit used for transactions, and thus it depends positively on the
interest rate. It is somewhat difficult to interpret money demand shocks in
this framework. Do they approximate a “capital outflow” that is reversed
when domestic interest rates increase? The framework also does not permit
differentiation between money demand and “bond demand,” that is, be-
tween liquidity conditions and the demand for government and private lia-
bilities that reflects considerations of risk premium and so on. Once again,
in view of the exchange rate variability puzzle that motivates the paper, it is
not clear how relevant these LV money demand shocks are in explaining the
contrast between emerging markets and advanced economies in their man-
agement of exchange rates.

As concerns the extent of sterilization of the monetary impact of changes
in international reserves (the choice along the horizontal direction of the
triangle), the results are less easy to interpret. It is not entirely clear what
sterilization of a money demand shock should mean. Central banks steril-
ize to avoid the monetary impact of a change in reserves generated by some
current account or capital account shock. However, the shock considered
in the paper originates in domestic monetary and financial markets them-
selves. In any event, when the optimal policy involves foreign exchange mar-
ket intervention by the central bank, it also involves expanding domestic
credit so that domestic interest rates remain constant. LV define a “fully
sterilized intervention” policy as one that always keeps the real quantity of
money constant, which seems appropriate in general. For this particular
shock, however, the optimal policy comes close to what one could think of
as full sterilization, keeping interest rates and the level of bank loans con-
stant, although the level of deposits (money demand) declines.
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Discussion Summary

Sebastian Edwards commented on the policy options that a country may
choose from when facing external shocks. The optimal policy is probably
some combination of the three instruments—higher interest rates, steril-
ized intervention, and exchange rate flexibility—inside the “triangle” that
Eduardo Borensztein showed. Roberto Chang and Andrés Velasco’s paper
derives formally a similar result, but Edwards was concerned with how use-
ful this type of result is to policy makers. Drawing on the recent experience
of Mexico, he proposed to analyze the trigger strategy for interest rate in-
tervention. The Mexican authorities selected the upper corner of the trian-
gle and are floating the exchange rate without using any other policy most
of the time. However, when shocks surpass some threshold, that triggers the
use of another policy, namely, interest rate intervention. This policy ar-
rangement is highly asymmetrical, but it has worked. For example, when
peso intraday trading against the dollar reached 11 in September 1998, the
authorities increased the interest rate to about 55 percent and suspended
the CETES auction. When things calmed down, however, they stopped us-
ing interest rate policy and returned to the corner of floating the exchange
rate. The question to those at the table was what the likelihood is of gener-
ating this kind of model and evaluating this kind of policy. This is what pol-
icy makers are looking for.

Federico Sturzenegger made the remark that in the model any change of
interest rates will lead to a loss of output, which leads to a bias toward fixed
exchange rates. To circumvent this effect, the model then imposes the un-
natural cost of intervention. An alternative method would be to allow for
the benefits from a flexible exchange rate, which is a much more plausible
specification.

Jaume Ventura commented on the way the model generates a fear-of-
floating exchange rate through nominal wage rigidity. The standard Fried-
man argument is that when there is nominal wage rigidity, there is a fear of
fixed rates, and the exchange rate must equate the labor market. Thus, if one
thinks that most shocks to an economy affect labor demand and labor
supply, then the floating exchange rate is really better, because it can be used
to keep the real wage at the level where it should be. This is true in the model,
but the paper focuses on discussing the effects of a shock to money demand,
which is why things are reversed. Because real wage should never change,
one should avoid as much as possible a change in the exchange rate. There
are two problems. First, one has to make an assessment of the kinds of
shocks an economy goes through: are most shocks hitting the labor market
or money demand? Depending on the answer, one can choose one policy or
another. Second, even if the shocks to money demand are very important,
one wants to fix the interest rate, as most standard results suggest. This is
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not the case here because the paper does not allow for sterilization. How-
ever, if sterilization is not very costly, then nominal wage rigidity cannot be
a convincing channel to create the fear of floating.

Alejandro M. Werner said that central bankers who float their currencies
and use interest rate policy are not concerned with money demand
shocks—they can always adjust money supply at a given interest rate. Thus,
the important shocks to the monetary authorities are real shocks and port-
folio shocks.

Enrique G. Mendoza raised this question: how strong is the assumption
that domestically issued bonds cannot be traded? He also commented on
the assumption that firms use credit from the banking system to buy im-
ports, and asked whether similar results would hold if firms could use for-
eign loans instead.

Amartya Lahiri agreed that the paper took an extreme stand on the va-
lidity of interest rate policy; however, he said, other approaches (for ex-
ample, Flood and Ventura’s portfolio model approach) lead to similar re-
sults. The key feature is how the risk premium between the domestic and
foreign interest rates changes with policies. He said that other modeling
strategies are feasible and can handle the sterilization interventions, which
they are working on.

Lahiri also agreed with Ventura that in the case of a real shock, one
should allow the exchange rate to float. The authors plan to calibrate both
monetary and real shocks and determine whether the model can produce
the moments that they find in the data on exchange rate and interest rate
fluctuations.

He also said that the paper focused on money demand shocks because
this was the easiest way to create an environment with a capital outflow and
a depreciation pressure on the currency. He asked the audience not to take
this aspect of the model very seriously.

Carlos A. Végh agreed with discussant Borensztein that the optimal pol-
icy choice should lie inside the triangle. He said that the model could be eas-
ily generalized (by introducing imperfect substitutability between domestic
and foreign assets) to have this result. On the issue of monetary shocks, he
pointed out that in this model shocks to money demand should be inter-
preted as portfolio shocks because the monetary aggregate in the model is
in the spirit of saving accounts.
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15.1 Introduction

The 1990s have witnessed several balance-of-payments crises. In contrast
to the crises of previous decades, in which government deficits took center
stage, these new crises have been twin currency and banking crises, in which
bank lending has taken center stage.

The blame for these new crises has been laid at the feet of the policies that
have been implemented in emerging markets during the last decade. Fre-
quently, financial liberalization and banks’ privatization have led to lending
booms and asset price inflation episodes that have resulted in crises. It has
been argued in some policy quarters that this has occurred because finan-
cial liberalization has been inevitably associated with bailout guarantees,
which have encouraged overinvestment and excessive risk taking.1 Further-
more, it has been suggested that fixed exchange rates have exacerbated the
problem by inducing agents to borrow in foreign currency on an unhedged
basis. This paper will question these views.

Even if we accept that bailout guarantees are the inevitable consequence
of financial liberalization and banks’ privatization, it does not follow that
the liberalization policies of the early 1990s were doomed to fail.2 I will ar-
gue that neither financial liberalization, the exchange rate regime, nor
bailout guarantees were the main villains; rather, the culprit was the lack of
an appropriate regulatory framework in the financial sector.

15
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In the course of my argument I will make a distinction between “sys-
temic” and “unconditional” bailout guarantees. The former are granted
only if a critical mass of agents defaults. The latter are granted on an idio-
syncratic basis whenever there is an individual default. I will argue that if
authorities can commit to granting only systemic guarantees, and if the
other parts of the regulatory framework work efficiently, then financial lib-
eralization policies will induce higher long-run growth in a credit-
constrained economy. In this environment, crises are thus not the inevitable
consequence of bad policy, but simply bad draws that need not happen. The
risk of bad draws is the price that must be paid in order to attain faster
growth in a credit-constrained environment. In contrast, if guarantees are
granted on an unconditional basis or if the regulatory framework is ineffi-
cient, the monitoring and disciplinary role of banks will be nonexistent.
Therefore, financial liberalization will simply lead to overinvestment and
corruption. Liberalization in such an economy will surely end in crisis.

This paper makes five main points. First, systemic bailout guarantees are
a second-best instrument to promote investment in emerging economies.
Severe enforceability problems make bank credit practically the only source
of external finance for firms in the nontradables sector. In this environment,
many profitable investment projects cannot be undertaken because agents
are credit-constrained. Guarantees promote investment because they ease
borrowing constraints and provide an implicit subsidy. In contrast to de-
posit insurance schemes, systemic bailout guarantees are only granted if a
critical mass of agents goes bust. Thus, they do not eliminate the monitor-
ing role of banks.

Second, risky debt plays a useful role in promoting investment. The sub-
sidy implicit in systemic bailout guarantees can be cashed in only if there
exist some states of the world in which there is a systemic crisis. In the ab-
sence of exogenous shocks that bankrupt many agents, there must be en-
dogenous expected volatility. Lending booms and risky dollar debt can gen-
erate this endogenous volatility by making the economy vulnerable to
self-fulfilling crises. Clearly, an economy might evolve along the transition
path without experiencing any crisis. In fact, the likelihood of crisis must be
small. Otherwise, systemic bailout guarantees might have the unintended
effect of drastically reducing productive investment.

Third, a consequence of the previous point is that if prudential regulation
tries to eliminate all risk in the banking system, it might block the invest-
ment-enhancing effect of systemic bailout guarantees. In contrast, a very
important role of prudential regulation is prevention of fraudulent activi-
ties. If not accompanied by a concurrent improvement in prudential regu-
lation, bank privatization and other reforms that improve the contracting
environment among private agents might not improve social welfare. This
raises the issue of why many emerging countries have failed to improve their
regulatory frameworks; I suggest that in some cases it has been due to po-
litical causes.
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Fourth, the forces that generate boom-bust cycles are independent of the
exchange rate regime. In particular, systemic bailout guarantees can induce
the adoption of risky debt structures in fixed as well as in flexible exchange
rate regimes. Guarantees may appear under different guises and need not
be explicit. The precise form the bailout takes will depend on the regime.
For instance, under fixed rates the bailout rate is mostly determined by the
amount of reserves authorities are willing to use in order to defend the cur-
rency. In contrast, in a pure floating regime the bailout may take the form
of direct transfers to agents.

Fifth, in the event of a crisis the amount of nonperforming loans in-
creases dramatically. If they are recognized, the most likely outcome is that
the government will have to take over the banking system, make a once-
and-for-all bailout payment, and incur a huge fiscal cost up front. This will
increase government debt and, probably, interest rates. On the other hand,
if only a small share of nonperforming loans is recognized, the up-front
bailout and fiscal cost will be low. However, this strategy might lead to ever-
greening and generate perverse incentives. Over time the problem might
grow and the credit crunch might last longer, as the experiences of Japan
and Mexico have shown.

The structure of the paper is as follows. The next section presents some
stylized facts. Section 15.3 presents the conceptual framework. Section
15.4, which is the main part of the paper, analyzes the issues raised above.
Finally, section 15.5 concludes.

15.2 Stylized Facts

Typically, during the 1990s crises were preceded by real exchange rate ap-
preciation and by lending booms, during which bank lending grew unusu-
ally rapidly.3 During these lending booms, emerging economies became
fragile because a significant amount of banks’ short-term liabilities were de-
nominated in foreign currency on an unhedged basis. Meanwhile, banks
lent mainly to firms in the nontradables sector. Much of this lending was
guaranteed by governments—at least implicitly.

Twin banking and currency crises often occurred in the absence of any
major external shock and came as a surprise to financial markets. In these
episodes, a small incipient reduction in capital inflows was followed by a
significant real exchange rate depreciation. Because debt was largely de-
nominated in foreign currency, the depreciation has induced widespread
bankruptcies and a collapse of new lending. In most countries, rescue pack-
ages were designed to support the banking system and to bail out foreign
lenders. Nevertheless, these countries still experienced sharp and long-
lasting credit crunches.
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A puzzling pattern is that the contraction in the growth rate of bank
credit that typically develops in the aftermath of crises is quite pronounced
and persistent. In contrast, although growth in aggregate GDP and in de-
posits declines initially, it recuperates rather quickly. This puzzle can be ex-
plained by two additional stylized facts, which we will emphasize through-
out this paper. First, the milder decline and faster recovery of aggregate
activity in the aftermath of a crisis masks an asymmetric performance be-
tween different sectors of the economy. Whereas tradables (T) sectors suffer
a very mild decline, nontradables (N) sectors suffer a very deep and persist-
ent recession.

Second, the banking system is typically strongly exposed to the N sector.
Because the real depreciation had a “balance sheet” effect mainly in the N
sector, entrepreneurial wealth in the N sector is drastically reduced. This, in
turn, keeps the growth rate of bank credit depressed, despite the fast re-
sumption of growth in aggregate gross domestic product (GDP) and de-
posits—that is, a credit crunch.

These stylized facts are illustrated in figures 15.1 through 15.3. These fig-
ures depict the evolution of the real exchange rate, bank credit and deposits,
GDP, and the ratio of nontradables to tradables production for six emerg-
ing economies: Argentina and Mexico, which suffered a crisis in 1995; Ko-
rea, Malaysia, the Philippines, and Thailand, which experienced a crisis in
1997; and Chile, which experienced a severe crisis in the early 1980s but not
during the 1990s, and so can be considered as a benchmark.

15.3 Conceptual Framework

In order to address the policy issues we have raised, it is necessary to un-
derstand the context in which policy rules were designed and the underlying
imperfections they were supposed to counteract. In order to do this, one
needs a conceptual framework that can explain the basic features of the
boom-bust cycles experienced by emerging economies during the 1990s.
This paper will use the model developed by Schneider and Tornell (2000) to
make such an evaluation.

To explain some of the stylized facts that we have described, “third-
generation” crises models have looked to financial market imperfections as
key fundamentals. The models are typically based on one of two distortions:
either bad policy, in the form of bailout guarantees, or bad markets, in the
form of an imperfection that induces balance sheet effects, such as asym-
metric information, or the imperfect enforceability of contracts.4 Schneider
and Tornell (2000) consider an economy that is simultaneously subject to
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these two distortions: systemic bailout guarantees and the imperfect en-
forceability of contracts. They show that the interaction of the two distortions
generates a coherent account of a complete boom-bust episode and explains
the stylized facts described in the previous section. Thus, this framework will
prove useful in addressing the policy issues the paper has raised.

This section presents some elements of the Schneider-Tornell model that
will be useful in addressing the policy issues raised in the introduction. The
model considers an economy with enforceability problems in financial mar-
kets that exhibits underinvestment, especially in the N sector. The intro-
duction of systemic bailout guarantees can increase investment and growth
by relaxing borrowing constraints. However, this comes at the cost of mak-
ing the economy vulnerable to self-fulfilling meltdowns. Systemic bailout
guarantees induce agents to switch from safe debt to risky foreign currency–
denominated debt, generating aggregate real exchange rate risk.

Consider an economy with a T sector and an N sector. Agents in the T
sector can be financed in international capital markets. In contrast, bank
credit is the only source of external finance for agents in the N sector.
Agents in the N sector demand T goods for consumption and produce non-
tradables using only nontradables as inputs according to a linear produc-
tion technology: qt � �It. Agents in the T sector are endowed with T goods
and consume both T and N goods.

In order to model the debt-denomination decision, allow N-sector agents
to issue either “risky debt” or “safe debt.” Risky debt is denominated in T
goods (foreign currency) on an unhedged basis, whereas safe debt is de-
nominated in N goods. Thus, it has no real exchange rate risk.

N-sector financing is subject to two distortions: enforceability problems
and bailout guarantees. Consider first an economy in which only enforce-
ability problems are present, as in standard financial accelerator models.
High enforceability problems imply that lenders will limit the amount they
lend regardless of what the interest rate is. As a result, the amount of credit
available to a firm will be determined by the level of its internal funds. If in-
vestment has a sufficiently high rate of return, an N-sector firm will borrow
as much as it can. As a result, the credit multiplier becomes an investment
multiplier. One can show that

(1) ptIt
s � ms(h) � wt ,

where wt is internal funds (denominated in T goods) of a representative N-
sector firm; pt � pt

N/pt
T is the inverse of the real exchange rate; ms(h) is the in-

vestment multiplier, which is decreasing in the degree of the enforceability
problem (indexed by 1/h); and It is physical investment by the N sector. Al-
though safe debt is more expensive than risky debt, in the presence of bank-
ruptcy costs, issuing safe debt is individually optimal. Thus, in the absence
of exogenous shocks, the economy will not exhibit fragility to meltdowns.
Under no circumstances will firms go bust.
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Let us introduce the second distortion: bailout guarantees. As mentioned
in the introduction, one should distinguish two types of bailout guarantees:
unconditional and systemic. The former are granted whenever there is a de-
fault by an individual borrower (e.g., deposit insurance), whereas the latter
are granted only if a critical mass of borrowers goes bust. Clearly, if all debt
were covered by unconditional bailout guarantees, then the enforceability
problem would become irrelevant and borrowing constraints would not
arise in equilibrium. Because a lender would be bailed out in the case of an
idiosyncratic default, he does not have incentives to limit the amount of
credit he extends to an individual borrower. Hence, in order for bailout
guarantees not to neutralize the effects of enforceability problems, and for
borrowing constraints to arise in equilibrium, it is necessary that some part
of banks’ liabilities be covered only by systemic bailout guarantees.

As we shall see, systemic bailout guarantees provide an implicit subsidy
that eases borrowing constraints. However, this subsidy can be cashed in
only if there are some states of nature in which a critical mass of borrowers
goes bust. In the absence of exogenous shocks that bankrupt a critical mass
of borrowers, the introduction of systemic bailout guarantees will have an
effect only if there is aggregate endogenous risk.

15.3.1 Bailout Guarantees and Risky Debt Denomination

The first main result is that the interaction of systemic bailout guarantees
and enforceability problems might generate aggregate endogenous risk.
This is because there is a self-reinforcing mechanism at work. On the one
hand, if there is sufficient real exchange rate risk, it is individually optimal
for an N-sector agent to issue risky T debt (i.e., borrow in foreign currency
on a short-term and unhedged basis). On the other hand, if many N-sector
agents gamble by denominating their debt in T goods, exchange rate risk
might be endogenously created, as the economy becomes vulnerable to self-
fulfilling meltdowns of the banking system. If the amount of T-denominated
debt is high, a real depreciation can severely squeeze cash flow or even
bankrupt banks altogether. Because they face binding borrowing con-
straints, they then must curtail lending to the N sector. Weak investment de-
mand from the N sector for its own products in turn validates the real de-
preciation. The systemic credit risk created by the banking system thus
induces endogenous exchange rate risk.5

Real exchange rate variability can make risky T debt cheaper than safe N
debt. As an illustration, suppose that tomorrow’s real exchange rate can
take on two values: an appreciated one that leaves every firm solvent ( p�t�1),
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and a depreciated one that makes a majority of N-sector firms go bust
( p

�t�1). Because lenders constrain credit to ensure that borrowers will repay
in the no-crisis state, it follows that in the no-crisis state debt is repaid in full
and there is no bailout. Meanwhile, in the crisis state there is bankruptcy,
and each lender receives a proportion F of what he or she was promised. Be-
cause the probability of crisis is 1 – �, interest rates on T goods–and N-
good–denominated debt (�t and �t

n, respectively) satisfy

(2) (1 � �t) [� � (1 � �)F ] � 1 � r,

(1 � �t
n) [�p�t�1 � (1 � �)p

�t�1F ] � 1 � r,

where r is the world interest rate. If we set F � 1, interest rates are given by

(3) 1 � �t � 1 � r,

1 � �t
n ��

�p�t�1 �

1

(

�

1 �

r

�)p
�t�1

�.

Because p�t�1 	 p
�t�1, we can see that T debt is cheaper than N debt for all pos-

itive bailout rates (F 	 0): the interest rate as well as the expected repay-
ments per unit debt is lower for T debt. We can see directly from equation
(2) that �t 
 �t

n. Because debt is repaid with probability �, expected repay-
ment per unit debt is �(1 � r)/[� � (1 – �)F ] for T debt and �(1 � r)/[� �
(1 – �)F p

��p ] for N debt.
The fact that T debt is cheaper than N debt does not imply that agents

will always be willing to issue T debt: T debt in the books might lead a bor-
rower to go bust. One can show that when there are no guarantees (F � 0)
it is optimal for an agent to choose a safe plan that never leads to bank-
ruptcy. However, if crises are rare events (� is large), bailouts are generous
(F is large), and there is enough real exchange rate variability

(4) �
�p�

p
t

t

�1
� 	 1 � r 	 h 	 �

�p
�
p
t

t

�1
�,

then it is individually optimal to choose a risky plan that leads to bank-
ruptcy in the crisis state. Because the bailout agency will pay part of the
promise in the bad state, it is desirable for an agent to shift as much of the
payment as possible into the bad state. This is achieved precisely by de-
nominating all debt in tradables. Because lenders must break even, switch-
ing from N to T debt always shifts some of the debt burden from the good
to the bad state, making the borrower better off.

An important implication of the preceding results is that systemic bailout
guarantees may alleviate the “underinvestment” problem usually associ-
ated with borrowing-constrained economies. They permit high leverage
with debt denominated in T goods and faster credit growth. As we have
seen, the presence of guarantees induces N-sector agents to issue T debt.
Because the real exchange rate is expected to appreciate in the no-crisis state
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(i.e., eq. [4] holds), this allows agents to reduce the expected value of debt
repayments, measured in terms of nontradables.6 This reduction, in turn,
permits agents to borrow more at each level of internal funds. Therefore, at
a given point in time, the investment multiplier is greater than that of an
economy that features only enforceability problems (ms). In fact, one can
show that in the presence of bailout guarantees (F 	 0) the value of invest-
ment by the N sector is

(5) ptIt � mr(h, F ) � wt, ms(h) 
 mr(h, F ) if F 	 0.

Thus, the N sector grows faster than it would if guarantees were absent.

15.3.2 Endogenous Real Exchange Rate Risk

When is it that the existence of T debt generates real exchange rate risk?
To answer this question, consider the determination of the equilibrium real
exchange rate (1/pt ). This price equalizes aggregate demand and the (prede-
termined) supply of nontradables (�It–1). The aggregate demand for N
goods has two components: the demand by the T sector, d T(pt), and the in-
vestment demand by the N sector for its own goods (It ). Thus, pt is deter-
mined by

(6) �It�1 � d T( pt) � It( pt, bt�1, bN
t�1),

where bt–1 and bN
t–1 are the amounts of T debt and N debt carried over from

the last period. Because at a given point in time supply is given, the key to
having multiple equilibria is a backward-bending aggregate demand curve.
This is impossible if N-sector firms have only N debt. In this case, price
changes lead to variations in both firms’ revenues and their debt payments.
In fact, profits (measured in nontradables) are completely insulated against
price movements. The upshot is that as long as firms are solvent, demand
slopes downward and there is a unique equilibrium real exchange rate.

Multiple equilibria are possible only if N-sector agents have T debt. In
this case, real exchange rate movements affect revenues but not the debt
burden. Thus, it becomes important to distinguish between insolvent and
solvent firms. For real exchange rates more depreciated than a cutoff level
1/pt

c, all N firms go bankrupt because revenues do not cover the debt bur-
den. As a result, internal funds collapse. Total demand in this range is
downward sloping. In contrast, for real exchange rates more appreciated
than 1/pt

c, a further real appreciation is accompanied by a more than pro-
portional increase in internal funds. The reason is that revenues increase the
debt burden remains the same. Equivalently, part of the debt burden mea-
sured in terms of nontradables is inflated away. Consequently, investment
demand increases.

It is apparent that if the balance sheet effect is strong enough to make
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aggregate demand “bend backward,” as in figure 15.4, multiple market-
clearing real exchange rates, and hence self-fulfilling twin crises, can exist.
With identical fundamentals, in terms of supply and debt, the market may
clear in one of two equilibria. In a solvent equilibrium (point B in fig. 15.4),
the price (the reciprocal of the real exchange) is high, inflating away enough
of firms’ debt (measured in nontradables) to allow them to bid away a large
share of output from the T sector. In contrast, in the crisis equilibrium of
point A, the price is low to allow the T-sector and bankrupt N-sector agents
with little internal funds to absorb the supply of nontradables. Expectations
determine which of these two points is reached. Fundamentals determine
only whether the environment is fragile enough to allow two equilibria.

15.3.3 Equilibrium Dynamics

We have seen that, in the absence of bailout guarantees, managers will
not be inclined to issue T debt. In the model, the only source of uncertainty
is the sunspot. Furthermore, multiple market-clearing prices, which are
crucial for a sunspot to matter, exist only if debt is denominated in trad-
ables. It follows that, in the absence of bailout guarantees, there cannot
be an equilibrium in which prices depend on the sunspot. Instead, in
economies without bailout guarantees, equilibria must be “safe,” and firms
are always solvent.

Consider now an economy in which systemic bailout guarantees are pres-
ent. Will the economy exhibit risky lending booms, which allow for faster
growth (financed by cheap T debt) but may end in self-fulfilling twin crises?
To address this question we need to establish the existence of sunspot equi-
libria along which crises can actually occur with positive probability (i.e., 1
– � 	 0).7 That is, we need to construct an equilibrium price process by mak-
ing the sunspot select among market-clearing prices, such that the resulting
return distribution encourages firms to issue enough T debt to validate the
price process.

Recall that there are two mechanisms at work. On the one hand, if there
is enough T debt, there are two possible market-clearing prices, of which the
lower price bankrupts firms and hence triggers a bailout. On the other
hand, agents will choose T debt if there is enough real exchange rate vari-
ability. The question is whether these two mechanisms can be elements of
one consistent dynamic story.

Suppose that the future demand for N goods is high enough that agents
will be able to repay their debts. Then one can prove that if bailouts are gen-
erous enough, initial funds of the representative agent are large enough, and
the horizon is long enough, then there exists a certain time interval in which
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the sunspot can matter and self-fulfilling crises can be anticipated. During
this time interval a crisis must be a rare event in order for an equilibrium to
exist.

Along the equilibrium path, as long as no crisis has occurred, there is a
self-reinforcing feedback between lending and real exchange rate apprecia-
tion, which explains the other stylized facts described in the previous sec-
tion. Because N goods are demanded for investment by the N sector itself,
both output and the relative price of nontradables increase during the
boom. Furthermore, because debt is denominated in T goods, a real appre-
ciation (a relative price increase) reduces the debt burden measured in terms
of nontradables. This increases N-sector agents’ cash flow. For constrained
agents, this translates into more lending through a balance sheet effect.
More lending, in turn, permits more investment in N goods. In order to
close the circle, note that if the investment increase is greater than the higher
output, the real exchange rate must appreciate in order to eliminate the ex-
cess demand for nontradables.

A crisis occurs when the bad state of the sunspot is realized. The result is
a real depreciation and widespread bankruptcies in the N sector. This de-
pletes the internal funds of the N sector. Thus, its investment drops and can
only gradually recover (due to the financial adjustment costs mentioned
above). At the same time, demand by the T sector jumps up. Again, this
highlights the asymmetric patterns followed by the N sector and the T sec-
tor.

To highlight the fact that, although systemic bailout guarantees might in-
duce faster economic growth by easing borrowing constraints, they increase
the likelihood of a crisis, consider two economies, A and B. The only differ-
ence between these economies is that A has systemic bailout guarantees.
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Then there is a sunspot equilibrium in which A and B behave identically up
to a certain time, after which the N sector in economy A grows faster and
exhibits higher leverage along the lucky path, as long as a crisis does not oc-
cur. However, A experiences a crisis and subsequent recession with positive
probability, whereas B does not.

15.3.4 Necessary Ingredients for Boom-Bust Cycles

A key point of Schneider and Tornell (2000) is that the interaction of con-
tract enforceability problems and bailout guarantees creates the fragility re-
quired for self-fulfilling crises. If there were no guarantees, firms would not
be willing to take on price risk to claim a subsidy. Costly enforceability of
contracts would still imply that the N sector could grow only gradually, and
balance sheet effects would play a role during the lending boom. However,
there would be no force that makes a boom end in a crisis. Alternatively,
if there were only guarantees but no enforceability problems, then there
would not be any balance sheet effects that make demand backward-
bending, a necessary condition for a sunspot to matter.

Lending booms that feature fragility cannot occur in just any economy
with bailout guarantees and enforceability problems. It is also necessary to
have a future increase in the demand of the T sector for nontradables. Oth-
erwise, the N sector would not be able to repay the accumulated deficits it
runs during the lending boom. Backward induction then indicates that the
sequence of returns that supports the lending boom would collapse. This
suggests that the boom-bust episodes are more likely to occur during a tran-
sition period (for instance, following a far-reaching reform or a natural re-
source discovery).

Even during a transitional period, the likelihood of a self-fulling crisis is
not a free parameter. If crises were not rare events, either borrowing con-
straints would not arise, or they would not be binding in equilibrium if they
did arise. In either case, credit would not be constrained by internal funds,
and balance sheet effects would not exist in equilibrium. Clearly, if this were
the case, crises could not occur. If the probability of crises is not small
enough, enforceability problems do not generate borrowing constraints.

15.4 Policy Evaluation

An emerging economy is an economy in which the future is much
brighter than the present but profitable investment projects cannot be un-
dertaken because the private sector is small (i.e., entrepreneurial wealth is
low) and the amount of external financing is severely limited. The reforms
of the late 1980s liberalized trade and financial markets in many emerging
markets. These reforms also significantly reduced the role of the state in the
economy. Suddenly, the future looked much brighter than before, and the
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private sector much smaller than was desirable. Unfortunately, legal and ju-
dicial reform could not be implemented as easily as the other reforms. As a
result, many of the institutions that support the provision of external fi-
nance in developed economies did not flourish in emerging markets.

The policy problem then became one of better promoting the fast devel-
opment of the private sector in an environment in which external finance to
the domestic sector is constrained by internal funds of firms, and credit and
investment are too low relative to investment opportunities. One is tempted
to say that if a government had had the appropriate information and cor-
rect incentives, the optimal policy would have been to transfer resources to
those in the population with better entrepreneurial skills and to let them
make the investing decisions. Of course, we now know that this is wishful
thinking. After many failed experiments of this sort during the last century,
we now know that either governments do not posses the appropriate infor-
mation, or crony capitalism and rampant corruption take over.

Since direct made-to-measure government transfers are not feasible, dur-
ing the 1990s governments had to design second-best policies to foster the
development of the private sector. Many countries made the decision to pri-
vatize the banks and allow them to be the means through which resources
would be channeled to the nascent private sector. The issues described in the
introduction should be analyzed from this perspective.

If financial liberalization and bank privatization are implemented in a
context of unconditional bailout guarantees and a lax regulatory frame-
work, then they will clearly lead to corruption and crisis. However, if ap-
propriate regulation is put in place and authorities are committed to grant
bailouts only in a systemic fashion, then one might argue that, when taking
into consideration the distortions that exist in emerging markets there is
a sense in which these policies are second-best instruments for fostering
the private sector’s growth. We would like to emphasize that we are not
defending some policy measures that simply mask corruption. Those are
clearly indefensible.

Consider the two-sector economy described in section 15.3. Firms in the
T sector can easily obtain financing in international capital markets, either
because they can pledge their export receivables as collateral or because
they are closely linked to firms that can secure their debt. In contrast, firms
in the N sector must rely more heavily on domestic bank credit. Further-
more, because emerging markets face acute enforceability problems, firms
in the N sector face severe borrowing constraints that limit their ability to
undertake profitable projects. As a result, the growth rate of the economy is
kept below its potential. It follows that a policy maker whose objective is to
maximize social welfare must design second-best policies that will ease bor-
rowing constraints and increase investment in the N sector. Because the N
sector and the T sector compete for productive resources, and because any
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policies to support the N sector have implicit fiscal costs, the optimal sup-
port level for the N sector cannot be arbitrarily large.8

15.4.1 Policies During a Boom

Systemic versus Unconditional Bailout Guarantees

We have seen that in the presence of severe enforceability problems in fi-
nancial markets, credit is constrained by internal funds. As a result, prof-
itable investment projects will not be undertaken, especially in the N sector.
Thus, over the medium run, growth will be significantly lower than its po-
tential. This indicates that systemic bailout guarantees might actually play
a socially beneficial role. Systemic bailout guarantees provide an implicit
subsidy that reduces the cost at which firms can fund themselves and in-
creases the credit multiplier. This increases investment and growth at each
level of internal funds. In the absence of better instruments to promote in-
vestment and growth of the N sector, systemic bailout guarantees are a sec-
ond-best instrument for making transfers to this sector. We would like to
emphasize that this mechanism uses the information and monitoring ca-
pacity of banks.

Consider the generosity of bailout guarantees (F ) as the policy instru-
ment.9 An increase in F induces an increase in the investment multiplier in
equation (5), which in turn leads to a higher growth rate of the N sector.
Therefore, in an emerging economy it is optimal to set F higher than zero in
order to reduce the underinvestment problem. However, there are tradeoffs.
First, the greater F is, the greater the contingent fiscal cost; second, the
greater F is, the greater the share of resources allocated to the N sector at
the expense of the T sector. Therefore, the level of F should not be set too
high. There is an interior optimum.

Three points should be emphasized. First, if banks in a given country
play no monitoring role and are prone to fraud, systemic bailout guarantees
will not be socially beneficial. Second, systemic bailout guarantees do not
curtail the discipline faced by either individual banks or firms, because they
are granted only if a critical mass of agents defaults. At the same time, sys-
temic bailout guarantees generate an investment subsidy only if the banks’
portfolios are risky, that is, only if there exist states of nature in which there
is systemic crisis. In the absence of large exogenous shocks, this means that
some risk must be endogenously generated by the banking system in order
for guarantees to be effective in promoting investment (the paper addresses
this issue below). Third, systemic bailout guarantees imply that the govern-
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ment can credibly commit not to bail out individual agents in the case of
idiosyncratic default.

The experience of Mexico during the 1990s illustrates, in a rather sharp
manner, the policy dilemma faced by reformers. Several critics have pointed
to the “false rosy expectations” generated by the government in the early
1990s and the promises of bailout guarantees as the culprits in the Tequila
crisis. Certainly, in hindsight this is true, a policy maker would say. How-
ever, at that time the policy seemed a sensible one. It was a way to avoid low
growth and bottlenecks in the N sector that would otherwise have limited
the overall future growth of the economy. Moreover, from a political stand-
point the development of the private sector encouraged by the policy had
the added virtue of creating new power bases that would block attempts by
statist groups to return to the old ways. It was a way to ensure the continu-
ity of the reforms.

An important issue has not yet been discussed is unconditional bailout
guarantees, which are granted whenever an individual debtor defaults. De-
posit insurance is a prime example. If all guarantees were unconditional,
the discipline in the banking system would disappear and guarantees would
not play the investment-promoting role described above. However, if un-
conditional bailout guarantees are granted to small bank depositors, they
may play a socially beneficial role. This policy avoids bank-runs generated
by burgeoning rumors but does not impinge negatively on the market disci-
pline faced by an individual bank because small depositors typically have
very little information regarding the bank’s portfolio. As is the case in the
United States, market discipline should be imposed by noninsured bank
debt, the interest rate of which should serve as an indicator of a bank’s
health.

The Role of Risky Dollar Debt

As mentioned above, systemic bailout guarantees have only investment-
enhancing effects in the presence of risk. In the absence of large exogenous
shocks, some endogenous volatility must be present if the policy is to be
effective. Therefore, outlawing risky dollar debt could undo the investment-
enhancing effects of systemic bailout guarantees. Thus, if the conditions of
a country call for bailouts as a second-best policy to promote the growth of
the private sector, then risky debt (or another way to generate endogenous
volatility) must also be allowed. Of course, this does not mean that banks
should be allowed to have outrageously risky portfolios. It merely means
that a naive policy of outlawing risky dollar debt is not correct from a nor-
mative perspective.

Because systemic bailout guarantees can only be cashed in states of the
world in which a critical mass of borrowers goes bust, they are effective in
increasing investment only if an important sector of the economy is vulner-
able to a meltdown. It is only during such a meltdown that the bailout
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agency makes payments to lenders. Thus, the expected value of the subsidy
is determined by the likelihood of the crisis and the generosity of the
bailout. The greater the expected value of the subsidy, the lower the interest
rates that lenders are willing to accept. Clearly, bank portfolios cannot be
outrageously risky, because the likelihood of crisis must be quite small in or-
der for the mechanism identified in this paper to be operative. Otherwise,
firms would not find it profitable to borrow and invest in the first place!
Note, however, that small is not the same as zero. In the absence of major
exogenous shocks, fragility must come from within the system. This is pre-
cisely the role of risky debt denomination. As explained above, if a major-
ity of borrowers has unhedged debt, the economy as a whole can become
vulnerable to self-fulfilling crises. Furthermore, dollar debt is a wonderful
coordinating device, because it can be observed by others. It plays the same
role as the real-estate buildup on an uninsured basis in catastrophe-prone
areas. The principle that “if everyone else does it, then I am safe” reigns.

From a positive perspective, it is also impossible to outlaw dollar short-
term debt. Many firms need such debt in order to carry out their interna-
tional transactions. Because it is impossible to distinguish what part of dol-
lar debt is used by a given firm to finance international transactions, it is not
feasible to enforce a law that forbids dollar debt for uses other than inter-
national trade. This lesson has been painfully learned by many countries
that have tried to implement dual exchange rates and then were faced with
rampant misinvoicing of imports and exports.

In conclusion, the degree of banks’ and firms’ portfolio riskiness should
be strictly regulated. However, risky debt should not be outlawed altogether.
It is neither socially optimal nor practically implementable.

The Role of Lending Booms and Asset Price Inflation

During a lending boom credit grows unusually fast, and, as many ob-
servers have pointed out, monitoring effectiveness declines. Thus, it is less
likely that unprofitable and white elephant projects will be detected and
stopped. At the same time, firms in emerging markets have a very low level
of external finance, especially in the N sector. Thus, a lending boom is a
mechanism by which faster growth can be attained. In fact, the lending
boom is a transitional phase ignited by deep economic reforms that make
the future much brighter than the present.

Stopping a lending boom, as for example by increasing reserve require-
ments, would interrupt the policy of promoting the growth of the private
sector. However, allowing the lending boom to continue unchecked in-
creases the debt burden of the economy, which makes it more vulnerable to
crises. Hence, it is not clear ex ante at which point a lending boom should
be stopped.

It is interesting to note that although crises typically are preceded by
lending booms (Tornell 1999), the converse is not true. Gourinchas, Lan-
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derretche, and Valdes (2001) find that for a large panel of countries the
probability that a lending boom will end in a crisis is quite small. That is, in
the majority of cases, lending booms end with soft landings. Furthermore,
theoretically lending booms can only develop if the probability of crisis is
small, and they are expected to end with a soft landing if they last long
enough (see Schneider and Tornell 1999, 2000).

Clearly, India has not experienced lending booms of the magnitude as the
ones experienced by Korea. Moreover, India has not suffered currency
crises as deep as those endured by Korea. Certainly, this does not mean that
over the last half century the Indian economy has performed better than
Korea’s. Of course, in hindsight, Korean performance could have been im-
proved on the margin. However, we should beware of fine-tuning policies
designed to look great ex post.

Prior to several crises it has been observed that some assets, such as real
estate, experience a steep price inflation, which is followed by a price col-
lapse at the time of crisis. Because real estate is used as collateral, there is a
close link between lending and asset price inflation during a boom. Thus,
implementing policies that would stop asset price inflation will also reduce
the growth of credit. Clearly, it might be dangerous to leave asset price in-
flation unchecked. However, some degree of inflation might be desirable as
a tool to ease borrowing constraints.10

What Are the Effects of Reforms That Improve the 
Contracting Technology in Financial Markets?

During the last decade several countries privatized their banks, liberal-
ized their financial markets, and implemented legal reforms that facilitated
contracts between private agents. Unfortunately, in several cases these re-
forms have led to an increase in fraud instead of economic growth (see Tor-
nell 2000). The lack of a concurrent improvement in prudential regulation
is often cited as being responsible for this lackluster outcome. Given that
the regulatory framework cannot be improved by decree, the question arises
as to whether such reforms should be implemented regardless of the regu-
latory framework.

To address this issue it is important to note than there is a nonlinearity in
the relationship between the degree of contract enforceability and the de-
sirability of financial-sector reforms. This paper will argue that such re-
forms are socially beneficial only if contract enforceability is very low or if
the reforms are radical enough to eliminate balance sheet effects.

An improvement in the financial markets’ contracting technology has the
effect of increasing credit at each level of internal funds. In terms of equa-
tions (1) and (5), it means a reduction in the parameter h and an increase in
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the investment multipliers ms and mr. In the extreme case, if contracts are
not enforceable and the legal system is nonfunctional, it will be almost im-
possible for creditors and lenders to establish a bilateral debt agreement.
With certainty, borrowers would divert funds and default. As a result, credit
to the N sector will be almost nil, and the economy will not be fragile to
crises. In this environment the introduction of systemic bailout guarantees
would obviously not induce greater investment, as suggested in the previ-
ous section. Thus, in these extreme circumstances, privatization of the
banking system and reforms that improve the contractual environment are
clearly socially beneficial.

Consider now the other extreme, in which it is possible to implement le-
gal reforms that reduce the enforceability problem to such a level that even
small firms in the N sector may enter into bilateral agreements with foreign
lenders. Clearly, in this extreme case, borrowing constraints will not be an
issue. As a result, firms could borrow up to the level determined by prof-
itability and technological conditions. Therefore, it is socially beneficial to
bring the enforceability of contracts to a level where the majority of do-
mestic firms and banks do not face borrowing constraints. Moreover, if this
were the case, there would be no role for systemic bailout guarantees. Even
if they were put in place, they would be irrelevant!

However, what if contract enforceability (h) is at an intermediate level?
Would privatization and financial reforms that improve private contracting
unambiguously be socially beneficial? The answer is no. A concurrent im-
provement in prudential regulation is essential. Recall that it is not socially
optimal to increase credit to the N sector indefinitely at the expense of the
T sector. There is an interior optimum. Taking as given the generosity of
bailouts (F ), an improvement in contract enforceability (1/h) eases borrow-
ing constraints and increases the credit multiplier. However, it does not
eliminate borrowing constraints and balance sheet effects altogether. As a
result, such an improvement in private contracting might induce more
fragility than is socially desirable. Clearly, if one could fine-tune the gen-
erosity of bailout guarantees, one could envision some tradeoff. Unfortu-
nately, systemic bailout guarantees are more often than not determined by
political forces. Either they exist or they do not.

Another way of stating this argument is that, after some point, a further
improvement in contract enforcement will only serve to permit borrowers
and lenders to better collude in ripping off the bailout agency and tax pay-
ers. Instead of enhancing the rate of growth of the economy, it will simply
facilitate the adoption of white elephant investment projects that mask
theft, or it might make it easier to design fraudulent lending schemes. If not
accompanied by improvements in the regulatory framework, reforms that
simply improve contractual arrangements marginally might have the un-
intended effect of fostering crony capitalism.

724 Aaron Tornell



The Role of Prudential Regulation

The previous discussion highlights the need to improve prudential regu-
lation concurrently with privatization and financial reforms. There are two
levels at which the regulatory body should act. First, it should ensure that
the banking system does not undertake more risk than is socially desirable.
As discussed in the previous section, a risky debt profile might be necessary
in order for the subsidy implicit in systemic bailout guarantees to have the
desired effect of increasing credit and investment. However, this does not
mean that anything goes. Appropriate regulation must determine the fi-
nancial ratios in accordance with the situation of a given country. Blindly
applying the Basel accord requirements does not make sense, because the
level of riskiness induced might be greater than is appropriate for the coun-
try in question.

The second level at which the regulatory body should act is in minimiz-
ing the extent of fraudulent schemes and the adoption of white elephants.
The more efficient the regulatory agency is in blocking these manifestations
of crony capitalism, the more likely it is that systemic bailout guarantees
will induce fast and sustainable economic growth, and the greater the social
payoff associated with reforms that improve contractual enforceability.
In the absence of a strong and independent regulatory agency, it becomes
important to consider whether the ownership of banks should be strictly
separated from ownership of industrial corporations. We will discuss this
below.

Reforms that permit better bilateral private contracting should go hand
in hand with improvements in regulatory capacity. However, it seems that
here lies one of the greatest bottlenecks faced by emerging markets. More
often than not, regulatory agencies fall prey to those they regulate. We now
know that this is a political distortion that cannot be eliminated by decree.

In the case of banks, at the time of privatization a significant part of de
facto nonperforming loans are passed on to the new owners. These invisible
nonperforming loans typically reflect past hidden fiscal deficits or political
payoffs. At the time of privatization, it is politically expedient not to recog-
nize them and to pass them on to the new owners. This has two implications.
First, the true capitalization of the newly privatized banks is lower than
what the standard ratios indicate. Second, if the privatizers are also the reg-
ulators, there is a strong reason for regulators to oversee some future mal-
practices of the banks: bankers help regulators hide some nonperforming
loans to begin with. Both implications make it more likely that the recently
privatized banking system will engage in excessively risky lending and even
in fraudulent activities.

Even if the capture of regulatory agencies is not a issue, one must still
worry about regulatory forbearance and evergreening. Regulators have in-
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centives to consider the negative shocks that hit banks’ balance sheets as be-
ing more transitory than they actually are. Doing so avoids forcing banks
either to recapitalize or else seek fiscal resources to cover the gap. Because
such actions are politically costly, it is always better to ignore the problem
at least for the time being. Thus, with the acquiescence of regulators, banks
capitalize the past-due interest of de facto nonperforming loans. These
loans now become evergreen accounts. Obviously, this is an explosive situ-
ation: the capitalization of banks will have to be confronted at some point
in the future. In more perverse situations, evergreen accounts reflect politi-
cal favors to specific powerful groups.

The Federal Deposit Insurance Corporation Improvement Act (FDI-
CIA) implemented in the United States in 1991 has several elements that
might be effective ways to improve the regulatory framework in emerging
markets. This law makes sanctions to banks mandatory and thus lessens po-
litical pressure on regulators. It also includes a prompt corrective action
clause, according to which a bank’s problems must be solved before effective
capital becomes negative. Sanctions are applied in stages that depend on the
level of effective capital. These sanctions include restrictions on dividends
payouts, limits on assets’ growth, and the revocation of management rights.
Furthermore, new capital must be injected by owners before effective capi-
tal becomes negative. With this law, the resolution of a bank does not imply
fiscal costs. International organizations could focus attention on this area.

The Role of Foreign Banks

During the last decade, the share of the domestic banking system owned
by foreigners has increased spectacularly. The accepted wisdom is that for-
eign ownership of banks brings three main benefits to an emerging market.
First, foreign banks improve the banking practice and increase know-how.
Second, since the size of the private sector in emerging markets is too small
to permit such a separation, the existence of foreign banks makes it easier
to separate ownership of banks from ownership of industrial corporations.
As we discussed earlier, in the presence of a weak regulatory framework this
separation might reduce the likelihood of fraudulent schemes between
lenders and borrowers.

Third, in case of a systemic crisis, parents of foreign subsidiaries will in-
ject the resources necessary to withstand a run. Note, however, that in gen-
eral foreign subsidiaries are legally separate entities from the parents. Thus,
subsidiaries can declare themselves bankrupt during a crisis without affect-
ing the parent company. Reputation considerations are frequently invoked
to defend the notion that resources would be transferred by the parent in
case of a crisis. This argument is far from obvious, because in case of a sys-
temic crisis all parent banks can refuse to support their subsidiaries (by in-
voking some sort of force majeure clause) without losing reputational cap-
ital vis-à-vis the other major international banks.
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Bailout Guarantees and the Exchange Rate Regime

Systemic bailout guarantees can be implemented in several ways. The
particulars will, of course, depend on the exchange rate regime. A nice fea-
ture of Schneider and Tornell’s framework is that the effects of guarantees
and the forces that generate boom-bust cycles are independent of the ex-
change rate regime or monetary policy rule. This feature permits us to study
how guarantees affect the economy under different regimes.

With fully flexible exchange rates, the mechanism is literally the same as
the one considered in section 15.3. If agents are highly leveraged and have
risky dollar debt, the economy is vulnerable to self-fulfilling crises in which
there is a severe real depreciation, and several agents in the N sector, suffer-
ing from balance sheet effects, are unable to repay their debts. As a result,
creditors are paid a proportion F of the contracted payment. This bailout
payment can be financed by an international organization or by an increase
in future taxes to the rest of the economy. The real depreciation can arise by
either a nominal depreciation, a change in nominal prices, or a combination
of both.

Consider the other extreme of a fixed exchange rate regime. In the case of
an attack the central bank can defend the currency by either running down
reserves or increasing the interest rate. If the attack is successful, the reduc-
tion in reserves constitutes a bailout payment to bank creditors that with-
draw their funds and convert them into foreign currency. Thus, any defense
policy has associated with it a bailout rate F. Clearly, the bailout rate need
not be 100 percent, because reserves might not suffice to cover all the liabil-
ities of the banking system. We should add that the bailout can be comple-
mented by an explicit transfer, as in Mexico during the Tequila crisis. Again,
the real depreciation can come about through a combination of a nominal
depreciation and a change in nominal prices.

In the real world we observe a mixture of both regimes. However, it
should be clear that the forces at work are essentially the same in both
regimes.

15.4.2 Policy in the Aftermath of Crisis

Bailing Out Borrowers versus Bailing Out Lenders

Once a crisis has erupted and a severe real depreciation has taken place,
the main objective should be to contain the meltdown and to minimize the
number of bankruptcies, because inefficient bankruptcy procedures gener-
ate deadweight losses. Productive assets are inefficiently liquidated, and hu-
man capital networks are destroyed. Furthermore, reputational capital in
credit markets, which takes a long time to build, is destroyed (Wyne 2000).

Typically, bailouts are granted to lenders, not to borrowers. However,
bailing out lenders does not save borrowers from being decapitalized and
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suffering bankruptcy. Therefore, despite the occurrence of generous
bailouts, credit crunches have developed in the aftermath of crises during
the 1990s. This has been reflected in three regularities. First, depositors’
bank runs have seldom been observed in the crises of the 1990s. Second, in
the aftermath of crises the growth rate of bank loans has typically remained
below the growth rate of deposits. Because the value of collateral collapses,
banks shift their portfolios toward others assets, such as government secu-
rities. Third, the interest rate spread has typically remained above its pre-
crisis level after GDP growth has returned to its trend.

Ex post, extending some type of bailout to borrowers might avoid bank-
ruptcies and ameliorate the credit crunch. This policy, however, might not
be possible to implement because the fiscal cost might be enormous. Fur-
thermore, it has perverse incentives effects. First, many borrowers that have
the ability to pay might simply refuse to do so. Because it is extremely diffi-
cult to distinguish liquid and illiquid borrowers during a generalized crisis,
it is basically impossible to implement a borrowers’ bailout policy that dis-
criminates among different types of borrowers. Second, market mecha-
nisms might be blocked, as borrowers and lenders might delay the resolu-
tion of certain loans.

Piecemeal versus All-at-Once Bailouts

In the aftermath of a crisis the share of nonperforming loans increases
spectacularly. Both regulators and banks have incentives to underreport the
true share of nonperforming loans. This way, bank owners need to inject
less capital, and the government needs to spend less fiscal resources up
front. In contrast, reporting the true nonperforming loans might force a
takeover of several banks by either the government or other banks. As a re-
sult, bank owners will lose their franchises, and government officials will
face political criticism for their failure to regulate the banking system ap-
propriately.

Thus, bankers and regulators have incentives to believe that negative
news is more transitory than it actually is and to make predictions about the
banks’ portfolios that are more optimistic than is warranted by the facts.
The effect of this misperception is an evergreening of banks’ balance sheets.
That is, there is a tendency for banks to classify as performing those loans
that are actually never going to be repaid and for regulators to turn a blind
eye to this mistake. The problem with evergreening is that it generally leads
to an increase in the share of nonperforming loans over time. This is be-
cause interest is not repaid and because banks have incentives to undertake
very risky projects that might have negative expected net present value.
Banks might even have incentives to extend outright fraudulent loans.

Evergreening has two negative effects on the economy as a whole. First,
the fiscal cost of the bailout grows over time, and it might even grow faster
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than GDP. Second, the credit crunch suffered by small nontradables firms
will be deeper and more persistent, because banks will have more incentives
to engage in risky activities than to lend to firms with low internal funds
(Krueger and Tornell 2000 analyze the Mexican case).

The alternative policy is to recognize at once all nonperforming loans.
Because it is unlikely that bank shareholders will be able to come up with
the necessary capital, the government will have to take over all the liabilities
of the banking system. This policy implies that government debt must in-
crease by several percentage points of GDP in a single year. This is politi-
cally very costly. However, the evergreening alternative is likely to be more
costly socially, as the experience of Japan and Mexico has shown.

Interest Rate and Exchange Rate Responses to Crises

In the standard Mundell-Fleming model, when there is a capital outflow
the needed improvement in the current account can be attained with a real
depreciation and with no output costs. According to this view, a deprecia-
tion induces a shift of resources from the N sector to the T sector and makes
the economy more competitive in world markets. As a result, growth re-
sumes quite rapidly after the depreciation.

The Mundell-Fleming framework and traditional balance-of-payments
crisis models are not appropriate for explaining these new boom-bust
episodes because the banking system plays no essential role in these mod-
els. Once we move into a world in which bank lending is essential and debt
is denominated in foreign currency, the traditional policy recommendation
becomes invalid. As we have seen, allowing the real exchange rate to depre-
ciate in order to close the external gap has perverse effects. Because domes-
tic firms have dollar-denominated debt but revenues denominated in do-
mestic currency, a real depreciation will make some domestic firms unable
to repay their debts and bankrupt them. This, in turn, will make the prob-
lem even worse. Capital flight will increase, the real exchange rate will de-
preciate even further, and more firms will go bust. This vicious circle will
generate a meltdown of the domestic sector of the economy.

In this situation an increase in interest rates might not be such a bad idea,
but does it actually work? It is unclear from both an empirical and a con-
ceptual perspective. In a sample of seventy-five countries over the period
1960–97, Kraay (2000) finds no evidence that interest rates systematically
increase during failed speculative attacks, nor that raising interest rates in-
creases the probability that an attack will fail. Basurto and Gosh (2000) find
that, for the case of Indonesia, Korea, and Thailand in the aftermath of the
1997 crisis, there is little evidence of a perverse effect of a monetary tight-
ening on the exchange rate.

From a conceptual perspective, an interest rate hike is effective in stem-
ming a crisis only if such an increase does not bankrupt a critical mass of
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firms. If a critical mass of firms goes bust because the firms are unable to
meet their debt service, then the investment demand will collapse and the
real exchange rate will have to depreciate in order to clear the market for
nontradables. The end result will be the same as that described above.

In contrast, if an interest rate hike simply induces a reduction in absorp-
tion but does not induce generalized bankruptcies, then an immediate cri-
sis might be avoided. The question then arises as to whether the time of
reckoning will not simply be pushed forward. Will higher domestic interest
rates simply induce foreign investors to exploit arbitrage opportunities dur-
ing a short period until central bank reserves are depleted? Will higher do-
mestic interest rates make several firms insolvent and lead them to bank-
ruptcy in the near future? It is necessary that the answers to these questions
be in the negative in order for an interest rate increase to avoid a crisis.
Clearly, the specific situation of a country will determine the correct mix of
exchange rate depreciation and interest rate increase.

15.5 Conclusions

This paper has argued that even if bailout guarantees are an inevitable
consequence of financial liberalization and bank privatization, it does not
follow that the liberalization policies of the late 1980s and early 1990s were
doomed to fail. We argue that financial liberalization policies can induce
higher long-run growth if they are accompanied by an appropriate regula-
tory framework.

The reforms of the late 1980s liberalized trade and financial markets in
many emerging markets. These reforms also significantly reduced the role
of the state in the economy. Suddenly, the future looked much brighter than
before, and the private sector much smaller than was desirable. Unfortu-
nately, legal and judicial reform could not be implemented as easily as the
other reforms; as a result, many of the institutions that support the provi-
sion of external finance have not yet developed in emerging markets. There-
fore, most firms in these economies have been severely credit constrained.

The introduction of systemic bailout guarantees into such credit-
constrained economies eases borrowing constraints and permits higher in-
vestment and higher growth. However, this comes at the cost of higher vul-
nerability to crises, because systemic bailout guarantees induce agents to
adopt risky debt profiles. In fact, systemic bailout guarantees lead to higher
growth only if the economy becomes vulnerable to crises, so that there exist
some states of the world in which the implicit subsidy can be cashed in. It is
important to note that the likelihood of a crisis must be small in order for
investment and growth to increase.

Clearly, not every bailout-guarantee scheme will lead to higher growth. It
is essential that authorities can commit to refrain from granting bailouts on
an idiosyncratic basis. Furthermore, an efficient regulatory framework
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must be in place to ensure that banks perform their monitoring and screen-
ing role efficiently and to avoid corrupt banking practices.
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Comment Charles W. Calomiris

Aaron Tornell’s paper might be retitled “Learning to Love Twin Crises.” In
essence, Tornell derives conditions under which government policies that
promote anticipated bailouts, moral hazard in lending, and credit-driven
boom and bust cycles might be better than a laissez-faire policy of benign neg-
lect. The essential idea of the paper—that imperfect capital markets can pro-
vide a rationale for bailouts—is not entirely new. Economists and politicians
frequently defend bailouts on the static, ex post grounds that in the presence
of imperfect capital markets, bank failures and a collapse of corporate bal-
ance sheets make it very hard for efficient capital allocation to occur. The
logic of this static approach runs as follows: Firms with positive net present
value projects may be in scarce supply. If those firms are not creditworthy (be-
cause of their high postcrisis debt burdens or because the insolvent or weak-
ened banks on which those firms must rely for credit cannot themselves raise
funds), then efficient financing of positive net present value projects may not
occur. Bailouts that relax credit constraints on borrowers or their banks thus
have a positive side: they keep funds flowing to efficient users that otherwise
would not receive funding (in the absence of government interventions).1

Tornell’s analysis, which is founded on Schneider and Tornell (2000),
however, is more interesting than the standard ex post, static argument for
bailouts, for several reasons. First, he makes explicit the role of hard cur-
rency borrowing and nontradable goods in connecting intrinsic macroeco-
nomic risk and financial fragility in developing countries. Second, Tornell’s
focus is on ex ante bailout policy. He argues that a policy of anticipated
bailouts may be desirable because it promotes greater lending before the cri-
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sis. Third, while many advocates of bailouts neglect or underestimate the
role that bailouts play in causing crises, Tornell, in contrast, assumes that
bailouts will be anticipated and that bailout policies themselves will cause
twin crises to occur. The novelty of Tornell’s paper is that it shows that,
notwithstanding the fact that bailouts cause and are known to cause costly
twin crises, anticipated bailouts may still be worthwhile as a “second-best”
means of addressing capital market imperfections.

Let me begin by commenting on the proposition that bailout policies
cause twin crises to occur in developing economies. The primary mecha-
nism linking banking collapse and currency collapse (the two elements of
twin crises) operates through the effect of bailouts on government debt bur-
dens and the resulting pressure to increase the supply of money. Govern-
ment payments to failed financial institutions can so weaken government
finances that the only viable currency policy in the wake of a bank bailout
is depreciation. A secondary linkage (which I will return to below) is also
important: currency markets are a convenient means for desperate banks to
take on risk as a resurrection strategy. As the economy weakens, insolvent
or weak banks increase their exposure to exchange rate risk intentionally on
the off chance that depreciation can be avoided (an outcome that would de-
liver substantial profit to them). Protected banks’ and firms’ decisions to in-
crease their exchange rate risk exposure in the presence of bailouts also in-
crease the potential fiscal costs of twin crises.

Historical evidence clearly supports the view that foreseeable bailouts,
and the fiscal links that connect bank risk and exchange risk, cause severe
twin crises. In the past two decades, government protection of failed banks
has been nearly ubiquitous. At the same time, there have been scores of twin
crises throughout the world. That experience has been unprecedented. For
example, in the three decades prior to World War I, anticipated bailout
policies were very rare, as were twin crises, and the countries that experi-
enced a simultaneous collapse of banks and exchange rates during the pre-
World War I era were precisely those that had established bailout policies.2

Argentina in 1890 is the clearest historical case in which a twin crisis was
caused by an anticipated bailout in the wake of an adverse terms-of-trade
shock. State-guaranteed, bank-issued mortgages (cedulas) were traded in
the London capital market in the years before the crisis and enjoyed essen-
tially the same yield as Argentine government debt. Banks profited by bor-
rowing at the government rate and lending at higher interest rates (thus
pocketing the difference). The spread earned by the lender increased with
the riskiness of the mortgage and thus encouraged lenders to originate risky
mortgages. The exchange rate collapse during the Argentine crisis of 1890
reflected the magnitude of increased government debt as the holders of gov-
ernment guarantees sought relief from the government.
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In Italy in 1893, the simultaneous failure of banks and depreciation of the
currency similarly reflected the fiscal costs the government bore from pro-
tecting the banking sector. The extent of promised protection in Italy was
less than in Argentina, and the extent of banking and exchange rate collapse
was also less. In other countries (e.g., Australia in 1893 and Russia and Nor-
way in 1900–91), substantial banking collapse occurred with few or no gov-
ernment bailouts of banks, and exchange rates remained fixed.

An interesting feature of the Tornell paper is the distinction it draws, in
theory, between conditional bailout policies (state-contingent policies that
address credit-market imperfections) and unconditional bailouts. Tornell
shows that the economic benefit of bailouts is to reduce the contractionary
effect of system-wide risk on the supply of credit in developing economies.
There is little ex ante gain from providing bailouts for individual firms dur-
ing normal times, and therefore firms and banks that fail during normal
times should not be protected.

How could Tornell’s state-contingent rule be implemented? In theory,
one could come close with a two-part policy that (a) insures bank deposits
(and perhaps even some of bank stock value, by putting in place a policy of
state-contingent government recapitalization of failed banks, as described
in Calomiris 1999) and (b) requires protected banks to hold sufficient capi-
tal, so that government insurance of deposits and capital would only be
drawn upon if aggregate bank losses are large.

It is tempting to conclude from this theoretical discussion that confining
protection to a narrowly defined set of macroeconomic states by establish-
ing an appropriate mix of bank or borrower protection and capital stan-
dards would enable one to expand the supply of credit but limit the moral-
hazard costs of protection, and thus provide a useful subsidy for lending to
productive activities at little social cost. In fact, however, I am extremely
skeptical of the practicality of that conclusion for several reasons.

First, it is very difficult to construct a capital standard for banks that en-
sures that banks do not abuse the government safety net by holding insuffi-
cient amounts of capital (relative to the amount the regulator would want
them to hold, and reflecting the risk position of the bank). Capital is diffi-
cult to measure because the value of nonmarketable assets held by banks is
hard for regulators to gauge in real time, and risk is also difficult to measure.
Furthermore, the incentives of regulators to measure capital and risk and
to punish violations of capital standards can be weak or perverse, which
also serves to undermine the effectiveness of these rules. That is not to say
that the problem is hopeless, but in the vast majority of countries (largely
for political reasons) there is little immediate prospect of establishing a
credit capital standard (for a review, see Calomiris 1999; Shadow Financial
Regulatory Committee 2000).

Second, Tornell’s model imagines that the extent of the systematic risk is
exogenous and that increased risk corresponds to increased productive
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lending. In reality, however, decisions about the extent, timing, and type of
systematic risk are endogenous to protected banks’ and firms’ choices (e.g.,
choices about foreign exchange risk exposure) in ways that can make the
benefits of protection lower and the costs higher than those imagined in the
model.

With regard to the type of systematic risk firms choose, it is possible that
much of the protection offered by the government will be used to subsidize
useless or negative present-value activities. Some firms, for example, will
take on exchange rate risk, not because they must borrow in foreign cur-
rency, but because it is the easiest way to increase risk quickly when one is
engaging in a “resurrection” strategy. Furthermore, the creation of protec-
tion for banks entails the creation of rents, and those rents typically will be
distributed through political competition. Thus, protection will be cap-
tured by cronies and used to support the risks of the powerful, who in gen-
eral are not necessarily the most productive.

With regard to the extent of systematic risk, state-contingent protection
will itself substantially increase the endogenous choice of “factor loadings”
on systematic risks by individual firms, and those loadings can suddenly in-
crease in the wake of adverse shocks that firms face. As noted above, weak
or insolvent firms often undertake to increase their risk in response to a re-
cessionary shock. The reason is that the “put option” value of protection
increases as the firm’s capital shrinks (in the wake of an adverse shock),
which encourages firms to adopt resurrection strategies. If risk is a choice
variable that can be increased very quickly (via exchange rate swaps, for ex-
ample), then the frequency and social costs of state-contingent protection
can be much larger than the model contemplates, even though in the years
prior to the crisis the expected subsidies were relatively small (as were the
social benefits from increased lending as the result of the expected subsi-
dies). In other words, in order to be more realistic, the Tornell model needs
to add a middle period to its dynamics—a period in which firms may
choose to add risk after adverse shocks have occurred and in pursuit of ob-
jectives that are not necessarily socially desirable.

In practice, therefore, it is unlikely that protection will result in a net so-
cial benefit because of endogenous choices by firms and banks to undertake
very risky and very wasteful projects and to substantially increase unpro-
ductive risks in the midst of a recession. These choices have been visible in
the major crises observed recently. Mexican banks’ speculative swap trans-
actions in 1994–95 are one example; wasteful transfers to Korean chaebol
or to unproductive Russian banks or crony capitalists in Indonesia are
other examples. The devastating twin crises in these and scores of other
countries over the past twenty years (Chile in 1982–83 was arguably the first
major case) typically were preceded by years (sometimes decades) of waste-
ful capital allocation by protected banks.

Studies of the effects of financial protection on economic growth, macro-
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economic stability, and financial depth have uniformly concluded that in-
creases in ex ante protection are associated with lower economic growth,
less financial depth, and greater financial and economic instability (for a re-
view, see Beim and Calomiris 2001, chap. 7). These adverse effects of pro-
tection on growth and financial depth are clearly at odds with the predic-
tions of the Tornell model.

What kinds of alternatives to bailout policies should be considered in
light of the practical problems with implementing such protection? One
possibility (call it the “mercantilist” approach) is to grant monopoly rights
to certain merchants to overcome capital scarcity. This can be a way to cre-
ate “capital” in the form of charter value, which can help mitigate financial
constraints. This was a popular and successful means for promoting con-
quest and development used by European sovereigns in the seventeenth and
eighteenth centuries. Like bailout policies, this approach entails large social
costs (inefficient monopolistic pricing and the concentration of political
power) that may outweigh any gains from capital market improvements.

A second option would be to go in the opposite direction—to encour-
age, and perhaps even subsidize, foreign entry by banks and other firms
into the domestic economy on a competitive basis. Global firms are better
diversified and have greater access to capital markets. Tornell is right to ob-
ject that subsidiaries of international banks may still be subject to local
risks (because they are chartered as independent entities), but their costs
of capital are much lower than those of domestic banks because they can
raise capital in international equity markets. This advantage is substantial
and important, even if foreign subsidiaries remain legally independent.
Furthermore, I do not believe that large global banks would abandon their
subsidiaries lightly, even if they became insolvent. Finally, given that for-
eign subsidiaries are unlikely to be protected by local governments, they
maintain sufficient capital and risk controls so that they are much less
likely to fail. For these reasons, I think the potential gains from the relax-
ation of capital-market constraints resulting from free foreign entry are
very large.

A third alternative approach would be to develop a means to hedge na-
tional risk (e.g., via the gross domestic product derivatives contracts imag-
ined by Shiller 1993), and to rely on these new hedges to insulate domestic
firms and domestic banks in developing countries from country-specific
macroeconomic risks that produce severe exogenous shocks. In essence,
these prospective innovations would provide the means for countries to
undo the consequences of borrowing in hard currency. In fact, if such
hedges were costlessly available, it would be possible for all lending to occur
in local currency and for lenders to use derivatives to insulate themselves
from local macroeconomic shocks.

Of the possible alternative approaches, I think the second option (en-
couraging foreign entry) has the most immediate promise. It is, of course,
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not politically viable in many countries, where protection of rent-seeking
cronies or nationalistic sentiment would not permit such an approach.

To the extent to which we are stuck with bailouts as a policy option be-
cause of political constraints on international diversification, our efforts
should focus on ways to limit the adverse incentives that magnify the social
costs of bailouts. In particular, I have argued elsewhere that creating effec-
tive, clear, and credible rules to guide bailout policies would make bailouts
less frequent and less costly and protection of banks more incentive-
compatible. These rules would include credible loss-sharing arrangements
for recapitalizing banks and reforms to bank capital standards that en-
courage greater use of market signals in the regulatory process (Calomiris
1999; Shadow Financial Regulatory Committee 2000).

To the extent that these improvements are feasible, it may someday be
possible to reap some of the social gains from anticipated bailouts that the
Tornell model envisions. However, we should consider alternative policies
(especially free foreign entry) that solve capital-market imperfections in a
simpler and more robust way. Moreover, before we can even contemplate
the potential benefits of limited, state-contingent bailouts, we must put in
place the institutional infrastructure, which is currently lacking, that would
make such benefits possible. It would be unfortunate if a reader of the Tor-
nell paper saw it as a justification for existing bailout policies (which oper-
ate without necessary and elusive complementary institutional reforms),
which it is not; it is important to emphasize that in the real world bailout
policies do much more harm than good.
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Discussion Summary

Anne O. Krueger said that the intuitive argument of the paper was that there
was some distortion in the economy that would lead to a lower investment
level and result in a lower growth rate unless we do something to correct it,
such as instituting government bailout guarantees. However, she said, the
right question is how to correct the distortion and achieve the “first-best”
situation rather than focusing on choices of second-best policies. She
pointed out that this is different from the strategy that first accepts the exis-
tence of the bailout guarantee policy, then tries to mitigate its consequences
and make it a better bailout. Krueger conjectured that the first-best policies
are the ones that reduce the bailout and achieve the growth rate, as by giv-
ing an across-the-board subsidy to investment through tax policy or giving
investment tax credits directly. She suggested that the lessons of the Asian
crisis are that governments must find a structure or a set of incentives to pre-
vent nonhedged foreign exchange exposure, which tends to intensify crises.
Indeed, she said, it is possible to find a way that borrowing could only be
conducted in domestic currency throughout the world, which would re-
move the interaction between the domestic and international crises.

Paolo Pesenti praised the paper for providing a welfare analysis for the
presence of government bailout policy. In the paper, bailout guarantee
stems from a need to partially offset the borrowing constraints, and the gov-
ernment ends up with a “Goldilocks” bailout policy: not too much, nor too
little, but just right! It may sometimes lead to crises, but ex ante it maximizes
over the trade-off between higher growth and potential crisis outcomes.
However, he said, if it was really possible to commit to such an instrument,
why couldn’t the government think of other ways to lift the borrowing con-
straints by designing policies that are less “dangerous” and more efficient in
addressing the original distortion problem, such as, for instance, free entry
of foreign banks, as suggested by Charles W. Calomiris? Jaume Ventura also
expressed the similar view that the bailout guarantee policy is second best,
not the first-best policy.

Ventura pointed out that the bailout policy was perceived as a solution to
the underinvestment problem in the paper, but that the paper did not ade-
quately address the reasons for the underinvestment, that is, whether it was
relative to the perfect information case or due to some kind of external
problems. He said that if the underinvestment problem is a result of the lack
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of perfect information but there is no externality, then we cannot do any-
thing about it. He suggested that the author devote more discussion to the
source of underinvestment, especially the externality of it.

Ventura also commented on a common assumption that the nontrad-
ables sector cannot borrow from and sell to foreigners in the paper. He gave
an example—Spanish utility companies’ buying from Latin America—to
show that this assumption seems to be empirically faulty. He inquired about
the exact role this assumption plays in the model and the alternative as-
sumptions, asking, if it is a shortcut for other assumptions, what they are.
Enrique G. Mendoza followed up on this issue. It is important to look at the
real exchange rate facts to think of them as a disciplining device and to de-
termine how to model them. The experiences of the emerging market are
striking and differ from those of the developed countries. First, the fluctua-
tion in real exchange rate is not the same as the fluctuation in the tradables-
sector price vis-à-vis the nontradables-sector price. Second, one would have
thought, from the standard theory, the nontradables-sector prices meant
the prices of haircuts and services, but this, he said, turns out not to be the
case. In Mexico, there is a large bias toward one particular sector, that is,
the cost of housing. One of the capital-market reports from the IMF that
examines the Asian countries also discussed this phenomenon. Thus, the
change of real exchange rate in these countries has a lot to do with the
change of housing as an asset market.

Michael P. Dooley commented on whether the government can credibly
commit to whom to bail out ex ante. He said that the government chooses
whom to bailout and whom not to, and that the investors who are bailed out
in cases of crisis are the ones that pose the biggest threat to the government.
Investors, knowing that, will only lend to people who would be bailed out
in crises. This implies that the government cannot credibly commit to whom
to bail out ex ante: the market will make its own judgment.

Sebastian Edwards agreed with this view and gave the Chilean case as an
example. According to him, after the massive bailout following the Chilean
banking crisis in 1977, the authorities (Pinochet) made a public announce-
ment that there would be “no more bailouts.” However, when the debt cri-
sis of 1982 erupted in Chile, the government could keep its promise only
with respect to domestic investors: the American bank creditors threatened
the government with the cutting off of all trade credits to Chile, and they
eventually were bailed out by the government.

Aaron Tornell said that in the 1970s researchers had worked on the first-
best policy questions, such as how better to transfer resources to the right
agents in the economy. However, consider a country such as Mexico that
had the objective to grow rapidly but could not raise enough financing from
abroad. Moreover, the government did not know to which investors to give
transfers, and the investment subsidies were not well implemented. It was
against such a background that the government chose to use banks as a
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means to make (implicit) transfers to entrepreneurs and implemented the
guarantees through the fixed exchange rate regime, hoping this might boost
the economy. Tornell said that he was not defending the bailout policies,
agreeing with the opinion of Dooley and others that one cannot fine-tune
these policies. The paper focused only on the welfare implication of policies
that provide implicit bailout guarantees. The paper shows that these poli-
cies can increase investment at the cost of a higher risk of currency crises.

On the implementation of the bailout guarantee policies, Tornell said
that there is a systemic problem, and the challenge is how to design a mech-
anism that will advance the rule-based resolution of crises. He said that the
specific ways to implement these policies proposed by Charles W. Calomiris
would probably achieve this goal.

On the welfare aspects, Tornell said that it is very important that regula-
tors be able to exclude, at the outset, white elephant and connected projects.
The outright corruption is an obviously concern, and one should make sure
that it does not happen.

Finally, Tornell answered the question regarding the role played by the
nontradables sector. He said that in Mexico, firms in tradables sectors could
borrow quite easily on foreign markets via commercial papers and equities.
However, small and medium-sized firms in nontradables sectors are the
main clients of banks, and they have suffered a credit crunch greater than
the GDP growth. Thus, there is a large asymmetry between the tradables
and nontradables sectors, and policy makers are wondering how to improve
the productivity in nontradables sectors.
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Over the past twenty years there has been an explosion of emerging-market
crises and a vast accumulation of commentary—descriptive, theoretical,
and applied—highlighting the origins and mechanics of each crisis and of
crises in general. There is plenty of analysis on how to deal with crises both
in terms of prevention and of cures. Is it possible now to distill from all this
analysis a simple set of propositions that summarize the experience and
capture the chief lessons?

This paper attempts to set out a few propositions that summarize what is
known and accepted. The purpose in doing so is to promote a set of pre-
sumptions that define unsound practice with a presumption that it cannot
fail to engender, in time, a crisis. Moreover, crises are not merely financial
experiences; rather, they involve large and lasting social costs and impor-
tant redistribution of income and wealth. These consequences make it es-
pecially important to secure agreement on what constitutes bad practice
and to identify areas of continuing controversy.

16.1 Slow versus Fast and Bad Regimes versus Big Collapses

A useful distinction can be drawn between old-style (slow-motion) crises,
which focus on the financing of the current account in a financially re-
pressed economy, and the new-style balance sheet crises of a financially
opened economy. The distinction is useful not only to highlight what is new
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but also to help policy makers understand the great speed of new-style
crises and their devastating cost compared to earlier experiences.

Old-style crises involve a cycle of overspending and real appreciation that
increasingly worsens the current account; while resources are ample, and
before real appreciation bites into growth, the process is politically popular.
In time, resources become more limited, and unpleasant options such as de-
mand restraint and trade restrictions must be mounted, but they cannot
last. Ultimately devaluation comes, and the process begins all over again.
The “stabilization” may last if there is little accommodation, but if money
is passive and the increased external room is used for quick expansion, the
process is more nearly a regime of an inflation-devaluation spiral.

Exchange rate adjustments in an old-style setting have very few qualities
of a crisis. Richard Cooper has noted that these events normally or invari-
ably involve the fall of the finance minister, but little more. The central is-
sue, as Diaz-Alejandro (1966) noted, is the fall of the real wage and the pol-
itics surrounding it.1 Because finance is repressed, the buildup of sensitive
balance sheets is ruled out. One example of the few old-style situations still
in play is Egypt, where occasionally a widely anticipated moderate devalu-
ation happens to relieve trickling reserve losses from current account im-
balances and suitcase capital flight.

An important part of the story, obscuring its simplicity, is the occasional
arrival of external resources (new access to the world capital market, the
World Bank, etc.), which provides room for better growth without the early
arrival of the external constraint. However, these resources more often than
not are debt and hence have an adverse effect on the current account. Ac-
cordingly, unless there is significant productivity growth, trend real wages
will have to decline in order to generate debt service. Alternatively, new re-
sources or debt reduction must make room to keep up real wages.

A new-style crisis involves doubt about creditworthiness of the balance
sheet of a significant part of the economy—private or public—and the ex-
change rate. It may originate with questions about either the balance sheet
or the exchange rate, but when there is a question about one, the implied
capital flight makes it immediately a question about both. In no time, capi-
tal flight wipes out reserves and precipitates a currency collapse. That pro-
cess is only brought to an end by a resolution of the credit issues and the
commitment of monetary policy. External intervention has high leverage in
resolving credit and credibility issues.

The capital account plays a key role in the run-up to the crisis and in its
unfolding. There is too much credit on the way in, and far too little once the
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crisis hits. The bankers’ adage is “it’s not speed that kills, but the sudden
stop.” Taussig (1927) captured the point when he wrote,

The loans from creditor countries . . . begin with modest amounts, then
increase and proceed crescendo. They are likely to be made in exception-
ally larger amounts toward the culminating stage of a period of activity
and speculative upswing, and during that stage become larger from
month to month so long as the upswing continues. With the advent of
crises, they are at once cut down sharply, even cease entirely. (130)

The central part of the new-style crisis is the focus on balance sheets and
capital flight. Balance sheet issues are, of course, fundamentally linked to
mismatches; even if there were solvency, they still create vulnerability re-
lated to liquidity problems. Exchange rate depreciation, in a mismatch sit-
uation, works in an unstable fashion to increase the prospect of insolvency
and hence the urgency of capital flight.

Because new-style crises involve the national balance sheet, they involve
a far more dramatic impact on economic activity than mere current account
disturbances; this larger impact arises in terms of both the magnitude of the
financial shock and the disorganization effects stemming from illiquidity or
bankruptcy.2

16.2 Vulnerabilities

Sources of vulnerability include a substantially misaligned exchange rate
and balance sheet problems. Trouble in the balance sheet can come in one
of two ways: exposure, or existing holes in the form of nonperforming loans.
Nonperforming loans or vulnerable loans speak for themselves, although
one should note that they limit the room for higher interest rates and hence
are a major problem for an interest rate defense. The other problem is ex-
posure in the form of mismatches. In a national balance sheet there can be
two kinds of mismatches: maturity mismatches, which lead to liquidity is-
sues, and currency mismatches. In a situation in which the willingness to
hold assets on current terms is impaired, these misalignments or mis-
matches become explosive. The willingness to hold assets can be impaired
because there is a question either about the exchange rate or about the will-
ingness and ability of debtors to meet their liabilities.

The exchange rate can be the starting point of a crisis when it is patently
out of line. This is typically the case in exchange rate–based disinflation pro-
grams, which succeed in bringing down inflation but do so at the cost of a
significant real appreciation. The resulting widening of the current account
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deficit and the disappearance of growth from appreciation, and as a result
of increased interest rates required to attract continued financing, make it
obvious that the program cannot last because it is not self-correcting. At
some point (see below for details) a speculative attack occurs that cannot be
met by high rates or reserve depletion. At that point, currency depreciation
interacts with balance sheet issues. The worse the balance sheets, the bigger
the collapse.

The initial large real appreciation of an exchange rate is often justified by
the argument that it reflects restructuring-induced dramatic rates of pro-
ductivity growth, generating inflation of the Balassa-Samuelson kind. The
argument is invariably suspect because this appreciation should not affect
manufacturing price-based competitiveness measures and is less likely to be
the case in an environment where unemployment is high and rising and the
current account is deteriorating.

What are sustainable rates of real appreciation or of current account
deficits, and what invites a crisis? Because of such issues as lasting improve-
ments in capital market access, persistent terms-of-trade improvements,
and productivity growth, emerging economies can experience trend real ap-
preciation; they certainly can expect to finance some deficit-GDP ratio on
an ongoing basis. It is safe to say, however, that a rapid real appreciation
(say, over two or three years) amounting to 25 percent or more and an in-
crease in the current account deficit to exceed 4 percent of GDP, without
prospect of correction, take a country into the red zone.

Mexico with its recurrent end of sexennio currency collapses is an ex-
ample of an economy in which the exchange rate and the current account
are in the foreground and concern about the possibility of a devaluation (or
the fact of a small devaluation) triggers massive capital flight. Because de-
valuation is postponed by shortening and dollarizing debt (the Tesobonos
issue; see below) the balance sheet issues triggered by the currency depreci-
ation are huge.

Consider next a balance sheet with substantial nonperforming loans. If
interest rates are lowered, the currency comes under attack. If interest rates
are raised, the loan portfolio goes even further under water. This is com-
monly a situation that leads to a crisis.

Consider as examples Thailand and Malaysia, which in 1997 had sub-
stantial nonperforming loans. In Thailand these were in real estate and con-
sumer finance, whereas in Malaysia they included stock market loans that
had financed a market boom. Protracted unwillingness to raise mandated
lending rates brought about a “carry trade,” and the pressure on the cur-
rency created an offshore market and ultimately led to crisis.

A large budget deficit and large short-term public debt are factors of vul-
nerability. A change in the growth prospects undermines the sustainability
of debt, as does an increase in world interest rates, and thus undermines the
willingness to hold and add to lenders’ portfolios. The same is true of the
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perception that the willingness to service the debt is impaired. The result is
a flight from public debt, and the direction of that flight is invariably foreign
assets. The resulting funding crisis translates into increased interest rates,
which further worsen the fiscal situation and thus act in a destabilizing fash-
ion.

For example, Brazil’s crisis was centered on a large short-term debt, part
of which was dollar-linked; depreciation prospects put debt service into the
express lane, and actual depreciation completed the picture.

Argentina in late 2000 is a case in point. A deteriorated growth outlook
put into question the financing of budget deficits and the rollover of the
public debt by external creditors. Interest rates shot up, and the prospect of
a massive capital flight was in the air. A massive International Monetary
Fund (IMF) loan postponed the fiscal crisis until further notice.

If the exchange rate is fixed, reserves are being depleted, and that process
increasingly adds currency risk to the equation. If the rate is flexible, depre-
ciation ensues and increasing depreciation is projected. That in turn may
spread risks to foreign exchange–denominated parts of the balance sheet
and aggravate capital flight.

Banking problems are a frequent part, and possibly the initiating factor,
of a currency crisis. When creditors of short-term interbank lines, or depos-
itors, withdraw from suspect banks, the resulting flows tend to go off-
shore and hence translate into reserve losses or depreciation. The situation
is likely to become a banking and foreign exchange crisis: the worse the non-
performing loan situation, the larger the maturity mismatching in the bal-
ance sheet, and the more significant the mismatching of denominations on
the asset and liability side.

It is invariably important to look behind the balance sheet of the banking
system at the underlying exposure generated by the banks’ loan customers.
Although the banks’ balance sheets may look proper, the loan customers
may have mismatching on their books and hence may shift it to the bank-
ing system if and when they run into trouble.

It is also important to recognize that a banking system’s situation can
change dramatically in a very short time. This easily happens when a con-
centration of liabilities (say, real estate loans) becomes bad, or a spell of
high interest rates causes a general deterioration of a loan portfolio that had
been only slightly above marginal. If the banking system’s funding is short-
term, the makings of a crisis emerge very quickly.

The Turkish crisis of December 2000 is a great example. In a situation of
a large number of bad banks (not the major part of the banking system
though), a withdrawal of credit lines triggered a banking crisis; the central
bank financed the run on the banks by pumping in credit only to repurchase
the liquidity in selling foreign exchange. Reserve depletion within days
threatened the maintenance of an IMF-supported, exchange rate–based
stabilization program.
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The corporate sector, like the banking system, has balance sheets that are
vulnerable to mismatch issues of maturity and denomination. The larger
the corporate sector’s short-term debt in the national balance sheet, the
more vulnerable the country is to a funding crisis, which can then become a
currency crisis. Once again, when credit to a particular sector is withdrawn,
in emerging markets that means a capital outflow and not a substitution
into other assets. For that reason, balance sheet problems become currency
crisis issues.

Indonesia and Korea are examples of countries where formidably bad
balance sheets—huge debt-equity ratios and large foreign exchange expo-
sure—were a major part of the crisis situation. Typically, it takes weeks to
determine just how large the external exposure is. Creditors will be reluctant
to take haircuts, and debtors are under no pressure to yield. The protracted
debt problem overshadows postcrisis credit normalization.

Whenever capital flight emerges, the question of the exchange rate
regime is immediate. Under fixed rates, that means the amount of reserves
the central bank has and is willing to commit; under managed or flexible
rates, it means the extent and speed at which the rate will depreciate. Either
way, the question is how urgent it is to bring money out. Once that ques-
tion emerges, the answer is already very urgent. Reserves are almost never
sufficient to withstand a balance sheet attack, and often they are less than
reported.

Vulnerability can, at least conceptually, be expressed in terms of a value-
at-risk exercise: what are the relevant shocks, what are the exposure areas,
and how large a deterioration of the balance sheet would result? Mis-
matches are the key triggers of extreme vulnerability, and the worse the risk
in part of the balance sheet, the more likely that it will spread to all of it—
if only because, in case of doubt, creditors want recovery and asset holders
refrain from lending.

An example of this phenomenon is provided by the Asian economies,
which experienced crises due to bad corporate financial structures (high
debt, high foreign exchange debt) relative to equity and a high ratio of short-
term external liabilities to reserves. The combination made for fireworks.
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Table 16.1 Critical Indicators: 1996 (%)

Country Corporate Debt/Equity Short-Term External Debt/Reserves

Indonesia 310 177
Korea 518 193
Malaysia 150 41
The Philippines 160 80
Thailand 250 100

Source: World Bank



16.3 Timing

There is no hard and fast rule about the timing of crises. It is surprising
how long basically unsustainable situations can endure, notably if an elec-
tion is in sight. With an election on the horizon, creditors are willing to be-
lieve that action be taken to hold off a crisis or a corrective devaluation. At
such a time, they believe, governments will do anything, including institut-
ing high interest rates and (preferably) shortening maturities and redenom-
inating claims into foreign exchange. As a result, crises happen after elec-
tions, not before. This phenomenon is akin to the myopic political business
cycle but is no less real. It is clear that the more the crisis is postponed, the
worse the balance sheet, and the larger the fallout, once it does happen.
Mexico, for example, always postpones crises until after the election. So did
Brazil, Korea, and Russia. The post-election discovery of a Taiwan bank-
ing problem, and crisis, is another instance.

Bad balance sheets—as opposed to significant overvaluation, escalating
current account deficits, or vanishing growth—in principle can last almost
forever provided net inflows cover up the hole and transparency is absent
(“clear water, no fish,” as the Chinese saying goes). As a result, the prover-
bial straw that broke the camel’s back can easily be the trigger. A relatively
minor event might break a precarious refinancing scheme, or a suspicion
arising anywhere else in the world might cause creditors to kick the tires
somewhere else. Importantly, changes in the relative attractiveness of do-
mestic and foreign assets or a change in the growth scenario can suddenly
bring the test of the balance sheet and, with it, the move to crisis. If the bal-
ance sheet is bad enough, as a rule, quite small events are sufficient to un-
dermine the funding scenario and precipitate the crisis.

For example, Turkey had forever been on the short list for a crisis but
somehow got by. The failure of a Rumanian subsidiary of a bad Turkish
bank, in an environment of political agitation about a sleazy banking sys-
tem, started the stone rolling, and within days Turkey reached the prospect
of immediate currency collapse.

Contamination easily fits the pattern of balance sheets that are bad
enough to invite an accident. When that is the case, in time the right cir-
cumstances for a crisis will materialize. This takes longer than one would
expect, but then it happens faster than one would have thought. A shift in
the external environment—Group of Three exchange rates, federal interest
rates, a slump in new commodity exports—can work as a trigger. The
spread of crisis in Asia fits this pattern.

16.4 Good Balance Sheets, No Crisis

Do countries with good balance sheets and a currency that is not vastly
misaligned face crisis risks? Of course, there is the trivial answer that for any
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exchange rate or any balance sheet there can exist a shock large enough to
render it unviable. However, the striking fact of the past twenty years of
crises is surely this: well-managed emerging-market economies have su-
ffered slowdowns in growth, high interest rates, and currency depreciation,
but they have not suffered crises. Moreover, the better the balance sheets,
the better the ability to absorb shocks to capital flows and trade without
outsized adjustments in exchange rates or interest rates. The proposition
“good balance sheets, no crisis” risks circularity, but, pending a good
counter example, I will let it strand. The good balance sheets of banks in
Singapore, Hong Kong, and Argentina are a large part of why these coun-
tries, while surely affected, were not pushed under by the crises of Mexico
or Russia and Brazil.

16.5 Why Are Collapses so Large?

Currency collapses are large for two reasons: the interaction of mismatch
factors and the difficulty governments face, once a meltdown is underway,
in establishing their willingness and ability to engage in an uncompromis-
ing stabilization effort. In this environment, the IMF’s role is to restore
credibility and hence credit.3

The interaction of mismatch factors produces an instability in the re-
sponse of asset holders: the more the exchange rate goes, the more bankrupt
the balance sheet, and hence the more reason to deny credit and get out.
The higher the maturity mismatch, the more liquid the creditors, and the
more easily the debtor is moved into the gray zone between illiquidity and
insolvency. The interaction of depreciation and illiquidity causes markets to
cease functioning, and thus record interest rates and (initially) a vast over-
shooting of exchange rates are the rule.

The crisis itself weakens the government politically and makes doubtful
its willingness to stick with a policy that dries up credit and hence starves
off capital flight. The absence of effective property rights and of trans-
parency renders the possibility of bottom-fishing very hazardous. Hence,
there are no capital inflows and no stabilizing speculation, and only a one-
way downward pressure on asset prices, the currency, and the balance
sheets. Indonesia, with a political collapse and an ongoing struggle about
who will pay the debts and who will gain, offers a clear case of an unresolved
crisis.

Disorganization in the Blanchard-Kremer sense becomes a dramatic is-
sue when creditworthiness collapses and bankruptcy spreads to attack the
real economy. The real economy is a complex layer of relationships in two
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3. For the Asian economies, the initial level is January 1999; for Mexico, January 1994; for
Brazil and Russia, January 1998. The most recent data are for December 2000.



ways. First, there are input-output relationships that can be disrupted at
any point in the chain because a critical supply or demand link disappears
and hence impairs or destroys the whole chain. Second, there is often a
credit relationship, rather than cash and carry, and this is sensitive to cred-
itworthiness suspicions and can become the disruptive factor. Disorganiza-
tion is an important part of the output collapse.

The IMF’s role in reversing the dramatic immediate events is twofold.
First, it offers a commitment device for governments to underwrite a stabi-
lization strategy that is known to work. Second, it offers temporary credits
and debt reorganization, including lock-up of short-term credits and com-
mercial bank credits, and thus helps stem the outflows.

High interest rates may hurt growth and the balance sheets, but they def-
initely stem the depreciation of the currency. Ultimately that is the single
most important beachhead of the stabilization program. As long as the cur-
rency melts, there is no prospect of stabilization. (Below I discuss an alter-
native to controls.) In the collapse phase, currencies depreciate formidably
relative to any current account-based view of what is necessary for adjust-
ment. They are driven by the capital account. When a credible program is
put in place, there is a rapid normalization, as in Korea or Brazil.
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Fig. 16.1 Real exchange (initial level index = 100)
Source: JPMorgan data



The adoption of an IMF strategy and demonstrated adherence soon shut
off the hemorrhage and turn an economy around into currency recovery
and a decline in interest rates. The combination of postcollapse, over-
depreciated exchange rates and a credible credit program provides for ap-
preciating exchange, and declining interest, rates. A virtuous circle begins.
Wavering commitment, by contrast, remains reflected in volatile currency
and high interest rates.

16.6 Costs

Currency crises are formidably expensive; even more so is a history of re-
current crises. The costs arise in three ways: a substantial increase in public
debt associated with the crisis, a loss of output and disruption, and the pos-
sibility of socially controversial redistribution of income and wealth.

In a currency crisis, because the government will bail out banks and (of-
ten) even companies, public debt increases substantially, and, with it, future
tax liabilities. The deterioration in public finance also arises from a period
of high interest rates in the run-up to the crisis and in the stabilization phase.
It will also arise from the fall in output and hence tax revenues in the crisis
period. Moreover, the increase in debt may itself bear the seeds of future cri-
sis if it occurs when the government dos not have the ability to meet the
higher debt service burden by taxation or reduction in spending.

The numbers can be staggeringly large. The government burden from a
bank bailout can easily be 20 or 30 percent and more of GDP. In addition,
there is easily a 10 or 15 percent increase in debt from high interest rates ap-
plied to a large debt and from recession-induced tax losses.

Also, there is always a large loss of reserves, which are sacrificed during the
defense part of the crisis. To some extent these may be captured by the
private sector and hence merely amount to a transfer, but often they are the
counterpart of a bet the government makes with the rest of the world and
loses. To the extent that a crisis experience weakens a country’s credit rating,
there is also a lasting cost in terms of a higher international cost of capital.

A currency crisis redistributes wealth and income. It is said that more
money was made in the few years of collapse of the Holy Roman Empire
than in the long years of its existence. The same is true of crises that enrich
those who can be in time in foreign exchange or can induce the government
to assume their debt while keeping their assets. That is routine. The striking
regularity, of course, is the dramatic fall in real wages and employment, as
well as the bankruptcy of small debtors.

Periods of recurrent currency crises translate into poor growth perfor-
mance, short horizons, slow increases in the standard of living, and a dete-
riorating social and economic infrastructure. Major asset sales along the
way, increases in external debt, or spurts of reform can obscure the degra-
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dation of the productive economy at any one time. However, ultimately
medium-term growth rates, far from reflecting catch-up, reflect the costs of
persistently poor finance.

16.7 The Alternative Medicine Controversy

There are two areas of controversy. The first involves capital controls, and
the second surrounds the appropriateness of IMF programs. On both issues
the controversy is alive and conducted with great vehemence.

The appropriateness of IMF programs is quite obviously questioned be-
cause they seem, at least on the surface, to make a bad situation worse. Rais-
ing interest rates at a time when balance sheets are already under water
makes a bad debt situation worse. Raising interest rates and tightening fis-
cal policy at a time when the economy is already in steep decline seems to
be outright counterproductive.

What are the alternatives? Capital flight will certainly continue as long as
the central bank pumps in credit at unchanged interest rates: obviously, the
immediate gains from borrowing in a depreciating currency far outweigh
the cost of borrowing. Hence, borrowing and capital flight remain active,
depreciation deepens, balance sheet problems increase—there is no obvi-
ous end to the process.

There are, of course, two ways of trying to reconcile unchanging interest
rates—rather than extraordinary short-run levels of 100 or 1,000 percent
per annum—with an end to capital outflows. One possibility is credit allo-
cation controls, and the other is capital control; the best possibility is a com-
bination of the two. There are obvious questions regarding the effectiveness
of controls, but even if these are settled, there is also the issue of efficiency.
If controls were temporary, this might not be an issue, but if they are last-
ing, suspending the capital market is much more of an issue. For the system
at large, the presumption that controls are the response to outflows will re-
duce the perception of liquidity and hence translate into a higher cost of
capital and more trigger-happy investors.

Surely there is agreement that the better strategy is to reduce the risk of a
crisis situation, including means such as predetermined limits on liquidity
and profitability, but that leaves open the question of what to choose in the
midst of a crisis: IMF or controls. The debate continues.
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Table 16.2 Latin American Growth Per Capita

Year Growth Rate

1980–90 –0.3
1990–99 1.7
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