


Equilibrium is a key concept across the natural and the social sciences, both in
various precise senses and in its more ‘poetic expression’. Valeria Mosini’s Equi-
librium in Economics: Scope and Limits is a rich study by scholars with back-
grounds from chemistry to economics to history and philosophy, and there is a
great deal to be learned from it – not only about the concept of equilibrium and
its history in various sites but also about transfers of ideas and techniques across
the sciences, about the relation of theory to evidence and about what makes a
research programme progressive.

Nancy Cartwright, Philosophy, London School of Economics

The concept of equilibrium has been central to economics ever since the discip-
line was established in its modern form. It has been central also to the formula-
tion of fundamental theories in natural sciences: in physics, in the first place, but
also in chemistry, biology or ecology. This book is a very accurate historical
reconstruction and an excellent presentation of the differences and similarities
that characterise the use of the concept of equilibrium in economics and in the
natural sciences. It is an important contribution to the present debate on the
foundations of scientific knowledge.

Marcello Cini, Physics, Università La Sapienza, Rome

Everyone knows that equilibrium is a bedrock idea in economics, whether in eco-
nomic theories dealing with economic behaviour (partial equilibrium versus
general equilibrium) or in the analysis of financial markets (fundamentals versus
ordinary stock market prices). To an economist, economic reasoning without
equilibrium is not just heretical; it is impossible. But the natural sciences too deal
with equilibrium concepts, which turn out to be quite different in meaning and
application from economic equilibria. This book explores these two worlds,
asking what we can learn about one world by studying the other.

Mark Blaug, Economics, University of Amsterdam

I have read Equilibrium in Economics: Scope and Limits with interest. Although
not an economist myself, I have come across these ideas in their physics context
and I found them well discussed here. Valeria Mosini’s book should be of use
and of interest not just to economists, but to scientists as well.

Peter T. Landsberg, Mathematics, University of Southampton





Equilibrium in Economics

Around the 1860s, with the introduction of the neoclassical paradigm, the
concept of equilibrium acquired almost as prominent a role in economics as it
had already gained in the natural sciences. General Equilibrium Theory (GET),
which dominated, by and large, the scene after the Second World War, is
founded on the postulated existence, uniqueness and stability of equilibrium in
all economic processes. Despite sustained criticism of the emphasis on equilib-
rium by Austrian economists, Marxists and critical realists, among others, in the
main, economists are still reasoning in terms of equilibrium.

A host of international experts in the field come together in this volume to
critically evaluate equilibrium both historically and philosophically. They con-
sider whether similarities exist between equilibrium in economics and in the
natural sciences, highlight current notions of equilibrium in economics, and
examine the links between economic theory and economic reality.

Valeria Mosini is at the London School of Economics and at the University ‘La
Sapienza’ in Rome.
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Foreword

Frank Ackerman

There is an essential strangeness about modern economic theory, an inescapable
sense of mistaken or misstated identity. Economics is the study of activities that
occur only in human societies; one might think that it was securely located in the
social sciences. Yet economics bears little resemblance to other social sciences,
except in so far as other fields have recently begun to emulate economics.
Description and analysis of society exist within mainstream economics only in
ever narrower, more mathematical forms.

What economic theory looks like, at first glance, is a natural science. The
mathematical apparatus, deductive approach and dense professional jargon seem
like something that might be at home in the physics department. But a second
look reveals important differences. The physical sciences, despite their abstract
theorising, ultimately refer back to experiments whose results are decisive for
the acceptance or rejection of theories. In contrast, ‘experimental economics’ is
a very recent and subsidiary part of the discipline of economics; most of the
interesting questions in the field are not susceptible to controlled experiments.
The biological sciences, with their focus on organisms, ecosystems and evolu-
tion, seem like more promising models, but they have had surprisingly little
influence on economists.

Some American bookstores have resolved the identity puzzle by classifying
economics books neither with social sciences nor with natural sciences but
rather with business literature (an unfortunate decision for those of us who write
non-business-oriented economics). At least it seems clear that economics is not
part of the humanities. And, with any luck, it remains in the non-fiction section.

The identity puzzle results in no small part from economists’ adoption of
mathematical models and techniques from physics. As the chapters of this
volume demonstrate, conscious borrowing from physics stretches back to the
late nineteenth-century writings of Leon Walras, and perhaps even earlier. The
trend only intensified throughout the twentieth century, as more and more
advanced mathematical techniques were imported into economic theory. Under-
standing what works and what doesn’t work, in the apparatus borrowed from
physics, is one of the central challenges for economics today, and one to which
this book makes an excellent contribution.

My personal suspicion is that the success of quantum mechanics set an



overpowering example, from which economists learned all the wrong lessons.
Quantum mechanics begins with bizarrely counter-intuitive assumptions; con-
tinues with incredibly difficult mathematical analysis; and arrives at astonish-
ingly accurate empirical predictions. As a result of all that impenetrable
mathematics, some physical constants are predicted to nine significant figures. In
economics it is exactly the same – all except for the predictions. There are cer-
tainly no economic constants that are reliably predicted to two significant
figures; arguably, there are no economic constants that are predicted at all by
abstract economic theory. It is far from clear what would count as a sufficiently
accurate empirical prediction to validate the avant-garde developments in eco-
nomics today. Milton Friedman’s famous essay on positive economics, often
cited in defence of intricate mathematical analyses, explicitly endorses the use of
counter-intuitive or implausible assumptions, so long as they lead to valuable
results (Friedman 1953). This is undoubtedly reasonable in the abstract; the
more controversial question is, how often is it applicable to economics today?
How often are the results valuable in any broad sense? On this point the authors
represented here, like economists more generally, continue to disagree.

The concept of equilibrium, the subject of this book, is one of the central
pillars of the Great Borrowing from physics. Reasoning about equilibrium per-
vades economic theory: in the basic story of general equilibrium, voluntary
exchange matches up buyers and sellers, prices float until everyone is content,
and all markets clear. The similarity to the ideal gas law of physics is not at all
accidental, as Paul Samuelson, who did so much to formalise the economic
theory, relied on and sought to incorporate the insights of nineteenth-century
thermodynamics.

The first part of this book demonstrates that the concept of equilibrium in the
natural sciences is much subtler and more complex than one would guess from
its reflections in economics. Physics, chemistry and biology all have multiple
understandings of equilibrium – and there is more to thermodynamics, even in
its classical form, than Samuelson understood. The second part recalls the multi-
faceted thoughts, on issues related to equilibrium, of Adam Smith and other
forefathers of economics (back then they were all men). These chapters convey
an interest in moral and philosophical questions that suggests the early econo-
mists could have felt at home in the humanities section of the bookstore.

The final part of the book returns to the present, with rival perspectives on the
use of equilibrium in economics today. Why does this relatively technical topic
generate so much interest and debate? The answer leads back to the question of
the uniqueness of social sciences – for economics is, undeniably, a social
science. It has been clear at least since the work of Max Weber that social sci-
ences are different, because their ‘elementary particles’ are autonomous actors
who can understand, argue, influence and act on each other in ways that cannot
entirely be predicted. The failure of the physical science analogies turns on this,
among other points, as I suggested in my contribution to the debate (Ackerman
2002).

In addition, because the subject matter is society, findings in social science

xx Foreword



have a directly ideological meaning that is muted or mediated in the natural sci-
ences. The question of equilibrium, or its absence, is politically loaded: in infor-
mal discussion it blends into a judgement about whether the economy is working
well or needs fundamental change.

Imagine a group of aeronautical engineers, of varying political perspectives,
working on the design of a new aeroplane. They will have the same criteria, and
the same interest in getting the answer right, when addressing the problem of
whether air currents will flow smoothly or turbulently around the plane. Turbu-
lence is much farther from physical equilibrium than smooth airflow, but
conservative engineers and their left-wing colleagues will apply the same stand-
ards in understanding and dealing with turbulence.

Now imagine a group of economic advisers, of varying political perspectives,
working on the design of a new public sector employment programme. Is it pos-
sible to believe that they will have the same standards for judging labour market
equilibrium, the same interpretations of ‘turbulence’ in the market? Different
interpretations of market outcomes and economic equilibrium go to the heart of
why some are politically on the left and some on the right.

In short, social sciences are not only less predictable, because of human
agency and behaviour, but also more ideological, because of their implications
for human welfare. A notion from the biological sciences, such as Stephen Jay
Gould’s image of ‘punctuated equilibrium’ in evolution (equilibrium as the
normal state of affairs, punctuated by occasional bursts of rapid change), might
seem like a promising analogy for economics. But it also might sound reminis-
cent of sophisticated forms of Marxism, leaving conservatives happy that Gould
stuck to writing about biology and baseball.

The uses and abuses of equilibrium in economics are guaranteed to remain
important, and controversial, for the foreseeable future. Congratulations to the
authors and editor for producing a valuable book that advances our understand-
ing of the question.
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Preface

Most, if not all, the chapters in this book are written versions of talks given in
the academic year 2003–04 and in the Michaelmas term of 2004–05 at the
Centre for the Philosophy of the Natural and Social Sciences of the London
School of Economics. The talks were part of the activities of the seminar series
‘Dissent in Science’ that I had created a year earlier.

The idea to discuss economic equilibrium, however, originated in another
seminar series, aimed to critically discuss mainstream economics, that Giorgio
Di Maio and I had organised in 2001 at the Science Faculty of ‘La Sapienza’ in
Rome. The speakers, Giorgio Rodano, Domenico Tosato, Roberto Ciccone and
Giorgio Israel, did not mention the concept of economic equilibrium more than
in passing, and concentrated on other issues.

After listening carefully to the talks, I (a chemist with a long-standing interest
in history and philosophy of science) was struck by the fact that, although equi-
librium seemed more a postulate of economic theorising than a feature of actual
economic systems, and although its meaning was far from being clearly defined,
there seemed to be little appetite among the speakers (and the audience, for that
matter) to challenge the use of the concept of equilibrium in economics. I perse-
vered in thinking that economic equilibrium deserved discussing and, with a bit
of luck, managed to convince a few colleagues that this was so. The rest is in
this book.

Valeria Mosini
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Introduction
Three ways of looking at economic
equilibrium

Valeria Mosini

The concept of equilibrium has been central to economic theorising ever since
the discipline was established in its modern form. For Adam Smith, one of the
founders of classical political economics in the eighteenth century, equilibrium
represented the harmonious outcome of the behaviour of selfish individuals
achieving co-ordination as if under the influence of an ‘invisible hand’. Smith’s
concept of equilibrium resulted from a qualitative analysis of economic affairs
heavily influenced by considerations of a political, social, and moral nature.

By contrast, Léon Walras, and the other founders of neoclassical economics
in the late nineteenth century, endowed the concept of equilibrium with a
‘scientific’ character largely associated with the mathematisation of the discip-
line, which was assumed to have put economics in the same basket as the natural
sciences. These, physics, in particular, had been extensively mathematicised in
the first decades of the nineteenth century, as a result of the spreading of
Newton’s philosophy and methodology of science (see, for instance, Fox 1974).

The mathematisation of economics turned equilibrium into a ‘magnitude’ that
could be indirectly measured, as it were, through the values of the system’s
parameters just as it is in the natural sciences. However, most economists, rather
then concerning themselves with checking the validity of the equilibrium
assumption of the neoclassical school, accepted it as a fact, and debated whether
economic equilibrium was partial, in its obtaining in a single market (see, for
instance, Marshall 1890), or general, in its relating to the supplies and demands
of all commodities (see, for instance, Hicks 1939). John Maynard Keynes gave a
uniquely important contribution by aiming to construct a theory that might have
an equilibrium among other results while enabling the determination of disequi-
librium positions as well.

The formulation by Kenneth Arrow and Gérard Debreu in 1954 of a model
that ‘proved’ the general character of economic equilibrium1 glorified (or pushed
one step too far, depending on opinion) the mathematical interpretation of the
concept. Arrow and Debreu’s model met with serious difficulties, principally of
a conceptual nature (as in the case of the question of the uniqueness of equilib-
rium), but also related to finding data from real economies that would corrobo-
rate the model and ways of accounting for the dynamic processes leading to the
1 See also McKenzie (1954).



convergence to the equilibrium point. Perceptive critiques of the concept of
economic equilibrium developed, most notably in Cambridge in the 1970s, inspired
and led by as prominent economists as Joan Robinson and Nicholas Kaldor.

Alternative schemes of accounting for economic events, such as those based on
game theory, evolutionary thinking, non-linear dynamics, emerged, and disequi-
librium economics developed.2 Yet the belief in an equilibrium theory has sur-
vived and still provides the dominating paradigm in economics, unrivalled both in
the academic milieu (with consequences on the teaching of the discipline) and in
discussion of policy strategies and related action. If anything, the recent emphasis
on the part of economists, politicians and the media on the allegedly unquestion-
ably positive impact of globalisation – which heavily relies on general equilibrium
– shows the persistent influence of the equilibrium paradigm in the face of the
several failed (sometimes disastrously) abrupt exportations of the open economy
model into developing countries,3 or those of the ex-socialist bloc.

This state of affairs notwithstanding, the need to re-discuss economic equilib-
rium has been felt of late in some quarters, leading to important works such as
Addleson’s (1995), Mandler’s (1999), and Ackerman and Nadal’s (2004) books.
Equilibrium in Economics: Scope and Limits is a further contribution to that dis-
cussion. It addresses the question of economic equilibrium along three main
lines, and is, therefore, divided in three parts.

Part I – which represents a novelty with respect to the discussion in the liter-
ature thus far – provides an overview of the way in which equilibrium is treated
in the natural sciences that will prove useful in taking a fresh look at the ways in
which the notion of equilibrium has been deployed in economics. This is all the
more true given that the founders of neoclassical economics had defended their
assigning a central role to equilibrium by claiming that various analogies existed
between economics and the natural science, which made it credible that, just as
there is equilibrium in the natural world, so there is in the economic world.

Part II addresses the question of the meaning invariance over time of the
concept of economic equilibrium: surely, a requisite for a concept endowed with
such a central role. In particular, the chapters in Part II discuss whether the con-
notations and meaning attributed to economic equilibrium by A. Smith, the
crucial figure of classical political economics, and by A.N. Isnard and A.A.
Cournot, who are often represented as French precursors of neoclassical eco-
nomics, are compatible with the connotations and meaning attributed to eco-
nomic equilibrium by L. Walras.

Part III presents seven different ways of looking at the concept of equilibrium
from the point of view of contemporary economics.

Part I requires the definition of some basic concepts from the natural sci-
ences, while the other two parts are introduced in a rather straightforward
manner.
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2 For a recent reassessment of disequilibrium economics, see De Vroey (2002).
3 See Nadal (2004a).



The three parts

My starting point in Part I is the fact that there is a great deal of equilibrium in
the world we live in: so much so that, whenever equilibrium is lost, whether in
the body (or in the mind) or in the environment, the consequences are always
serious, sometimes tragic. Equilibrium was a precondition for the establishment
of life on Earth, and remains an essential ingredient for maintaining life; accord-
ingly, equilibrium is a key concept in the theoretical body of the natural sci-
ences. (I return to this point later, when I discuss the interplay between theory
and evidence, respectively, in the natural sciences, and in economics.) Recall,
for instance, that one of the first realisations of modern science was that rectilin-
ear, uniform, motion represents a state of equilibrium, and that Newton’s second
law – which describes the effect of a force on a system at rest or in uniform
motion – could be formulated only against the background of the aforemen-
tioned realisation.

Equilibrium, and its various conditions, form the subject-matter of as large a
sub-discipline as statics, one of the three branches of mechanics, together with
dynamics and kinematics. Thermal equilibrium was the starting point for the dis-
covery, stated in the first law of thermodynamics, that heat is a form of energy,
which, together with mechanical energy, is conserved.4 Electrodynamics was
established through equilibrium experiments with which, in 1820, André Marie
Ampère tested his genial intuition, prompted by Christian Oersted’s experi-
ments, that electricity and magnetism interact and interconvert, something that
was ruled out at the time.5

The list of examples of the crucial role of the concept of equilibrium in the
natural sciences may be long; the ones just given suffice to prepare the ground
for a few definitions of equilibrium taken from the basic lexicon of physics.

A system is said to be in equilibrium in a given domain when the values of
the system’s parameters that are relevant to that domain are constant over time.
The number of relevant parameters varies from domain to domain. If thermal
equilibrium is considered, temperature is the only relevant parameter: thermal
equilibrium is the state in which all parts of the system are at the same tempera-
ture, and this is the same as that of the environment. If mechanical equilibrium is
considered, a distinction needs drawing between static and dynamic equilibrium.
The former corresponds to the system being at rest (with respect to translation
and rotation) and the position of the system is the only relevant parameter; the
latter corresponds, for instance, to a pendulum oscillating with constant period
in a vacuum, with the position of the system and its velocity (or period, in the
pendulum case) as the relevant parameters.
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4 The discovery of the conservation of energy was made, around the same time, by several scientists
– Mayer, Joule, Helmholtz – a fact that led Kuhn (1957) to speak of it as a ‘simultaneous discov-
ery’.

5 For Ampère’s insistence on the stumbling-block effect exerted by the unproven hypothesis that
electricity and magnetism were altogether different kinds of imponderables, which could not influ-
ence each other in any way, see Ampère’s letter to his friend Roux-Bordier discussed in Mosini
(2002).



Notably, dynamical equilibrium is not confined to mechanics; in thermody-
namics, for instance, the equilibrium distribution of a given substance between
two phases, say, liquid and gas, exemplifies dynamic equilibrium in that it
corresponds to the same number of molecules evaporating and condensing per
second. The relevant parameters in a phase distribution are pressure and temper-
ature.6 Other kinds of equilibria depend on more than just two parameters.7

Equilibrium, whether static or dynamic, is also defined as stable, unstable and
neutral, and these definitions are given with respect to the energy of the system,
be it mechanical, thermodynamic or other. A system is said to be in stable equi-
librium when its total energy is at a minimum, in unstable equilibrium when its
total energy is at a maximum and in neutral equilibrium when its total energy is
constant. Slight changes in one or more parameter of the system, which produce
slight changes in the system’s total energy, have different effects depending on
the system being in stable or unstable equilibrium, and no effect at all on a
system in neutral equilibrium. In the case of stable equilibrium, the system
reacts against the change, balancing it, and reverting to the initial equilibrium. In
the case of unstable equilibrium, the system follows the change to completion,
reaching a different energy state, which, more often than not, is one of stable
equilibrium. (These definitions will be useful in reading the chapters by Grattan-
Guinness and by Bensaude-Vincent and Mosini.)

An important element in comparing the way in which equilibrium is treated
in the natural sciences with economics relates to the relation between evidence
and theory in the two domains. In the natural sciences, the relation in question is
one of mutual, incessant, interplay, with evidence providing either the observa-
tion that suggests, or the experimentation that tests to corroborate or reject, a
given theoretical account. Equilibrium is no exception: the various concepts of
equilibrium employed in the natural sciences represent, no question about it, ide-
alisations of the states of affairs they stand for. But these idealisations, and the
models they give rise to, have been severely tested against evidence for their
empirical adequacy prior to being accepted into the conceptual body of science.

The same cannot be said of economic equilibrium, which became the central
concept of the discipline prior to being ascertained that there is enough equilib-
rium in actual economic processes to justify the concept acquiring so central a
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6 The concept of dynamical equilibrium, whether in mechanics or in thermodynamics, stands in
stark contrast with the concept of dynamical equilibrium in economics, which refers either to a
process leading to equilibrium in the short or in the long run (Marshall 1890: book 5, chapter 1),
or to the succession of instantaneous equilibria in time. (For discussion of stationary and dynamic
concepts of economic equilibrium see Donzelli (1986).

7 Thermodynamic equilibrium, for instance, corresponds to the system being in mechanical equilib-
rium (with no unbalanced force inside it or between it and the surroundings), as well as in thermal
and chemical equilibrium. Since chemical equilibrium, in turn, is defined as the state in which the
chemical potential is the same for all the system’s components, and since the chemical potential of
each chemical species is defined as the first derivative of the total energy of that species, which
depends on the entropy, volume and number of particles (Gibbs 1875–78; Duhem 1886), these
parameters are all relevant to chemical equilibrium, and, through this, to thermodynamic equilib-
rium.



role. Although several influential economists insist that the concept of equilib-
rium applies to theoretical models, not to actual economies (see, for instance,
Dorfman et al. 1958; Weintraub 1983), accepting this position would create a
gulf with the natural sciences, which, ever since Galileo’s time, have required
the corroboration of theories by data.8

The fact that evidence and theory interplay differently in the natural sciences
and in economics is suggested, for example – and in a wider context than that of
equilibrium – by Machlup’s definition of an ‘operational theory’, which he
described as one having ‘links with the practical domain, with data of observa-
tion’ (Machlup 1963, p. 66), rating those links as sufficient ‘if they allow us . . .
to subject the theoretical system to occasional verification against empirical
evidence’ (Machlup 1963, p. 66, my emphasis). Machlup was speaking within
the context of economics; by contrast, in physics, where operationalism was
originally formulated (Bridgman 1927), it required that scientific concepts be
always defined in terms of the set of operations involved in the measuring proce-
dures of the entities they refer to. Although the term ‘operationalism’ has
acquired over time slightly different connotations, to reflect specific measure-
ment problems in the different contexts, it always takes measurability, whether
direct or indirect, as a mandatory requirement for scientific concepts to be mean-
ingfully defined.

The different ways in which evidence and theory interplay, respectively, in
the natural sciences and in economics should be taken into account in evaluating
the analogies that the neoclassical economists invoked between their theories
and the physical sciences, mechanics in particular.9 Stanley Jevons, for instance,
claimed that the trading ratios of the marginal utilities of two goods followed the
same mathematical expression as that stated by the law of the lever (Jevons
1879), and Walras that the laws through which the market determines prices are
similar in all respect to those ruling the motions of the celestial bodies (Walras
1909). Fisher claimed that the laws of fluid dynamics are appropriate in describ-
ing economic equilibrium (Fisher 1892). Marshall preferred to draw analogies
with biology, but in rather vague terms, when he claimed, for instance, that, as
economies progress, demand and supply go from being represented by a
mechanical equilibrium to being represented by an equilibrium between organic
forces (Marshall 1890).

The question of the different ways in which evidence and theory interplay
in the natural sciences and in economics has a bearing also on critical analyses
of neoclassical theories that identified inspirational links between these and
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8 A requirement that became the core of Bacon’s (1620) and Newton’s (1687) inductive methodolo-
gies, and which led Karl Popper (1963) to make testability against data the criterion on which he
built the demarcation line between science and ‘non-science’. (For an evaluation of Bacon’s and
Newton’s inductive methodologies vis-à-vis Descartes’s deductive one (1637), see Mosini 2002
and 2005.)

9 In one case the analogy drawn was plain wrong: Edgeworth (1881) identified ‘maximum energy’
and the ‘maximum principle’ as key concepts of ‘moral and physical science’, while, in fact,
natural systems tend to minimise energy, individuals to maximise profits.



various branches of physics, notably, mechanics (Ingrao and Israel 1990;
Donzelli 1997) and thermodynamics (Mirowski 1989). The analogies invoked
by the neoclassical economists and the inspirational links identified by the
historians are not, in themselves, sufficient to claim that tight links exist
between the natural sciences and economics, which might have justified the
importation of such a key concept as that of equilibrium from one domain to
another. This is because, to claim that tight links exist between two domains,
the analogies between those domains should be firmed through the same con-
sistency checks employed to claim analogies within each of the two domains.
In the natural sciences, such consistency checks require satisfying a formal
and an empirical requirement.10 The formal requirement is that the relevant
parameters of the system satisfy the same relations in the two domains, the
empirical requirement that the match between the theoretical and observa-
tional values of the systems’ parameters should be equally good in the two
domains.

Neither requirement has been satisfied with respect to any of the analogies
invoked or identified between economics and the natural sciences. To be more
precise, the very idea of consistency checks amounting to satisfying the afore-
mentioned requirements has never entered discussion on the analogies claimed
between economics and the natural sciences.

So, for instance, Walras’s point – in a letter to his pupil Albert Aupetit – that
‘a perfect similarity’ holds ‘between our equations of general equilibrium with
the equations of universal gravity’ (Walras 1873, III, p. 339) was simply stated.
The analogies often identified between economics and biology, particularly with
respect to evolutionary theory, have been argued for on several grounds (see, for
instance, Hodgson 1993), among which the fact that both theories attribute
competition a major role in bringing about equilibrium. However, the analogies
so far identified resulted from biology and evolutionary theory exerting a mutual
influence on one another, which often led to the validation of a theoretical
concept in one discipline on the basis of its being used in the other, prior to
being the concept validated in either discipline (see Jarvis and Mosini’s chapter
on this point).

The chapters in Part I discuss some alleged analogies between economics
and, respectively, mechanics, chemistry, biology.

Part II deals with the question of the different connotations, and, therefore, of
the different meanings, attributed to economic equilibrium, which cause the
concept to be multi-faceted. This aspect of economic equilibrium is widely
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10 The first example of such proof being given that springs to mind refers to mechanical and ther-
modynamic systems; it paved the way to the ‘reduction’ of thermodynamics to statistical
mechanics. The proof, given by Boltzmann in 1884 for monocyclic systems of finite period (pen-
dulum) and for two classes of ‘orthodic’ microscopic systems that he called ‘ergode’ and
‘holode’ (later to be called ‘microcanonical’ and ‘canonical ensemble’ (Gibbs 1902), consisted in
showing that those systems, like thermodynamic ones, satisfy the heat theorem: du�T ds�P dv,
with u� specific energy, T� temperature, s�entropy, P�pressure, v� specific volume (see
Gallavotti 1999 and references therein).



acknowledged among the practitioners of the discipline, to the point that Wein-
traub has claimed that

as ‘equilibrium’ is dependent for its meaning on the context in which it is
found, the meaning of ‘equilibrium’ changes over time as the texts change.
No meaning has a privileged status . . . ‘Equilibrium’ is associated with a
Wittgensteinian language game, and the meaning of the word is dependent
on the players of the game and the rules that they decide to play by at a
particular moment in the history of economic thought.

(Weintraub 1991, p. 108)

Yet the multi-faceted character of economic equilibrium causes a problem,
which refers to the extent to which its different meanings are compatible with
one another, so that the concept can still be regarded as one. (Surely, this is
desirable for a concept endowed with such central status in the discipline!).11

The question of the degree of mutual compatibility between the different mean-
ings attributed to economic equilibrium is often overlooked in the literature, as if
it had been settled to everyone’s satisfaction. A remarkable example is to be
found in Arrow and Hahn’s well known claim that:

there are two basic, incompletely separable, aspects of the notion of general
equilibrium as it has been used in economics: the simple notion of determi-
nateness, that the relations describing the economic system must be suffi-
ciently complete to determine the values of its variables, and the more
specific notion that each relation represents a balance of forces . . . almost
any attempt to give a theory of the whole economic system implies the
acceptance of the first part of the equilibrium notion; and Adam Smith’s
‘invisible hand’ is a poetic expression of the most fundamental of economic
balance relations, the equalization of rates of return.

(Arrow and Hahn 1971, p. 1)

The view that the two aspects of economic equilibrium can – and do – coexist,
that the balance of forces responsible for equilibrium is susceptible of math-
ematical treatment that admits of analytical solutions, is important inasmuch as
it implies affirming the mutual compatibility of the two aspects of economic
equilibrium, thereby preserving a central role for the concept. Weintraub has
forcefully opposed this view by claiming that Arrow and Debreu’s linking an
equilibrium price vector with a Nash equilibrium represents

A fundamental shift in the imagery of equilibrium . . . from a balance
between market forces to a price that, once established by the desires of the
agents, would not be modified as long as the desires of the agents remained
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unchanged . . . the ordinary language of economic analysis was, in this case,
at least, modified by the metaphors associated with a mathematical theorem.

(Weintraub 1991, p. 108)

The question of the mutual compatibility of the various aspects attributed to
scientific concepts relates to their meaning invariance, either over time or over
different theoretical frameworks. This is part of the wider question of the cumu-
lative/non-cumulative character of knowledge, which originated with Kuhn in
the context of physics (1962), spread to all areas of science, and found solution
in none.12 The prevailing view in economics claims continuity in the discipline
(see, for instance, Bowley 1973; Blaug 1978), although neoclassical theory has
also been seen as an abrupt conceptual change of revolutionary import (see, for
instance, Schumpeter 1910, 1954; Mirowski 1989), and discontinuity between
Walras’s and Debreu’s models of equilibrium has been argued (Clower and Lei-
jonhulfvud 1975).

Part II discusses the question of the meaning invariance of the concept of
economic equilibrium by means of three case studies. These refer to A. Smith,
the founder of modern economics, A.N. Isnard, and A.A. Cournot, who are
widely regarded as precursors of neoclassical economics. The three chapters
consider the entire production of the authors in question rather than just a
section, as often done in the past. The aim of this part is to evaluate whether any
crucial element was lost in the transition from Smith’s, Isnard’s and Cournot’s
qualitative concepts of economic equilibrium to Walras’s quantitative one. The
conclusion, common to all three chapters in this part, is that the balance of
forces to which Smith’s, Cournot’s and Isnard’s concepts of equilibrium referred
to does not lend itself to mathematical description, as neoclassical economics
(whether in Walras’s version or in any development of it) requires. Hence the
concept of economic equilibrium shows meaning variance even in the first
stages of its formulation (a conclusion that would reinforce Weintraub’s position
against Arrow and Hahn’s).

Part III aims to give a brief overview of how the concept of economic equi-
librium is understood, deployed and/or criticised, in current economic discourse.
The part has no other aim than the one just stated: no thesis is defended, no con-
clusion drawn. One fact, however, emerges from it, which Samuels’s chapter
fully captures: that the discussion on economic equilibrium becomes all the
more interesting, and fruitful, when it is framed within a well defined philosoph-
ical context, as in Lawson’s and Backhouse’s chapters, which deal, respectively,
with realism and instrumentalism. Thomas’s evaluation of the role of economics
equilibrium for econometricians is also connected with a philosophical question,
that of the empirical adequacy of scientific theories. The last three chapters
explore various aspects of the question of the different meanings attributed to
economic equilibrium.

8 V. Mosini
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(1993) and Hoyningen-Huene (1993).



Presentation of the chapters

A critical evaluation of the influence of mechanics on economics from the 1860s
to the 1920s is the topic that Ivor Grattan-Guinness addresses in Chapter 1,
‘Equilibrium in mechanics and then in economics, 1860–1920: a good source for
analogies?’. After reviewing the three traditions that had come to dominate
mechanics by the time indicated, Grattan-Guinness lists a few cases of connec-
tions between mechanical and economical principles – the efficiency of
machines, linear programming and locational equilibrium – which failed to be
rapidly and fully developed. He then turns to economics proper, in particular, to
the so-called ‘neoclassical’ tradition, as pursued by Jevons, Walras and Pareto,
challenging these authors’ appeals to mechanics as their source of inspiration.
Grattan-Guinness’s point is that a thorough philosophical analysis of the
attempts at comparing and/or contrasting economics with mechanics requires
discussing, for instance, the testability and generality of the theories in question,
their approximating to the phenomena under study, and the status of the types of
equilibria within each discipline. Another important point raised in this chapter
is the need to spell out the manner in which a given analogy between two disci-
plines is put forward; Grattan-Guinness suggests that four such manners are
available: reduction, emulation, corroboration, instantiation.

The question of the influence of chemistry on economics (and vice versa)
with respect to the concept of equilibrium is the focus of Chapter 2, ‘Between
economics and chemistry: Lavoisier’s and Le Chatelier’s notions of equilib-
rium’. In it, Bernadette Bensaude-Vincent and Valeria Mosini introduce the two
concepts of equilibrium deployed in chemistry, one static, the other dynamic.
The first one (also historically speaking) is associated with Lavoisier, the found-
ing father of modern chemistry. It was the use of the scale, and the consequent
introduction of quantitative methods in chemistry, which enabled Lavoisier to
challenge (and defeat) the widely accepted – at the time – phlogiston theory, to
give a definition of chemical elements that is still in use, and, finally and import-
antly, to extricate chemistry from the Aristotelian framework, bringing it under
the influence of the Enlightenment philosophy. The second way in which the
concept of equilibrium is deployed in chemistry is linked with the name of H. Le
Chatelier; it was framed within the context of a late, fin de siècle, nineteenth-
century positivism, which emphasised to the utmost the role of observation and
experimentation. Bensaude-Vincent and Mosini discuss P.A. Samuelson’s sug-
gestion to adopt the Le Chatelier principle and apply it in economics, and show
the suggestion ill founded on account of being based on a misapprehension of
what the concepts of stable and unstable equilibrium, defined in the natural sci-
ences, mean.

Chapter 3, ‘The ubiquity of the concept of equilibrium in biology, and its
relation with equilibrium in economics’ by Louise Jarvis and Valeria Mosini,
emphasises a difference between two cases of deployment of the concept of
equilibrium in biology that is relevant to economics. One case relates to the phe-
nomenon of homeostasis, the mechanism whereby living organisms keep their
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physiologically relevant parameters quasi-constant. Homeostasis, which instanti-
ates dynamic equilibrium as described in the Le Chatelier principle, was dis-
covered through observation and experimentation. The other case of the concept
of equilibrium being deployed in biology considered in this chapter relates to the
costs–benefits analyses of late nineteenth century Darwinian evolutionism. The
balance of costs–benefits analyses exemplifies a static concept of equilibrium;
furthermore, it is a theoretical concept, imported from economics. The history of
mutual influences between biology and economics is long; an interesting aspect
of it is that concepts often travelled across the disciplines, and received indirect
corroboration in one by being applied in the other, before being validated in
either one.

In Chapter 4, ‘ “Sympathy”, “character” and economic equilibrium’, William
Dixon and David Wilson point out a contradiction that runs through most of
post-Walrasian equilibrium theorising. This concerns the appropriation by the
post-Walrasian tradition of Smith’s metaphor of the invisible hand, accompanied
by the endorsement of Hobbes’s theory of human behaviour. This is a curious
fact, since it was as an alternative to Hobbes’s theory that Smith had developed
the concept of ‘sympathy’ as the key element that would achieve the happy co-
ordination to which the metaphor of the invisible hand refers.13 Dixon and
Wilson emphasise that the Theory of Moral Sentiments, in which Smith spelled
out his characterisation of human co-ordination, should be read as a necessary
compendium to the Wealth of Nations. They show that, on Smith’s account,
sympathy would not be imposed on individuals, but would, in fact, originate
from within the individuals themselves, and claim that Smith’s notion of sym-
pathy may be seen as a precursor of Chalmers’s notion of ‘character’, the dispo-
sition to take into account the feelings and expectations of others before
embarking on a given course of action. Notably, Chalmers, like Smith, assumed
that character would develop from within the individuals. After showing that
remnants of Smith’s and Chalmers’s views on human motivation and co-
ordination may be traced in some leading twentieth century economists, Dixon
and Wilson present and discuss the work of social psychologist G.H. Mead, sug-
gesting that it provides a way out of the sterile debate on egoism versus moral
considerations, and that the picture it provides is in line with Smith’s and
Chalmers’s.

In Chapter 5, ‘Economic equilibrium in the French Enlightenment: the case
of A.N. Isnard’, Richard van den Berg recalls that Isnard is often considered a
precursor of neoclassical economics on account of his first-rate contributions to
mathematical economics, but that he is denied even a fraction of the recognition
awarded to Walras for understanding the intricacies behind economic phenom-
ena. By examining, together with the mathematically oriented Traité des
richesses, Isnard’s other books, in particular, the Cathéchisme social, van den
Berg shows that, contrary to common opinion, Isnard conceived a sophisticated
economic system, which was not based on utility maximising but harmonised

10 V. Mosini
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the profit seeking of individual entrepreneurs with wider considerations concern-
ing the well-being of all individuals in the society. Hence, for Isnard, the estab-
lishment of a ‘natural’ economic order regulated by an equilibrium would
depend on more than just self-interest. He thought that considerations of wider
import, framed in Condillac’s sensualist philosophy, and co-ordinated by reflec-
tion and judgement, would be responsible for bringing about the ‘considered’
interests that would result in equilibrium. Van den Berg shows that Isnard
described the process of developing those ‘considered’ interests as akin to the
acquisition of good habits. Hence, at variance with Smith, Isnard assumed that
the force that would bring about economic equilibrium by taming greed and self-
ishness was not innate, while denying that it was imposed on individuals from
outside. The acquisition of considered interests would come about through an
act of free will, based on the advantages that considered interests had delivered
in the past.

In Chapter 6, ‘Influences on the economic theory of A.A. Cournot: mechan-
ics, physics and biology’, Francois Vatin develops two interconnected theses.
One is that the widespread interpretation of Cournot as an equilibrium theorist of
mechanistic inspiration – and, therefore, as a precursor of neoclassical eco-
nomics – is wrong in that Cournot’s main source of philosophical inspiration
was Leibniz’s energeticism. Cournot’s use of the term ‘equilibrium’ well exem-
plifies Vatin’s thesis: against what should be expected of an equilibrium theorist,
the term appeared very seldom (only twice) in the (1838) Recherches, and not
much more often in the (1863) Principes. Vatin’s second thesis is that there is
no need to assume an abrupt shift in Cournot’s views to realise the fact that he
was not an equilibrium theorist: Leibniz’s energeticism provides the common
thread between the various periods that can be identified in Cournot’s entire pro-
duction. Vatin’s analysis explains why Cournot considered it inappropriate to
describe human behaviour other than as between individuals that are part of a
society, and why he regarded societies as biological organisms in their initial
stages, and as mechanisms in their later ones.14 Interestingly, in his mature
works, Cournot denied that the societies of his time had reached the state of
mechanisms, and could, therefore, be subjected to mathematical description as
he had done in his 1838 book, putting on hold, if not denouncing in retrospect,
the mathematical treatment of economics of his early work. Cournot’s late
formulation of economic equilibrium was not susceptible of being expressed in
mathematical terms, and was, in fact, a qualitative concept linked with the com-
plexity of the metaphors from evolutionary theory and thermodynamics that
Cournot had come to choose to describe economic phenomena.

Chapter 7, ‘Tensions in modern economics: the case of equilibrium analysis’
by Tony Lawson, brings the discussion on economic equilibrium under the spot-
light of contemporary, critical, thinking. Lawson’s staring point is that there is a
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connection between the role attributed to equilibrium in economic theorising and
the predominant attitude within the profession of mainly – if not exclusively –
encouraging ever more sophisticated mathematical treatments of economic phe-
nomena, with little concern for the empirical adequacy of the conclusions so
reached. Lawson notes that the variety of meanings attributed to economic equi-
librium result in the concept being intrinsically ambiguous, its use – and abuse –
bringing about incoherences, and generating a vertical split in the profession
between advocates and its critics. The lack of clarity in the discussion is well
exemplified by the fact that even the critics of economic equilibrium, such as,
for instance, institutionalists, post-Keynesians and feminists, have emphasised
the inadequacy of one or other assumption underlying the concept while still
taking it, as a whole, at face value. This is due to a confusion between the epis-
temic and the ontic aspects of the concept, between claims about models (and
their properties) and claims about the phenomena the models aim to represent.
This confusion has led to evading the question of properly criticising main-
stream economics for inventing a reality that it can address, instead of striving to
find the appropriate means to describe the existing one. Hence discussion on
equilibrium thus far has not helped economics recover from what Lawson calls
an ‘unhealthy state’.

Chapter 8, ‘Equilibrium and problem solving in economics’ by Roger Back-
house, frames the discussion of the concept of economic equilibrium within the
philosophical context of instrumentalism, thereby creating a fruitful contrast with
Lawson’s realist stance. Backhouse regards economic equilibrium as a useful tool
in addressing questions that are relevant to the economic profession. He qualifies
the tool represented by economic equilibrium as a model connected to a specific
theoretical apparatus, which, although abstract and often remote with respect to
the actual state of affairs, has reverberations on the real world of economics. How
these reverberations come about, case by case, is not always obvious because the
links between economic theories and actual economic states of affairs are tortu-
ous, and their robustness varies in degree. This fact explains why the concept of
equilibrium has been endowed with different connotations, sometimes incompati-
ble with one another, which reflect the different levels of complexity of the eco-
nomic problems that are being addressed in each case. On Backhouse’s account,
the question of the ontological status of economic equilibrium is a legitimate one,
but the concept can be meaningfully discussed even without addressing that ques-
tion. The focus of discussion, in fact, should be on the usefulness of the concept
of equilibrium as a problem-solving tool, vis-à-vis alternative schemes, most
notably game theory, which have been put forward in the last decades.

In Chapter 9, ‘Equilibrium analysis: a middlebrow view’, Warren Samuels
sets forth to disentangle the various aspects of the bundle of disagreement
surrounding the concept of economic equilibrium. These, he shows, relate to
dichotomies such as that between equilibrium as a tool or as an element of
reality, between economics as the analysis of conceptual models or of actual
states of affairs, and between induction and deduction in the scientific discourse.
Samuels’s analysis is underpinned by a philosophical position whose starting
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point is the consideration that economics, as a social science, is ‘made, not
found’. This consideration has a bearing on the question of the empirical ade-
quacy of economic theories that is at the heart of the controversy between real-
ists (such as Lawson) and instrumentalists (such as Backhouse) on the
interpretation, and goal, of economics. Samuels stresses that, contrary to what
often claimed, it is impossible to keep ontological and epistemological
considerations apart, as these constantly interplay with one another, as well as
with the complexity of the phenomena. Within this philosophical and methodo-
logical framework, Samuel’s preference is to talk in terms of disequilibration,
disequilibrium and equilibration rather than in terms of the existence, unique-
ness and stability of the equilibrium solutions (but he stops short of claiming
superior ontological status for his approach over the other).

Jim Thomas discusses the role of the concept of equilibrium in econometrics
in Chapter 10, ‘Equilibrium in economics, stability and stationarity in economet-
rics’. After recalling the three components that, according to Ragnar Frisch, con-
tribute to a real understanding of the quantitative relations between economic
variables, that is, statistics, economic theory and mathematics, Thomas points
out the imbalance in the way in which those components are rated in the profes-
sion, which causes theorists to occupy an intellectually higher position than data
gatherers. This state of affairs is partly due to the difficulty (sometimes the
impossibility) of measuring a number of key economic variables, such as, for
instance, utility, ‘normal’ or ‘excess’ profits and ‘real’ rates of interest, which
make the job of the data gatherers all the harder. After discussing the deploy-
ment of mathematical analysis in the framework of mainstream economics, and
its extension to heterodox economics, Thomas notes that the existence of stable
relations between non-stationary variables points to the need for econometri-
cians to devise new theories, or to further develop already existing ones, which
would not depend on static equilibrium. The fact that, so far, econometricians
have relied on models from existing economic theories – rather than developing
their own ones – often led to problems when the models were found not to
contain essential features of the phenomena they were meant to portray. This
realisation often resulted in adjustments of the models, or in the re-evaluation of
problematic features, such as, for instance, autocorrelation, which had previ-
ously appeared to be weaknesses in need of elimination.

Victoria Chick addresses the question of the several meanings attributed to
economic equilibrium in Chapter 11, ‘Equilibrium in economics: some concepts
and controversies’. Although Chick’s review of the meanings of economic equi-
librium is not organised along chronological lines, it none the less includes con-
tributions from the main protagonists of twentieth century economics. She
claims that it is equally inappropriate to defend, or to criticise, the concept as if
it were one and the same thing, and suggests that, in discussing the ways in
which the concept has been deployed, care should be given to the specific
meaning attributed to it in each of those ways. Another relevant point of this
chapter is the author’s emphasis on distinguishing the ‘equilibrium method’, as
theorising aimed to give only equilibrium solutions, from the equilibrium point
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that a theory may display alongside disequilibrium and adjustment. Chick also
hints to how the belief in economic equilibrium offers a way to ignore power
relations, ruled out in competitive analysis, and income distribution, ruled out by
the representative agent, thereby hinting to the need to address the question of
the ideological components that underpin widely shared assumptions in eco-
nomics, such as that of equilibrium.

The role of ideology in economics is the focus of Chapter 12, ‘Heavens
above: what equilibrium means for economics’ by Alan Freeman. Freeman’s
basic point is that the notion of equilibrium has a different status in economics
from that of any concept (including equilibrium) in the natural sciences. In his
view, equilibrium is used in economics in a dogmatic way, that Freeman associ-
ates with religion, citing the example of the Catholic church being against
Galileo’s defence of heliocentrism. In Freeman’s analysis, the ‘temporal’
approach to economics is set in opposition with the equilibrium, or ‘steady
state’, approach (a view that would not apply in the natural sciences), in this way
strengthening his case for equilibrium in economics having very little (if any-
thing) to do with equilibrium in the natural sciences.

Andy Denis in Chapter 13, ‘The hypostatisation of the concept of equilibrium
in neoclassical economics’, offers another characterisation of the meanings of
economic equilibrium, which include definitions of equilibrium in physics taken
from Simpson and Weiner’s (2000) OED Online. However, Denis’s main point
is that neoclassical economics – here exemplified by the work of Robert Lucas –
has treated the concept of equilibrium in a way that amounts to its ‘hypostatisa-
tion’. He further maintains that the ‘hypostatisation’ of the concept exemplifies
the contrast between ‘formal’ and ‘dialectical’ modes of thought in economics,
urging heterodox economists to embark on a research programme aimed to build
and deploy a ‘dialectical notion of equilibrium’.
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Part I

The interplay of
equilibrium notions
between the natural
sciences and economics





1 Equilibrium in mechanics and
then in economics, 1860–1920
A good source for analogies?

Ivor Grattan-Guinness

It is well known that mathematical economics took much positive influ-
ence from classical mechanics, especially from the 1860s until the 1920s,
and that equilibrium was a prime target for imitation. After a review of the
main traditions of mechanics, this chapter considers the history of its
effect upon economics, first by noting some branches of economics so
influenced where the effect was far from clear or rapid, and second by
considering the place of mechanical principles, especially equilibrium, in
the work of some major neoclassical economists. Finally, the merits of the
analogies will be considered, and a rather ironic conclusion drawn.

The varieties of equilibrium in mechanics

Mechanics has a very long history; we are concerned here with the developments of
it during the later eighteenth and especially the nineteenth centuries, when emerged
the versions of which the effects on economics are most apparent. The first feature
to emphasise is that Newtonian mechanics was a major version but far from the
only one, especially on the Continent, where almost all the main advances were
made from the 1740s onwards. For further details of this huge story, see Dühring
(1873), Mach (1883) (with caution), Rühlmann (1881–85), Wolf (1889–91), Voss
(1901), Duhem (1903), Stäckel (1905), Jouguet (1909), Dugas (1955), Grattan-
Guinness (1990a, b, 2005a, 1994a, esp. pts 8 and 9), Roche (1998), Heilbron (2002)
and Pulte (2005), and the many further original and historical references given in
these sources; and the extensive bibliography to this chapter.

The range of mechanics

First we need briefly to consider the range of phenomena that had come to fall
under mechanics. They may be conveniently divided into five branches: the
adjectives below are mine.

Corporeal mechanics concerned ‘ordinary-sized’ objects as found and
handled on the Earth: bodies, fluids and elastic surfaces. Sound was then often



regarded as part of mechanics (Cannon and Dostrovsky 1981). In celestial
mechanics the planets and satellites were taken to be point masses; prime con-
cerns included the fine details of their orbits and rotations, the former considered
also for comets. Planetary mechanics was concerned with the shape of the heav-
enly bodies: the Earth was the most important one, followed by the Moon.
Important topics included precession and nutation, tides, and topography and
cartography. Several aspects of engineering mechanics involved friction; for
example, the stability of embankments and the construction and stability of
buildings or structures of various kinds, such as towers, cupolas, arches and
bridges. Of the many machines in this branch, several related to water, both in
their design and (in)efficiency of their operation: waterwheels, turbines, pumps,
valves and pistons. Connected topics included the building and steerage of boats
and ships, and the use of sails. Finally, as the least developed branch, molecular
mechanics treated the interaction of the supposed ‘molecules’ somehow com-
prising the intimate structure of matter (in, for example, elasticity and friction
studies) and/or the even smaller molecules that (for some researchers) comprised
the structure of the assumed aether (Körner 1904).

By 1800 three distinct traditions had emerged, in competition not only over
the question of heuristics versus formalisation but also concerning the territory
of legitimate application. Let us note them in turn.

Newtonian mechanics

Newton’s approach was prominent, especially in celestial and planetary mechan-
ics (Gautier 1817; Todhunter 1873; Greenberg 1995). His laws were at once
both mathematical and mechanical. The second one was often used in the form

force�mass�acceleration (1)

including by Newton himself; but he actually formulated it in terms of a rela-
tionship between increments of impulse and increments of momentum (with
mass assumed constant) (Cohen 1971; Brackenridge 1995; Maltese 1992). The
first law was well understood to apply both to static and to dynamic equilibrium.
However, within dynamics the derivation of some results was problematic, until
it was realised (by Leonhard Euler among others) that the principle of angular
momentum had to be adopted as a fourth law (Truesdell 1968, ch. 5). The notion
of central forces and actions between bodies (balanced by reaction according to
Newton’s third law) was widely adopted; however, the inverse square law was
taken up with more enthusiasm in Britain than on the Continent, where other
laws were also mooted (Guicciardini 1999).

Energy–work mechanics

An alternative tradition, with quite a long history, drew upon the relationship
between kinetic and potential energies. (I use the modern terms: vis viva and
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forces vives then were popular names for the former notion, while the latter,
involving (force�distance) in some form or other, received various names.)
G.W. Leibniz advocated it in the late seventeenth century as a means of mathe-
maticising René Descartes’s vortex theory of celestial motion, which Newton
had come to loathe (Bertoloni Meli 1993). This tradition gained its best creden-
tials in engineering and technology; by the 1780s it was elevated into a general
approach to dynamics, with special utility in cases of impact and percussion
where disequilibrium occurred. A pioneer of this tradition was Charles Coulomb
(Heyman 1972), and the main advocate of its generality was Lazare Carnot
(Gillispie 1971; Gillmor 1971), both men with strong engineering backgrounds.

One of the strengths of this tradition is that it allowed for the role of friction
in the losses of energy and/or work. However, studies of the properties of fric-
tion were limited, for it was and remains a major stumbling block in all tradi-
tions of mechanics, in all its manifestations; perhaps the greatest advances have
come in fluid friction, with the use and adaptations of the Navier–Stokes
equations.

Variational mechanics

Energy mechanics challenged not only the Newtonian tradition but especially
the third tradition, which grew up from the mid-eighteenth century onwards in
reaction against Newton’s. Puzzled by the notion of force, Jean d’Alembert pro-
posed that (1) should be taken as its definition; but then some new law is needed
to replace it, and he offered a rather incoherent statement, now known as
‘d’Alembert’s principle’, about the relationship between the motions of masses
when left in their current state of equilibrium and when affected by imposed
actions such as forces or impacts (Fraser 1985).

This tradition also adopted ‘the principle of least action’, an optimising law
formulated during the 1740s with the help of the calculus of variations; ‘action’
was a technical term, denoting (force�velocity�distance) in a variety of con-
texts: for example, for infinitesimal displacements ds it required an integral in
distance s. As in other contexts in mechanics, some tricky metaphysical issues
arose, concerning the relationship between force and substance; here Euler also
invoked religious grounds in order to guarantee its generality. However, he used
it only fitfully; it was to be utilised comprehensively first by J.L. Lagrange, but
in a secular spirit (Pulte 1989).

This new tradition was enhanced by ‘the principle of virtual velocities’ (not
then ‘work’, a word that hinted at the disliked notion of force): a refinement of
d’Alembert’s principle, it stated how masses move after disturbance from equi-
librium. But it assumed that mechanical situations could always be reduced to
equilibrate ones, and that dynamics could be reduced to statics. Various efforts
were made to prove it from other statical and dynamical principles, such as that
of the lever (Lindt 1904).

This tradition was formulated and developed in algebraic terms. Indeed, it is
often called ‘analytical’, and Lagrange’s treatise Méchanique analitique (1788)
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was the definitive account of it for a long time. There are no diagrams in the
book, the author tells us early on, and he meant it, seriously. His use of the cal-
culus of variations inspired the alternative adjective ‘variational’ to characterise
this tradition.

A highlight of this book is an analysis, already rehearsed in papers, of the
stability of the planetary system, a major use of perturbation theory (Wilson
1980). Rejecting the religious explanation of stability put forward by predeces-
sors such as Newton and Euler, Lagrange thought that it could be proved from
Newton’s laws, together with the assumption that the planets move in the same
direction round the Sun. At that time the problem was conceived as showing that
the inclination to the ecliptic and the radius vector of every planet will always
remain bounded (while not constant). Although not fully sound, his proof bril-
liantly launched the study of a problem of extraordinary difficulty.

Parallel progresses

All through the nineteenth century these traditions progressed, especially in
dynamics. Every aspect was advanced, from theoretical principles through prop-
erties of solids and fluids to the precise definition and measurement of quantities
(passim in Klein and Müller 1896–1935; Schwarzschild et al. 1904–34; Royal
Society 1909).

Statics benefited greatly in 1803 from Louis Poinsot’s theory of the ‘couple’
(his word), denoting two forces equal in value, parallel but opposite in direction
and not collinear (Poinsot 1803). It is strange that this major modification of
statics should have taken so long to be recognised. It also bears upon the
(partial) understanding of static equilibrium held by economists and many
others.

Another oddity was the small response to the ‘paradox of statics’, as Euler
and others called it. This is the fact that it was not possible to analyse the equi-
librium of a loaded table with four or more legs; for there were only three basic
equations of static equilibrium, so that a further condition of some kind would
have to be assumed. A two-dimensional analogue of this paradox obtains for a
bench supported on more than two legs. Given the link that will be made by
economists between equilibrium and the numbers of unknowns and of equations
required to state the theory, it is ironic that insufficient equations are available in
this elementary mechanical situation itself.

Among the three traditions, the variational was substantially advanced by the
contributions of W.R. Hamilton from the 1830s onwards, which greatly
extended the range and techniques of Lagrange’s legacy (Prange 1933). All tra-
ditions were elaborated in new contexts: continuum mechanics proved some
enthralling challenges, especially in fluid mechanics and elasticity theory
(Truesdell 1954, 1955, 1960). However, progress was slow on the task of
analysing, especially mathematically, the interactions of the molecules which
many scientists held to compose the basic components of physical bodies and
substances (Weiss 1988; Rowlinson 2002), and the mysteries of the behaviour of
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materials, especially the many ways in which they rupture and break (Gordon
1976).

Perhaps the most significant mathematical elaboration, which affected all tra-
ditions, was the gradual growth of potential theory, especially from the 1830s
(Bacharach 1883). Many of its initial contexts came from mathematical physics,
which had grown rapidly in the new century, especially in French hands – heat
theory, physical optics, and electricity and magnetism, and from 1820 their
interaction in electromagnetism and electrodynamics (Grattan-Guinness 1990a,
chs 9, 12–14). The last two subjects were new; the others just named grew mas-
sively, and not only on the mathematical side but also in their theoretical and
experimental aspects (Bogolyubov 1976, 1978; Harman 1982; Garber 1999).
The place in them of mechanical principles was very strong, so much so that in
the early nineteenth century P.S. Laplace (1749–1827) advocated that all phys-
ical as well as mechanical theories should be developed in terms of short-range
central forces acting between the elementary ‘molecules’ of which they were
presumed to be composed and the cumulative actions of a body or physical
regimes be taken to be the appropriate integral of its basic inter-molecular com-
ponents. Thus, for example, his theory of light was ballistic rather than waval
(Grattan-Guinness 1990a, ch. 7). However, his approach turned out to be less
powerful than the competing theories that did not make such assumptions
(Grattan-Guinness 1987). But in those theories mechanical notions were some-
times prominent sources of imitation; for example, principles of conservation or
least action, and the decomposition of forces.

Another advance, especially in mechanics itself, concerned the types of
boundary conditions applied to situations. In particular, in the 1890s Heinrich
Hertz stressed ‘non-holonomic’ conditions on a mechanical system, in which the
displacements of its components are constrained by time-dependent conditions
(for example, the effect of friction upon rolling on a surface); ‘holonomic’ con-
ditions leave the system free to move (again for example, smoothly).

Thanks to these advances, physics grew enormously in importance, from a
position of inferiority in the eighteenth century that is hard for us to imagine. In
particular, energy mechanics and potential theory were brought together in the
mid-century by Hermann von Helmholtz and others to create ‘energetics’, as it
came to be known, covering both mechanics and physics (Haas 1909; Caneva
1993). This point bears upon the later influences on other subjects, of which eco-
nomics is only one; whether they came under the sway of mechanics directly
(our main theme), or from physics directly, or from physics via mechanics.
Mirowski (1989) has much information on these influences, though he might
have stressed rather more the differences between them.

Some controversies between the traditions

When large-scale theories are in competition, differences of various kinds arise:
legitimacy, relationships between topics, and generality. The relationship
between dynamics and statics was a major one: in energy mechanics dynamics
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dominated, with statics construed as the special case of zero velocity; by con-
trast, in variational mechanics the claim of reducing dynamic to statics was
central. One should note, however, that static equilibrium admits stable and
unstable forms, exemplified respectively by a ball sitting in the base of a bowl
and on the top of the same bowl upturned on a flat surface.

An important case of this difference concerned the work term �r Fr dxr for
forces Fr displaced by infinitesimal distances dxr. Following Lagrange, varia-
tionists assumed that it was always an exact differential; so they equated it to the
differential of a potential P,

∑r Fr dxr �dP (2)

and then integrated (2) to obtain P, when the system of forces Fr was said to be
‘conservative’. But supporters of energy/work mechanics could not so proceed;
for them P did not exist, and thus (2) could not hold, on the occasions of
mechanical impact between bodies, cases that they claimed variationists could
not handle (Scott 1970). Energetics physics would reconcile this clash later,
since (2) was construed to hold over all forces involved, whether mechanical or
physical.

There were also concerns over the status and types of equilibrium. The basic
notion of equilibrium was that of coming to rest or being at it (the static
version), or moving uniformly (the dynamic version). But along with, or perhaps
rather alongside, them came the notion of the stability of a dynamical system,
especially following the wonderful contributions made by Lagrange. Stability
has a literally more dynamic range than equilibrium, a feature brought out
further by Henri Poincaré and especially Alexander Lyapunov around 1890,
when they individuated several new kinds of equilibrium (Grattan-Guinness
2005c, chs 48, 51 and 68).

One source of controversies was the (non-)effectiveness of each tradition
within certain mechanical contexts, especially in dynamics. The Newtonian
version was especially strong on planetary and celestial mechanics; but engin-
eering mechanics most often drew upon the energy/work version. On basic
‘ordinary-sized’ mechanical situations all three might be used, but there was a
great difference in practice. In particular, the variational tradition was unsur-
passed in contexts formulated in terms of optimisation, and for the systematic
organisation of theories (‘axiomatisation’ is an anachronism); but it was often
wanting in new problem areas when intuition needed help, and could not prop-
erly cope with cases involving impact.

The final issue is a philosophical one: determinism, with special reference in
mechanics to teleology. The variational tradition stands out here, mainly for its
use of the principle of least action, which states a macro criterion for fixing the
path taken by the particle under the stated conditions. Teleology does not obtain
in the other traditions, because initial conditions have to be specified in addition
to the formulae that derive the ensuing motion. However, this point was often
overlooked (Popper 1950–51); in particular, the Newtonian tradition has some-
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times been given a deterministic interpretation, in a large-scale manner by
Laplace. The question of determinism or indeterminism lurks in many kinds of
social science, economics included.

Three cases of intermittent interaction between mechanics
and economics

After this rather rapid review of a large ensemble of theories, I briefly note here
three parts of mathematical economics in which mechanics played a notable
role. As a prelude to the somewhat sceptical comments to come, all three stories
are intermittent over time. All cases have important French components, associ-
ated with the famous engineering Ecole Polytechnique in Paris, which was
founded in 1794.

The (economic) efficiency of machines

Engineering mechanics means business, which means profit, which means return
on investment. From the late eighteenth century the French linked efficiency
with a general mechanical theory, paying attention to factors such as loss of
energy on impact and loss of work to overcome friction both in general terms
and in particular cases such as equipment with sliding parts or turbines and
waterwheels, and also the measure of water flow in canals and pipes (Grattan-
Guinness 1990a, esp. ch. 16; Vatin 1993). A pioneer, Joseph de Montgolfier,
offered the quip ‘the force vive is that which can be had for money’, which was
picked up by Claude Navier, a former student at the Ecole Polytechnique (and
an author of the equations for fluids mentioned above). Other former students
active in this area included Gaspard Coriolis and Jean Victor Poncelet (1852). 
It was to be picked up later in other branches of engineering, such as telecom-
munications.

The same issues concerned scientists and engineers in other countries,
though connections between economic and mechanical principles were not so
evident, perhaps due to the lower status there of engineering education and
institutions. Britain shows a respectable record thanks to the awareness of lumi-
naries such as William Whewell, William Thomson and James Joule, where
links with economics were usually made via the labour theory of value (Berg
1980; Wise and Smith 1989–90). But it did not enter the main stream of the
later development of mathematical economics (or the purview of many of its
historians): among the leading economists only Léon Walras seems to have
drawn upon it, and then only to a limited extent, as we shall see in the discus-
sion of economists below.

Linear programming

Together with its non-linear sister theory, linear programming has became a staple
component of teaching and practice in mathematical economics, following their
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rapid development after the Second World War.1 But the prehistory of linear
programming goes back around 150 years, and some of it has connections with
mechanics (Grattan-Guinness 1994b). The most striking anticipator is Joseph
Fourier in the 1820s, who knew that he had posed ‘a new type of question’ and
had applications in mind. One of his followers was Navier, who used it to offer a
solution to the paradox of statics. Another, of especial significance here, was the
young Augustin Cournot (1801–77), who worked over several problems in
mechanics in Fourier’s way (Grattan-Guinness 2005b). Yet Fourier had few
other followers. One reason will have been the lack of effective techniques,
especially matrix theory, to produce the conceived solutions; yet the virtual lack
of later impact is strange – especially with Cournot, whose own contributions to
mathematical economics (Vatin 1998), launched only a few years later, included
curves of turnover, which also involve convexity in an important way. It seems
that Cournot had forgotten recent work by Cournot; surely he cannot have
noticed but then discarded the bearing of convexity upon optimisation in his new
economic contexts. But so it was: there were only a few further pulses of interest
in linear programming thereafter; for example, the Farkas lemmas, which date
from the 1900s. A similar point can be made about non-linear programming,
though with a rather shorter pre-history (Kjeldsen 2000).

Locational equilibrium

This intersection of economics with transport theory is rightly credited principally
to Alfred Weber with his writings of the 1920s, and in this case only few partial
anticipations are evident. The most remarkable one was effected by two former
students of the Ecole Polytechnique. Gabriel Lamé and Emile Clapeyron gradu-
ated in the mid-1810s, just at the time of the Catholic Restoration – not propitious
for young men with strong socialist tendencies. Luckily the Czar of Russia unwit-
tingly provided a solution by requesting (not for the first time) the French govern-
ment to send talented engineers to assist in the training of his own corps.

During their residence in St Petersburg from 1820 and 1831 Lamé and Clapey-
ron produced an impressive range of research papers, in a co-operation that was
unusual in itself in the mathematics of the time. One paper contained a complete
recognition of the basic principles of locational equilibrium in 1829, a century
before Weber. The role of mechanics is central, for the problem is solved by a
mechanical simulation on a panel or table, with weights proportional to the
importance of the sites suspended from there on strings that are joined together, so
that the point of equilibrium is found when the strings are allowed to seek equilib-
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rium. They described this procedure in their paper, and certain passages suggest
that they had actually set up the mechanism. When studying the distribution of
piles of stones on roads to facilitate repairs they even posed the grid problem,
where the actor himself decides on the frequency of points of location.

However, they published their paper only in the journal of the St Petersburg
corps, which gained very few readers. (It is translated with extensive comment-
ary in Franksen and Grattan-Guinness 1989.) Although they clearly saw both the
originality and the utility of their theory, for some reason they failed to reprint it
in a Paris journal, unlike several of their other collaborative papers. Thus their
work seems to have played no role in the later developments. Once again we see
economics and mechanics together, with fascinating intellectual possibilities but
virtually no diffusion. While the modern theory of economic geography does not
rely upon mechanical artefacts (see Smith 1980, for example), the background
of mechanics is still noticeable.

Some uses of mechanics in neoclassical economics

By demonstrating rigorously first the elementary theorems of geometry and
algebra, and then the resulting theorems of the calculus and mechanics, in
order to apply them to experimental data, we have achieved the marvel of
modern industry. Let us follow the same procedure in economics, and,
without doubt, we shall eventually succeed in having the same control over
the nature of things in the economic and social order as we already have in
the physical and industrial order.

(Walras 1890, 1926, p. 471)

The review of mechanics above shows that a massive and also varied ensemble
of theories was developed, in a wide range of contexts with plenty of scope for
disagreements. The concept of greatest relevance from now on is equilibrium. In
an initial foray into a study of its influence upon economics, I consider a few
major figures from the neoclassical tradition. (I follow practice in using ‘neo-
classical’, which is due to Thorstein Veblen 1900, but Alfred Marshall’s ‘mar-
ginal’ seems better.) On the pertinent general history of economics see, for
example, the appropriate parts of Backhouse (1985), Blaug (1968), Howey
(1960), Hutchinson (1953), Ingrao and Israel (1990), Spiegel (1991), maybe
Schumpeter (1954, pt 5), and the source book Baumol and Goldfield (1968).

I am not in a position to assess the overall merits or otherwise of the econo-
mists’ theories; I focus upon the place in them of mechanics, which deserves
rather closer attention than it often receives in the history of economics. A good
or bad analogy from mechanics does not make an economic theory good or bad
in itself (or vice versa), but its place is worth considering.

Some of the appeals to mechanics (and/or physics) were general admiration
of mechanical theories; their (supposed) certainty and generality, the rigour of
deduction from premises, and in some cases (especially energy/work mechanics)
the self-evidence of the premises and the consequent results. But appeals were
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also made to specific principles and/or methods, and the discussion below deals
exclusively with examples of these more specific concerns.

Utility in Jevons

Neoclassical economists, taking as prime concept the utility of economic actors,
had to find a basic criteria for equilibrium different from that of the equality of
supply and demand. Among the pioneers Stanley Jevons (1835–82) gave mathe-
matics the greatest role. He brought the differential and integral calculus into
play, but also drew upon mechanics (Maas 2001); before he started to publish on
general economics in 1862 (Grattan-Guinness 2002), he had already written on
the mechanical balance. His theory was based upon ‘utility’, a Benthamite
notion drawing upon both pleasure and pain, which he saw as normally obeying
the law of diminishing returns: that its derivative (marginal utility) increased to
some maximal magnitude but that its second derivative decreased. There is an
obvious analogy here with the deceleration of a moving particle, but he seems
not to have drawn it. The curve corresponding to such a function is concave or
convex to the axes, as he showed in diagrams sometimes; convexity was then a
recognised feature of theorising in economics, and also in linear programming
for the very few who practised it.

Jevons saw economic actors as trying to maximise their respective utilities,
but he had considerable difficulty in reconciling it with the theory of supply and
demand. He associated the process of maximisation with statics: it is somewhat
akin to the techniques in variational mechanics, though not necessarily so influ-
enced. He decided to identify the situation of equilibriate trading of two com-
modities by the equality of the ratio of the quantities traded and the inverse ratio
of their respective ‘final degrees of utility’ (that is, the derivatives of the traders’
utility functions with respect to those commodities at the time of exchange)
(White 2004). This condition does not have any corresponding general result in
mechanics.

Other points of possible analogy include associating (or not) curves of indif-
ference with equipotential curves and surfaces. Their chief initiator, Jevons’s
partial follower in utility Francis Edgeworth (1845–1926), did not press this
link, though he based much of his theory upon variational methods (Hamilton
had been a family friend), especially the principle of least action; he also allied a
‘perfect field of competition’ with the motion of a ‘continuous’ (incompress-
ible?) fluid (Edgeworth 1881, esp. pp. 16–30). On his position see Mirowski
(1994).

Equilibrium and utility in Walras

A notable deployer of mechanics was Léon Walras (1834–1910). His work is
still the subject of much discussion, as is testified by the large reprint of recent
commentaries (Walker 2001) and a sympathetic survey of many of his main pro-
cedures (van Daal and Jolink 1993).
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Between 1854 and 1858, when in his early twenties, Walras was an external
student at the Ecole des Mines in Paris, one of the specialist engineering schools
to which graduates of the Ecole Polytechnique passed as internal students. A
reform of the courses took place in 1856, though their overall content does not
seem to have altered much; a summary history of the courses is given in Aguil-
lon (1889, pp. 660–9). No record appears to survive of Walras’s apparently lack-
lustre activities there, but some educated guesses can be made. As an external
student, he should have taken the ‘preparatory’ courses in mathematics, physics
and chemistry, of which the mechanics part was quite wide-ranging, especially
in dynamics. He could also have heard some of the main ‘special’ courses: the
one on ‘exploitation of mines and machines’, taught until 1856 by the distin-
guished engineer and graduate of the Ecole Polytechnique Charles Combes,
included some specialised topics in mechanics; and that on ‘legislation and
industrial economy’, taught by one de Villeneuve, included a basic treatment of
economics.

So it is likely that the young Walras knew some economics and quite a bit of
(the French tradition in) engineering mechanics. Later he corresponded with (at
least) Jules Dupuit, a graduate of the Ecole Polytechnique who passed his career
as a roads and bridges engineer and later became an important figure in the eco-
nomics of machines described above.

Another important early influence on Walras was Poinsot’s superb textbook
on statics, apparently the eighth edition of 1842 (the edition that I also own, I
was pleased to discover!). The main attraction was not the opening chapter on
the couple but the second one on questions of static equilibrium, where Poinsot
often wrote equations involving linear combinations of terms (as used also in
(2)1) because he was balancing static moments (Bailhache 1975). There is an
analogy here with economics, in that (distance� force�moment), the mechani-
cal situation of the lever, from which the word ‘equi-librium’ comes, takes the
same mathematical form as (unit price�number of units�outlay or income).

In this review I draw largely upon the ‘fourth definitive edition’ (1926) of
Walras’s major book on economic theory. The quotation at the head of this
section shows how fervent was his advocacy of the major role of mathematics in
the prosecution of economic theory (1926, arts 138, 370). He claimed it to be
essential for the clear formulation of the law of supply and demand (art. 131),
for example, and for the determination of not only equilibrate prices but also the
laws of their variation (art. 370). He even criticised Carl Menger for not using
mathematics (art. 164).

Among the various branches of mathematics mechanics took prime place for
Walras. He distinguished dynamic from static equilibrium, on the grounds of
being dependent on time or not (art. 74); perhaps he had studied something about
(non-holonomic) constraints. The distinction was very important to him; the real
world of ‘economic dynamics’ (art. 74) was time-dependent, and the resort to
considerations based upon statics a decided simplification (arts 266, 322).

For Walras equilibrium was important because it had to furnish the environ-
ment within which economic activity could take place, especially purchase and
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consumption. A market trading in various commodities was in equilibrium when
the effective demand for each commodity (that is, the demand for a fixed
number or quantity of it at a determined price) was equal to its effective supply
(arts 130, 42): he seems to have paid more attention to demand than to supply.

Walras interpreted both demand and supply in a community of economic
actors as aggregates of the respective demands and supplies of its individual
members. This use of aggregation legitimated his use of summations and linear
equations. It also recalls molecular mechanics and physics, where cumulative
action on or by a body is understood as a sum or integral over its supposedly
basic ‘particles’; Laplace’s approach, mentioned above, was an example of this
way of theorising. Maybe Walras was aware of such practices.

Walras also gave an important place to utility, and its maximisation by eco-
nomic actors. A major notion in the setting of prices was the ‘scarcity’ of a com-
modity for an actor, essentially the derivative of his utility function. Walras’s
theory of equilibrium was based upon actors offering and changing trading
prices by trial and error (tâtonnement), and equilibrium required each economic
actor to maximise his own utility. Walras was aware that any state of equilib-
rium should itself be independent of the sequence of trial-and-error values that
happened to have been used in its determination (this theorem was a basic
component of the theory of limits since A.L. Cauchy in the 1820s); that it might
take unstable as well as stable forms, depending upon the properties of the per-
taining demand and supply curves; and indeed that equilibrium might not obtain
at all. A necessary condition for two commodities to be in ‘general’ or ‘perfect
equilibrium’ was similar to Jevons’s, namely that the ratio of their unit prices
equalled the ratio of those prices relative to a third commodity (art. 111).

A puzzling feature of Walras’s theory is his explicit elimination of production
time of a commodity (arts 207, 251). For contact with reality here seems slight; is,
for example, a shipbuilding yard supposed to imagine that it can manufacture a
ship that quickly? The assumption is especially surprising in an economist who
stressed the place of time in theory in general. Maybe he was trying to avoid
involving money, or developing a theory of capital; but such unwillingness should
have been manfully overcome. Perhaps he was trying to maintain analogies with
mechanics, where indeed no analogy with production time seems evident; but if
so, then it was an unfortunate loyalty. Among successors to his approach the
Swede Knut Wicksell did try to marry Walras’s general approach to a theory of
time-dependent capital, in his Lectures on Political Economy (1901).

In his last writing on economics Walras (1909) restated his belief in mechan-
ics as a source for economics. In addition, presumably drawing upon the fairly
recent spread of vector methods in mathematics (and specifically in economics
by Irving Fisher), he claimed that scarcity was like a vector in having a direction
(for example, I desire your product, not vice versa); in earlier writings he had
likened scarcity to velocity or to heat. But the importance in mathematics of
vectors lies in the properties of their algebra, such as composition and the scalar
and vector products of two vectors. What corresponds to these properties in eco-
nomics? If nothing, then the analogy is rather weak.
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Equilibrium and ‘index functions’ in Pareto

Walras’s successor at Lausanne University, Vilfredo Pareto (1848–1923), con-
tinued the reliance upon mechanics, as one would expect from someone with a
considerable engineering background. On occasions Pareto also expressed his
allegiance to d’Alembert’s principle, which not only belongs to the variational
tradition but also affirms the reducibility of dynamics to statics. In his textbook
on economics he made explicit the analogy by imagining ‘a man sliding down a
slope on a sledge, while another man descends the same slope on foot, stopping
at every step’. The latter situation ‘represents a series of (discrete) successive
positions of equilibrium’ in ‘broken movement’; and it ‘is precisely this – a
series of positions of equilibrium – which we study in political economy’. Pre-
sumably he had in mind, say, market trading, which is disturbed when one stall
holder suddenly halves some of his prices; after some time trading settles down
again, though maybe not in the same state of balance as before. By contrast, for
Pareto ‘the man on the sledge is a continuous movement which, if we study it,
involves us in a problem of dynamics’, for he is the mechanician (Pareto 1896,
art. 587).

However, some reservations are in place. First, what corresponds in trading
of any kind to the continuous and uniform action of gravity? Second, and more
important, the man sliding on a sledge is not in equilibrium. No bones are
smashed (we presume), and one could analyse the conservation of energy
during his smooth descent; but none of the forms of equilibrium mentioned
above is involved. It seems that Pareto confused the distinction between
dynamic and static equilibrium with that between dynamic situations with or
without impact.

Pareto had a fine opportunity to publicise his theory to mathematicians when
he was invited to produce an article for the great German Encyklopädie der
mathematischen Wissenschaften. Whether on his own or the editors’ initiative,
he did not offer a general article on mathematical economics but confined
himself to ‘Applications of mathematics to national economy’. His piece was
quite short (Pareto 1902) and largely confined to his own approach, though he
also provided a good bibliography of others’ work. His version of utility was
the ‘ophelimity’ of an economic actor, the desire for benefit and pleasure,
which is to be maximised; Pareto related it to the freedom of choice and to lines
of indifference. His account was confined to ‘static’ equilibrium, with
‘dynamic’ equilibrium handled only in a brief final part. There he stressed
empirical work on economic crises: for a theoretical basis he appealed to the
principle of virtual velocities, which shows his preference for the variational
tradition.

Pareto’s essay does not seem to be well known; but for the French edition
of the encyclopaedia he produced a much more ambitious account (Pareto
1911), which has become fairly familiar. Unfortunately the project was aban-
doned shortly after the end of the Great War, and his article may have been a
casualty. For it ends somewhat inconclusively on a new topic in its last article
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with, as it happens, a full sentence on the bottom line of page 640 of the
volume; but this is the end of a thirty-two-page signature, which was the
manner of production of both encyclopaedias. Thus the end of the text was
probably not the end of the essay. But enough was printed for the principal
points to be grasped.

The essay was a mercifully concise review of theories largely developed in
earlier work, usually by Pareto himself. In its opening article he stated that he
was exclusively concerned with static economic equilibrium, and he noted simil-
arities with mechanics.

The main change relative to the German piece was that in the intervening
years Pareto had abandoned ophelimity in favour of the ‘index function’. An
economic actor handles commodities denoted by variables x, y, . . . , with
certain given values at the start of his trading. Setting the commodity x as
money, Pareto drew upon a neoclassical tradition practice set in train by
Jevons by defining prices of y, z, . . . as the negative of the respective partial
derivatives of x with respect to each one. (The minus sign was introduced in
order to give positive prices; for the money value of a commodity usually
decreases, and so its function has negative gradient.) He then formed a suite
of equations relating the prices and the initial and subsequent (variable)
quantities of each commodity. Eliminating the initial values of y, z, . . . from
the suite yielded an equation relating these subsequent quantities to their
prices and the initial value of money; and since the latter were partial deriva-
tives, he had obtained a linear first-order partial differential equation. Inte-
grating it and then taking its total differential gave him an equation of the
form (2):

0�qx dx�qy dy� . . . , (3)

where the coefficients were functions of all variables (including x) and also of
the initial value of x. He then eliminated the initial value of x also, upon the pos-
sibly dubious claim that the price of any commodity lying between its buying
and selling values did not ‘generally’ depend upon any initial value, money
included. Allowing for the possible need of an integrating factor in (3), he wrote
its integral as

‘F(�)�c’ (a constant), where 0��x dx��y dy� . . . (4)

F(�) was the ‘index function’ relative to x of the economic actor. F had to satisfy
only a few conditions on its total differential dF, and so was not unique; the
burden of this rather bemusing theory fell upon �, a function of the other variables
but not of the initial value of x. The principal condition governing the actor’s
decision regarding a commodity, say y, was that he was in equilibrium if the
differential increase dy in y left F stationary, that is, dF�0. ‘The function F is
thus an index of the individual’s movements’ (Pareto 1911, arts 2–5). Now (4)
takes the form of a work function in mechanics, with its integral interpretable as a
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potential;2 indeed, the whole analysis looks mathematically much like a piece of
variational mechanics using principles such as d’Alembert’s or virtual work.
However, Pareto did not rely upon mechanics but instead drew upon the calculus
of functions of several variables. He went on to consider various relationships
between the variables and their partial derivatives around assumed points of
(seemingly static) equilibrium and properties of the associated indifference curves,
with ophelimity now taken to be just one kind of index function (arts 18–19).

Pareto also considered various aspects of supply and demand, and of produc-
tion. The most durable part is the theory of optimality named after him, whereby
a community achieves ‘maximal ophelimity’ when ‘it is impossible to change by
a slight amount in such a way that the ophelimities enjoyed by each individual,
neglecting those that remain constant, all increase or all decrease’ (art. 28). If
any mathematical analogy comes to mind, it would be saddle-point optimal
points of a function of several variables, maybe with constraints; no obvious
analogue comes to mind from mechanics, whose place in this essay was con-
fined to the observation that the theory was applicable to mechanical businesses
involving technology, such as a mill (art. 29) – a sign of the reduction of its
place in mathematical economics that belonged to the new century.

Mechanics as a source of emulation or of corroboration?

It is quite understandable historically that economics, a struggling discipline,
should have turned to a glamorous and transparently successful companion such
as mechanics, and later also to physics when it too gained high status, as major
sources of notions and theories to imitate. In this section I consider types of
(in)effective imitation.

There are two stages of influence of mathematics upon economics. One con-
cerns the use and handling of numbers in data, in contexts such as the testing of
an economic theory. Here one uses not only arithmetic but maybe also other
branches such as statistics and numerical methods. The main concern here is the
role of mathematics in the earlier stage of theory formation in economics.

Let us consider in quite general terms the types of influence – positive and/or
negative – that one theory may have upon another one. An attractive part of the
philosophy of science, and mathematics in particular, nevertheless it has not
gained the attention that it deserves; the remarks that follow draw upon the sketch
given in (Grattan-Guinness 1993). The basic notion is that of ‘structure similarity’
between theories, namely the extent to which they may make (or not make) similar
assertions in their different contexts; that is, how a theory means (or does not
mean) in various different contexts. For example, Pareto’s equation (3) is a sum in
which each term has its own interpretation in economics; but there are contexts
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where the individual terms of a sum have clear mathematical meanings but do not
carry the physical readings that apply to the sum itself.

Let us take two (components of) theories, A and B, either in settled form or
in process of development, possibly though not necessarily mathematical or
economic, but with different ranges of application. The (lack of) quality of the
theories, or the level of competence with which analogies are made, are not at
issue here. Several types of influence, which are not mutually exclusive, can be
distinguished: I state them in terms of A influencing B, but the converse influ-
ence, or interactions between the two (again positive or negative), may also
obtain.

1 Reduction. A not only actively plays a role in the formation and develop-
ment of B, but the theorist also hopes to reduce B to the remit of A. Analo-
gies become special cases of A in B.

2 Emulation. A actively plays a role in the formation and development of B,
with resulting structural similarities, but reduction is not asserted or maybe
even sought. Analogies are exactly that.

3 Corroboration. A plays little or no role in the formation and development of
B; but the theorist draws upon similarities to A, maybe including structural
ones, to develop B further and thereby enhance the measure of analogy
between B and A.

4 Instantiation. A and B have certain notions N in common, thereby creating
analogies. But each occurrence of N is seen as an example of its great gen-
erality, which surpasses the remits of A and B.

The central concern of this chapter is forms of equilibrium, and the extent and
ways in which mechanics provoked their study in economics. The theories come
mainly from mechanics or from economics, with the differential and integral
calculus sometimes also present. Let us consider some instances.

The early stages of locational equilibrium show reduction of economics to
mechanics, since the theory depends upon the weights falling into a state of
static equilibrium; but it is the only case of which I am aware. In mainstream
neoclassical economics, I doubt if it was ever intended; if so, then the fate of
Laplace’s molecularism of physics should have been a warning! Interaction
between the two fields is evident in the case of machine efficiency.

Usually the influence was from mechanics to economics. Emulation surely
occurred in, for example, in Walras’s early reading of Poinsot, which implanted
mechanics centrally in his thought, leading to active influence in his later work;
his call to arms of 1890, quoted at the head of the previous section, is clearly
emulative. Mirowski (1989) seems to argue for the emulation of physics (and
mechanics) in the development of theory by Walras (and other economists); by
contrast, Jolink and van Daal (1989) advocate that much corroboration is present.
I suspect that both types of influence may have been in place, and that Walras
may not have known, or remembered, which one was in play at each stage; he
may not even have had in mind the distinction between the types when preparing
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his theories. With Jevons and Pareto, corroboration may have been more marked;
but again, emulation played a role (Pareto’s index functions, for example), and
the available evidence may not always allow us to detect the instances.

The status of universality or generality is also worth noting. Each of the three
traditions of mechanics rehearsed at the start of this article claimed a wide
compass for its operation, although the other two disputed such pretensions!
Universality was asserted, especially in the mid nineteenth century, for the con-
stancy of energy in ‘any’ system. This claim had affected other fields; in particu-
lar, some economic theories tried to give a similar status to value (Mirowski
1989, ch. 4). Neoclassical economists seem not to have stressed constancy to
this extent, but they instantiated other very general notions such as optimisation,
in emulation of various techniques in mechanics and other parts of mathematics.
In linear programming both economics and mechanics instantiate convexity and
optimisation, notions general enough to be of importance elsewhere also. A
wide-ranging entropy law was in place in energetics, to buttress the claims of
generality, but no corresponding notion has emerged in economics, either in the
period studied here nor to my knowledge ever since. Hence the generality which
Walras sought cannot be achieved, at any rate not yet.

Finally, one may wonder about the extent to which economists had mastered
the mechanics that they wished to emulate or corroborate. Usually the control
was adequate for the (modest) purposes at hand; but Pareto on means of
descending a mountain is one exception. However, as a general point, imperfect
understanding of theory A does not necessarily cause B to be defective.

Sources of effective imitation

Largely analogies

The mention of physics in the last paragraph suggests a useful meta-analogy
between the influences of mechanics upon physics and upon economics. As was
noted above, the great rise of physics, especially mathematical physics, from the
1800s drew heavily upon various mechanical principles (Sommerfeld 1903–26
passim; Warwick 2003): indeed, I characterise mathematical physics as
‘mechanics in fancy dress’ in order to emphasise that mechanical notions play
important roles alongside the laws that are proper to these branches of physics
themselves. The magnitude of the influence may have encouraged neoclassical
economists heavily to invoke both mechanics and physics but, as was suggested
especially in the last section, effective influence was much more restricted. Let
us now consider some particular features.

On equilibrium itself, mechanical stability, as characterised earlier, is more
dynamic a concept; it is a pity that it did not capture more attention from the
economists, especially in the exploration of conditions to achieve and maintain
economic ‘equilibrium’. Even then, though, the gap between mechanical and
economic stability is still impressive: Walras’s theory of trial and error did not
draw upon mechanical modes of equilibrium or stability in any great detail.
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One criticism of economics, whether mathematical or not, is that it makes (and
made) unrealistic assumptions: ideal market, perfect competition, and so on.
Mechanics may take some of the blame, with its notorious light strings mounted
over inextensible pulleys lifting smooth masses in a vacuum, and so on. But with
some care good analyses can be still be made in mechanics, concerning quite
light strings mounted over sturdy pulleys and lifting rather smooth masses in still
air; and experimental testing was of a high standard (see Bell 1973) in continuum
and solid body mechanics. So the ideal and the real mechanical worlds are not too
far apart. Can the same be said of the ideal and real economic worlds? Walras on
(no) production time is a ludicrous assumption.

The main issue here is testability of a theory against information obtained
from experiment and observation. Economics is criticised, often though not
always fairly, for a disinclination to test its predictions against information. Now
the contrast with mechanics is not as stark as might be imagined. In the celestial
and planetary branches testing could be severe, even on occasion involving
strings of decimal places; but there and elsewhere testing was only partial. For
example, much experimental work in continuum mechanics yielded information
on, say, the deformation and rupture of elastic solids, or the location of the peaks
of waves in the motion of large fluid bodies, that could be laid against theoretical
predictions; but the alleged arrangement and derangement of the supposedly
basic molecules of the continuous substances involved were not really testable. A
similar remark applies to any theory in mechanics or mathematical physics that
drew upon the structure, molecular or not, of the assumed aether. Further, both
subjects were cursed often enough with what I call ‘notional’ applications, where
lengthy analyses of, say, the rings of Saturn or the distortion of the shape of the
sextant by exposure to the Sun produced impressive formulae but no useful
means of contact with information. Finally, quite often formulae such as series or
integrals could not be precisely evaluated for the given values of its constants and
variables, so that approximative and numerical methods had to be developed in
partial compensation; this need, together with the unavoidable imprecision of
data drawn from information, lessened the severity of the testing.

To an extent occurring largely after the period studied here, some other terms
from mechanics have endured in economics; most frequently in talk of ‘eco-
nomic forces’, and also ‘elasticity’ of supply and demand, the ‘accelerator’ in
monetary theory, and ‘frictions’ such as premiums to pay on buying money, or
mismatches between the skills needed for unfilled posts and those possessed by
the potential employees. But the influence from mechanics was and is slight,
barely reaching the level of corroboration – just as well, especially with the dif-
ficulties attending friction pointed out above! Similarly, the many analyses of
business cycles appear not to have drawn upon cycles in thermodynamics – and
indeed there do not seem to be any useful analogies to draw from the adiabatic
and isothermal parts of the latter cycle.

The final analogy here is linearity. It became almost a dogma in mechanics
and (mathematical) physics during the nineteenth century, even though scientists
knew that the world was actually not a linear place (Grattan-Guinness 2006).
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Linear forms also played an important role in mathematical economics, in
particular in Walras’s and Pareto’s general equations. Now this is quite reason-
able when calculating the total cost or price of a commodity that is set at the
same price for each item, as with Walras, for example; but its place in the more
theoretical aspects, such as the principle of virtual velocities, is much more
questionable. Further, in mechanics and physics itself non-linearity has gained a
much higher status (West 1985), partly because computers now allow many
algorithms and other techniques to be effected in practice. For several decades
economics has also favoured other procedures, such as game theory and a wide
range of statistical techniques (themselves partly inspired by statistical mechan-
ics); with some honourable exceptions such as Jevons, they were absent from
the period when mechanical principles held prime place.

On the use of the calculus in economics

Some of the linear equations used by Walras and Pareto were differential ones,
which come from the calculus, which was often used fruitfully, and without
appeal to mechanics. For example, marginal utility was taken to be a derivative
even though a tiny forward difference was really involved, or it was assumed
that some economic function of time (or another variable) was continuous
whereas actually it was micro-discontinuous. One can readily forgive econo-
mists such licence, which can be found in mechanics and mathematical physics
itself: the differential (and integral) calculus is a far more powerful theory to
work with than are the difference and summation calculi.

Yet conceptual difficulties could arise. In particular, some differential forms
such as Pareto’s (3) may not be exact as they stand, and so cannot be integrated
directly; but this becomes possible if they can be multiplied through by a func-
tion, known as an integrating factor. (Some differential equations do not always
have such a function.) But what sense do the resulting formulae make as eco-
nomics? This question was forcefully posed around 1900 by the mathematician
Hermann Laurent to both Walras and Pareto, who did not respond adequately
(Mirowski 1989, pp. 243–8). One possible response is to say that, while the
initial equation and its solution have to make sense as economics, the lines of
deduction in between them need not meet this requirement. Several topics in
mathematics itself show this feature; for example, Boolean algebra, and operator
methods of solving differential equations. The same point can be made for other
uses of the calculus, and the solution proposed: for example, using Lagrange
multipliers to express constraints (Baxley and Moorhouse 1984) where their
status in mechanics itself can be somewhat obscure; or using the implicit func-
tion theorem, which gives sufficient conditions for converting a relationship
between several variables into one of them being a single-valued function of the
others over some neighbourhood of their values.
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Largely dis-analogies

Apart from specific contexts such as early locational equilibrium, any proposed
influence from mechanics, and from physics in general, should be approached
with great caution (compare Israel 1996). Indeed, my own reading of economics,
not only the authors discussed above, often forced disanalogies to the fore.

Take as an example the important notion of interaction. Surely the modes
evident in mechanical and physical situations cannot match, or even resemble,
either the numerous types of both personal and interpersonal action of which
human beings and communities are capable, or the speed of their deployment.
Concerning feedback, for example, many mechanical and physical systems and
artefacts have servomechanisms; the historically classic case was a governor
mounted on a steam engine, and acting as a safety device. Later on, feedback
and other kinds of loop were a major feature of electrical networks, and now of
computers also. But human interactions and reactions in, say, a trading or
marketing floor, or indeed in any socially based activity, are immeasurably
more complicated, with aetiology difficult or even impossible to determine.
Influence from P to Q or from Q to P, or interaction between them, or all of
these – in many cases, who knows which obtained? Such questions leave far
behind Walras’s assumption of the cumulative utility of a community, noted
earlier.

Again, an important method of analysing equilibrium in market trading is by
constructing demand and supply curves. Cournot led the way in 1838 with his
turnover curves, and later Walras in 1874 and then Marshall in 1890 adapted
them to the theory of ‘scissors’ curves with which we are now familiar; equilib-
rium occurred at the point(s) of intersection as long as demand was increasing
and supply decreasing there. Various types of market were considered, such as
monopoly, duopoly, n-opoly, barter, fiat money and commodity money (not
necessarily in that historical order: see, for example (Blaug 1968, chs 9–10
passim)). While the notion of balance is central here, the details attending the
versions of balance or equilibrium used in mechanics are lacking: the closest
versions may be stability as described earlier, and perhaps oscillatory static.
Similar points seem to apply to the later use, from J.R. Hicks onwards, of inter-
secting curves relating investment to savings or liquidity to money supply. A
more important mathematical feature seems to be the question of whether these
curves are (locally) convex or not.

These reservations, and similar ones about other features, do not depend upon
the important findings in recent decades that cast doubt on the existence of eco-
nomic equilibria, the failure of the process of trial and error to converge to them,
and the apparent economic meaninglessness of various mathematical theorems
about them (see Ackerman et al. 2004 for a critique). However, quite understand-
ably, the mechanically minded economists of that time underrated such reserva-
tions: the lure of potential mechanical glamour was too great to avoid corroboration
and even emulation in the senses presented in the previous section. They (and also
others not cited here) seem to have appealed quite sincerely to mechanics in
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general, and equilibria in particular, and daringly when principles such as least
action and virtual velocities were invoked. However, they made much less use of
mechanics than they claimed in their appeals, as was pointed out by some of the
specialists in mechanics and/or physics who took notice of economics (Ingrao and
Israel 1985); and often they drew upon only the simplest cases of equilibria.

While neoclassical economists sincerely felt themselves to be influenced by
mechanics, the active role played by mechanics was far less than their claims
suggest, and often it served more to console than to emulate. But this restricted
use of mechanics is very welcome, because appropriate. My point is not that all
forms of equilibrium analysis should be avoided in economics (the stance taken
in Ackerman et al. 2004), but that mechanics and physics were, and are, very
unreliable sources of emulation and even of corroboration for equilibria in eco-
nomics. I take this view not only for the history of mechanics outlined in this
chapter but also for later developments of the subject, including very interesting
recent ones (for example, Noll 1974).

Adam Smith was partially motivated by mechanical analogies to moot the
idea of the invisible hand guiding economic activities (Nadal 2004). However,
perhaps it is not a hand at all, at least not one placed on any mechanical tiller.
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2 Between economics and chemistry
Lavoisier’s and Le Chatelier’s notions
of equilibrium

Bernadette Bensaude-Vincent and Valeria Mosini

This chapter discusses Lavoisier’s and Le Chatelier’s notions of chemical
equilibrium, and their respective interplays with economic equilibrium.
We argue that Lavoisier’s notion of chemical equilibrium derived from an
economical approach to chemistry. However, rather than suggesting a
direct influence of economics upon chemistry, we emphasise the migra-
tion of concepts within a historical context. We also discuss an influence
in the opposite direction, from chemistry to economics, implicit in
Samuelson’s use of the Le Chatelier principle of mobile equilibrium. We
express reservations on whether the appropriation of the principle from
chemistry to economics was justified.

Two notions of equilibrium in chemistry

The static notion of equilibrium as a balance of forces has been fundamental to
chemistry for a long time. Before the law of chemical equilibrium was formu-
lated in the late nineteenth century, the practice of balancing the weights of reac-
tants and products had become some sort of ‘mental gesture’ that shaped almost
all chemical practices. Presenting Lavoisier’s balance sheet method, we argue
that the balance was more than just a technical tool, in that it provided an
abstract notion to mediate among the various realms of nature, as well as among
the various aspects of the Enlightenment culture.

The dynamic notion of chemical equilibrium that emerged in the second half
of the nineteenth century resulted from the application of thermodynamic and
kinetic considerations to questions of chemical reactivity. The law of mass
action – formulated by Guldberg and Waage in 1864 – deals quantitatively with
the influence of the concentrations of reactants and products on the final equilib-
rium. The question of the influence of other parameters, such as pressure, tem-
perature, and volume, on equilibrium is described in a qualitative manner by the
Le Chatelier principle, formulated in 1884.



Lavoisier’s static notion of equilibrium: balancing gains and
losses

The etymology of the term ‘equi-librium’ refers to the image of equal beams
(libra), i.e. to the image of a lever, or balance. Equilibrium was first and fore-
most a ‘method’ based on the use of balances in the chemical laboratories, and
the balance, as a technical tool, became part of a cognitive strategy for under-
standing chemical changes.

The case of Antoine-Laurent Lavoisier (1743–94) is of special interest to
understand the interplay between chemistry and economics on the question of
equilibrium. This is because Lavoisier pursued a double career: as a chemist, he
was a member of the Académie des Sciences, but he was also a tax collector1

and authored a number of Mémoirs in political economy,2 with the balance cre-
ating a link between these two careers (Bensaude-Vincent 1993). As a financier,
Lavoisier used accounting methods, that he exported into chemistry by listing
the quantities of the inputs (reagents) and outputs (products) of the chemical
reactions in two columns, as if on a balance sheet (Dujarric de la Riviere 1949).

Lavoisier was not the first chemist to use balances in the laboratory, not even
the first one to use other precision instruments (Bensaude-Vincent 1992; Holmes
1998). A number of chemists before him – or against him during the controversy
over the existence of phlogiston – used gravimetric methods for exploring chem-
ical reactions. Although spectacular sometimes, chemical transformations are
black box processes. With Lavoisier, the balance became a method of knowing,
a strategy for understanding what happened in chemical reactions (see Multhauf
1962). In particular, by weighing inputs and outputs Lavoisier understood the
role of gases in processes such as combustion and calcinations, and confirmed
Guyton de Morveau’s observation – which appeared in the ‘Dissertation sur le
phlogistique’, the first essay in Morveau’s Digressions Académiques published
in 1772 – that metals increased their weight upon calcinations (Brock 1992).
Lavisier’s next step was to bring a direct challenge to the phlogiston theory
(Stahl 1730), according to which metals released phlogiston on calcinations, and
should, therefore, lose weight when heated. In a sealed note addressed to the
Académie on 1 November 1772, Lavoisier advanced the (revolutionary) hypoth-
esis that processes like combustion and calcinations implied a combination 
with air.3

Lavoisier used the balance, and the gravimetric criterion behind it, for several
purposes: for exploring the nature and proportion of the constituents of com-
pounds, for predicting new phenomena, and for corroborating hypotheses based
on philosophical postulates that made the verdict of the balance incontrovertible
(Daumas et al. 1959). As in the case of the matter conservation principle
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1 This dual career was by no means an exception in late Enlightenment France (Gillispie 1980,
2004).

2 For critical biographies of Lavoisier see Guerlac (1975) and Donovan (1993).
3 On Lavoisier’s first attack on the phlogiston theory see Guerlac (1961). For a comparison between

Lavoisier’s and Stahl’s philosophical approaches see Metzger (1930).



Nothing is ever lost, either in art or in nature. We can state as a basic postu-
late that, in all operations, an equal amount of matter exists before and after
the operation, that the quality and quantity of principles are the same; only
changes, only modifications take place. It is on this conviction that the
entire art of chemical experimentation is founded. One must always assume
the equality between the principles of the bodies that one examines and
those that one obtains through analysis.

(Lavoisier 1789a, 2, p. 101, our translation)

which, in Lavoisier’s formulation, acquired an essentially operational value, thus
providing the basis of the art of experiment; it also allowed the writing of chem-
ical equations and the characterisation of compounds on the basis of the propor-
tions of their components. All this created the basis for the ‘new’ language of
chemistry, forged in the Méthode de nomenclature chimique, published in 1787
by Lavoisier himself, together with Louis-Bernard Guyton de Morveau, Claude-
Louis Berthollet and Antoine de Fourcroy.

Notably, Lavoisier’s use of the balance, and the consequent writing of chem-
ical equations, were rooted in the philosophy of Etienne Bonnot de Condillac. In
line with it, Lavoisier assumed algebra to be a universal method in which analy-
sis acted as a ‘lever of the mind’ that lifted the ‘unknowns’ by the weight of the
‘knowns’ (Roberts 1992). Undoubtedly Lavoisier’s balance sheet method was
very powerful and brought about simplicity in chemistry. Yet it had a cost. It
created a timeless equilibrium that eliminated temporality from chemical
systems. Change was not as relevant as permanence, and equilibrium represen-
ted what could be grasped while the process whereby it was reached remained
undisclosed (Wise 1993). Moreover, addressing equilibrium as the most import-
ant aspect of reactivity discarded as irrelevant the chemical puzzle of why the
properties of ‘mixts’4 differ from the sum of the properties of the mixts’ com-
ponents.

Lavoisier extended the notion of equilibrium far beyond the realm of chem-
ical reactions: balancing equations became a kind of programme (or obsession)
behind most of his work, whatever the field to which the equations applied. For
instance, as a landowner, Lavoisier became interested in farming, and developed
a rational agricultural system that consisted in giving, for each parcel of land,
the quantitative records of the inputs (seeds, fertilisers, water and work) and
outputs (harvest yields) (Lavoisier 1788). In this way, he extended the method of
balancing gains and losses to exchanges between the mineral and the vegetable
realms. In his physiological studies on animal respiration, Lavoisier, like most of
his contemporaries, assumed respiration to be a kind of combustion, and
designed a method for measuring the physiological work done by the animal
through the quantity of oxygen (then ‘named vital’ air for its fundamental role in
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4 The terms ‘mixt’ was synonymous with compound. Notably, it was Lavoisier who replaced the
former term with the latter, in line with his attitude to logical reasoning, which prescribed pro-
ceeding gradually from the simple to the complex, in this way redefining compounds as the union
of two, or more, components (Duhem 1902; Bensaude-Vincent 1997).



respiration) spent during the effort associated with the work. With his collabora-
tor Armand Seguin, he tried to extend this method to evaluate the work done by
a man giving a speech, a musician playing an instrument, or, even, a meditating
philosopher, a writer, a composer of music (Lavoisier 1789b).

Lavoisier’s attempt to balance body and mind was in line with his previous
attempt to balance nature and society by assuming that regulatory mechanisms
exist, similar to the balancing acts of Nature – exemplified, for instance, by indi-
gestion stopping animals from engaging in excesses and gluttony – which
prevent human societies from collapsing. In his writings on political economy,
Lavoisier expressed views that echoed the physiocrats’ claim of a natural order
at play in economics. In line with François Quesnay’s Tableau économique,
published in 1758, he described economic activity as a circulation of fluids, a
kind of hydrodynamics, which led to the establishment of a balanced trade. He
held that human intervention could only slightly influence the ‘natural balance’
in favour of one’s own interest by weighing the effect of the different measures
and counter-measures that would maintain the equilibrium of the political
machinery. For Lavoisier, the model statesman worked hard behind the stage, in
the silence of his study, to maintain a natural equilibrium in the circulation of
goods and money, his task basically consisting in making the calculations neces-
sary to restore the balance after each economic transaction. Trade and economic
exchanges followed mathematical equations, and the political game was reduced
to a mechanism for regulating the economic flux by balancing the periods of
wealth with those of decline (Lavoisier 1771). To describe the succession of
economic periods in history, Lavoisier spoke of ‘revolutions’, without attribut-
ing to the term the idea of radical change, but using it as synonymous with
cycles, in the same way as Copernicus had done in De revolutionibus.

If Lavoisier is considered the founder of modern chemistry it is mainly
because of the rationalisation he introduced into the discipline. Using the
balance, he discarded the mysterious properties and oddities previously attri-
buted to the chemical substances. He conceived of equilibrium as a balance
between quantities, thus turning the concept of equilibrium into a ‘mediator’ (in
the literal sense, i.e. with reference to the Latin term medius or middle). The
balance became a middle between any two things, and was endowed with 
the power of making those things commensurable. Actually, for Lavoisier, the
balance did more: it mediated between the concrete and the abstract, nature and
society, description and prescription (Wise 1993). This a-temporal notion of
equilibrium, or balance between action and reaction, was an all-pervading model
in the Enlightenment, whether in mechanics, electricity, chemistry or political
economy (see also Wise et al. 1989–90).

Reversible reactions and the dynamic notion of chemical
equilibrium

From the 1860s onwards, the chemists started applying thermodynamics to the
study of chemical reactions. Their aim was, to a certain extent, similar to
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Lavoisier’s: it related to predicting the state of equilibrium reached upon reac-
tion from a given initial mixture. As we spell out here, like Lavoisier’s balance,
thermodynamics provided indirect information on what occurred in the black
box represented by chemical reactions, thereby enabling the chemists to circum-
vent the puzzle represented by ‘affinities’, the ‘elective attractions’ attributed to
individual substances in their mutual interactions. These, although studied inten-
sively in the eighteenth century, had remained mysterious and unexplained.
Once the idea, formulated by J. Thomsen (1826–1909) – that the heat developed
in a reaction (called the ‘decrease of energy’) was a measure of the forces of
affinity at play – was accepted,5 the chemists no longer needed speculating about
affinities to predict the direction of reactions, and could rely on Marcellin Berth-
elot’s principle of maximum work, which stated that ‘all chemical changes per-
formed without intervention of external energy tend to the production of the
body, or system of bodies, which releases most heat’ (Berthelot 1864, p. 399,
our translation).

In order to understand some important developments occurring at the same
time, we need to take a step back to the incomplete reactions that Claude-Louis
Berthollet had studied in his Essai de statique chimique (1803). He had noticed
that the quantity of reactants had a crucial influence on the outcome of reactions,
especially with regard to reactions that occur in nature but not in the laboratory
due to their requiring very large quantities of reactants. On Berthollet’s account,
the outcome of chemical reactions does not depend only on the affinities of the
substances, since the presence of a large amount of a given substance may com-
pensate for its weak affinity for another substance, shifting the direction of reac-
tion towards products that would not be expected on the basis of the substances’
affinities alone (1803).

The reactions in which Berthollet became most interested were reversible
ones; he thought that these represented the rule, and that complete reactions
were the exception, in this way stepping out of mainstream thinking at the time
that regarded reversible reactions as resulting from anomalous cases of chemical
affinities. Berthollet’s ambition was to formulate general rules that could
account for the variety of chemical reactions; together with Pierre-Simon
Laplace, he founded the Societé d’Arcueil, whose programme, inspired by a
‘Newtonian dream’,6 was to submit chemical and physical phenomena to a
single law, promoting the study of a ‘chemical mechanics’ that would cover
equilibrium processes, as well as irreversible transformations (Goupil-Sadoun
1977). In this respect, Berthollet’s philosophical approach may be seen as antici-
pating Comte’s positivism (1830–42), which aimed to discover general laws
expressed by mathematical equations rather than searching for ultimate causes.

The reversible reactions that had interested Bertollet in the early 1800s came
under intense scrutiny in the mid-1850s, when it became apparent that reversible
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5 Thomsen developed this idea in a number of papers published between 1859 and 1873, under the
collective title ‘Thermochemische Untersuchungen’, in Poggendorffs Annalen der Physik.

6 On Berthollet’s and Laplace’s ‘Newtonian dream’ see Crosland (1967) and Bensaude-Vincent and
Stengers (1996).



reactions correspond to a dynamic equilibrium being established between a
forward and a backward reaction.

Primacy on defining chemical equilibrium as a dynamic balance between two
opposing reactions still occurring after equilibrium has been reached, probably
goes to A. Williamson (1851), while M.J. Malaguti (1853) pointed out that equi-
librium is reached when the velocities of the two opposing reactions became
equal. The formalisation of the notion of chemical equilibrium, however, is due
to the collaboration between two Norwegian scientists: C.M. Guldberg
(1836–1902), professor of applied mathematics at the University of Christiania,
and P. Waage (1833–1900), professor of chemistry at the same university.
Researching chemical affinities, they came to enunciate the law of mass action
in a paper read before the Norwegian Academy in 1864 and published the
following year in the Academy’s Proceedings. The gist of the law is that the
chemical action is proportional to the active mass, the latter being the number of
molecules in unit volume.7 In Guldberg and Waage’s own terms:

When two substances A and B are transformed by double substitution into
two new substances A� and B�, and under the same conditions, A� and B�
can transform themselves into A and B . . . the force which causes the
formation of A� and B� increases proportionally to the affinity coefficient
for the reaction A�B�A��B� but depends also on the masses of A and
B. We have learned from our experiments that the force is proportional to
the product of the active masses of the two substances A and B.

(Quoted in Partington 1964, IV, p. 590, emphasis added)

Notably, Guldberg and Waage came to the formulation of the law of mass action
after carrying out more than 300 quantitative experiments, and the law was cor-
roborated by data from other scientists (Dubus 1853; Scheerer 1860). In 1878,
J.H. Van’t Hoff formulated the law of mass action on the basis of considerations
of chemical kinetics, and, on all evidence, independently of Guldberg and
Waage’s formulation. A few years later, in his Etudes de dynamique chimique
published in 1884, he tackled the question of how the temperature affects the
equilibrium between two different states of matter (or systems), enunciating a
‘principle of mobile equilibrium’. The principle states that, if the temperature of
the systems is dropped, equilibrium is restored by a shift toward the system
whose formation releases heat; conversely, if the temperature of the systems is
raised, equilibrium is restored by a shift towards the system that requires absorp-
tion of heat. In 1879 G. Robin put forward a principle similar to Van’t Hoff’s
but related to pressure; it stated that an increase in pressure favours reactions
occurring with diminution of volume. These principles, and other, similar, ones,
may be seen as special cases of the principle of chemical equilibrium, put
forward by Le Chatelier in 1884. Before discussing the principle, it is appropri-
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Ostwald discussed and further corroborated it with new data in a publication in German (Ostwald
1877).



ate to briefly recall some aspects of Le Chatelier’s personal and intellectual
biography.

Chemical equilibrium, and the factors affecting it

H.L. Le Chatelier (1850–1936) was born to a family of distinguished scientists:
his father and one of his uncles were engineers, another uncle was an architect,
and they all shared the same view: that science and its industrial applications
should proceed in close association, frequently and freely influencing one
another. Le Chatelier became interested in science from an early age, and, as a
student at the Ecole Politéchnique, was influenced by Comte’s positivism
(Leichester 1970). In 1877 he became professor of general chemistry at the
Ecole des Mines, a post he kept until retirement in 1919, while being appointed
professor of general chemistry also at the Sorbonne in 1907, when he became a
member of the Académie des sciences. Throughout his career, he held important
positions as government adviser on scientific and technical questions, and was
interested in the organisation of scientific research, as his (1925) La Science et
l’industrie and (1928) Le Taylorisme testify.8

Le Chatelier’s doctoral thesis was on the setting of hydraulic cements; it dealt
with questions such as the cement’s chemical composition (plaster, gypsum,
calcium silicates and alluminates, and more), and the role of external factors –
such as atmospheric pressure and humidity – relevant to the setting process.
Among his early interests were high temperatures processes; in 1882, the know-
ledge acquired in this field earned him, together with F.E. Mallard,9 an appoint-
ment from the government to investigate the cause of repeated, disastrous,
explosions in mines. The investigations were successful and shed light on the
conditions for the combustion and explosion of mixtures of gases that formed in
the mines. Le Chatelier was asked by some industrialists to look into a problem-
atic reaction: that of iron oxides with carbon monoxide occurring in a furnace.
The problem with this reaction was that the expected products, iron and carbon
monoxide, were accompanied by a considerable quantity of carbon dioxide
when they emerged from the furnace. It was believed, at first, that the presence
of carbon dioxide at the end of the process meant that this required more time
and energy to be completed; however, taller furnaces, which prolonged the
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8 In it Le Chatelier investigated the question of creating a proportionate relation between the cost of
research laboratories and the expected profits resulting from the innovations introduced. Follow-
ing F.W. Taylor, he advocated a rigid division of labour, convinced that this would bring uninter-
rupted advancements in knowledge. The main aspects of the book may be summarised as follows
(1) Good science grows out of industrial projects (illustrated with historical cases such as those of
Lavoisier, Carnot, Sainte-Claire Deville and Pasteur), (2) Like natural phenomena, industrial phe-
nomena are ruled by general laws, which link the relevant parameters of the production process
with the quality and cost of the final products, (3) Science is the study of natural laws, i.e. of
necessary relations that hold between phenomena, whatever the nature of the objects covered by
the phenomena, (4) Scientific method is a means to increase the efficiency of scientific research as
well as of industrial production.

9 His colleague professor of metallurgy at the Ecole des Mines.



process, did not lead to the desired outcome. After carrying out further investi-
gations, Le Chatelier attributed the presence of carbon dioxide at the end of the
process to the reaction being reversible and leading to an equilibrium. He
approached the question of the effect on equilibrium of parameters other than
the quantity of reactants, and came to the enunciation of the principle that bears
his name. It states that:

Every system in stable chemical equilibrium submitted to the influence of
an exterior force which tends to cause variation either in its temperature or
its condensation (pressure, concentration, number of molecules per unit of
volume), in its totality or only in some of its parts, can undergo only those
internal modifications which, if they occur alone, would bring about a
change of temperature or condensation of the opposite sign to the one
resulting from the external cause.

(Le Chatelier 1884, p. 787, our translation, emphasis added)10

In mechanics, the term ‘stable equilibrium’ is easily understood as the kind of
equilibrium of a body so placed that, if disturbed, it returns to its former posi-
tion. The Le Chatelier principle gives a qualitative account of how chemical,
rather than mechanical, systems at stable equilibrium react to regain a state of
stable equilibrium once this had been disturbed.11 The principle is descriptive
and qualitative, and this was seen as a major limitation at a time when it was
paramount to describe phenomena in mathematical terms.

However, the application of the principle to a variety of industrial processes
contributed to increasing the yield of reactions, thereby optimising those
processes. Notably, the methodology behind the principle was very much in line
with the prevailing one at the time: a fin de siècle positivism such as that of
Henri Sainte-Claire Deville (1818–81),12 whose writings Le Chatelier admired,
and discussed with three of Sainte-Claire Deville’s disciples, Troost, Debray and
Hautefeuille, who sat on his doctoral thesis committee (Letté 2004).

In line with Sainte-Claire Deville’s fin de siècle positivism, Le Chatelier
made it clear that he had come to the enunciation of his principle independently
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10 Notably, the Le Chatelier principle is at the basis of feedback processes, such as those that enable
living organisms to maintain the value of their parameters quasi-constant, a phenomenon known
as ‘homeostasis’ (see Jarvis and Mosini, this volume).

11 In both cases, mechanical and chemical, a system is in stable equilibrium when its configuration
corresponds to a minimum of the potential energy.

12 A professor at the Ecole Normale Supérieure from 1851 to 1880, and at the Sorbonne from 1866
to 1880, Sainte-Claire Deville avoided theoretical issues and impressed a strong empirical char-
acter to his work and lectures, suggesting banishing altogether from ‘positive’ chemistry the
notion of atomicity, that he regarded as an occult force. He advocated a supposedly ‘theory-free’
research programme, largely resting on the measurement of observable parameters such as those
of thermodynamics (Sainte-Claire Deville 1857, 1869). In this respect, fin de siècle positivism
represented a stronger version of Comte’s original formulation (Comte 1830–42), which did not
systematically object to using unobservable entities in the scientific discourse, and accepted the
atomistic hypothesis (Bensaude-Vincent 1999).



of any hypotheses on the nature of chemical interactions (Le Chatelier 1885). He
was not deluding himself: the principle rested mainly on observations relative to
applied investigations on as diversified topics as the conditions for the setting of
cements, high temperature processes and reversible reactions. (On Le Chatelier’s
view on the interplay between evidence and theory in science, see his 1888
book.)13

The Le Chatelier principle and the Le Chatelier–Samuelson
principle: what do they have in common?

In his Foundations of Economic Analysis (1948), Samuelson addressed the
question of how the equilibrium of a system is displaced by comparing the case
in which no auxiliary constraints are imposed on the system with the case in
which constraints are imposed. He regarded this type of question as being
‘important in thermodynamics as well as in economic systems’ (Samuelson
1948, p. 36), and held that the question admits of a simple answer, which is
provided by a theorem on mathematical functions. Given a function z, if all its
unknowns xi are independently variable, a maximum is determined by the equi-
librium conditions that the partial derivative of the function with respect to all
variables xi be equal to zero. If a constraint is imposed that connects one vari-
able with its conjugate parameter, so that the variable assumes fixed value, the
equilibrium conditions are modified (see Samuelson 1948, pp. 30–8 for details),
and a ‘general theorem’ is enunciated, which, as Samuelson added in a foot-
note, ‘corresponds to some of the phenomena which fall under the heading of
the celebrated principle of Le Chatelier’ (Samuelson 1948, p. 38).14 On the
question of the relation between his theorem and the Le Chatelier principle,
Samuelson acknowledged inspiration from ‘Professor E.B. Wilson’s suggestion
that this [principle] is essentially a mathematical theorem applicable to eco-
nomics’ (Samuelson 1948, p. 81).15 Samuelson granted the above theorem the
status of a ‘principle’, and dubbed it ‘the Le Chatelier–Braun principle’,16

adding that

its economic significance may be summarised as follows: if, in a given posi-
tion of equilibrium, a (compensated) change in price is made, the resulting
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13 On the question of the interplay of evidence and theory in bringing about scientific knowledge
see Mosini (2002) and Mosini (2005).

14 Elsewhere Samuelson claimed that his theorem captured the ‘abstract structure’ shared by all
equilibrium systems that qualify for being described by the Le Chatelier principle (Samuelson
1960a, p. 1).

15 Professor Wilson had taught Samuelson at Harvard, having, in turn, been taught at Yale by one
of the giants of chemical physics of all time: J. Willard Gibbs. Yet Wilson’s position – that
Samuelson, at this stage, reported without further specifications – is rather surprising given that,
as we pointed out, the Le Chatelier principle was qualitative and had not been mathematically
formalised.

16 We found no reference in Samuelson (1948) for the name Braun added to Le Chatelier’s in rela-
tion to the principle.



change in amount demanded of that good will be greater if the individual is
not subjected to the extra constraints of rationing than if he is subjected to
such constraints; furthermore, the introduction of each new constraint will
make demand still more inelastic.

(Samuelson 1948, pp. 168–9)

Samuelson returned to the question of the application of the theorem to other
economic systems, claiming, for instance, that it could be used to cover ‘analysis
of input–output, multi-sectoral Keynesian multiplier systems, and general
demand analysis involving gross substitutes’ (Samuelson 1960b, p. 368). In a
further attempt to illustrate once more with an economic example his interpreta-
tion of the Le Chatelier principle, Samuelson (1972) considered the following.
Take a production process involving two inputs, labour and land. The initial
prices are the wage (p1) and the rent (p2) and the initial quantities are, respec-
tively, q1 and q2. Samuelson set the example in the Marshallian short run, in
which factor inputs (such as labour and raw materials) may be altered, but in
which there are fixed factors (land, capital, etc.) that cannot be changed. Fixing
the quantity of land imposes one binding constraint on the production process,
while p1, p2 and q1 are all free to vary. Considering the effect of a change in p1

on q1, he showed that

(	q1/	p1)q2 
0 (1)

Now consider the same change in p1, but with the additional constraint that p2 is
now fixed. Then, according to what he re-dubbed the ‘Le Chatelier–Samuelson
principle’,

(	q1/	p1)p2 
 (	q1/	p1)q2 
017 (2)

The first thing to note about the conclusions that Samuelson drew on the basis
of the ‘Le Chatelier–Samuelson principle’ is that the same conclusions could
have been derived on the basis of mathematical considerations alone. This is
because imposing a binding constraint on a function will restrict the range of
optimum values with respect to the unconstrained function, and probably rule
out the unconstrained solution. Imposing yet a further binding constraint will
restrict the range of possible optimum values further. So, what, if anything,
does the Le Chatelier–Samuelson principle add to mathematical analysis, and,
more important, was Samuelson’s reading of the Le Chatelier principle
correct?

To discuss the latter point, we refer to the elaboration of the question of the
applicability of the Le Chatelier principle to economics spelled out in Samuel-
son’s 1972 paper, which hints at the aspect of Professor Wilson’s teaching con-
nected with the Le Chatelier principle. Samuelson recalled being
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17 We modified Samuelson’s notation v1 and v2 to represent the quantities, used in the 1972 paper,
with the standard notation: q1 and q2.



struck by his [Wilson’s] statement that the fact that an increase in pressure
is accompanied by a decrease in volume is not so much a theorem about a
thermodynamic equilibrium system as it is a mathematical theorem about
surfaces that are concave from below or about negative definite quadratic
forms. Armed with this clue, I set out to make sense of the Le Chatelier
Principle.

(Samuelson 1972, p. 254)

We do not wish to comment on Wilson’s statement, which clearly attributed
more importance to the structure of scientific laws than to their empirical
content;18 the real problem, which, as we spell out later, is a direct consequence
of Wilson’s position, comes with Samuelson’s next sentence in the same
passage: ‘Let me now enunciate a valid formulation of that [Le Chatelier] prin-
ciple’ (Samuelson 1972, p. 254). That formulation in the 1972 paper is long; a
concise version is in Samuelson (1960b), form which we quote: ‘Squeezing a
balloon will decrease its volume more if you keep its temperature constant than
it will if (by insulating it) you let the squeezing warm it up’ (Samuelson 1960b,
p. 368).

As we mentioned earlier, the Le Chatelier principle refers to systems in stable
equilibrium, and an inflated balloon is a system not in stable, but in unstable,
equilibrium; the effect of squeezing it depends on various factors: the intensity
of the pressure that goes with the squeezing, the resistance of the rubber the
balloon is made of, the quantity of air initially present in it (whether it corre-
sponded to the maximum that the balloon could take without exploding, or not).

The crucial difference between a system in stable equilibrium and one in
unstable equilibrium is that, for reasons having to do with stability in relation to
energy content, while the former, as long as the exogenous shocks exerted on it
are of moderate import, tends to revert to the previous equilibrium state, the
latter has no tendency to do so, and will, in fact, either evolve towards a differ-
ent unstable equilibrium, or reach stable equilibrium in a way that may imply its
own destruction (as in the case of the balloon exploding, or going flat if the
internal pressure was to be reduced by letting air out of it).

The analogy between thermodynamic and economic systems that Samuelson
established is, in actual fact, between systems in unstable equilibrium; his con-
siderations of the effect of any further constraint being introduced on those
systems (on top of the one – or more – constraint(s) required to keep the systems
in the unstable equilibrium they are in) are correct. But the thermodynamic
systems to which the Le Chatelier principle applies have reached a state of
stable equilibrium on account of internal relation between their component parts,
as opposed to being kept in the specific unstable equilibrium by external con-
straint(s). As the previous paragraph indicates, systems in stable equilibrium
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have a built-in (natural, one might say) tendency to restore equilibrium, while
those to which the Le Chatelier–Samuelson principle refers have not.

Samuelson’s interpretation of the range of systems covered by the Le Chate-
lier principle is a case in point for being ultra-cautious about treating theories as
uninterpreted mathematical formalisms.19 The properties of entities matter a lot
to their adequate description: borrowing from other domains requires semantic,
on top of syntactic, analogies, as the case of systems in stable or unstable equi-
librium shows.

The question of the different methodologies, respectively, behind the Le
Chatelier principle, and the Le Chatelier–Samuelson principle, is also worth
mentioning. The former resulted from the huge experimental work carried out
by Le Chatelier in various branches of applied science; it related to, and comple-
mented, as it were, the law of mass action that Gouldberg and Waage had estab-
lished on the basis of over 300 experiments that were inspired, or corroborated,
by countless other experiments carried out by other scientists working on reac-
tivity and affinities.

By contrast, the so-called Le Chatelier–Samuelson principle was introduced
on the basis of a purported analogy between the mathematical description of
thermodynamic and economic systems that Samuelson repeatedly claimed, for
instance, with his statement that the Le Chatelier’s ‘principle reflects a math-
ematical theorem about matrices connected with definite quadratic forms. And
since quadratic forms of this type are intimately involved in economic maximis-
ing problems, it is not surprising that the Le Chatelier principle should have
found many applications in theoretical economics’ (Samuelson 1960b, p. 368).20

In the same paper, Samuelson stated that the mathematical isomorphism
between thermodynamics and mathematical economics creates an analogy
between the two disciplines that would not be challenged even by the possible
failure to find analogies between the parameters – which reflect the properties of
the entities – that appear in the theories (Samuelson 1960b). As this, and other,
similar, considerations suggest, Samuelson was reasoning about ‘abstract’ math-
ematical analogies,21 thereby showing that the Le Chatelier–Samuelson principle
was born out of the deductive methodology.

Conclusion

We wish to conclude by pointing out some common aspects between the episte-
mologies underlying the two concepts of equilibrium outlined here. Lavoisier
and Le Chatelier were concerned, one might say obsessed, with rationalisation.
Ratio means rapport, quantification, mathematisation. Both men had a deep faith
in mathematics, and used the concept of equilibrium to quantify chemical reac-
tions. Lavoisier’s all-pervasive balance method relied on the assumption that
matter is conserved, an assumption that provided him with a means of universal
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commensurability. On his account, all sorts of phenomena – oxidation, the work
of an artist, the growth of a plant – could be compared by means of weighing.
Even an imponderable substance such as caloric could be ‘weighed’, as it were,
by the use of a calorimeter. Le Chatelier’s concept of equilibrium was haunted
by the acknowledgement of the inevitability of losses in physical processes,
sanctioned by the second principle of thermodynamics. The realisation of the
only partial inter-conversion of heat and work prompted his quest for the optimi-
sation of chemical reactions, as well as of other processes of industrial interest
(Chaudron et al. 1937). Lavoisier’s and Le Chatelier’s rationalising ambitions
exemplify a specific feature of the technocratic world view developed by the
French elite in the nineteenth century, which created continuity between the
ancien régime and the Third Republic through the philosophy of the Enlighten-
ment.

In methodological terms, Lavoisier and Le Chatelier conceived of the interplay
of evidence and theory as being shifted towards evidence, while Samuelson, with
his attempt to lump the behaviour of chemico-physical and economic systems
together under the same umbrella, took the opposite stance.
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3 The ubiquity of the notion of
equilibrium in biology, and its
relation with equilibrium in
economics

Louise Jarvis and Valeria Mosini

1 For examples from ecology, see Pimm (1991).

Our starting point in this chapter is the ubiquity of the notion of equilib-
rium in the study of nature, particularly in biology. To focus discussion on
specific examples, we have chosen the self-regulating process – known as
‘homeostasis’ – by which living organisms keep the value of their physio-
logically relevant parameters quasi-stable, and the equilibrium of
costs–benefits analyses of neo-Darwinian accounts of genetic evolution
and behavioural ecology. We also draw attention to the reciprocal
exchange of concepts between economics and biology characteristic of the
second half of the nineteenth century, and to the peculiar way in which
concepts were backed up in one discipline by being applied in the other,
before actually being validated in either discipline.

The assumption of equilibrium has been embedded in the description and study
of nature from the start, forming part of the teleological explanations of natural
events invoked by the Greeks, and of the theological accounts given by the
Scholastic philosophers (Egerton 1973; Cuddington 2001). Countless examples
of equilibrium have been discussed in biology and related disciplines, most of
which have been taken to be synonymous with ‘natural balance’.1 Today these
notions of equilibrium as balance have come to constitute a tenet of the popular
understanding of natural phenomena. The media constantly try the new tech-
nologies for their possible interference with the equilibrium of nature, and the
public are urged to prevent and repair environmental damage by helping to
restore the balance of nature. In this way, the notions of equilibrium and balance
in nature have become invested with cultural value.

However, no single or simple notion of equilibrium underlies biological
thinking, because countless equilibrium processes, acting and interacting in a
complex orchestration, occur in living organisms. Some equilibria are static,
others dynamic; some emerge from the interaction of just two factors, while



others depend on many. There are physical and chemical equilibria that underpin
the biological ones, and there are physiological and bio-economic equilibria
between organisms. Finally, there are the very discrete equilibrium processes
that drive the genetic make-up of individuals and their species populations. It
might be argued that everything in biology is about equilibrium, that biology is
the study of equilibria in nature inasmuch as an environment conducive to life –
as we know it – emerged from the combined balances of meteorological, geo-
logical, chemical and ecological cycles.2

In this chapter, we consider two ways in which the concept of equilibrium is
deployed in biology. One has an empirical, the other a theoretical, basis; one is
dynamic, the other static. The former relates to the observation that all physio-
logically relevant parameters of living organisms have quasi-constant values, the
latter to the use of costs-benefits analyses in neo-Darwinian theorising.

‘Homeostasis’: equilibrium observed

As contemporary physiology texts put it (see, for instance, Withers 1992), the
homeostatic activity that enables living organisms – which are ‘open’ systems in
their exchanging matter and energy with the environment – to retain their struc-
ture and functions is regulated by a complex array of endocrine and nervous
system receptors and effectors. When the receptors ‘detect’ a change in the value
of a physico-chemical parameter, the effectors – which may be glands that
release hormones that influence cellular processes, or muscles that perform
physical functions – trigger the processes that induce a corrective response.
Here, we give a few examples of the complex and often interrelated processes
through which homeostasis is achieved.

Homeothermic organisms deploy homeostatic processes to maintain a relat-
ively constant internal body temperature, despite the daily and annual variation
in the temperature of the environment. In the case of mammalian temperature
regulation, thermo-receptors located on the skin and in the hypothalamus, acting
together, gauge the temperature difference between the body and the environ-
ment. Depending on the action required to keep the body temperature quasi-con-
stant (either cooling or conserving warmth), the hypothalamus triggers nervous
messages that dilate or constrict the peripheral blood vessels, induce sweating or
shivering, or, for some species, raise or lower the body hairs.

The regulation of blood sugar levels is an example of homeostatic control con-
ducted via the endocrine system. In this case, chemeoreceptors in the pancreas
‘detect’ the sugar level in the blood; depending on the action required for the
maintenance of equilibrium, the pancreas secretes one of two hormones. If there is
too much sugar in the blood, insulin is released; if there is too little sugar,
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biologists began to seek interpretive models that rely less on those assumptions (see, for instance,
Cooper 2001 and Cuddington 2001).



glucagon is released. Both these hormones target the liver, which is the actual
effector of blood sugar homeostasis. If the liver ‘detects’ insulin, it starts storing
away the available glucose as glycogen; if it ‘detects’ glucagon, this indicates that
the body requires glucose, and the liver begins to break down the previously stored
glycogen, to release glucose into the blood stream.

The complex chemical processes that allow cells to respire, metabolise food-
stuff and release energy are also under homeostatic control, which is achieved
by negative feedback. If the end product of a metabolic pathway begins to build
up, its excess combines with the regulating enzyme(s) that initiated the meta-
bolic chain, thereby stopping it. When, in fact, the end products have been fully
used in further pathways, the regulating enzyme(s) are freed, and the pathway
begins to function anew.3

With this picture of homeostasis in the background, we come to recalling
how homeostasis was discovered. It was Claude Bernard (1878–1913), the
founder of experimental physiology, who first became aware of the fact that a
state of constancy in the physico-chemical constituents of living organisms is
essential to survival, and it was Walter Cannon (1871–1945) who coined the
term ‘homeostasis’ to describe the self-regulating process that ensures the quasi-
constant state.

Bernard’s experimental work investigated a wide range of medical and physi-
ological functions: digestion, the working of the nervous system and the func-
tioning of the liver, pancreas and heart being some. It was on the basis of huge
evidential support that, in 1866, Bernard prepared a Rapport for the Ministry of
Education, published the following year, in which the view was advanced that a
milieu intérieur exists in living organisms, which ensures constancy of the
organisms’ components.

It is worth recalling that Bernard was a wonderful experimentalist, endowed
with a sceptical attitude towards accepted theories, but also critical of Comte’s
positivism. For him, the scientific method consists of three stages: observation,
hypothesis, experiment. The third stage is necessary to confirm, or reject, the
second stage, and both are initiated by observation, something at which Bernard
excelled. So much so that it has been pointed out that the decisive turning point
in his discoveries was ‘his extraordinary capacity for noting, in the course of an
experiment, a fact that was somewhat marginal and did not accord with the pre-
vailing theory’ (Grmek 1970, p. 32).

Like Bernard, Cannon did not develop his researches in a systematic fashion
but, in fact, often as a result of ‘chance observation that other investigators
might have ignored’ (Benison and Berger 1970, p. 73). Like Bernard, Cannon
was interested in digestion and the working of the nervous system, and, once
more like Bernard, he was an extremely skilled experimentalist, to the point of
being able to remove the entire sympathetic nervous system4 from a live animal,
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mechanism that regulates cell growth.

4 The sympathetic system is part of the ‘autonomic system’, whose name indicates that it acts auto-
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and experiment on the effects of its removal.5 Investigations carried out for over
a decade led Cannon to the view that the function of the sympathetic system is
that of keeping a state of constancy as the one described by Bernard as milieu
intérieur.

Cannon’s first mention of the term homeostasis is to be found in a short paper
published in a volume in honour of physiologist Charles Richet (Cannon 1926).
A full description of the various aspects of homeostasis is in his 1932 book,
tellingly entitled The Wisdom of the Body, which describes the formation of a
stable medium (the ‘fluid matrix’) and the several ways in which the medium is
kept quasi-constant, with examples relating to the content of water, salt, sugars,
proteins, fat, calcium, and more.

The process that led Cannon to discover the relation between homeostasis
and the sympathetic system was long, and its various stages are difficult to trace
back. The relation became apparent only slowly, and it was not until research on
the activity of the sympathetic system in providing stability for the organism
was published that the connection between the activity of the system and the
emergence of those regulatory mechanisms was understood. As Cannon himself
recalled, he and his team had been working on the role of the sympathetic
system in maintaining steady states without knowing it; then facts already dis-
covered took a new meaning, which eventually led to the appreciation of the role
of the sympathetic system in bringing about homeostasis as if through a process
of ‘inductive unfolding’ (Cannon 1932, p. 268). Hence Cannon’s discovery
came about as a instance of the bottom-up approach to science, which included
wide-ranging, sometimes even unplanned, observation, upon which causal
hypotheses were based, and thoroughly tested.

Reciprocal exchange of equilibrium concepts between
biology and economics

The reciprocal exchanges between biology and economics have been exten-
sively discussed by Geoffrey Hodgson:

The two-way relationship between biology and economics dates from the
very emergence of these modern sciences in the eighteenth and nineteenth
centuries. . . . The flow of ideas from ‘natural economy’ to ‘political
economy’ was in both directions, illustrating some key conceptual reso-
nances between these two disciplines.

(Hodgson 1993, p. 55)

The starting point of the exchange between biology and economics has often
been identified with Mandeville’s claim (1724) that the division of labour in the
societies, together with self-interest (interpreted as greed), would contribute to
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prosperity. Mandeville’s claim was inspired by considerations on the working of
animal societies, in particular that of bees. Inspiration from the work of nature
was also behind the physiocrats’ claim that economic phenomena are ruled by
the same principles as natural phenomena.6 The view that, if unperturbed by
constraints and interventions, the economy would behave as a natural system
and, therefore, tend towards equilibrium,7 quickly spread. As a reaction to the
government’s of the time interventions on mercantilism, laissez-faire economics
emerged, which held that self-interest and the power of competition are the
driving forces towards economic equilibrium, and that this, in turn, would bring
about improved living conditions for all.

In The Wealth of Nations (1776), Adam Smith promoted and popularised
laissez-faire economics. Like the majority of his contemporaries, he was influ-
enced by Newtonian science and the philosophy underlying it, and assumed that,
just like laws of nature exist that bring about equilibrium in the physical world,
so it would be for the economic world. Smith was also influenced by earlier the-
orists who had claimed the tendency towards a kind of natural balance in
economies (see Hodgson 1993). For him, this natural balance would result from
the interplay between enlightened self-interest and competition, which, acting
like an invisible hand, would harmonise the needs of all.8

As laissez-faire economics became popular, its effects started being dis-
cussed with contrasting opinions. For many, it was a good thing because it pro-
moted competition, which appeared to be the driving force for the achievement
of economic equilibrium, while for others it was harsh and cruel, since it
reduced state support for the poor as part of the limitation of government inter-
vention. However, two aspects of laissez-faire economics, the notion of
competition and that of limited resources, were going to exert profound influ-
ence outside economics, most notably on biology, thus starting the next stage of
exchange between the two disciplines. The crucial figures in this process were
Herbert Spencer (1820–1903) and Charles Darwin (1809–82).9

Spencer conceived of a unified science of natural and social phenomena; by
combining the notion of balance in nature with findings from the new discipline
of thermodynamics, he concluded that progress was an unavoidable aspect of
reality ‘Progress, therefore, is not an accident, it is part of nature: all of a piece
with the development of the embryo or the unfolding of a flower’ (Spencer
1855, p. 65).10 For Spencer, natural balance and evolution11 had not just shaped
the physical world; they had also established the pattern by which society and

64 L. Jarvis and V. Mosini

6 Francois Quesnay’s Tableau economique of 1758, for instance, was inspired by studies on blood
circulation.

7 In 1710 Lord Shaftesbury described the attainment and maintenance of equilibrium and balance
in economies of self-interest as a feature of the ‘will of Nature’.

8 For further characterisation of Smith’s views on economic equilibrium, and the way to achieve it,
see Dixon and Wilson’s chapter.

9 Although, for Marshall (1904), Spencer’s contribution was more important than Darwin’s.
10 For discussion of the role of the notion of progress in Spencer’s thinking, see Mayr (1992).
11 A term that he used as early as 1852 (Hodgson 1993, p. 81).



culture change, so that economies don’t just mirror nature in their behaviour, but
emerged by a similar process. Spencer reasoned that the balance of nature was
due to an equilibrium between destructive and constructive forces. Extending to
biology the emphasis on competition of laissez-faire economics, he conceptu-
alised the notion of the ‘survival of the fittest’ in the natural world, albeit
without exaggerating it; for instance, he acknowledged that competition created
fluctuations in organisms’ numbers, but claimed that, when viewed over long
periods, amidst those fluctuations was a point of equilibrium (Spencer 1882).12

Notably, although Spencer often compared human society to living organ-
isms, and used concepts from energetics (Capek 1961), his thinking remained
deeply embedded in nineteenth century mechanicism (Whitehead 1926; Bannis-
ter 1979). Accordingly, his ontology was atomistic, in that, while he acknow-
ledged the existence of relations between entities,13 and granted those more
emphasis than Darwin did (Hodgson 1993), he gave primacy to the entities’
‘intrinsic’ properties, currently defined as properties that are always displayed
independently of anything else (Kim 1982).

As to Darwin’s theory of natural selection (1859), some historians of science
see it as the outcome of his coming in contact with the harsh social conditions
that laissez-faire economics had brought about (Desmond and Moore 1991). In
1838, two decades before his theory of evolution by natural selection was pub-
lished, Darwin had read Thomas Malthus’s (1826) work on population, which
argued that, in societies, the resources available would always be inadequate to
satisfy everybody’s needs. Malthus concluded that competition would be
inevitable, with the strongest prevailing. Darwin combined Malthus’s ideas
about competition and limited resources with the appreciation of variation in
natural populations he had acquired during his world travels, as a young man,
aboard HMS Beagle.14 He identified competition as the culling force, or natural
selection, that drove biological evolution and achieved equilibrium by acting on
the variation in populations and preventing the survival of those individuals least
able to compete in the context of limited resources.

Darwin’s (and Wallace’s 1905) constant worry to resist linguistic expres-
sions that may hint at a ‘selecting’ deity15 was part and parcel of the material-
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12 Spencer’s notion of fluctuations around equilibrium had a considerable impact on the emergence
of population biology and early ecology in the first decades of the twentieth century. In particu-
lar, chemist, mathematician and ecologist Alfred Lotka took Spencer’s argument about equilib-
rium and, using differential equations, created a predictive model of the predator–prey
interaction. His model, which took account of the various aspects of the interaction, such as, prey
density, predation rate, predator mortality, and reproduction of the predator per unit of prey con-
sumed, revealed the interaction to be characterised by cyclic fluctuation about equilibrium (Lotka
1925). (For further discussion, see Keeton and Gould 1993.)

13 For discussion of the distinction between intrinsic and relational properties on the two separate
questions, not to be conflated, of reality and knowledge, see Mosini (2006), and references
therein, especially Lenzen (1931) and Margenau (1950).

14 For discussion of Darwin’s ability to transfer concepts across disciplines, see Ghiselin (1969)
and La Vergata (1985).

15 Famously, the word ‘selection’ (Waters 1986).



istic stance that so much contributed to the success of evolutionary thinking in
the twentieth century. However, the truly ‘revolutionary’ step, which paved
the way for Darwin’s presenting mankind as but one of the animal species in
The Descent of Man (1871), had occurred with the assumption that human
societies are in all respects comparable with animal societies (see Mandeville),
which had deprived mankind of the special place in the animal kingdom that
theology attributed it, at a time when science and theology were still inter-
twined.

This short account of reciprocal exchanges between economics and biology
cannot fail to mention the fact that, in the late Victorian period, metaphors
from Darwin’s own economically influenced theory of biologic evolution
began to travel back into economics. The most important figure in this respect
is Alfred Marshall (1842–1924),16 who explored biological theories to find
ethical solutions to the problems posed by a pure ‘survival of the fittest’ social
cull. For Marshall, biological theories were a great source of metaphors and
analogies for economists (Niman 1991); those, rather than the physical sci-
ences, should guide economic theory: ‘The Mecca of economists lies in eco-
nomic biology’ (Marshall 1890, p. xiv). Marshall followed Darwin in seeing
the evolutionary process as one of gradual changes,17 rather than one as char-
acterised by abrupt leaps. His search for inspiration from biology was some-
what frustrated by the confusion arising from the several competing
evolutionary paradigms (Bowler 1988), and the ultimate essence of his analy-
sis remained ‘mechanical, addressing equilibrium outcomes’ (Hodgson 1993,
p. 101). But Marshall can be said to have prepared the ground for the introduc-
tion of bionomics and ecological economics in the twentieth century, which
were also fostered by further developments within biology itself, such as, for
instance, the growing importance of population biology, and the tremendous
breakthroughs in genetics.

Notably, the assumption underlying laissez-faire economics, that the various
forces at play would reach equilibrium – in the same way as equilibrium is
reached in the natural world – by balancing each other under the guidance of
self-interest and competition, implied a twofold speculative leap. First, because,
at the time, equilibrium in nature had just begun to be described in scientific
terms, and only to a modest degree, and the corresponding theoretical notions
were far from being developed in all their aspects; second, because there was no
empirical, theoretical or logical reason for assuming that human societies would
behave as animal societies, as Mandeville, for instance, did. The first point
implied that what was a pre-theoretical principle for proto-scientists, equilibrium
as the balance observed in nature, became a theoretical milestone of ‘natural’
economics. The second point implied that the analogy between natural and eco-
nomic phenomena was postulated without justification, and endorsed without
discussion.
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The account of reciprocal exchanges between economics and biology just
given has a further interesting aspect: it suggests that concepts travelled across
the two disciplines and were backed up in the one discipline by being applied in
the other before actually being validated in any one discipline.18 In this way, a
top-down methodological approach was enforced, which contrasts the bottom-
up methodological approach of the Bernards and the Cannons.

We turn now to another example of the top-down methodological approach,
represented by equilibrium as the result of costs–benefits analyses.

Equilibrium as the result of costs–benefits analyses

Between the 1930s and the 1950s, important developments in Darwinian think-
ing took place, which benefited from the population biology studies of R.A.
Fisher, Sewall Wright and J.B.S. Haldane, among others. The notion of a bio-
economic equilibrium emerged from costs–benefits analyses, and was first
applied in genetics, socio-biology, and behavioural ecology. In the 1960s, biolo-
gists began to base their explanations for some puzzling adaptations on the
trade-offs between the energy associated with developing the aspects and behav-
iours related to the adaptations in question and the resulting survival and repro-
ductive advantages (see especially Tinbergen 1963a, b).

Taking into account the formidable breakthroughs of the 1950s and 1960s,
biologist Richard Dawkins proposed the ‘selfish gene’ theory (1976), which
shifted the emphasis of evolutionary history and adaptation away from the
organism and towards the genetic material that codes for it. In Dawkins’s inter-
pretation, it is the DNA that is prior, rather than the organism it codes for. This
shift of emphasis rendered the organism a kind of ‘machine’ that the DNA
builds to best enable its own survival and perpetuation, which depends upon the
achievement of an equilibrium between the cost of the machine the DNA builds
and the benefits that the machine confers it. This equilibrium implies countless
trade-offs resulting from the gradual rise and selection of beneficial characters,
and the deletion of non-beneficial ones. Every modification, adaptation and
development that appears in the organism represents an instantiation of DNA’s
own perpetuation device; in its most extreme form, the organism is just the
throw-away survival machine of the genetic code. For Dawkins, ‘survival of the
fittest’ means the DNA sequence that builds the machine that proves most suc-
cessful at perpetuating and duplicating itself.

Here we give two examples – sexual reproduction and altruistic behaviour –
of how the notion of equilibrium that emerged from costs–benefits analyses
within the selfish gene paradigm is deployed.

The notion of equilibrium in biology 67

18 The view that competition for limited resources was an essential element of evolution, as Darwin
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The economy of sexual reproduction

Sexual reproduction, so widespread among living organisms – whether animals
or plants – constitutes a problem that requires explanation because it is a much
less efficient means of producing large quantities of offspring than asexual
reproduction. Moreover, the genetic blending that occurs during fertilisation
means that successful DNA sequences are broken up and altered before they
reach the next generation. Each sex cell contains only half the parental DNA,
and is combined at random with half from the other parent. There is a chance
that blending will dilute beneficial parental traits, and it is even possible that any
new combination traits will be deleterious and render the young less fit than
either of their parents. Hence sexual reproduction may be said to imply potential
disadvantages when compared with asexual reproduction.

The selfish gene theory explains the prevalence of sexually reproducing
organisms by showing that the genetic recombination inherent in fertilisation,
which produces offspring that are different in varying degrees and traits from
either of their parents, does, in fact, have benefits. It does so by showing that the
variations between parent and offspring, and between the offspring themselves,
allow the organisms to use the environment and the resources available to them
in a highly effective manner (see, for instance, Ridley 1995). It was Darwin
(1859) who noted that the environment is so complex and varied that even the
very smallest area may contain many micro-habitats, differing from one another
in tiny degrees. These tiny differences are mirrored by the variation between
organisms and their offspring, which potentially allow the organisms to diffuse
into the marginally different niches that the microhabitats offer. Thus parent and
offspring are forced slightly less into competition with one another, as the small
variations they display enable them to nest in slightly different micro-niches in
the highly varied environment. Reducing competition between parent and off-
spring is an excellent way to boost the success of offspring generations. So,
although fewer offspring are produced sexually, their fitness is improved by not
having to compete so strongly with their parents and amongst themselves.
Although being different from a successful parent may be costly, the costs may
be balanced (or overridden) by the advantages related to the ability for the indi-
vidual to utilise a slightly different micro-niche from its parents.19

Altruistic behaviour

Another problem for evolutionary biologists was represented by intra- or inter-
species ‘altruistic’ behaviours. Costs–benefits analyses suggest that these
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although there is a cost attached to introducing variation into a genome that proved successful in
the parent, there is a benefit in terms of the offspring’s ability to better evade parasites and preda-
tors (Hamilton and Howard 1994).



behaviours only give the impression of some sort of self-sacrifice, while having
a discreet reproductive benefit for the ‘giver’ (Keeton and Gould 1993).20

Consider the intra-species altruism exemplified by care relationships within
families. In the same way that reproduction promotes the future of the indi-
vidual’s genome, so altruism promotes the future of the portions of the genome
that different individuals in the same family share, and the selfish gene theory
suggests that helping family members can be the same as helping oneself. The
more genetically related two individuals are, the greater degree of altruism is
warranted between them in terms of overall genome prosperity. A sexually
reproducing organism shares about 50 per cent of its genes with its young. Sib-
lings that share both parents also share 50 per cent of their genes with each
other. On the selfish gene theory, it is good to have a child, but it is also good to
have a sibling. Also, an organism will care for its grandchildren, since, put
simply, two grandchildren are worth one offspring in selfish gene terms. The
costs–benefits trade-offs for the selfish gene mean that it is not always best for
an organism to reproduce itself directly by producing offspring, and that, in fact,
it may prove better to direct resources towards assisting sibling production; it is
better to have many siblings than only one or very few offspring. And the rule
extends to more remote members of the family as well, and applies, for instance,
between cousins and even more remote relatives (Krebs and Davies 1978).

Recall that, on the selfish gene theory’s account, it is not the prosperity of the
individual that is paramount, but the prosperity of the genes that the individual
organism is built to serve. Those genes are not only within that particular organ-
ism, but also within the other organisms related to it, and so the selfish gene is
served by altruism. Therefore, the true measure of the success of a gene is not
whether an individual organism hosting it survives and reproduces, but whether
the gene is passed on to more individuals in the next generation (Cronin 1991).

As an example of inter-species ‘altruism’, consider ‘mutalism’, a relationship
in which symbiosis is achieved between two unrelated organisms belonging to
different species, of which ‘cleaning symbioses’ provide the simplest illustra-
tion. Clown fish live amongst the tentacles of the sea anemone, cleaning their
hosts of trapped particles, while themselves feeding on that debris and taking
refuge amongst the anemones’ stings. Similarly, the gut bacteria of humans and
the cellulose-digesting bacteria of ruminants perform digestive functions for
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grandchildren with which it cohabits. Hamilton’s theory has also been used to explain the appar-
ently mystifying arrangement in colonial insect populations, in which the vast majority of indi-
viduals do not reproduce (Krebs and Davies 1978).



their host, while themselves being provided with food and a habitat. Organisms
that live symbiotically exist in equilibrium with one another. As soon as that
equilibrium is broken the symbiosis is lost. For example, if one organism begins
to take more from the other than it offers in return it begins to tend towards a
state of parasitism, which is a non-equilibrium relationship of costs and benefits
between two organisms. If one organism ceases to benefit from the relationship
with another organism without being harmed by it, ‘commensualism’ is estab-
lished, which is illustrated by the growth of barnacles on the bodies of whales,
and by orchids using trees as bases for their growth.

Summing up, altruistic behaviours, and co-operative interactions in general,
within and between species require that the costs and benefits involved balance
each other.

Conclusion

There are so many equilibria, whether within, or between, biological systems
that the notion of equilibrium may be said to be ubiquitous in biology. Those
equilibria are nested and overlaid, and the overall balance of nature is attribut-
able to this wide variety of interacting processes occurring in a great orchestra-
tion.

The two concepts of equilibrium in biology that we have chosen to discuss,
homeostasis and balance in costs–benefits analyses, differ from one another in a
relevant way in their having emerged in different methodological frameworks,
respectively, the bottom-up (one may say, inductive) and the top-down (one may
say, deductive) one. There is no question that the inductive and the deductive
methodologies are not totally independent from one another, in that elements of
both methodologies interplay in almost all instances of scientific research that is
made possible by that very interplay. However, where the emphasis between the
two methodologies lies is in many ways an important point, and has been used,
for instance, in discussing the current state of economics (Lawson 2003). Equi-
librium as in homeostasis was first observed, and later understood and recon-
structed, mainly on the basis of pre-theoretical, causal, arguments. By contrast,
the balance of neo-Darwinian costs–benefits analyses, which provides a com-
pelling and fascinating account of many states of affairs, is mainly theory-
dependent. This is by no means a unique case; on the contrary, the twentieth
century has witnessed a constant shift towards theory in the interplay with evid-
ence (see, for instance, Franklin 1986).

That shift, however, may have major consequences in cases in which the cor-
roboration of theories by data is impossible or highly controversial, as, for
instance, in economics. Hence, in such cases, caution should be exerted in dis-
cussing theoretical notions of equilibrium, such as the balance of costs–benefits
analyses of neo-Darwinian accounts. One may even wish to go back to
Newton’s prudent attitude against theoretical explanations, and his refusal to
accept the view that ‘it is thus because it cannot be otherwise’, to which he
added that ‘it may not be effectual for determining truth to examine the several

70 L. Jarvis and V. Mosini



ways by which phenomena may be explained unless where there can be a
perfect enumeration of all those ways’ (Newton 1672, p. 320).

What was Newton saying there? He was saying that there may be several
explanations for the same set of phenomena, and that, at any one time, one
cannot be certain that those several explanations exhaust the entire range of pos-
sible explanations. In this way, in a very concise, and effective, manner, Newton
stated the thesis of the under-determination of theories by data that has come to
form one of the cornerstones of twentieth century philosophy of science.21

Equally important, the above claim also conveys Newton’s firm view that scient-
ific knowledge has always a provisional character, i.e. that ‘if no exception
occurs from phenomena, the conclusion may be pronounced generally. But, if at
any time afterwards, any exception shall occur from experiments, it may then
begin to be pronounced with such exceptions to occur’ (Newton 1730, p. 404).

It is on this word of caution towards the role of theoretical explanations in
science that we wish to conclude, suggesting that it may provide a good starting
point to re-address the question of how the balance between evidence and theory
is currently understood in economics.
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Part II

Equilibrium in pre-
neoclassical economics





4 ‘Sympathy’, ‘character’ and
economic equilibrium

William Dixon and David Wilson

In this chapter we address A. Smith’s and T. Chalmers’s notions of eco-
nomic equilibrium as a ‘natural concord’ made possible by the capacity
referred to by Smith as ‘sympathy’ and resulting in what Chalmers
referred to as ‘character’. The Smith–Chalmers view suggests a much
richer picture of human agency in economic affairs than the egoistic
theory put forward by T. Hobbes, and largely endorsed by neoclassical
economics. We compare criticisms of the latter characterisation of human
agency, made from a sociological standpoint, with that of social psycholo-
gist G.H. Mead, in which we find echoes of Smith’s and Chalmers’s
views.

Neoclassical economics has an understanding of equilibrium that transcends
human agency. We do not mean by this to rehearse the usual charge against it
for not saying how its agents reach equilibrium, or how, having reached it, they
stick with, or return to, it in the face of exogenous shocks. Rather, our point is
that neoclassical agents seem to lack some of those basic human capacities that
are required to enable their effective co-ordination. Further, we argue that,
having said too little (in actual fact, nothing) about the foundational role of
‘sympathy’ (as Smith called it) in human co-ordination, neoclassical economics
fixes the origins of General Competitive Analysis in the work of A. Smith
(Arrow and Hahn 1971). It also claims too much in regard to the powers with
which it endows human agency in its economic dealings, for instance, when
positing economic actions and interactions as being ‘actuated only by self-
interest’ (Edgeworth 1881, p. 16, our emphasis). Indeed, as Smith himself recog-
nised, to say that an agent is self-interested is to say something about why she
would want to act, not how she is able to do it. Contra Edgeworth, human agents
cannot be actuated only by self-interest: presumably Edgeworth here meant to
say ‘motivated by self-interest and capacitated by the power of reason’, for it is
something like this formula that underpins the modern economic paradigm, 
and enables proponents like I. Fisher to conceive of human-interactive events as
‘correspond[ing] to the mechanical equilibrium of a particle’ (Fisher 
1925, p. 11).



The formula that equates human agency with particle-like behaviour has long
given offence to many, both within and without the bounds of economic dis-
course. Indeed, from without, the offence seems to have given rise to a whole
new discipline of sociology, which, in the hands of its classical practitioners,
endeavours to fill out the excessively ‘lean’ version of economic agency of the
neoclassical paradigm with more capacities on the motivational, and fewer on
the rational, side. In the next section we rehearse some of their arguments. A
closer look at some of this theorising, however, shows that it is not the neoclas-
sical description of economic agency as such that is taken to be objectionable
but, rather, the assumption that economic behaviour can, of itself, constitute and
maintain society. For this reason, the sociological imagination does not so much
challenge the understanding of action and interaction of neoclassical economics
as supplement it. Some critics of the neoclassical conception of economic
agency and equilibrium (for example, Durkheim, more of which below, Sen
1988 and the self-styled socio-economists Etzioni and Lawrence 1991), whilst
contesting its abstraction from moral/social issues, fail in our view to realise the
significance of this abstraction. The key to understanding this failure, we claim,
is that the agent of neoclassical theory is not so much under-motivated as under-
capacitated. As we argue below, this point was apparent to earlier generations of
economic theorists, in particular, to Marshall and, through Beveridge, to
Keynes, who took an interest in the issue of ‘character’ as the idea that eco-
nomic equilibrium depends on the behaviour of agents whose competence
cannot be simply characterised as, and reduced to, an instrumental, or strategic,
rationality. It is not difficult, if one goes back beyond the neoclassical revolu-
tion, to find writers on economic matters who believed that there is more to
human beings than a simple calculating ego (see, for instance, R. van den Berg’s
and F. Vatin’s chapters). But, to find a coherent theoretical alternative to the
neoclassical orthodoxy, we argue, one should return to the political economy of
A. Smith and T. Chalmers, whom we read through the action theory of social
psychologist G.H. Mead. Our reading suggests an understanding of human
action and interaction that cuts through the sterile debates on the moral basis (or
otherwise) of economic behaviour that have accompanied neoclassical economic
equilibrium theorising up to the present time.

Hobbes’s ‘homo economicus’ and its malcontents

In order to understand Smith and his fellow political economists, we need to
recall that their discourse originated in reaction to the rampant egoism that,
according to Hobbes and his followers, underpins most (if not all) human inter-
actions. Hobbes’s version of political economy may have been criticised for
many reasons, but for Smith the decisive factor was one of common sense: the
‘natural concords’ that human beings are evidently capable of achieving are
simply beyond the capacity of the Hobbesian actors (Smith 1759, p. 22). Having
criticised Hobbes’s theory of human actors capacitated only by a rational
egoism, Smith set out in The Theory of the Moral Sentiments (henceforth TMS)
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to provide a more adequate account of human agency. But, almost at once, he
was badly misunderstood. This became clear in responses to the subsequent pub-
lication of The Wealth of Nations (henceforth WN). In his review of this work,
Feder detected a willingness ‘to trust too much to the harmony of individual
interests in producing naturally by their free action general good’ (Feder 1777,
quoted in Montes 2003, p. 68). Hildebrand’s mid-nineteenth century assessment
left even less to the imagination: in a remarkable turn of phrase, he claimed that
Smith and his disciples attempted to ‘transform political economy into a mere
natural history of egoism’ (Hildebrand 1848, quoted in Montes 2003, p. 70).
Thus, in barely more than two generations, Smith’s reaction to egoistic social
theory has been all but forgotten and WN itself was being read as an exercise in
enlightened Hobbesianism.

Durkheim’s sociology fed off this misunderstanding. For Durkheim, soci-
ology was required as a reaction to what he took to be the starting point of polit-
ical economy: Hobbes’s essentially unsocial self. Like Smith, Durkheim rejected
such a starting point as a possible basis for the explanation of a spontaneous
social order. Hobbesian egoism ‘detaches the individual from the rest of the
world . . . closes off every horizon [and] leads directly to pessimism’ (Durkheim
1887, p. 94). But Durkheim took Smith, qua political economist, to be part of
the problem rather than the basis of a solution. The manner in which Durkheim
himself dealt with this issue set the tone for sociology as well as for some
significant critical interventions within economics itself. For Durkheim, what he
took to be the prevalent characterisation of the human actor as calculating ego
was not so much wrong as incomplete; consequently, the answer to the question
of how human society arises and reproduces itself is to somehow supplement
self-interest with other, more socially oriented, concerns. It is clear that ‘these
two springs of behaviour have been present from the very beginning’ (Durkheim
1895, p. 145, our emphasis). Where there is only ego, where, in Durkheim’s
words, there is only ‘interest’, we are back in the discredited territory of Hobbes,
‘for where interest alone reigns, as nothing arises to check the egoisms con-
fronting one another, each self finds itself in relation to the other on a war
footing’ (Durkheim 1895, p. 152). On Durkheim’s account, it is not just that the
needs and wants brought into conformity through the social process are richer
and more complex than Hobbes’s selfish ego; rather, the social process depends,
for its very existence, on characteristics additional to those that define the
Hobbesian actor. For Durkheim, the acquisition of character, for want of a better
term, is about the how, rather than just the what, of co-ordination; character is
the element which was missing in Hobbes’s theory, that enables human agents
to co-ordinate. Durkheim thought that his richer, more complex, conception of
human agency would solve the problem of viable social behaviour but his con-
ception of the ‘social fact’ as sui generis did not achieve that goal. Asserting the
importance of studying the social fact in its own right, as ‘irreducible’ to ‘the
psychic nature of the individual’ (Durkheim 1887, p. 62), and examining social
facts in this way, he circumvented the issue as to how we get from the individual
to the society by effectively refusing to engage with it. It turns out, then, that
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Durkheim’s apparently methodological decision was a substantive one, a
decision that derived from a particular kind of understanding of the relationship
between individual and society. ‘A social fact’, he said, ‘is to be recognised by
the power of the external coercion which it exercises’ (Durkheim 1895, p. 56); it
originates and operates independently of the power of individuals. Social prop-
erties emerge just as the properties of an alloy like bronze differ from the prop-
erties of the alloy constituent metals (see Durkheim 1895). Thus what is
distinctive for Durkheim about human, as opposed to other animal societies, 
is that human co-ordination, rather than being instinctive, internally driven, is
‘imposed . . . from the outside’, ‘added on to his own nature’ (Durkheim 1895, 
p. 248). But, in positing a sociology, literally, a logic of the social, that works
independently of the (self-)interest-driven psychology of the individual,
Durkheim, far from transcending Hobbes’s egoism, left its theoretical founda-
tions intact. Effectively, Durkheim’s explanation of society substituted for one
‘social fact’ (the Hobbesian social contract) another one of his own making. For
Durkheim, like Hobbes, factors that are supposed to lie outside human nature
become the basis of his explanation of society.

It might be said that an attractive feature of Hobbes’s egoistic theory – one
which, arguably, helped the latter to resurface as the bedrock of neoclassical
economics – is that it did postulate an agent at ease with herself. On the other
hand, Durkheim was right to point out that such an agent is congenitally inca-
pable of interacting effectively, unless supplemented with additional character
traits. But, as we suggest above, it is in this process of supplementation that the
agent is in danger of losing her integrity. On Durkheim’s account, her character
traits – those ‘morals’, ‘norms’, ‘values’ of which sociologists and socio-
economists speak – are supposed to be acquired, imposed, from the outside, added
on to her ‘own nature’, and, for this reason, can hardly be said to be her own.

As we argue in the next section, Smith’s political economy has the decisive
advantage over both Hobbesian theory and the sociological/socioeconomic reac-
tion to it, of postulating an agent who, like the Hobbesian agent, and contra the
reaction to it, is comfortable with herself and her actions, but, unlike the Hobbe-
sian agent, is also naturally capable of successful interactive behaviour.

A. Smith: equilibrium through ‘sympathy’

The aspect of Smith’s TMS that most interests us here is the view that the human
self and its acts involve the taking in, and, thus, the pre-reflective anticipation, of
the attitudes of others. Smith called this process of pre-reflective anticipation
‘sympathy’, taking it to be not just one of a number of attitudes that the self might
strike in relation to others, but to represent the core around which the human self
and its interest are constituted, the condition that underlies all human action.

Smith opened TMS on typical moral-philosophical terrain. First, what do we
consider right and wrong in regard to ‘tenor of conduct’? In other words,
‘[w]herein does virtue consist’? And, second, how do we come to see things in
that virtuous way? ‘By what power or faculty of mind . . . is this character, what-
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ever it be . . . recommended to us?’ Or ‘how and by what means does it come to
pass that the mind prefers one tenor of conduct to another?’ (Smith 1759, p.
265). How, in other words, is moral judgement possible? Smith claimed that the
distinction between the forms of behaviour that are recognised as moral, and the
faculties that make this recognition possible, is immanent in moral discourse
itself, and that, for this reason, it always and everywhere finds practical applica-
tion. What Smith claimed, however, is that ‘moral-philosophical systems’ do not
always (or usually) recognise this natural difference, and that this is a major
(perhaps the major) source of error. So, for example, benevolence (in the appro-
priate context) is often identified both as a form of moral conduct and as the
cause of moral conduct. Or, again, self-love (and again in the appropriate
context) is viewed both as a form of moral conduct and as its cause.1 Smith’s
explicit recognition of a distinction between the ‘what’ and the ‘how’ of moral
judgement implied that, while human beings recognise (in the appropriate con-
texts) benevolence and self-love as virtues, these virtues do not by themselves
make moral judgement (or conduct) possible. In other words, the explanation –
as against a mere explication – of moral judgement is to be found elsewhere.

Smith’s palpable concern with moral judgement raised a second issue, since
judging is not the same thing as feeling. This is because judging requires more
(or possibly other) than feeling: it implies reflecting, considering and deciding
on feelings. Assuming that the title of TMS was deliberately chosen suggests
that, for Smith, feelings or ‘sentiments’ are involved in our capacity for moral
judgement, which, therefore, rests on our capacity for moral feelings. My feeling
or sentiment, however, is not of a deliberate kind, and turns from moral disposi-
tion into judgement only when my ongoing pre-reflective state is disturbed by a
certain incongruity. In my normal pre-reflective mode, I ‘expect’, or I have
‘hopes’ (Smith 1759, p. 221) in regard to your conduct, and, so long as my
hopes are confirmed, no moral judgement ensues. Indeed, it is only when I am
‘surprised’ by your behaviour, only when I am ‘astonished and confounded’
(ibid., p. 27), ‘enraged’, filled with ‘wonder and surprise’ (ibid., p. 31) by your
conduct, when I fail to ‘anticipate’ your response or reaction, that a moral judge-
ment is formed. Normally I just feel, and feeling is not considering, let alone
judging. How, then, does the individual come by the moral sentiments that con-
stitute her ongoing, pre-reflective state, and that, when disturbed, provoke a
moral judgement? According to Smith, this is through ‘sympathy’, a term that he
did not use to mean ‘pity and compassion’, or a ‘fellow-feeling with the sorrow
of others’, as in everyday language, but to mean a sense of organic connection
between human beings, the capacity to feel with,2 to establish a ‘fellow-feeling’.
Sympathy is thus taken to mean ‘our fellow-feeling with any passion whatever’;
we sympathise, when we ‘bring home’ to ourselves the case of another: sym-
pathy is the capacity for ‘entering into’ another’s situation (Smith 1759,
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pp. 10–11). This does not mean that I sympathise with any benefit you may
receive: in some cases, I recognise your benefit, but I cannot sympathise with it.
However, I can, and do, sympathise with your gratitude, with how you feel
about the benefit. Otherwise expressed: for Smith there is an organic connection
between myself and how you feel (about a certain form of conduct that affects
you). But your feeling (or rather how I suppose you feel) and myself can be
organically connected only if your feeling is somehow inside myself. And ‘your
feeling, inside myself’ constitutes what Smith calls the ‘impartial spectator’, the
‘man within the breast’ (see, for example, Smith 1759, pp. 129–32). Now ‘your
feeling, inside myself’ is not the same as your actual feeling, which, as such,
cannot be inside myself. Smith’s impartial spectator is neither a part of the ‘I’
nor a part of the ‘you’, but, rather, an ‘us’ that is part of the self. Smith’s impar-
tial spectator is a metaphor of the norms we live by, and we come to live by
these norms because they are rooted in us as the ‘man within the breast’. It is a
moot point whether Smith thought of these rules as absolute or relative. Either
way, he did not think of them as external rules that we are forced to adhere to, or
as rules to which we agree to conform, upon reflection. These rules inhere in me:
they are my rules, they do not just enable me to judge, they enable me to act.
The ‘man within the breast’ is me, and accompanies me everywhere. In that
sense Smith’s otherwise admirable terminology is misleading, for the ‘man
within the breast’ is no man (but rather a constituent part of a man), no more
than the man whose breast he inhabits would be a man without him. The human
being can no more act according to the passions alone (egoistic theory) than
according to the impartial spectator, or rather according to his representative, the
‘man within’ (traditional moral theory). Smith put it thus:

[the actor] lower[s] his passion to that pitch, in which the spectators are
capable of going along with him. He must flatten, if I may be allowed to say
so, the sharpness of his natural tone, in order to reduce it to harmony and
concord with the emotions of those who are about him . . . [And] . . . [i]n
order to produce this concord, as nature teaches the spectators to assume the
circumstances of the person principally concerned, so she teaches this last in
some measure to assume those of the spectators.

(Smith 1759, p. 22)

Note that Smith’s actor is not undergoing a strategic ‘lowering of tone’; she does
not have an act in mind which she modifies, having first reflected on the other
person(s)’ initial response, though of course this can happen too. Rather she has
anticipated the other person(s)’ response in her mind: her lowering of tone
comes naturally. Nature teaches to act with the other person(s)’ responses in
mind, and vice versa, and all this is instinctive: ‘[w]e are immediately put in
mind of the light in which he will view our situation, and we begin to view it
ourselves in the same light; for the effect of sympathy is instantaneous’ (Smith
1759, pp. 22–3; our emphasis).
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T. Chalmers: equilibrium through ‘character’

Like Smith, Chalmers drew attention to a form of self that has the feelings and
attitudes of others in mind, alongside his own ones; one who cannot help but act
in anticipation, or expectation, of a certain response, one who cannot conceive
of the act without a sense of reaction of the other. It is only such a self as this
that can sustain a world without external direction or regulation. Only such a self
is able to develop the character appropriate to the various situations met with,
because it is only by taking in the feelings of others that the human actor has the
intrinsic capacity to learn and adjust. This acting is moral to the core but not in
the sense of it adhering to some universal standard. Rather, for Chalmers, as for
Smith, the human act is intrinsically moral in virtue of the fact that it always
embodies a sense of what is expected of her and others. In other words, for
Chalmers, character develops from human interactions. As expectations with
regard to a conduct are more or less confirmed, that conduct begins to become a
habit. In this way a person gradually builds up a collection of habits. As we will
show below, for Chalmers ‘character’ is the learnt disposition to act in a particu-
lar, and predictable, way.

Like Smith, Chalmers also took such a self as the basis of political economy
and its science. For him, the key to the formation and reproduction of a liberal
political economy is the reproduction of an acting self capable of nurturing and
sustaining the equilibrium characteristic of economic and political order, which,
in his mind, was a liberal economic order. Our interest is in how Chalmers, like
Smith before him, imagined the virtues that would bring about equilibrium and
order to be inculcated. How does one come by these virtues that Chalmers
referred to as ‘character’? In On the Adaptation of External Nature to the Moral
and Intellectual Constitution of Man Chalmers addressed just this issue by
investigating the ‘affinities between man and his fellows, that harmonise the
individual with the general interests’ (Chalmers 1833, I, p. 10); to this end, it is
necessary to understand the ‘moral constitution of man’ rather than ‘the moral
system of virtue’ (ibid., p. 11). Concern with the latter would ask ‘What is
virtue?’ but Chalmers’s interest was in ‘the mental process by which man takes
cognisance of virtue’ (ibid., p. 1; see also pp. 55–8). The cultural basis of the
free market would have to be formed on this mental process, which presupposes
a self with the capacity and need for self-development, culminating in the
formation of character. It is essential, however, that this process should not be
looked at in isolation: ‘the main tendencies and aptitudes of his moral constitu-
tion should be looked for in connection with his social relationships, with the
action and reaction which takes place between man and the brethren of his
species’ (ibid., p. 8). These interactions Chalmers considered to be the ‘proper
theme of our volume’ (ibid., p. 162); they constitute what he called ‘conscience’
(ibid., p. 60), elsewhere the ‘voice within every heart’, the ‘guide or governor’
(ibid., p. 62, and p. 71). Conscience for Chalmers, then, is summoned from
within, but it is not determined from within. It is rather constituted by the
‘actings and reactings that take place between man and man in society’
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(Chalmers 1833, I, p. 162), receiving its ‘impulse and . . . direction from sym-
pathy with the consciences around it’; conscience, for Chalmers, is the social
taken into oneself, the ‘reciprocal play of moral judgement . . . maintain[ing] . . .
its freshness and integrity’ (Chalmers 1833, I, p. 169). Through conscience, each
one acts ‘under the observation and guardianship of his fellows . . . each man
lives under a consciousness of the vigilant and discerning witnesses’ (ibid., pp.
169–70). It is this vital ‘law of interchange of mind and mind’ that ensures that
no one is ‘left to the decay and the self-deception of his own withering solitude’
(ibid., p. 170), thus multiplying the ‘pleasure of virtue as also the sufferings of
vice’ (ibid., p. 172). As conceived by Chalmers, the ‘delicate mechanism’ corre-
sponding to the reciprocity of minds is the intrinsic form of the self, which, left
to its own devices, ensures social coherence by making self-action something
very different from a mass of chaotic experiments taking place on, and in, a
hostile world. Left to its own devices, then, this ‘mutual acting and reacting of
. . . emotions’, this ‘law of interchange of mind and mind’, does ‘form the mater-
ials of a society that can stand’ (Chalmers 1833, I, pp. 210–11).

According to Chalmers, conduct conducive to a liberal order cannot be legis-
lated for, or demanded from without, the self, because any attempt to institute
good behaviour would destroy the good. It is not possible to ‘translate benefi-
cence into the statute-book of law, without expunging it from the statute-book of
the heart’ (Chalmers 1833, II, p. 24). Law that makes virtue an object of com-
pulsion destroys it. This ‘law of the heart’ for Chalmers, however, by no means
makes one a Humean slave of the passions. Whatever is within, for Chalmers,
cannot only be passion (with or without the capacity for instrumental reasoning)
because, as Hume went on to show, people’s acts are not ultimately acts of voli-
tion. In distinguishing emotion (which is not in itself determinate of action) from
will (which is), Chalmers did not mean to rehearse standard moral-philosophical
themes, which set the moral act against what one is inclined to do: Chalmers did
not mean to substitute for an ego buffeted by external rules an ego buffeted by
internally generated rules. To sum up, for Chalmers, actors capable of sustaining
a liberal political economy develop a ‘character’, which enables them to act in a
free, yet responsible, way, and this is what brings about economic equilibrium
and harmonious social coexistence.

Remnants of Smith’s and Chalmers’s views on equilibrium

Notwithstanding Smith’s and Chalmers’s convincing critiques of egoistic theory,
neoclassical economics, which claimed Smith as one of its seminal figures, resur-
rected the Hobbesian theory of behaviour that Smith’s and Chalmers’s arguments
on the role of sentiment in the formation and reproduction of society aimed to lay
to rest. However, the neoclassical, and more particularly the Walrasian, notion of
equilibrium as a strategically rational accomplishment did not spell the end of
that earlier conception of economic equilibrium as a ‘natural concord’ brought
about by the formation of a particular kind of character. Ironically perhaps, rem-
nants of that earlier, ethically capacitated, view of equilibrium surfaced in the
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work of A. Marshall. From the start, Marshall’s concern was with practical
ethics, and his interest in economic thought was driven to the question of the
formation of character (Groenewegen 1995, p. 141). In the Principles Marshall
wrote that ‘man’s character has been moulded by his every-day work’, and noted
that ‘the conditions which surround extreme poverty, especially in densely
crowded places, tend to deaden the higher faculties’ (Marshall 1890, pp. 1–2). He
noted that, even outside the residuum, outside what today might be called the
underclass, many could not make ‘the best of their mental faculties’ due to over-
work, lack of education or leisure, and concluded that ‘the study of the causes of
poverty is the study of the causes of the degradation of a large part of mankind’
(Marshall 1890, p. 2). He thus urged to discuss economic matters in the light of
the consideration that a man’s character is ‘a product of the circumstances under
which he has lived’ (ibid., p. 631).3 Marshall went on to develop an analysis of
different time periods that he saw as supplementing Ricardo’s lopsided ‘long-run’
view that, on his account, had taken too much for granted in the matter of charac-
ter. This is because investigating circumstances required investigating actual
processes over time, rather than assuming an adjustment process towards any
long-run equilibrium values that could be presupposed. Marshall’s realisation that
the individual is formed by his circumstances, that is to say, by ‘short run’ situ-
ations, in particular by poverty, is the reason why time was to became a central
element in his analysis. However, for Marshall, the distinction between ‘short-
run’ and ‘long-run’ was not in itself sufficient in that it did not capture the real
developments that occur over time, even though it provided an adequate approxi-
mation for certain analytical purposes: ‘Fragmentary statical hypotheses are used
as temporary auxiliaries to dynamical – or rather biological – conceptions’ (Mar-
shall 1890, p. xiii). Economics should be concerned with human beings who
‘change and progress’, so that the central issue must be ‘living force and move-
ment’ (ibid., p. xiii). Despite conceding that treating problems of economics in
terms of ‘statical equilibrium . . . alone can give us definiteness and precision of
thought’, he warned that static equilibrium only represented a starting point
towards ‘a more philosophical treatment of society as an organism’ (ibid., p.
382). He could not conceive of a ‘more calamitous notion than that abstract, or
general, or “theoretical” economics was economics proper’ (Marshall 1925, p.
437). On his account, the equilibrium method applied to economic matters in the
standard neoclassical approach offered little, as ‘pushed to its more remote and
intricate logical consequences, it slips away from the conditions of real life’
(Marshall 1890, p. 382).

Arguably, remnants of the earlier, ethically capacitated, view of equilibrium
advocated by Smith and Chalmers are also to be found in the post-neoclassical
works of W. Beveridge and J.M. Keynes. Both authors held that a viable form
of economic equilibrium depends in an essential way on the formation of an
agent whose competence cannot be simply characterised as, and reduced to, an
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instrumental or strategic rationality. Furthermore, they held that, whatever else it
is that makes a competent economic actor and interactor, it is not a supplement
to self-interest, nor something that holds self-interest in check. Whenever this
‘character’ is present in the economic agent, it really does dwell within the
agent, who is comfortable with it. It is Keynes who is remembered as the econo-
mist of unemployment par excellence (see Keynes 1936), though it was, in fact,
Beveridge (1930) who, for the first time, made unemployment a key concept in
economic thought. At first sight, his categorisations appear similar, although
couched in old-fashioned language, to the classifications that form the basis of the
mandatory chapter on unemployment of current (mainstream-oriented)
economics textbooks. Yet closer inspection reveals something peculiar to
Beveridge’s discussion of unemployment: the question of its moral causes. Pre-
figuring the theoretical import that Keynes would give to the distinction between
short-run and long-run, Beveridge wrote that ‘the forces which constantly tend to
adjust demand and supply work only in the long run. There are forces as con-
stantly tending to disturb or prevent adjustment’ and crucially these counter-
forces often had ‘a run long enough to determine the fate of individuals’
(Beveridge 1930, p. 14). For Beveridge, short-run imperfections have long-run
consequences because, in compromising the ability of the individual labourers to
meet their needs, and to fulfil their responsibilities within the system, they can,
and do, undermine the labourers’ independence. Keynes expanded on, and clari-
fied, this point in the General Theory: short-run analytics should not be thought
of as representing the accidental fluctuations of economic magnitudes around
their already determined long-run values. Rather, the short-run situation, inform-
ing how people are disposed to act, effectively determines the long run. Indeed,
as Keynes pointed out, when commenting in the early 1930s on the adjustment
taking place under the gold standard, the balancing of capital and current
accounts was ‘to the detriment of the working classes’ and on the backs of a part
of the working population ‘who suffer the misery and deterioration of character
that follows’ (Keynes 1973–79, XX, p. 97). Both Beveridge and Keynes, then,
aimed to secure the basis for an adequately functioning capitalist economy, which
they understood, as did Chalmers, as requiring the establishment of conditions
that would enable individual choices to be made in a free, yet responsible, way.

G.H. Mead: equilibrium as the outcome of a complex social
process

As we mentioned in the introduction to this chapter, sociological or socio-
economic criticisms of economic thought in regard to its treatment of co-
ordination tend to be theoretically under-resourced. This is because, in attempting
to modify the calculating ego of the agent of neoclassical economics, these criti-
cism concentrated on motivation, as supplement, complication or socialisation,
effected by an unexplained ‘outside’. In fact, the operational significance of the
ethical depletion of the neoclassical equilibrium economic agent is at the level of
capacity rather than motivation, a fact recognised by Marshall, Beveridge and
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Keynes, albeit without these authors offering a general theory of human inter-
action within which their special case of a competent economic agency would
find a place. As we discuss hereafter, a general theorising of the human act that
offers a way out of the sterile egoism versus moralism debate between neoclassi-
cal economics and its malcontents is to be found in the work of the twentieth
century social psychologist George Herbert Mead (1863–1931).

Mead belonged to the broad current of post-Kantian thought which addressed
the presuppositions of intellectual activity, especially with respect to action. Of
particular concern to him was the relation between knowing and doing. For Kant,
thought must stay within the realm of the experiential for it to have any purchase.
But, this apart, the being, doing or acting of the knowing subject (should) play no
further role in the determination of her thought, whether theoretically or practic-
ally oriented. On the contrary, in the case of theoretical reason, experience is itself
the synthesis of transcendental concept and intuition. Likewise, Kant’s take on
practical reasoning made a positive virtue out of the individual, abstracting from
those very features of her situation those that are not common to all. Indeed, this is
the central message of the second Critique (Kant 1788). Notably, Kant’s separa-
tion of the capacity of knowing from practical engagement was the issue within
which Mead framed his pragmatically inspired social psychology. For him, the
meeting of minds that successful interaction presupposes comes earlier than the
calculative and/or conventional taking account of the responses of others. There is
no preconceived act that the agent modifies in the light of others’ reactions, or pas-
sions that are tamed by social interaction in order for successful co-ordination to
take place. For Mead, how others might respond to one’s behaviour is not by way
of some afterthought – though it can be that as well – but by way of something
already built into the structure of the human act (Mead 1925).

Mead distinguished three forms of being: inorganic, organic and, as a special
case of the latter, human being, characterised by the capacity for reflective
thought. Even in the case of inorganic matter – say, for example, in the action of
light on a photographic plate or, again, in the action and reaction of substances
in chemical processes – the key to an adequate understanding of events, he
argued, is the idea of process, of interaction, of ‘sociality’. This is because the
emergent state of affairs, as the outcome of environmental stimulation and indi-
vidual response or (re)action, is one that modifies both the individual and the
environment. What Mead took to be true of the inorganic holds a fortiori for the
organic life form and its environment. It is not merely that organism and
environment are (or should be thought of as) constitutive of one another, as is
the case with what Mead called ‘inanimate being’, but, rather, that the organism
selects its environment, as it were, by constituting it in such a way that it stimu-
lates or releases impulses immanent in the living form itself. Thus, as Mead put
it, ‘[i]n the twisting of a plant towards the light, the later effect of the light
reached by the twisting controls the process’ (Mead 1945, p. liii). Or, again:

a digestive tract creates food as truly as the advance of a glacial cap wipes
out some animals or selects others which can grow warm coats of hair. An
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animal’s sensitiveness to a particular character in an object gives the object
in its relation to the animal a particular nature.

(Mead 1922, p. 158)

So Mead claimed that ‘sociality’ is a property of all action, inorganic as well as
organic, one that indicates no more than a relation between the individual and
the environment. In The Genesis of the Self and Social Control, however, he dis-
tinguished different types of sociality. In the case of organic beings, he wrote:

[a] social act may be defined as one in which the occasion or stimulus which
sets free an impulse is found in the character or conduct of a living form
that belongs to the proper environment of the living form whose impulse it
is.

(Mead 1925, p. 263)

This of course takes us no further than the instance (given above) of the flower
‘twisting towards the light’ and thus selecting its environment so as to provide
itself with energy. Notably, no consciousness or thought is involved in this
process; rather, organic beings and environment are attuned to one another
through the physiology of the former. The same may also be said of that class of
acts which, though social in the more usual sense of entailing co-operation
between individuals belonging to the same group, relies on physiological
differentiation alone. To be sure, in this case the completion of the (complex) act
comprises a succession of (more elementary) operations carried out by various
members of the group, and, thus, ‘[t]he objective of the act is then found in the
life-process of the group . . . not in those of the separate individuals alone’
(Mead 1925, p. 264). In such cases, the actions of the ant or bee in achieving the
social object, the construction and running of the nest or hive, are produced by
the differentiated physiological characteristics of the various agents collaborat-
ing towards the same goal.

The distinctiveness of the human social act becomes apparent once it is
recognised that the physiological differentiation that enables the social acts of
many other creatures is not available in this case. On the contrary, successful
interaction for human beings must mean that each actor somehow has in mind
the social object that his/her action will help to construct. In this case the social
act would be one which the ‘different parts of the act which belong to different
individuals should appear in the act of each individual’ (Mead 1925, p. 264). By
phrases such as ‘different parts of the [social] act . . . should appear in the act . . .
of each individual’ or should appear ‘in [her] experience’, Mead meant some-
thing like the following: in doing what I do, I (pre-reflectively) anticipate, or
expect, that the situation which would arise from the completion of my act will
call out in you the response necessary for social completion. In other forms of
life, in which the success of the social act is underwritten by an evolutionary
process which ensures a certain distribution of physiological characteristics
acting as stimuli across the group to elicit the responses necessary for the
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completion of the act, there is no idea in any of the individual collaborators what
success or completion might mean. In human society, however, in which physio-
logical differentiation plays little or no role, it is of the essence for successful
co-ordination that each individual has somehow in mind the social object which
his/her action will help to construct. We should clarify the significance of the
qualification somehow just given. Mead did not mean that successful co-
ordination always and everywhere depends on each of the individual actors
having a conception of the greater good to which their own activity contributes.
There is not necessarily a grand social act in which the individual’s act is
inscribed, but each act, whether initiated solely by the individual or not, is, and
cannot be other than, social. Mead’s point was that, whether she reflects or not,
the human actor does take account of the likely response by others to her act.
Whatever the ostensible aims or purposes of her act, then, Mead suggested that
the human actor cannot help but put herself in the place of the other to see how
her action will be received, and that this instinctive re-positioning shapes her act.
For Mead, human activity is characteristically minded, rather than physiologi-
cally differentiated, in a way that is not simply purposeful. Of course, we do
have an interest, and we do set out to consider the means of achieving it. Indeed,
Mead’s version of how the self comes to think and act suggests that some of that
thinking and acting will be about and directed towards others. But before all
this, there must first be a self, and Mead’s self is ‘an individual who organises
his own response [thought out or otherwise] by the tendencies on the part of
others to respond to his act’ (Mead 1925, p. 267), by a ‘sympathetic placing . . .
in each other’s roles, and finding thus in [its] own experience the response of
others’ (Mead 1922, p. 162). Put otherwise, Mead’s self is both an ‘I’ and a
‘me’: an active, passionate, one might say, partial, side of being that organises
his responses in accordance with a passive, impartial counterpart. Indeed, such a
complexity seems inescapable if the idea of self-consciousness is to be taken
seriously. For to say that the ‘I’ sees itself in the act, or to say that the act is
mine, is to somehow sense an entity, the ‘me’, to which the act responds or
answers, an entity that is reproduced and/or refurbished in the process, but is
somehow distinct from it. But how is this seeing or sensing of myself possible, if
not through the ‘mirror’ of your attitudes and responses to it?

In claiming that the self is irreducibly social, Mead meant to imply neither
that human beings are essentially benevolent, nor that even the most ‘private’ of
actions has consequences for others. Rather, he suggested that the self is irre-
ducibly social in virtue of the fact that the characteristically human form of
acting presupposes a pre-reflective anticipation of the responses of others. ‘If we
are to co-operate successfully with others, we must in some manner get their
ongoing acts into ourselves to make the common act come off’ (Mead 1925, p.
263). But could not a similar sentence be found in Smith’s TMS, or in Chalmers
bizarrely entitled The Political Economy of the Bible?
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Conclusion

It is one of those nice ironies in social thought that those, like Durkheim, who
criticise the lean, abstract, agency that came to form the basis of modern eco-
nomic equilibrium theory on the grounds that it dehumanises human agency
put in its place a creature so much less able, less capable, than the neoclassical
homo economicus. In any case, the very leanness of the neoclassical system of
atomic or particulate behaviour is, for the economic equilibrium theorists, its
strength, not its weakness, or lack. The critics mistake form for content,
motive for capacity. Modern homo economicus is a way of acting that can
accommodate any socially conditioned why of acting. Morgenstern, like
Walras before him (for one), did not doubt that ‘individual motivation might
be influenced by imitation, advertising, custom, etc.’ (Morgenstern 1974, p.
10). But what he did doubt is that these influences ‘change the formal proper-
ties of the process of maximizing’ (Morgenstern 1974, p. 10). For the neoclas-
sical Morgenstern, the point is that the formal properties of the process of
maximising, a process in itself devoid of ethical substance, is the condition of
all our doings, whether ethical or not. It is as if ethical orientation intruded
into this ‘formal process’ so as to give it determinate content. Critics miss the
point by half when they claim that the agent of neoclassical theory is too self-
interested: the decisive assumptions of neoclassical economic equilibrium
theory are about how we humans are able to act and interact, not about why
we would want to.

It is another of those nice ironies that the action theory that underpins neo-
classical economic equilibrium analysis is not, as repeatedly claimed (see, for
instance, Arrow and Hahn 1971, p. 1), a development of Smith’s social theory,
but, rather, one that resuscitates the Hobbes–Mandeville view of human agency
that Smith (standing on the shoulders of earlier Hobbes critics) thought he had
discredited once and for all. But the proto-sociologists weren’t listening. For
Durkheim, economic agency meant Hobbes. And from that questionable
premise he drew the conclusion that a purely economic equilibrium is untenable.
As a matter of fact, Hobbes himself had shown that the very concept of a sponta-
neous order – a concept that was to become the Leitmotif of the new science of
economy – was untenable on the basis of his characterisation of human nature.
But the more enlightened of the political economists were well aware of all this,
which is why theorists like Smith looked for a different understanding of how
human beings act and interact on which to found their new science. In fact, it is
probably fair to say that, until Hobbesianism reasserted itself in the guise of neo-
classical economics (Marshall excepted), few writers in political economy were
thinking of human agency in Hobbes’s terms. But still, to deviate from Hobbe-
sian assumptions is one thing; to provide a viable theoretical alternative is quite
another. Smith, Chalmers and Mead attempted to do so by showing that the
natural concord that ensures equilibrium in economic transactions is achieved by
agents that, against Fisher’s account (1925), do not correspond to the mechani-
cal equilibrium of a particle.
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5 Economic equilibrium in the
French Enlightenment: the case of
A.N. Isnard

Richard van den Berg

1 For Isnard’s biography, see Van den Berg (2006).

In this chapter I discuss the social and economic ideas of an early contrib-
utor to equilibrium theory, the French engineer Achilles Nicolas Isnard
(1748–1803), in the context of his overall scientific production. In this
way, I show that Isnard developed sophisticated views about human
decision-making processes. While he claimed that producers and con-
sumers make decisions on the basis of personal interests, he qualified
these as being supported by unreflective, impulsive or habitual, action and
concluded that only conduct motivated by an ‘interested’ choice that is
‘fortified by virtuous habits’ leads to socially desirable outcomes. This
concern with the motivations of humans engaging in social transactions
stands in strong contrast with modern economic equilibrium theory.

In 1781, a work in two volumes entitled Traité des richesses was published in
Lausanne, Switzerland. Its author, the thirty-three-year-old Achilles Nicolas
Isnard, was a provincial engineer trained at the École des Ponts et Chaussées,
where he had excelled at mathematical subjects.1 In several places in the Traité
Isnard applied mathematics to support economic reasoning. In particular, he
applied algebra to demonstrate the notion of market equilibrium, and presented
examples of mathematical relations between production, relative prices and dis-
tribution. It is for the algebraic demonstration of market equilibrium that Isnard
is chiefly remembered. In the twentieth century, some influential historians of
economic thought convincingly argued that Isnard’s use of simultaneous equa-
tions to demonstrate economic equilibrium anticipated, and actually influenced,
the general equilibrium theory of Léon Walras (1834–1910) (see esp. Schum-
peter 1954; Jaffé 1969; Ingrao and Israel 1990).

In this chapter I look beyond Isnard’s early contribution to equilibrium
theory, placing it in the larger context of his overall social thought. The Traité
des richesses was a wide-ranging work, somewhat similar in scope to Adam
Smith’s Wealth of Nations, published only five years earlier. What is more, a



few years after Traité des richesses came out, Isnard published the Cathéchisme
social (1784), in which he spelled out his moral theory. These two works
together form a single account of what Isnard called, in the preface of the Traité,
the ‘science of man’ (Isnard 1781, I, p. vii). Isnard was a strong supporter of the
new doctrine of economic liberalism, the theory of laissez-faire, a social philo-
sophy that had steadily gained influence during the Enlightenment period,
through the works of Vincent de Gournay (1712–59), François Quesnay
(1694–1774), Jacques Turgot (1727–81) and, above all, Adam Smith (1723–90).
The belief in the possibility of establishing a ‘natural’ economic order was a key
element of this social philosophy. While this belief was widespread in early
modern European thought, a largely novel contribution to it was the idea that
order, or socially beneficial arrangements and outcomes, may result from the
pursuit of individual economic motives. Isnard’s mathematical analyses (for
instance, of how marketed quantities of various goods establish relative prices
‘between themselves’, or of the tendency towards a uniform rate of profit
throughout the economy) represented ways to formalise this belief in the possi-
bility of an ‘unplanned order’.

What has gone almost unnoticed among commentators on Isnard’s writings is
that he did not only use mathematics to support his liberal views, but also
developed an original theory of human motivation. A central element in this
theory is the distinction between reflective or calculating action, on the one
hand, and unreflective or habitual action, on the other. As may be expected of a
laissez-faire theorist, he claimed that many decisions of individual economic
agents are based on reflections of personal ‘interest’, in this way making the
exercise of economic power a restrained and calculated business. However,
interestingly enough, he also maintained that there are clear limitations to the
scope for calculating action. In the Cathéchisme social he stated that:

[t]hose [writers] who have regarded self-love as the only motivating force
of actions have extended their doctrine too far by denying the existence of
moral sentiments, or at least by reducing them to the cold effects of inter-
ested reflection [froids effets d’une réflection intéressée].

(Isnard 1784, p. 80)2

One of the main reasons for Isnard to emphasise the importance of unreflective,
impulsive, or habitual, motives for human action was that, in his view, social
morality cannot be based on the motives of self-interest alone. Rather aptly for
an engineer, who for most of his career was employed in hydrological projects,
he held that the selfish passions need ‘canalising’:

we have not yet achieved the science of man and of that what is right for
him. Let us study nature, let us study its workings and its ways, let us stop
its harmful effects and employ its means to useful effects. Let us divert the
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torrents which ravage our houses and our fields, let us push back the seas
that flood our shores, but let us take care that the canals that fertilise our
fields are fully filled.

(Isnard 1781, I, p. vii)

More specifically, Isnard highlighted the need for the moral education of cit-
izens, by instilling appropriate ‘virtuous habits’ that ‘hem in’ the self-interested,
calculating behaviour of man.

At first sight, Isnard is indeed a precursor of modern equilibrium theory, a
writer who, as Jaffé put it, ‘blazed [a trail] in advance of Léon Walras’s con-
struction of an elaborate mathematical highway’ (Jaffé 1969, p. 40). However,
further reading of Isnard’s writings, particularly his theory of human motivation,
leads to some surprising conclusions. The agents of his economic theory are
sophisticated beings: in addition to being mere calculators of individual advan-
tages, their behaviour is moulded by habitual social codes.

In the next section, I focus on the importance of motivations of personal
‘interest’ in the economic theory of the Traité des richesses. I will then discuss
the moral theory of the Cathéchisme social, and draw some conclusions.

Human motivation and deliberation in the Traité des
richesses

In the small body of literature about Isnard’s economic writings very little atten-
tion has been paid to the kind of decision making he assumed individuals and
groups to engage in. The focus has almost exclusively been on the, admittedly
remarkable, formal analyses of market exchange and production. The praise for
the engineer’s achievement as a mathematical economist is high indeed. The fact
that he successfully used simultaneous algebraic equations to justify the notion
of market equilibrium constituted, according to one commentator, ‘one of the
most important contributions in the history of the development of mathematical
economics’ (Theocharis 1983, p. 62). Other authors pointed out that ‘Isnard was
. . . the first to suggest the condition of equality between the number of equations
and the number of unknowns that, until the early twentieth century, was to
remain the theory’s only answer to the problems of the existence and uniqueness
of the vector of equilibrium prices’ (Ingrao and Israel 1990, p. 64).

However, the recognition of Isnard’s contribution to economics is almost
completely limited to this formal analysis. It is quite commonly believed that his
theory was somehow devoid of more substantial economic reasoning. For
instance, Baumol and Goldfeld criticised Isnard’s procedure of calculating equi-
librium prices by assuming as given ‘fixed and unexplained quantities offered in
exchange’ (Baumol and Goldfeld 1968, p. 253). This raises the question what
the considerations of traders are, prior to offering specific quantities to the
market. And this kind of economic theoretical discussion, it is alleged, Isnard
did not provide. Jaffé (1969, p. 25) attributed this deficiency to the absence in
Isnard’s work of an articulated utility theory, and Hébert stated that it ‘remained
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for Walras to add the engine of utility maximization’ (Hébert 1987, p. 1004) to
Isnard’s equilibrium analysis. The view that Isnard’s contribution, while
significant from a formal point of view, lacks an economic underpinning is, in
the opinion of the present writer, the result of a highly selective and anachronis-
tic reading of the Traité. Reading the work as a whole, one encounters many
passages in which Isnard attributed specific economic objectives and motives to
individual agents and groups, infusing his theory with a discernible economic
logic (although not one based on utility maximising).

A good example of how there is more to Isnard’s ideas than a first reading
suggests is his treatment of the fixed and, supposedly, ‘unexplained’ quantities
offered in exchange. While it is true that in his algebraic analysis of exchange he
assumed given traded quantities, just as he assumed given relative prices in his
analysis of production, he did not really leave either unexplained. Indeed, there
are in Isnard’s work clear, if not fully determinate, relations between the
‘spheres’ of exchange and production. Schematically these relations may be
represented as in Figure 5.1. The diagram is based on one of Isnard’s numerical
examples in which a total of forty physical units of one commodity (M) and
sixty physical units of another commodity (M�) are produced by two ‘sectors’
(Isnard 1781, I, p. 36). Each sector retains ten units of its own produce to be
used as inputs in the next round of production; the remainder is sold in the
market. In order to continue production each sector also has to purchase inputs
produced by the other sector (10 M� and 5 M respectively). In addition,
exchange does not only take place in order to satisfy the reciprocal input
requirements of the sectors, since each has produced in excess of the require-
ments for ‘simple’ reproduction (25 M and 40 M� respectively).
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That Isnard intended to explain the determination of quantities brought to the
market is clearly indicated. Just before beginning his algebraic analysis of
exchange by assuming three fixed quantities, a, b and c, of different kinds of
commodities, he stated: ‘[w]e will later determine the quantity of commodities
produced and brought to the market’ (Isnard 1781, I, p. 19, emphasis added).
Some pages later, in his discussion of production, he comes back to this remark
when he notes:

As we have seen [i.e. in the analysis of market exchange], the values of prod-
ucts are established without the costs or expenditures of producers being con-
sidered in the deal: but those [producers] will not produce useful things, if they
do not expect to recover their costs, that is to say, the value of the advances
necessary to the existence of that commodity. One has to assume therefore that
the value of a commodity is at least equal to the costs of production. [But] this
value can also surpass the value of those costs. When this is the case, the dif-
ference is for the producer the revenue that he draws from his enterprise.

Those costs consist of the purchase of raw produce, which he has to
employ or consume in production in payment for the labour of men or of
workers, and of fixed capital.

(Isnard 1781, I, pp. 34–5; emphases added)

This passage suggests a clear relation between production decisions and the
‘market realisation’ of the value of the quantities supplied to the market. Even
though for theoretical convenience Isnard worked with fixed marketed quantities
(offres) in his analysis of market exchange, he envisaged a process whereby
those quantities adapt. This adaptation is the result of the comparisons made by
each producer between the costs incurred in production and the sales value of
the products. It may be argued that Isnard considered the process of reproduc-
tion as a sequential one, wherein costs are incurred in the production of goods
prior to their sale in the market, and wherein production is adapted in response
to prices realised in the market. Consequently, Isnard did not conceive of a
general equilibrium system in which there is a simultaneous determination of
quantities and prices.3 However, this does not mean, of course, that decisions
about quantities offered to the market are unrelated to information about prices.

Isnard’s description of how produced quantities adapt to prices realised in the
market is an example of the kind of calculating behaviour that is ascribed repeat-
edly to economic agents (most commonly ‘producers’) in the Traité. The engi-
neer’s attention for the comparison between the ‘necessary price’ of products
(i.e. the price required to cover all advances) and the market price is of course
not unique. Indeed, it can be found in the contemporaneous physiocratic liter-
ature generally.4 However, compared with the physiocrats, Isnard is much more
pronounced in his view that it is the desire for profit, i.e. a positive difference
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between sales value and costs, which motivates producers. He stated in general
terms that ‘[i]t is the hope of the producer to obtain through sale the reimburse-
ment of his costs and a share of disposable wealth, to be used for enjoyment or
saving, which motivates him to undertake productive activities’ (Isnard 1781, I,
p. 144, emphasis added). The profit seeking of individual entrepreneurs should
be relied upon to co-ordinate the production of the various commodities for
which there is an effective demand in society:

The reproducer [reproducteur] only acts in response to the sale of his prod-
ucts. It is necessary for the production of any thing that its value is at least
equal to that of the costs necessary to its existence; if consumption and sale
do not assure it its value, the production stops, because the producers seek
to employ their funds more usefully.

(Isnard 1781, I, pp. 96–7)

Note that the last remark implies not only that producers are assumed to adjust
produced quantities in response to the profitability of their existing activities, but
that they may reallocate their capitals to alternative activities. Indeed, Isnard
also discussed a general tendency towards a uniform rate of profit in a manner
that reminds one of Turgot:

Fixed capitals distribute themselves to serve the different uses in agricul-
ture, industry and commerce in such a way that their values will be in the
same ratio to the offers made in exchange for their products less the costs of
upkeep, repair and replacement, so that the ratios of funds to the interest
will be uniformly the same in the different enterprises. This uniformity is
achieved, and equilibrium establishes itself, because funds make themselves
available, and flow to the places where the interest is highest, and because
like things have the same value. When things have a higher price in one
place than in another, they flow there and equilibrium is re-established.

(Isnard 1781, I, 48–9)5

The profit motive, or the desire for ‘disposable wealth’, is assumed to influence
the decisions of producers in a number of other ways. Not only did Isnard
describe how it directs producers in their decisions on how much to produce and
where to invest their capital, it also leads them to adopt cost saving techniques.
There is a strong normative notion in the Traité that the primary purpose of the
reproductive system is to increase the production of ‘disposable wealth’ (i.e.
‘final’ consumption goods). This view was stated, for example, in the following,
rather physiocratic-sounding, passage:

Among the total mass of wealth we will make a distinction between
that [part] which is employed in production and that employed for the
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enjoyment and consumption of men. The former is necessary to production
the latter is disposable. One should employ as much wealth as possible in
production in order to increase general wealth. But economy dictates that
the employment of productive expenditures is directed in such a way that
the costs are as small as possible relative to production.

(Isnard 1781, I, p. xv, emphases added)

While Quesnay and his followers translated a similar objective into the need to
increase agricultural production, and adopt the most economic agricultural tech-
niques, Isnard had a much more general understanding of what constitutes
‘wealth’.6 He expressed the conviction that producers generally can be relied
upon to adopt cost-saving techniques, since ‘[e]very individual, trying to obtain
the largest benefits at the smallest possible costs, enters into the smallest details
of productive economy in order to succeed in this’ (Isnard 1781, I, p. 189). He
applied this argument, for example, in his discussion of labour-saving
machinery, arguing that whatever techniques save on production costs, and
result in a larger disposable product, will be adopted by producers and be benefi-
cial to consumers.7 Thus, Isnard assumed producers to be reliable calculators in
decisions ranging from the determination of output levels, allocation of capital
and choice of technique. In fact, the engineer argued quite explicitly that indi-
vidual entrepreneurs, guided by their ‘hope of profit and economy’, do a better
job directing economic activities than a central ‘administrator’ could ever do:

[T]he profits of production blossom, thanks to trade. The sum of the private
calculations of merchants and producers is more reliable than the calcula-
tion of a drafter of prohibitive laws can be.
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6 Immediately after the sentences cited above he distances himself from the physiocratic theory of
productivity and distribution. He continues: ‘It is a mistake to maintain that there is any kind of
wealth that does not yield a net product, or a product above costs. Of all particular kinds of prod-
ucts, one part belongs to production, the other to enjoyment. The sum of the parts belonging to
production forms the general mass of the costs of production, the sum of the other parts forms the
general mass of disposable wealth. The values of individual products determine the share of the
total mass of disposable wealth that devolves to each producer. This share varies with the dif-
ference between the values of products and of the objects necessary to production, which the pro-
ducer has to purchase.’ Isnard’s mathematical analysis of production and distribution explains
these views admirably. For a comparison between Quesnay and Isnard on these points see Steenge
and Van den Berg (2001).

7 See Isnard (1781, I, pp. 80–2, 170–4). ‘The principles of economy dictate in all workshops, in all
activities and to all men to execute all works at the least possible costs, [and] to increase dispos-
able wealth relative to the costs of production . . . (pp. 170–1) ‘The goal of the activities of agri-
culture, industry and trade is a continued supply of consumption goods [jouissances]; the general
aim of producers is to supply consumption goods at the least possible cost. If in an enterprise two
horses produce more than ten men, the producer will choose the horses as agents of his produc-
tion. If in a workshop a wheel, a lever, a windlass or any machine substitutes the work of twenty
men and costs less to maintain, [then] the producer will employ this machine and will dismiss the
twenty workers. The general laws have to be the result of these particular principles’ (p. 81; cf. p.
171).



A renowned Author complains that by allowing freedom one confides
the interest of the State to the ignorance of private interest. It seems to me
that the sum of knowledge that traders acquire through exercise and
experience, and the speculations that are dictated by their interests, far
exceed the views of an administrator. And that there is a lot of presumption
in believing that one can be powerful enough to direct the private opera-
tions of trade by general orders, in such a manner that the nation as a
whole derives a greater advantage than through the course of private indus-
try. Trade honours the Sovereign that protects it, but it will not recognise a
general director of its operations.

(Isnard 1781, I, p. 189, emphases added)

Isnard applied to specific questions the liberal argument that individual produc-
ers and traders ‘dictated by their interests’ are more reliable in delivering
socially desirable outcomes than ‘prohibitive’ laws. In discussing the guilds and
the policing of markets, he even extended this reasoning to ‘non-price factors’
such as the quality of commodities. He maintained that exclusive privileges and
inspections cannot be justified by the argument that they are a means of barring
incompetent or unscrupulous producers from selling shoddy goods. ‘Errant’
sellers will be more effectively excluded through the natural effects of competi-
tion:

in the case of liberty [the exclusion of unreliable sellers is] a result of the
efforts of producers and sellers to attract buyers by means of the better
quality of products and merchandises and by means of the reputation
acquired through these efforts in those arts, which, it has been believed,
should be subjected to inspections of police in favour of buyers with little
experience.

(Isnard 1781, I, p. 230)8

Equilibrium in the French Enlightenment 99

8 The mention of ‘buyers with little experience’ (acheteurs peu expérimentés) is interesting. Isnard
makes a clear distinction between what a modern theorist would call ‘search goods’ and
‘experience goods’, or in his own words between markets where ‘everyone can be the judge or
connoisseur of the merchandise one buys’ and markets ‘where not all men are equally connois-
seurs’. It is in the latter situations that reputation becomes an important factor: ‘Industry, reputa-
tion, trust, an advantageous location, and often word of mouth [le babil] determine the popularity
of craftsmen and merchants. Industry without trust will have little custom in professions where not
all men are equally connoisseurs, or where they do not simply have to satisfy their personal tastes.
Unlimited competition is advantageous to production and consumption in all arts and crafts where
everyone can be the judge or connoisseur of the merchandise one buys. In the other [professions]
where the fear of being deceived accompanies the desire to buy, the reasons that lead the crafts-
man or the merchant to merit the trust of the public and that give a natural exclusion to unknown
[sellers] are also favouring consumption. If it is by the improvement and good quality of merchan-
dises that craftsmen and merchants try to get known and exclude errant merchants, and not by
laws emanated from the authorities, then it is clear that consumption will gain benefits that are less
assured under a regime of prohibitions’ (Isnard 1781, I, pp. 229–30). Note that the last sentence
implies only a qualified endorsement of free competition: one could take it to mean that if sellers
do not compete on quality intervention may be justified.



If this reasoning seems too uncritical, it should be pointed out that, in his moral
theory, Isnard devoted further attention to the exclusion of opportunistic behavi-
our (see below, p. 108). More generally, the moral theory of the Cathéchisme
social does much to qualify the impression one may get when reading some of
the above passages from the Traité des richesses that the engineer advocated an
almost unrestrained economic freedom for citizens to pursue their ‘private inter-
ests’. I am not suggesting here that the views in the Cathéchisme are at odds
with those of the Traité: there is no reason to suppose an ‘Achilles Isnard
problem’, similar to the old ‘Adam Smith problem’ according to which the
worldly outlook of the Wealth of Nations was in conflict with the more idealistic
views of human nature in the Theory of Moral Sentiments. Instead, not unlike
Smith, Isnard’s book on the moral sentiments should be seen as providing a
more general and richer social theory that supplements his economic doctrines.9

Reflective versus unreflective actions in the Cathéchisme
social

One of Isnard’s main objectives in the Cathéchisme social was to delineate the
proper domain for deliberate, calculated, human action. He insisted that much
human action, and moral action in particular, is not motivated by self-interested
reflection.10 Isnard developed his ideas on impulsive and deliberate behaviour
from a sensationist perspective that was quite commonly accepted at the time. A
strong influence of Condillac’s philosophy of the development of mental capaci-
ties, and sometimes even hints of the more radical materialist views of writers
like Helvétius, Holbach and La Mettrie, can be found in Cathéchisme social,
especially in the first few chapters. Isnard affirmed that the human mind ‘only
receives its ideas from the senses’ (Isnard 1784, p. 16), developing its faculties
in response to sensations. Humans, in common with animals and plants, possess
a natural aptitude to recognise sensations as being either agreeable or disagree-
able, i.e. they are

endowed with instinct, that is, the faculty to act in order to enjoy or avoid
impressions that are received. Sentient beings have received from nature the
faculty to avoid what is contrary to them and to be attracted to what agrees
with them.

(Isnard 1784, p. 17)

Rejecting the view of instinct as a ‘premonition or a predetermination that is
independent from sensations and knowledge’, Isnard maintained that it is a
faculty that evolves as sensations become more complex and refined: ‘the
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9 For a discussion of Adam Smith’s moral philosophy see Dixon and Wilson’s chapter.
10 He presented his theory as an attempt ‘to defeat two erroneous opinions’ in vogue amongst

Enlightened authors of his day. One was that free will is an illusion, and that man is ‘subjected to
superior forces’ in all his decisions. The other was that ‘man deliberates in all his actions and that
he is always determined by his apparent [personal] interest’ (Isnard 1784, p. 43).



instinct grows relative to the passions of which sentient beings are susceptible.
Man perfects his instinct through the perfection of his sensory faculties’ (Isnard
1784, p. 21). Like other sensationist authors, Isnard held that higher mental fac-
ulties, such as representation and reflection, also derive from more primitive
instinctive powers of response to sensations, and claimed that humans developed
a superior capacity for representing and recalling sensory impressions.11 This
capacity allows them to compare ideas, or ‘represented sensations’, an exercise
that Isnard called ‘reflection’ and ‘judgement’, attributing to it men’s faculty to
engage in deliberate or reasoned action.12

To some extent, sensationist philosophy challenged the Cartesian dualism of
body and mind by holding that higher mental faculties, such as ‘reflection’, also
derive from more primitive powers of response to sensations (cf. Israel 2001, p.
517). In making this point (1784, pp. 21 ff.), Isnard agreed with Helvétius that
‘pleasure and pain are the motivating forces, not only of instinct, sentiments and
passions, but also of the will’ (1784, p. 80). At the same time, however, he
emphasised the differences in the workings of instinct, which acts on immediate
and bodily sensations, and the will, which ‘acts by virtue of reflection’.13 It
should be noted that this distinction is strongly reminiscent 
of Quesnay’s distinction between la liberté animal, which is a mechanical power
of decision that takes into account only ‘physically good and bad’ (Quesnay
1756, p. 796) and la liberté morale ou d’intelligence. To Isnard, as to Quesnay,
the term ‘freedom’ was almost synonymous with ‘deliberation’: ‘[t]he freedom
of man consists in his power to deliberate and choose. If he has within himself a
power that chooses and decides then he is free’ (Isnard 1784, p. 39; cf. Quesnay
1747, p. 748; 1765, pp. 48–9). Possession of this faculty of ‘deliberation’ does
not mean that man can ever free himself from ‘motives’, i.e. that he has a capac-
ity for ‘disinterested’ or ‘selfless’ choice, as Isnard specifically stated:

From the fact that man never decides without a motive and without interest,
[some writers] have concluded that he would not be free. But freedom does
not consist in the capacity to decide without a motive.

(Isnard 1784, pp. 38–9; emphasis added)14
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11 Isnard acknowledged that some animals also possess limited representative faculties, thus
endowing them with ‘a kind of foresight, a sense of future need’ (Isnard 1784, p. 19).

12 ‘The exercise of reflection and judgement is reason. One part of the functions of reason is to
compare the motives of actions, to choose or decide upon the ends and means, or to deliberate
and to discover what is true and what is false. Reason often compares two ideas to a third one in
order to determine the relation between the first two. This operation of reason is called reasoning.
The faculty of deliberation, which is enjoyed by reason, is called freedom. The will is a faculty
of the mind by which it decides and by which it chooses or opts ends and means’ (Isnard 1784, p.
23).

13 ‘There is one motivating force which is moved immediately by sensations, ideas and passions,
and which has the title of instinct, and one which is moved by reason or by the comparison of
sensations and ideas, and which has the title of will’ (Isnard 1784, p. 42).

14 On this point Isnard was in almost perfect agreement with Quesnay (1747, pp. 747–8, and 1765,
p. 49 n.).



On his account, freedom consists, in fact, in the ability to compare, choose between
and direct various motives and passions. Deliberation provides man with a combat
des passions, or what Hirschman (1977, p. 38) described as ‘a disciplined under-
standing of what it takes to advance one’s power, influence and wealth’.

It is through the exercise of this faculty [i.e. deliberation] that [man]
becomes the master of his actions and opposes the effects of the instinct and
the passions, or the impulses of his organs. Through reflection he estab-
lishes in himself a means of resisting [un combat] the passions. When he is
excited by violent desires, the imagination brings about new ideas that stim-
ulate the right passions to counterbalance those desires. Through judgement
he decides which actions are harmful and which actions are useful.

(Isnard 1784, pp. 37–8)

Summing up, for Isnard ‘freedom of choice’ is a degree of autonomy which
derives from the ability to hold blind passions at bay, and to turn them into con-
sidered interests.15 As we saw, it is this capacity for interested decision making
which Isnard assumed in many places in the Traité des richesses. However,
perhaps surprisingly, Isnard equally emphasised in the Cathéchisme that a large
part of human behaviour is unreflective. It is one of his main aims in that work
to delineate when actions are and when they are not (or: should . . . should not
be) the result of self-interested deliberation

We will prove bit by bit that man masters his physical impulses by deliber-
ating about the interested motives that are present and tangible and about
interested motives that are remote. [However] [w]e will also prove that man
is often led by the impulses of his sentiments and his passions, before
making use of reflection and of his faculty of deliberation.

(Isnard 1784, pp. 43–4)

In arguing that ‘[m]an is often led more by his passions than he is directed by a
recognised utility [utilité reconnue]’ (1784, p. 79) Isnard’s principal point was
not so much that man would possess ‘selfless’ passions. As noted earlier, Isnard
assumed that man is motivated in all his actions by impulses of pleasure and
pain. Instead his primary concern was with the contrast between the actions that
are, and those that are not, preceded by a mental process of deliberation or cal-
culation of interests.16 In this context Isnard highlighted the great influence of
habit on human decision making.17 Habit is seen as a factor that can reinforce
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15 This conviction can be found in the physiocrats and indeed in a long line of French social
thought that descended principally from Jansenist theologians (see Heilbron 1998).

16 I argue below that, in this respect, his preoccupations differed from those of Adam Smith.
17 He is likely to have taken over the emphasis on the importance of habit from writers, Holbach

and Condillac among them, who called on the force of habit, i.e. routines established through
repeated impressions and actions, to explain seemingly innate dispositions of humans and
animals (see Jimack 1996, pp. 259–60).



both instinctive and reflected action. In general, habit ‘is produced through the
repetition of sensations, ideas and actions’. The very repetition of ideas or
actions accustoms the body and the mind to them and disposes them to repeat
them in the future.18 Hence habit reinforces the power of the instinct ‘to influ-
ence the actions of men and animals without the participation of the will’ (1784,
p. 32). At the same time, however, habit is an instrument that man can con-
sciously employ to shape his conduct: ‘It is by means of habits contracted by the
will that it counteracts the dangerous effects of the instinct, and as a result of the
effects of reflection man acquires an instinct that is different from the one
received from nature’ (1784, p. 33, emphasis added). While man requires a con-
scious effort to acquire ‘good habits’, once established these no longer necessi-
tate ‘reflection’ at every step. In particular, habituation can serve to curb the
opportunistic aspects of man’s calculating behaviour.

Self-love versus egoism

I discussed in the second section of this chapter that, in the Traité des richesses,
Isnard repeatedly professes his belief that individual producers and consumers
should be left free to pursue their private interests in the ways they see fit.
However, this was not an unqualified belief, for he acknowledged that indi-
viduals may well be tempted to press their own advantages in an asocial or
‘opportunistic’ manner. In fact, he suggested that such behaviour is deep-
seated:

The eradication of vices such as bad faith, disregard of agreements and
duties, untruthfulness, ambition or intrigue, which harm the interests of
fellow citizens, and the hatred that is the result of these vices, is much more
difficult than [the eradication] of intemperance, against which nature itself
has provided a curb in each individual’s urge for preservation.

(Isnard 1781, I, p. 100)

In the Cathéchisme social, Isnard suggested that the reason why such ‘vices’ are
difficult to eradicate is that they are the result of an exaggerated form of self-
love, or ‘exclusive self-love’, namely egoism. The egoist is ‘[s]omeone who
relates all his actions to his personal interests . . . when he practises social
virtues, it is because he instantly perceives their utility’ (Isnard 1784, pp.
239–40).
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18 Adding a clear materialist touch, Isnard envisaged the formation of habit through repetition as a
physical process: ‘it is not difficult to conceive that the repetition of those movements makes the
molecules of the fluid that is exercised more supple, by diminishing friction, by augmenting flu-
idity, or by removing the molecules that may hinder action. Through the effects of habit, the
instinct thus increases its power to influence the actions of men and animals without the partici-
pation of the will. The repetition of exercises, the repetition of movements of the limbs, and the
repetition of an infinite number of operations of the body and the mind establishes in the animal
faculties an aptitude to produce the same movements with more facility and prior to any deliber-
ation’ (Isnard 1784, p. 32).



[The egoist] is so accustomed to calculating the result of all his actions that
his mind is committed to calculation when nature is about to produce a sen-
timent. The sentiments lose out through detrimental habits. Egoism is a self-
love that is so exaggerated that it extinguishes most of the virtuous
sentiments, and so blind that it neglects the interest of society, which is
necessary to his personal interest.

(Isnard 1784, p. 239)

Isnard’s critique of ‘egoism’ was not based on a belief that there is a need in
society for disinterested public-spiritedness among citizens. Classical republican
ideals, such as can be found for example in the works of Mably (see Wright
1997), are largely absent from his writings.19 The virtuous man that Isnard con-
trasted with the egoist is a man who is also motivated by self-love:

Not all men who are motivated by self-love are at the same time egoists.
Someone who is led by self-love to prefer the happiness that the social
virtues cause to the enjoyments the procurement of which are in his physical
and momentary interest is not egoistic but virtuous and sociable.

(Isnard 1784, p. 239)

If a truly ‘virtuous and sociable’ person is no less ‘led by self-love’ to practise
social virtues, what then distinguishes him from the egoist? To some extent it is
the fact that sociable man is more ‘enlightened’ in the pursuit of his interests:
instead of a narrow calculation of personal interests, he takes into account the
damage that his self-seeking actions may do to the society on which he depends.
Instead, the ‘free-riding’ egoist who ‘tries to enjoy the advantages of society
without contributing to its costs’ risks ‘destroying the bonds of society’ (Isnard
1784, pp. 239, 240). Another difference between the two kinds of men is at least
as important. The sociable man has preserved or practised his virtuous senti-
ments. It is only through ‘detrimental habits’ that the egoist is completely given
over to calculation. As discussed in the previous section, Isnard insisted that not
all human action is calculating; much of it is impulsive or habitual. While on
numerous occasions humans indeed act deliberately, i.e., according to their
interests, it is only a long-standing ‘habit of completely neglecting the interests
of others [that] normally extinguishes and destroys the natural faculties for pro-
ducing virtuous sentiments’ (Isnard 1784, p. 239). Thus egoism is not a ‘natural’
disposition but an exaggerated tendency acquired through practice and the
formation of ‘bad’ habits. It is nurtured through bad examples and bad teach-
ings. One of the vices that ‘normally accompanies exclusive self-love or egoism
[is] greed or an excessive desire for goods and wealth . . . Greed normally pro-
duces avarice, cupidity, covetousness, a passion for gambling, and immoderate
ambition’ (Isnard 1784, p. 241). ‘Cupidity’ is a desire for wealth that does not
stop short at dishonourable methods; it is, to borrow an expression, ‘self-interest
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19 At the beginning of the revolution Isnard (1789) published a stinging criticism of J.J. Rouseau’s
concept of the ‘general will’.



seeking with guile’: ‘[Cupidity] urges the sacrifice of an honourable state to a
lucrative state . . . leads by an indiscernible slide to injustice . . . it makes the soul
venal and extinguishes a great part of the distinguished sentiments’ (Isnard
1784, p. 242). This vice is reinforced through examples of influential citizens
and the state:

Public cupidity influences individuals. When one sees in the great and good
an immoderate passion for the acquisition of wealth, a taste for financial
enterprises and lucrative projects, when government renders cupidity less
odious by encouraging it in certain classes of society and by permitting the
growth of that vice in the capital, when it spreads to the highest classes
whose distinction is based more on great sentiments than on the enjoyment
of wealth, then that vice will soon become general in society and will
produce other vices and the corruption of morals.

(Isnard 1784, p. 242)

It is not only the bad practical examples of the great and good that encourage the
spread of egoism: the philosophical doctrine that all actions, moral ones
included, are self-interested is also dangerous to the sentiments in that it encour-
aged ‘enlightened’ man to calculate, instead of acting well on impulse:

The maxims that have been published about interest are extremely danger-
ous because of the sophisms that are deduced from them. Those sophisms
have not a little contributed to annulling the sentiments. It has been declared
that man is only motivated by his interest and that that motive should be the
basis of morality. Unfortunately, it has been concluded from this opinion
that by deciding according to his interest, man acts according to his nature,
and that whenever one is truly persuaded that one acts according to one’s
true interest, one does never contravene the fundamental rule of morality.
From those false conclusions and false judgements with regards to interest
has resulted the beginning of a revolution that is fatal for the sentiments that
used to inspire great acts in men.

(Isnard 1784, pp. 77–8)

According to Isnard, in weighing up his personal advantages man is too easily
swayed by material gains and sensual pleasures to believe that morality can be
based simply on the calculation of personal interests:

It is easy to make false calculations in the search for true interests. A bad
action may procure a depraved man a great sum of physical pleasures and
enjoyments. He only has to be a little inclined to vice for there to be falsity
in his judgement. The morality that is founded solely on interest would have
some effect on his conduct only if he believed that the regret [for his
actions] could not be effaced by the multitude of sensual pleasures which he
could enjoy as the result of his bad action. He only has to stray a single step
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from the route indicated by the morality that is based solely on interest to
wander on to the dangerous path of egoism.

(Isnard 1784, p. 78)

Individual human reason provides an unreliable basis for morality, precisely
because, by being too calculating, it can fall prey to seemingly advantageous
choices, which, in fact, turn out to be a delusion.

Moral behaviour as habit

Instead of attempting to found morality on rational calculation, one should rely,
in Isnard’s opinion, on the guidance of ‘virtuous habits’. As we saw, he acknow-
ledged that habits, inculcated through the repetition of actions, dispose humans
to a kind of decision making that does not require the intervention of human
reason. It is possible to reinforce such habitual behaviour with regard to moral
action: ‘Man is born with the aptitude to become virtuous or depraved. His senti-
ments are turned towards vice or virtue depending on the habits of vice or of
virtue which he acquires’ (Isnard 1784, p. 77, emphasis added).

Through exercise and instruction one can establish something akin to a
‘moral sense’: ‘[t]he habit of distinguishing between good and bad can give to
the mind a finesse of tact that makes it suited to this operation prior to the exer-
cise of reflection’ (Isnard 1784, p. 49; see also Conclusion). The moral educa-
tion Isnard proposed consists partly in the encouragement of ‘natural
sentiments’, such as friendship, gratitude, fatherly and motherly love, which are
‘more often an effect of nature than of reflection’ (Isnard 1784, p. 76).20

However, more important in a developed society is that citizens get themselves
accustomed to the ‘reflected virtues’ (vertus réfléchies). These are the virtues
that are necessary for the persistence of society. As was noted, Isnard argues that
man’s freedom consists in his ability to weigh his various interests, a compe-
tence which is based on his superior ‘faculty of foresight and of the representa-
tion of sensations with the aim of comparing them to present sensations’ (Isnard
1784, p. 40). Through these powers of foresight and deliberation humans realise
that they do not only possess immediate physical needs, which they could satisfy
‘alone and isolated in a forest’, but develop more refined needs and desires,
which they can only hope to satisfy within society. As a result, they come to
understand that the persistence of society is in their own best self-interest.

The principal virtue that guarantees the persistence of society is ‘[j]ustice
[which] is founded on the utility of society, and on the necessity of the determi-
nation of reciprocal rights and the safeguarding of those rights’ (Isnard 1784, p.
190). Isnard clarified the distinction between justice, a necessary and enforce-
able virtue, and benevolence and charity, merely laudable virtues, which can
also be found in the physiocrats, as well as in Smith, and which was generally
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‘a most important premise in post-Grotian jurisprudence’ (see Hont 1987, p.
255; cf. Haakonssen 1985, p. 66).21 However, in an apparent criticism of Scot-
tish moral philosophy,22 Isnard emphasised that humans do not have a strong
‘natural’ inclination towards the observance of justice: ‘[t]he virtues that are
necessary to the order of society are the ones that are most difficult to inculcate,
because man does not always feel this necessity as forcibly: nature is more
open to the sentiments’ (Isnard 1784, p. 190).23 It is for this reason that every
citizen requires a moral education to instil ‘virtues fortified by habit’ (Isnard
1784, p. 127). While, with hindsight, individuals may well recognise that ‘the
determinations of their present interest harmed the general interest’, it is
impossible for them to always foresee these effects (see Isnard 1748, pp. 84–5).
Therefore citizens are advised to adopt a general ‘plan of conduct’ in their
youth and follow, regardless of their benefits on individual occasions, a ‘code
of laws according to which one regulates one’s judgements, one’s deliberations
and one’s actions’ (Isnard 1784, p. 85). By adhering to this code, its observance
becomes habitual. In this manner man can lead his self-seeking urges into virtu-
ous channels:

In order to be virtuous, and remain virtuous, man . . . has to keep, through
habit, the course of the virtuous sentiments that nature has given him, and
curb the vicious dispositions that may assail him, of which there are seeds
just as there are of virtues . . .

(Isnard 1784, p. 126)

What are, more specifically, the virtues necessary for the order of society?
Justice in the first place consists of absolute respect for private property rights.
Furthermore, there are virtues ‘analogous with justice’: ‘sincerity, candour, fair-
ness, and truthfulness’, or more generally ‘probity’ or integrity. Man should
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21 ‘Charity and beneficence inspire the relinquishing of rights, while justice prescribes the conser-
vation of rights. . . . There are virtues that do not depend on strict and necessary duty. However,
all men have a right to the exercise of justice and analogous virtues’ (Isnard 1784, p. 189).
According to Isnard, the duties of charity, for example in cases of food shortages, can never
overrule the duties of justice: ‘Morality and humanity preach in favour of charity. However, leg-
islators have never stated that hunger justifies theft or the violation of property’ (Isnard 1781, I,
p. 194). Similarly, the sovereign should guarantee justice not subsistence: ‘It is the consequence
of [a] false principle that Sovereigns are convinced that they are the distributors of the goods pro-
duced on the land and that they owe their subjects their subsistence. It is the duty of Kings to
guarantee their subjects the enjoyment of the largest possible product of their labours . . . through
protection and the administration of public expenditure: but it is not the duty of Kings to provide
subsistence to their peoples’ (Isnard 1781, I, pp. 8–9).

22 ‘Justice is principally a virtue of reflection: it is only linked to the sentiment by the analogy that
it can have with the love for the general good. Those philosophers who have founded [justice],
like other virtues, on a universal benevolence, and have attributed to that sentiment its origin,
have rid justice of one of its principal properties, that of being one of the first products of human
reason’ (Isnard 1784, pp. 189–90).

23 Here Isnard is in agreement with the physiocrats, who stressed the importance of education for
the observance of property rights (see Albertone 1986).



make sure he becomes ‘thoroughly penetrated by, and convinced of, the need to
respect [those virtues]’ for three reasons:

The three principal causes that make probity necessary are (1) the interest man
has in inspiring trust with the aim of the advancement and prosperity of his
civil business, (2) the interest of man in earning the esteem and the recognition
of society, aiming to preserve social order, and (3) the satisfaction the virtuous
man experiences through the exact observance of the rules of conduct which
will lead him to true happiness in life, or the approval of his conscience.

(Ibid., p. 198)

The three reasons mentioned in this passage, relative to why citizens are inclined
to exercise commercial virtues, neatly sum up the different dimensions of
Isnard’s theory of human motives and action. In the first place, individuals often
choose to act in a trustworthy manner in economic life because they calculate
that it is in their personal interest to do so. Isnard explained the economic bene-
fits of acting with probity in a manner that almost reads as ‘saving on contract
costs’:

Someone who conducts his business candidly and fairly encounters a great
ease in doing business [terminer les affairs] because of the trust he engen-
ders. Someone who has acquired a reputation of candour and fairness
through the repetition of virtuous acts will encounter an even greater ease,
because he finds that his reputation is well established. Someone who is
natural and open and who is recognised as such in society has fewer obs-
tacles to overcome in business, because he is exempted from having to
dispel distrust.

(Isnard 1784, p. 195, emphases added)

As I mentioned earlier, Isnard had acknowledged in the Traité des richesses
that the establishment of reputation is in the considered self-interest of
traders.24 This, however, is not the only reason why successful citizens refrain
from pursuing their private interests in opportunistic ways. A second motiva-
tion for doing so is that ‘reflected virtues’ (vertus réfléchies) instruct man that
he should not engage in practices that undermine society. An understanding of
the possible consequences of egoistic behaviour for the social system as a
whole does not come naturally but arises only from reflection upon the funda-
mental rules of society. The second motivation differs from the first in that it
involves deliberation about more remote consequences of one’s actions,
requiring instruction in the principles of society, and for this reason is a more
enlightened form of self-interest. The third motivation differs from the first
two, in the sense that is it unreflective. Part of the reason why virtuous people
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competition (from unscrupulous traders), while in the Cathéchisme the greater ease in conclud-
ing contracts is given as the principal benefit.



refrain from opportunistic behaviour is independent of calculations about
extrinsic costs or benefits. Probity is a virtue inculcated by habit, which
through ‘a certain study during one’s youth’ can be perfected to ‘scrupulous-
ness’ (Isnard 1784, pp. 199–200).25 It is ‘the satisfaction the virtuous man
experiences through the exact observance of the rules of conduct’ that leads
him to ‘internalise’ this behaviour and make it into a virtuous habit. This char-
acter of genuine integrity, experienced as contributing to fulfilment in life, led
Isnard to compare probity with honour:

Honour is for people of the highest rank a sentiment that is analogous to
what probity is in the class of people who are engaged in the production of
wealth. . . . Honour is for the nobility what probity is for ordinary people [le
peuple].

(Isnard 1784, pp. 198–9)

Honour is the opposite of a reflected virtue, it is impulsive, pursued for its own
sake and regardless of consequences. In Isnard’s view the commercial virtues of
‘sincerity, candour, fairness, and truthfulness’ should have this character too.

Conclusion

According to Hirschman’s (1977) influential thesis, the emergence of the intel-
lectual discipline of political economy during the Enlightenment was accompan-
ied by a new image of man. Man could be trusted, it came to be believed, to
pursue his acquisitive urges in a disciplined manner. He was judged generally to
be able to curb destructive passions himself by acting according to his ‘inter-
ests’. As capitalism started to become a dominant social force, man was recast,
according to Hirschman, as a calculating actor who had a firm grip on his impul-
sive urges, especially there where they may otherwise have socially harmful
effects. The new image of man was important for the ‘new science’ of political
economy in two ways. First, if individuals calculate their most favourable
courses of action, the collective outcomes of these actions may be understood,
perhaps not as planned but at least as regular and logical. For example, the
crucial economic idea that profit rates in different sectors of the economy tend to
equilibrate depends on the assumption that owners of capital are reliably calcu-
lating where to invest their funds most profitably.

Second, the new image of man acting according to his interests also casts him
as a reliable partner in a moral sense. For example, by reflecting on the potential
harm to their reputation, merchants would refrain from dishonest practices.
However, it is in particular in this second respect that one may doubt whether
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social philosophers of the Enlightenment, even ones known as laissez-faire theo-
rists, did not have a wider conception of human motivation. For example, when
Adam Smith pleaded for the establishment of the ‘obvious and simple system of
natural liberty’, he counted on a sociable and morally responsible exercise of
this liberty by individual citizens. Most modern literature on Smith acknowl-
edges that his moral theory played a role in providing his liberal economic con-
victions with a foundation in sociability and citizenship. In this chapter, I put
forward a similar thesis with regard to Isnard’s political economy. In contrast to
Smith’s work, Isnard’s has never been studied in a comprehensive manner.26

It is interesting to note that the engineer was well disposed to the Scottish
moral sense theories of which Smith’s ‘system of sympathy’ was a sophisticated
version. Generally speaking, French philosophers and economists of the time
had difficulties accepting the Scottish notion of a moral sense. As Faccarello and
Steiner (2002, p. 72) explained.27

[French] commentators just did not understand a key point of Scottish
philosophy: the construction of a moral theory that did not derive from
reason . . . according to the commentators Smithian sympathy could not in
itself provide an adequate foundation to his argument, but had to be derived
from something else – from reason.

Isnard’s assessment of the idea of a moral sense is considerably more positive:

Hutchetson [sic] and the Shafteburists [sic] argued that there is in the mind
a faculty to discern good and bad which is independent from any reflection;
that the functions of this faculty are analogous to those of the senses and
that good and bad [actions] cause involuntary sensations of pleasure and
aversion. This subtle idea has not been much adopted. The habit of distin-
guishing between good and bad can give the mind a finesse of tact that
makes it suited to this operation prior to the exercise of reflection. But this
faculty is not at all innate, and man can distinguish between good and bad
only after having received instruction about the relationship of good and
bad.

(Isnard 1784, p. 49)

What Isnard liked especially about the moral sense theories was the notion that
the moral faculty may be ‘involuntary’, i.e. ‘independent from’, or ‘prior to’,
reflection. Man is (or should be) motivated by moral sentiments that comple-
ment his conscious calculations of personal benefit. Besides this very important
similarity there are some significant differences in Isnard’s moral theory as com-
pared with that of Smith. Let me briefly mention two. First, in arguing for
human motives other than ‘interests’, Isnard concentrated on the distinction
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between ‘reflective’ (interests) and ‘unreflective’ (sentiments, habits) motives,
rather than, as Smith did, on the distinction between ‘partial’ and ‘impartial’
judgement and action.28 Second, Isnard does not posit an ‘innate’ moral sense.
Commenting on the Scottish notion, Isnard objected that an ‘unreflective’ moral
sense can only be the product of a ‘habit of distinguishing between good and
bad’. This seems to imply that, compared with Smith, Isnard had a weaker belief
in ‘automatic’ checks built in that would prevent individuals from the socially
harmful pursuit of their own self-interest. He thought, in fact, that men could,
indeed, become accustomed to egoistic, or opportunistic, calculating behaviour,
and that ‘virtuous habits’ should be inculcated through education and example to
prevent this from happening, and to make self-interest socially beneficial.

In conclusion, where does all this leave Isnard’s reputation as an early fore-
runner of general equilibrium theory? Undoubtedly, his attempt to use a system
of simultaneous equations in order to illustrate the notion of market equilibrium,
though very brief, remains a crucial step along this particular path in the history
of economic thought. However, exclusive attention on the engineer’s contribu-
tion to mathematical economics has left Isnard seriously underrated as a social
theorist. In sharp contrast with most modern equilibrium theory, the specific
motivations of humans engaging in social transactions were an important theme
in Isnard’s writings. As an early proponent of economic liberalism one of his
main concerns was to formulate a social code of conduct for citizens that would
be acceptable in a commercial economy. This is a concern that seems alien to
the equilibrium models of modern economic theorists. That does not mean,
however, that Isnard’s views are irrelevant to modern commercial society.
Indeed, the opinion that the private calculations of self-interest by producers and
consumers need to be complemented with a solid moral education, inculcating
unreflective social virtues, sounds surprisingly up-to-date.
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28 This is clear, for example, in the following passage critical of Helvétius: ‘It is said that self-love
is the motive for all men’s actions, and that men always decide on the basis of the pleasure that
they hope for and the pain that they fear. Admitting the truth of the second part of this proposi-
tion, the first is not a necessary consequence of it. As we have seen, while man is motivated by a
sensation that is suitable and analogue to his sentient being, he is not therefore [always] motiv-
ated by self-love. Only in the case of acts and movements that require reflection could one
suppose such a cause, and even then the power of the sentiments will often get the upper hand
over the effects of reflection. There are manifold cases where the motives of interest give way to
the impulses of sentiment. There are also many cases where sentiment act prior to reflection
taking place’ (Isnard 1784, pp. 74–5, emphases added).
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6 Influences on the economic theory
of A.A. Cournot
Mechanics, physics and biology

François Vatin

1 It was Walras (1878) and Jevons (1879) who started this evaluation of Cournot, nowadays wide-
spread, by according him a high place in their theoretical pantheon.

This article is concerned with the epistemological bedrocks of Cournot’s
work. This author has often been interpreted in terms of a mechanistic
notion of economic theory founded on models of equilibrium; however,
his line of thought was richer and more complex. To appreciate this, it is
necessary to discuss not just his first book on economics, published in
1838, but also the two later ones, published in 1863 and 1877, together
with his other scientific and philosophical works. In this way, the
emphasis on equilibrium disappears, and is replaced by an energeticist
philosophy inspired by Leibniz, which connects physical with organic
phenomena, and economic with social ones.

Interpreting Cournot

Antoine-Augustin Cournot (1801–77) is an essential thinker in nineteenth-
century France. Educated at the Ecole Normale in Paris, he began a career as a
mathematician, publishing in mechanics and probability theory; he then became
Professor of Mechanics and Analysis at Lyons (1834), Rector of the Académie
de Grenoble (1835) and General Inspector of Mathematics (1836). For a long
time he was president of the jury for the teaching diploma in mathematics, a
competition for recruiting teachers for secondary and higher education. Little
sympathetic to the regime of the Second Empire, he left Paris in 1854, ending
his career as Rector of the Académie de Dijon.

Today Cournot is mainly known for his probability theory (Cournot 1843),
and for his fundamental work in mathematical economics, Recherches sur les
principes mathématiques de la théorie des richesses (Cournot 1838), on account
of which he has been considered a precursor of neoclassical economics.1

However, this evaluation of Cournot is made at the cost of a truncated reading of
his writings, which, from the mid-1840s onwards, were devoted to a comprehen-



sive attempt at a philosophical synthesis of the kind of Auguste Comte’s (Vatin
2003). This synthesis was fully developed in the Traité de l’enchaînement des
idées fondamentales dans les sciences et dans l’histoire (Cournot 1861), in
which Cournot sketched a fresco of knowledge, which, going from mathematics
to history, included physics and biology. A mechanicist by formation, he
developed in this book an organic representation of the history of societies2 that
led him to re-discuss economic theory in a new book, Les Principes de la
théorie des richesses (Cournot 1863), published some twenty-five years after the
Recherches. This book has received much less attention from modern econo-
mists than the 1838 one, perhaps because Cournot did not use mathematical
methods in it.3 However, the book is very rewarding, and, if read in the light of
Cournot’s overall philosophical thinking, shows continuity in Cournot’s epis-
temology through an energeticist philosophy inspired by Leibniz.

I argue that it is in the light of this energeticism that Cournot successively
drew upon mechanics, biology, political economy and history. In proposing this
reading, I dissociate myself from scholars such as Claude Ménard, who claimed
that an ‘epistemological rupture’ occurred in Cournot’s work, from the mechani-
cism of his early years to the biologism of his mature period: ‘The systems of
forces that served to think of the mathematical equilibria of 1838 was replaced
by the metaphor of the social body, susceptible to explain the unpredictability
and discontinuity of economic phenomena’ (Ménard 1978b, p. 29, my transla-
tion; see also Ménard 1978a). My interpretation of Cournot’s epistemology
leads to a reassessment of the role of the notion of equilibrium in his economics.
For I show that, although with the methods introduced in 1838, Cournot con-
tributed much to the elaboration of modern models of economic equilibrium,
and indeed continues to inspire game theorists in the modern epoch (Schmidt
1992), his overall epistemology was not mechanistic, either in physics or in eco-
nomics, and he regarded the use of static models of equilibrium as only a first
step towards laying down a dynamical theory of the phenomena under investiga-
tion. Indeed, in his 1838 book, Cournot criticised as trivial the idea of an equi-
librium between supply and demand, to which he attributed only a rhetorical
meaning.4 As for his Principes of 1863, it was largely directed against Frédéric
Bastiat, the liberal apologist of the time,5 and supported the conceptions of
Friedrich List, the founder of the German historical school. Thus regarding
Cournot as a precursor of the Walrasian conception of economic equilibrium is
mistaken; indeed, Cournot resisted the pressure exerted by the young Walras in
1873–74 to persuade him to lend his scientific authority to Walras’s math-
ematical theory of general equilibrium (Vatin 1998, 2005a).
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2 This theme was going to gain success in England with Herbert Spencer, but also in France (Bec-
quemont and Muchielli 1998; Vatin 2005b).

3 Economists usually ignore Cournot (1861, 1863) as mere rewritings of Cournot (1838); Cournot
himself was partly responsible for this misinterpretation (Vatin 1998, 2000a).

4 One must not forget that Cournot, whose economic convictions were protectionist, always
opposed the liberal idea of free trade.

5 Frédéric Bastiat (1801–50), journalist and politician, incarnated militant economic liberalism in
mid-nineteenth century France.



In the next section I discuss in detail, and challenge, the thesis that an epis-
temological rupture occurred in Cournot’s thinking.

Cournot: from mechanicism to organicism?

At the beginning of the twentieth century, many philosophers wrote exegeses of
Cournot’s thought, albeit without discussing its evolution. Cournot, for his part,
had not made matters simple, for he never acknowledged changes in the epis-
temological approach that underpinned his work, which was published over
thirty years (from 1851 to 1875). Changes did, in fact, take place, if only
because of the care with which he kept abreast of scientific developments: his
silence on any such changes ought to be taken either as suggesting that he did
not acknowledge them, or that he saw them as being consistent with each other.
Hence the task for the historian was one of either rediscovering a concealed con-
sistency in Cournot’s work, or explaining its evolution. The philosopher Gaston
Milhaud is probably the first scholar who addressed the question posed by those
changes. Without questioning the evolution of Cournot’s thinking, Milhaud
(1911) underlined the presence of an energeticist element in it, as early as 1951,
in the Essai sur les fondements de nos connaissances et sur le caractère de la
critique philosophique, which anticipated Cournot’s later vitalism.6 Why did
Cournot’s vitalism develop only at a late stage? Milhaud’s answer to this ques-
tion is essential to this chapter. He claimed that the fundamental difference
between the 1851 and the 1861 books was due to the introduction of the para-
digm of energetics in physics more than to the growing importance of biology
(Milhaud 1927). Milhaud also underlined that Cournot’s study of man under-
went an important evolution. In 1851, he saw the study of societies as an exten-
sion of that of psychic life; in 1861, he derived social organisation directly from
biology according to a wholistic scheme, which excluded psychology from the
general field of knowledge.7 Seeing in Cournot’s late vitalism a continuation of
his energeticism, as Milhaud did, implies the view that, at root, Cournot’s views
did not really change.

I, in fact, approaching the matter from the point of view of industrial mechan-
ics, claim that the introduction of thermodynamics meant so much to Cournot’s
conceptual universe because he was somehow prepared for it.8 For, in his early
scientific works, he had advocated a philosophy of mechanics that broke free
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6 François Mentré came to the same conclusion (Mentré 1927), after having claimed the opposite
some twenty years earlier (Mentré 1908). Later exegeses of Cournot are rather divided on the con-
tinuity/discontinuity question. Some authors, the economists especially, are interested only in the
first Cournot, and overrate his mathematical rationalism; others, a minority, see only the second
Cournot, and cast him as a forerunner of Bergson’s vitalism (see Lévêque 1938).

7 On the same question, Mentré had to say: ‘As a matter of fact, the Traité is original in so far as it
sets the study of social man before that of man as an individual,’ concluding that ‘it is not because
of the discovery of vitalism that the Traité innovates relative to the Essai, but because vitalism is
applied to social phenomena’ (Mentré 1927, p. 40, my translation). However, Mentré’s analysis
did not go as far as Milhaud’s, since it ignored the evolution of Cournot’s views on physics.

8 My reading is based on Vatin (1993), in which I deal with the genesis of industrial mechanics.



from the eighteenth century rationalism embodied in analytical and energy
mechanics.9 Far from adhering to the Cartesian scheme that reduced physics to
mechanics and mechanics to rational mechanics, as early as 1834 Cournot
became interested in industrial mechanics, a discipline that revolved around
Leibniz’s concepts of ‘active force’ and ‘work’, bridging the phenomena of
inanimate matter with those of life (Cournot 1834). About the biological concept
of ‘vital force’, Cournot stated that:

It was necessary, that after the fashion of the physicians’ active force, the
most active of forces, that which creates organic types, ran out in exertion,
and that, once spent in a certain way, it could not be spent in another.

(Cournot 1872, p. 381)10

And on the connection with the notion of physical force: ‘The idea of force takes
its source primarily in the intimate feeling we have of our power as a mechanical
agent, and in the effort or the muscular tension which is the organic condition to
exercise this power’ (Cournot 1851, p. 153). Thus, for Cournot, Leibniz’s ener-
geticism set up a link between the mechanical and the biological domains, and,
as I spell out in the next section, created a ‘social cosmology’.

Cournot’s references to Leibniz are important to me, as I believe them to be
the key to interpreting Cournot’s thinking over time (see also Robinet 1981). In
his 1861 Traité, Cournot distinguished three metaphysical categories: ‘ontol-
ogy’, ‘transcendental dynamics’ and ‘teleology’, respectively built around the
concepts of ‘substance’, ‘force’ and ‘finality’. He specified that ‘The first type
adapts better to material or purely physical facts, the third to biological facts; the
second, for which we made our Leibnizian preference clear, has the merit of
adapting equally well to both’ (Cournot 1861, p. 295). On Cournot’s account, a
synthesis between mechanical and biological patterns could be achieved through
Leibniz’s dynamicism, in particular through the notion of ‘superior dynamics’,
which, he thought, rules ‘the moral world as much as the physical world, and
explains the most delicate phenomena of the body as well as the motions of the
inert masses’ (Cournot 1851, p. 194).

My thesis that Cournot’s thinking was based on a version of Leibniz’s
energeticism contradicts the view, advanced by other authors, that there were
two quite separate strands to Cournot’s thinking, one mechanistic, the other
biological.
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9 Cournot was initially a specialist in mechanics, in which he defended his thesis. He wrote a
whole series of articles and reviews in this field between 1826 and 1829 in the Bulletin des sci-
ences mathématiques, astronomiques, physiques et chimiques, edited by Baron de Ferussac
between 1824 and 1832 (Grattan-Guinness 2005). On the various traditions in eighteenth century
mechanics, see Grattan-Guinness’s chapter in this volume.

10 All translations from Cournot are my own.



Mechanics and social biology

It might be argued that, together with Comte, Quételet and Spencer, Cournot
was one of the founders of sociology. Inspired by Vicomte Louis de Bonald’s
‘reactionary’ thought,11 Cournot rejected the concept of a universal man
advanced by the French revolutionaries: ‘Individual man from the point of view
of science is a mere abstraction. Where can you find him? At what time did he
appear in the world? What race does he belong to? In which environment did he
develop?’ (Cournot 1861, p. 309). In the Essai (1851), he had not yet given a
place to psychology, that he considered to be a link between biology and the
zoological sciences,12 and, in the 1861 Traité, disregarded psychology as a pos-
sible link between the sciences of nature and the science of man, holding that
man cannot be studied apart from society:

It is not only true to say, as has been said all along, that man is made for
social life, a character common to other species, but it is also true that indi-
vidual man, with his well known refined abilities, is a product of social life,
and that social organisation is the true organic condition for the emergence
of these higher abilities while there is nothing similar with other living
species.

(Cournot 1861, p. 297)

This statement would have been applauded by Marx as well as by Durkheim. It
set up an epistemological sociology that was against the tradition established by
the philosophers of the eighteenth century, who, following the Idéologues, put
the sentient man at the heart of their theoretical system. But the main parallel is
with Auguste Comte. This is because, in the 1861 Traité, Cournot evoked the
idea of a ‘social physics’, without specifying if he used the term with reference
to Comte or to Quételet, both of whom had used it, the former in 1822, and the
latter in 1835. In the Essai Cournot used the idea of a social physics to try to
justify a parallelism between the physico-mathematical sciences and the ‘mathe-
matisable’ part of the sciences of man, a use that suggests a reference to
Quételet. Later on, however, Cournot associated the notion of social physics
with the birth of the ‘industrial society’ as Comte understood it:

In short, the result of civilisation, population and industrial development
should be to substitute for a hierarchical constitution of the society, founded
on the concept of law as determined by us, a classification taking into
consideration necessary facts and laws very much similar to those govern-

118 F. Vatin

11 For the influence of counter-revolutionary thought, especially that of Bonald (1754–1840), see
Nisbet (1966, 1978).

12 In his 1851 Essai, Cournot presented a classification of sciences that was reminiscent of Francis
Bacon’s, Jeremy Bentham’s and André-Marie Ampère’s. He followed Ampère’s definition of
‘noological sciences’ as the sciences of ‘thought’, including in this ‘all the faculties of sense and
all those of will’ (Ampère 1834, p. 28).



ing physical facts; hence the name of ‘social physics’, put forward by a few
writers, which is far from being inaccurate.

(Cournot 1861, p. 427)

If, however, Cournot did not adopt ‘social physics’ as one of the founding con-
cepts of his epistemology, it is because, for him, societies, initially suitable to be
described by biological models, would progressively come closer to resembling
mechanical ones:

Human societies are both organisms and mechanisms. One cannot assimi-
late them, especially in their final stages, to a living organism, but one
would be more mistaken still in misunderstanding, in their first stages, their
great similarity to a living organism.

(Cournot 1851, p. 304)

Initially, Cournot thought that this continuous transition from biological to
mechanical models was advanced enough in economics to justify its mathemati-
sation, attempted in his 1838 book. However, on the basis of the analysis in the
(1861) Traité, Cournot became convinced that the process of rationalisation was
not, in fact, as advanced as he had thought, and disowned his previous attempt at
mathematical formalisation (Vatin 2000b).

This double aspect of human societies, biological and mechanical, led
Cournot to conceive of the history of civilisation according to a threefold
scheme that he developed in the fifth part of his 1851 Essai. According to it, we
are living a historical phase that follows a pre-historical one, that of organic
humanity, and precedes a post-historical one, that of mechanical humanity, char-
acterised by totally rational behaviour. It is the tension between the mechanical
and the biological aspects of human societies that provokes the ups and downs
of history. When reason will triumph, human society will be totally mechanised,
and history will amount to a ‘news sheet’ listing facts, which would not be
events, in the standard sense of the term, because they would not possess a
historical sense. Cournot did not see this ‘end of history’ as a ‘happy future’;
hence the ‘conflict’ between rationalism and vitalism in his philosophy should
not be exaggerated: the opposition of the two notions does not imply two dis-
tinct periods in his thought, nor does it create a clear-cut dividing line between
inert sciences and the sciences of life and society. For Cournot, historicity does
not specifically belong to the biological and social frame: the physical world also
has a history that cosmology describes. In the end, the opposition between
physics and biology is determined by another, more general, opposition that he
mentioned as early as 1851: that between the ‘theoretical’ (that is, in their
logical construction) sciences and the ‘cosmological’ (in their empirical founda-
tion) sciences. For Cournot, the a priori rationality of the laws of the physical
world does not have the absolute value that Descartes and Kant attributed to it.

I turn now to examining Cournot’s reception of Darwin’s theses.
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Cournot, ‘scientific Darwinism’ and ‘social Darwinism’

In spite of his Catholic faith, Cournot displayed evolutionist convictions in his
(1851) Essai, in which he formulated a theory that may be seen as similar to
Darwin’s, although it contained an account of adaptation that might be similar to
Lamarck’s (see also Mentré 1908, 1927; Milhaud 1927).13 If Cournot was some-
what reserved about Darwin’s ideas, that he discovered after writing his Essai,
his criticism did not proceed from a downright theological rejection. Despite the
Church’s reluctance, he accepted the progress achieved by natural sciences in
the course of the eighteenth and nineteenth centuries on the appearance of life
on Earth and on the sequences of animal species including man. If, as a Chris-
tian, Cournot doubted the simian origin of man (as Darwin understood it), he did
not formulate this as a major philosophical objection (Cournot 1872).14 It was on
epistemological grounds that he rejected Darwin’s theory. His criticism,
developed between 1872 and 1875, was based on two objections. The first one
was this:

What becomes of the beauties of organic creation in a system that is only
concerned with the functional unity of the organs? Is it not judging
improvements of living Nature as one blames some economists to judge the
improvements of human society only according to an account of products
and consumption?

(Cournot 1872, p. 365)

At first sight, this argument looks rather theological; it becomes more poignant
if understood as a criticism of Bastiat’s ‘economic optimism’ (Bastiat 1850)
developed in the (1861) Traité. For Cournot, in human economy (and also in
natural economy), Leibnizian harmony cannot depend only upon economic
factors. He questioned Darwin’s naturalist economy (‘fitness’), while accepting
its application to human societies, that is to say, he accepted ‘social Darwinism’
but rejected the idea that this could be deduced from ‘scientific Darwinism’. Yet
he adopted, and applied to human societies, some of Darwin’s ideas; for
instance, that of a ‘struggle for existence’ and that of the ‘survival of the fittest’.
One may be surprised to see ‘social Darwinism’ develop in Cournot’s thought,
given that he rejected scientific Darwinism. In fact, such surprise would be
unjustified. This is because Cournot did not believe that Darwin’s natural selec-
tion principle explained major effects (‘macro-evolution’), while acknowledging
that it provided an appropriate frame to conceive of ‘minor’ ones (‘micro-
evolution’) such as those concerning man in historical times. Cournot’s second
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13 Following Jean-Claude Pariente (note in Cournot 1851, p. 501), Cournot was inspired here by
Etienne Geoffroy Saint-Hilaire’s Principes de philosophie zoologique (1830). Notably, Isidore
Saint-Hilaire, son of Etienne Geoffroy, was a friend of Cournot’s, and himself a naturalist with a
Christian faith. Conry (1974) pointed out the affinity between Cournot’s evolutionist conceptions
and those of the botanist Charles Naudin. It does not seem that the botanist and the philosopher
ever came into contact. They may have both been inspired by Geoffroy Saint-Hilaire.

14 This paragraph is summed up and reshaped in Cournot (1875).



objection to Darwin’s theory related to the scant palaeontological evidence in its
favour; he also challenged Lamarckian evolutionism: taking the elephant’s trunk
as an example, only the initial and final states seem ‘adapted’; what about the
intermediate states (Cournot 1851)? Finally, as an underlying theme, what
Cournot rejected in evolutionism, whether Darwinian or Lamarckian, was
mechanicism, which he contrasted with the vitalist principles of his epis-
temology:

Virtue of germ, tendency to improvement, marvellous co-ordination cannot
come from outside causes, or result from a purely mechanical sorting. By
changing a sudden transformation into a slow graduation the mechanist
explanation becomes less shocking, its coarseness is somewhat dissimu-
lated, although, in depths, one always asks a mechanical cause for what it
just cannot give.

(Cournot 1872, pp. 287–338)

Cournot held that the process of natural selection gives only an ancillary expla-
nation, but not the general frame, of the great mystery of evolution; the vitalist
epistemology he endorsed was half-way between creationism and transforma-
tionism (Conry 1974).

Now we take the question of how Cournot’s investigations into the philosophy
of sciences and history translated themselves into his late economic thinking.

Thermodynamics, mechanicism and vitalism

Cournot’s ‘social Darwinism’ was linked with an energeticist concern over the
possible exhaustion of natural resources:

Since natural wealth, the most efficient tool of a refined civilisation, exhausts
itself gradually and all the more quickly that civilisation and industry
progress are greater, it seems that this gradual exhaustion is in the future the
greatest danger for civilisation itself as we conceive it, and the most obvious
obstacle to the realisation of our assumption of unbounded and endless
progress, so naturally suggested by the rapidity of current progress. Hence
arise reasons to fear that human industry may be doomed not only to reach a
stage where it would cease to make perceptible progress but would even
decrease some day, and even disappear just as fire dies out for lack of fuel.
But let us drop this subject and let us refrain from indulging in rash and vain
conjectures about a too distant future. One should converse neither with
princes nor with populace about the likelihood of their death; princes punish
such temerity by disgrace, the people take their revenge through mockery.

(Cournot 1861, p. 576)

Cournot’s modernity on this issue is striking, albeit not surprising. Since the
colonisation process was coming to an end, and the physical and economical
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finitude of the Earth was coming to the fore, the image of a ‘concessionary
planet’ (Cournot 1872, 1877) became part of European thinking. In this new
perspective, the natural limit of economic development was no longer about
flows (as with Malthus), but about stocks. Cournot’s position was all the more
radical because it questioned not only the possibilities of population growth but
the very survival of civilisation. In this context, one understands the meeting in
Cournot’s thinking between thermodynamics and Darwin’s ideas, respectively
exemplified by the steam engine and the economy of life. Replacing human (or
animal) labour with coal might have been expected to free the economic process
from the cyclical temporality that characterised animal economy (tiredness, and
also the seasonal rhythm of food production). In fact, Cournot extended to
physics this conception of wearing out and exhaustion. Thermodynamics and
evolutionism, born, more or less, at the same time, proceed from a common
philosophy, that of the irreversibility of time, and, in this way, challenge the
cosmic position that man claimed for himself. Darwin showed the historical
origin of human civilisation while thermodynamics put an end to its
development.

Thermodynamics was a central theme in the Principes (1863), where Cournot
readjusted his views on political economy in the light of the dynamicist philo-
sophy developed in the Traité (1861). But his understanding of thermodynamics,
and, even more, its application to the phenomena of life that he believed
responsible for economic activities, was quite imperfect at the time (Vatin
1998). Cournot found it very difficult to reconcile the principles of thermody-
namics with those underlying economic action. Is the latter only transforming
natural existing powers, or is it capable of creating new ones? As often when
encountering a theoretical difficulty, Cournot sought refuge in epistemology,
and contrasted the mechanistic with the vitalistic approaches to political
economy and physiology:

Everything comes short in front of nature’s absolute refusal to place at
man’s disposal the resources, that is to say, forces and necessary materials;
this is perfectly obvious and does not ask for commentaries. One cannot say
as much about the forces developed by man through his own activity, nor
from the stocks and working tools produced by previous work, and kept
through foresight, that is to say, capital. While undertaking an analysis of
changes affecting the economic system, we should reason as if these
changes influenced only the direction of productive forces emanating from
man and did not have the property of increasing the very intensity of these
productive forces, by raising up inventions, arms, capital, where inventions,
arms, capital become really necessary. We approach here the really import-
ant question, a question that, actually, has two different solutions, depend-
ing on the circumstances, each of which can be asserted absolutely, as a
theorem without any consideration of circumstances, so that economists can
be sorted out into two schools, two sects, two opposed camps: some con-
sider social economy as a form of physical mechanics in which are taken
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into account only inorganic forces the intensity of which man cannot
master, but only change in direction with the help of his engines, the others
are dynamicists, or rather vitalists, they take into account external circum-
stances, chiefly as means of incitement, to bring up to the summit of their
energy forces the source of which is internal and is nothing but the very
principle of life.

(Cournot 1863, pp. 181–2)

Within economics, Cournot’s contrasting the mechanistic with the vitalistic
approach may owe a lot to Friedrich List (1841),15 whom Cournot mentioned in
the introduction to the Principes as one of the authors who had most influenced
his views. On List’s account, real ‘political’ economy, in the sense of national
economy, depends on productive forces, while ‘cosmopolitan economy’, pre-
ferred by the English liberal school, depends on ‘exchangeable values’.
However, the long passage from Cournot above should not be understood only
in relation to List. Another quote from the Traité helps:

Hence the germ of two extreme theories, one claiming that value comes
(directly or indirectly) from work, the other pretending (or rather having
pretended, as this theory is now out of fashion) that human work produces
value only if it spends as much on keeping up the worker [. . .]. We face
here again this conflict between the idea of force and the idea of material
that lies at the bottom of all our physical theories.

(Cournot 1861, p. 449)

We find in the two quotes above the central opposition between a mechanist
philosophy of substance (‘Cartesianism’) and a dynamicist philosophy of force
(‘Leibnizianism’) present in Cournot’s philosophy. Indeed, the second half of
the quotation from the 1863 book shows that Cournot emphasised this opposi-
tion, by presenting a twofold criticism: of the Physiocrats, for exaggerating,
‘substance-style’, the economic role of the Earth, and of the Ricardians, for
exaggerating, ‘force-style’, that of capital. Thus, comparing the 1861 and the
1863 texts, we see that the Physiocrats are ‘mechanist’ economists, who deny
the capacity of human agency to produce wealth, and restrict it to the trans-
formation of the wealth produced by the Earth; while the Ricardians are ‘vitalist’
economists, who adjust their argumentation on the productive force of work
(and capital that proceeds from it). Such an interpretation is paradoxical and in
complete opposition to List’s doctrine, where the Ricardians are the symbol of
the pure ‘theory of exchangeable value’. Therefore, this is probably not what
Cournot thought, as he tended, on the contrary, to criticise the Physiocrats and
the Ricardians, the former for overstating the limitation in the resources of the
Earth, the latter for the limitation in the capital resources. Cournot did not regard
these two mistakes as symmetrical. Indeed, in stating that the resources of the
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Earth are strictly limited, the Physiocrats would be right. However, he thought
that their mistake was that of applying to a national scale what makes sense only
at the level of the whole planet.

His criticism of the Ricardians was of an altogether different nature, since he
felt that, to use Marx’s vocabulary, they had ‘reified’ capital by bestowing upon
it a productivity of its own with no relation to how capital is managed by eco-
nomic agents according to his dynamicism (Cournot 1863). (This criticism actu-
ally agrees with List’s.) It was a winding path that brought Cournot back to List.
In 1861, he had contrasted the Physiocrats’ economy of substance with the
Ricardians’ economy of forces. This would bring the former to substantialist
mechanism and the latter to dynamicism. In 1863, reconsidering the matter with
List’s theory in mind, he reached the following conclusions: the Physiocrats are
wrong in remaining attached to a substance philosophy which they applied
wrongly by restraining it to the case of one country; and the Ricardians are
wrong in transforming force into substance (‘reification’ of the capital), in this
way evading the economy of force, which is the very presupposition of work
value. (One cannot help seeing in this rather distorted demonstration a concep-
tual wavering that recalls Cournot’s difficulties in conceptualising thermody-
namics.)

The issue here is that of economic dynamics, the main concern in the (1863)
Principes from which Cournot tended to turn away in 1877.16 However, his
better understanding of thermodynamics enabled him to introduce energeticism
more satisfactorily into economic reasoning. He developed an eco-energetic rea-
soning that considered ‘physical’ productivity as preliminary to ‘economic’ pro-
ductivity (Cournot 1877).17 He inherited here a typical scheme of nineteenth
century engineering thinking. By measuring inputs and outputs in the same unit,
it is possible to calculate the ‘yield’; in this way, for instance, Thünen calculated
the cost of grain transport, taking into account that not only horses but the driver
ate some!

The introduction of the concept of energy in the mid-nineteenth century
resulted from combined efforts to measure ‘yields’ in various branches of pro-
ductive activities.18 One should not be surprised to see studies on human work,
on the steam engine and its consumption of coal (‘duty’) and on agronomy all
come together with the chemist Justus Liebig. Out of all these researches
emerged the concept of energy as a universal notion. Thereby ‘energeticism’ in
economic thought at the end of the nineteenth century appears as the direct con-
sequence of the ‘economicism’ of physical-chemical thought since the time of
Lavoisier (see Bensaude-Vincent and Mosini’s chapter). It is against that back-
ground that the interplay between physics and biology on which Cournot
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founded economics and social science should be understood. His economic
‘vitalism’ was, to start with, a ‘dynamicism’ directly descending from the
application of Leibniz’s ‘superior dynamics’ to the phenomena of life and of
inert matter. Should we conclude that Cournot, contrary to appearances,
remained deeply ‘physicalist’? Yes, if by that we mean that physics remained
his preferred discipline. No, if we assimilate ‘physicalism’ to a ‘mechanicism’
that he never ceased to fight in every field of knowledge. On the other hand, one
cannot deny the presence of a biological inspiration in Cournot’s social and eco-
nomic thinking that was sustained by his adherence to Leibniz’s energeticism.

This general survey of the epistemology of Cournot enables us to address the
question of his treatment of the notion of equilibrium, first in physics, and then
in economics.

Cournot’s concept of equilibrium in mechanics, philosophy
and economics

Contrary to what one might imagine from the standpoint of the interpretation of
Cournot as a precursor of neoclassical economics, the term ‘equilibrium’ is not
prominent in his philosophical and economic writings. Surely, he did not ignore
this fundamental concept of mechanics but, from his first works, accorded a
privileged place to dynamics and concerned himself, in physics, with unstable,
more than with stable, equilibrium; rather than reducing dynamics to statics, he
construed the latter as a limiting case of the former.19 This position led him to
defend the notion of ‘force’ (Cournot 1828b) against those, such as Lazare
Carnot, who called it ‘metaphysical’. In his mature work, in fact, Cournot
affirmed the primacy of dynamics over statics by means of explicit reference to
Leibniz’s philosophy, and to thermodynamics. He opposed static models of
equilibrium with a dynamical perspective, which highlighted ‘expenditure’, and
introduced the notion of temporality, that of the arrow of time, in physics and
economics:

When one studies the manner of activating forces and the diverse mechani-
cal effects that they are capable of producing, one is quickly led to envisage
force under two different aspects: now as a thing that subsists and that one
uses indefinitely without consuming it, as one employs weights in equilib-
rium with each other; now as a thing that consumes itself or spends itself,
on account of the very use that one makes of it [. . .]. In establishing this dis-
tinction, the mechanicists are entirely in line with the jurists and the econo-
mists [. . .].

(Cournot 1861, pp. 81–2)

The economic theory of Cournot 125

19 That position led Cournot (1828b) to develop the original concept of ‘latent dynamics’ to
describe states of equilibrium susceptible of being disrupted. As we saw, he took a similar
approach in economics.



Against Ménard’s contention (1978) that Cournot’s (1838) Recherches was
dominated by a reference to the mechanical concept of equilibrium, I wish to
point out that the term ‘equilibrium’ appeared in this work only on two occa-
sions and was not properly thematised. It was with reference to the conceptions
of the oscillation of values about a fixed point, put forward in the eighteenth
century, and taken up by Walras under the expression tâtonnement: ‘Now our
analysis does not have in view that this state of equilibrium around which com-
mercial variations occur without ceasing to cause the values of exchange to
oscillate’ (Cournot 1838, p. 25). The widespread interpretation of Cournot as a
theoretician of equilibrium results from a modern re-reading of his work
initiated by the neoclassicals at the end of the nineteenth century. Evidence of
this can be found in the index of the French edition of the Recherches, which
contains twenty-two entries for the term ‘equilibrium’, only two of which
concern Cournot’s text itself. The others relate to the preface of the editor
Gérard Jorland, and to an article by Francis Y. Edgeworth (1897). Curiously, the
term ‘equilibrium’ appears more frequently (fifteen times) in the 1863 Principes,
which was characterised by the replacement of a mechanical model of equilib-
rium with biological metaphors of the ‘social body’. This apparent paradox can
easily be explained: the Principes was inspired by Cournot’s major epis-
temological work, the 1861 Traité, in which Cournot maintained that, like
mechanics, economics consists of kinematics, statics and dynamics (Cournot
1861). Elsewhere he took up the point again, asserting the similarity between
economic and mechanical analysis:

One will thus reason like the geometers who, in order to determine the
oscillations of a system of bodies, suppose them to be displaced however
little from the position of equilibrium towards which they gravitate without
occupying other positions of equilibrium that they may take, in consequence
of a complete overturning of the system.

(Cournot 1863, p. 69)

However, Cournot did not consider the concept of equilibrium as a focal point
of economic analysis, as Walras (1874) would do. In the Recherches, he
developed an economic theory that, starting from the model of the monopole,
and moving on to the duopole, arrived at ‘indefinite competition’. Envisaging
as ‘natural’ not only the uniqueness but also the plurality of equilibria in a
market, he insisted again on the similarity between the epistemologies of eco-
nomics and physics:

The laws of consumption of two articles on two markets may thus be
adjusted so that there be not a sole equilibrium, but several or even (under
the most singular of all hypotheses) an infinity of possible equilibria,
without one seeing by reason, drawn from this theory, that the system
would fix upon one of these equilibria rather than on another one, contrary
to the principle that wishes that a determinate system of causes would
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always have a determined effect. There is nothing at the basis of this objec-
tion that might weaken the theory. The same difficulty has its analogue in
statics, where it concerns equilibrium in the proper sense of the word, and it
presents itself every time that assigning conditions for an economic equilib-
rium is concerned.

(Cournot 1861, p. 219)

Thus, for Cournot, in economics, as in mechanics, equilibrium is only a moment
of thought. It is a powerful analytical instrument, of which he did not hesitate to
make use while refraining from hypostatising it by making it the focal point of
the theory. For Cournot, doing that would be tantamount to handing dynamics
over to statics, something he had resisted from his first mechanical works by tar-
geting Lazare Carnot as a follower of Lagrange’s. Walras constructed his pure
political economics on the model of Lagrange’s analytical mechanics (see, in
particular, Walras 1898): the static representation of the economy that flows
from an epistemology of equilibrium could not satisfy Cournot. For him, the
social world is steeped in its historical background, and the resulting dynamics
is what needs explaining first. The interpretation of Cournot to the benefit of
neoclassical economics underestimates the complexity of the epistemological
debates of the mechanicists in the early nineteenth century, on which Cournot
initially based his epistemology. No doubt, he approached economics from the
viewpoint of the mechanicist, albeit not one that regarded equilibrium as a
central concept. On this point Cournot never changed his mind, even in the face
of Walras’s attempts to lure him into his camp. One might say that Cournot was
well advised: Arrow and Debreu (1954) made a powerful attempt at showing the
existence of a general equilibrium over all markets in a situation of pure and
perfect competition. Although they did not study either the conditions of
stability or the problem of the uniqueness of equilibrium, they did not doubt that
they would come to prove that general Walrasian equilibrium was indeed unique
and stable (Guerrien and Pignol 2000). However, in 1973, Hugo Sonnenschein
showed the impossibility of demonstrating the existence of a general equilibrium
under perfect, unique and stable competition (see Guerrien and Pignol 2000 for
discussion).
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Part III

Equilibrium in present-
day economic theory and
practice





7 Tensions in modern economics
The case of equilibrium analysis

Tony Lawson

Modern economics is recognised by many as being in a rather unhealthy
state. An often unnoticed manifestation of this is a degree of confusion in
the employment of central categories, due in large part to a recurring
failure to distinguish properties of models from properties of the social
reality the models are thought to capture. I illustrate by focusing on inter-
pretations of economic equilibrium in the modern discipline.

Modern mainstream economists distinguish themselves from both their prede-
cessors and the current heterodox traditions by their insistence on everywhere
employing methods of mathematical deductivist modelling. So immersed in
these modelling activities are mainstream economists that they regularly, or so I
will argue, elide the distinction between properties of their models and proper-
ties of the domain of reality that economists are professing to study. Perhaps this
might seem defensible if there were no means of accessing social reality other
than via such models. However, this is not the case; there are indeed numerous
ways of getting to know social reality, as testified by our numerous everyday
knowledgeable and skilful activities. Acknowledging this, we might still want to
reason that the elision in question need not matter if we have reason to suppose
that the methods in question were well tailored to conditions typical of social
reality. Once more, though, we know this not to be so. Rather, whilst we shall
see that the methods in question are appropriate to closed worlds of isolated
atoms (terms I will elaborate upon below), social reality is found to be rather
different in nature.

One result of this regular mismatch of method and subject matter is that the
mainstream project of modern economics is marked by repeated explanatory
failure. This is an issue I have explored at length elsewhere (see Lawson 2003).
Here I focus instead on an alternative manifestation of the ill health of the
discipline, the tensions, or confusions, that arise just because real-world proper-
ties and those of models often become conflated. Such tensions, furthermore,
even frequently, carry over to the contributions of heterodox opponents, who



often accept mainstream claims at face value and thereby engage in debates that
miss the point.

My aim here is elaborate upon these contentions by way of considering how
economists have employed one particular, albeit often central, category, that of
(economic) equilibrium.

My argumentative strategy is to first identify tensions in the theorising of
equilibrium. I then demonstrate that the factors already discussed serve, when
further elaborated, to explain the identified tensions.

Equilibrium theorising in modern economics

A review of the contributions to equilibrium theorising in modern economics in
fact immediately reveals various prima facie problematic features, confusions,
or at least curiosities, some of the most significant of which I wish to focus upon
here. These are all features that in due course I shall seek to explain.

A first notable feature of the modern discipline is that at any point in time
many authors seem incapable of avoiding setting out inconsistent accounts of
the nature of their project. In particular many oscillate between (1) supposing
that an equilibrium exists and is something to be explained and (2) asserting that
the existence of an equilibrium is something to be established.

Thus, for example, Arrow and Hahn, in their General Competitive Analysis
(one of the seminal contributions to general equilibrium theory), early on claim
the heritage of Adam Smith (asserting that ‘Smith was a creator of general equi-
librium theory’ – Arrow and Hahn 1971, p. 2), and note that Smith’s project was
to explain an a posteriori state of affairs that was no part of anyone’s design.
Indeed, they hold the view that Smith’s

notion that a social system moved by independent actions in pursuit of dif-
ferent values is consistent with a final coherent state of balance, and one in
which the outcomes may be quite different from those intended by the
agents, is surely the most important intellectual contribution that economic
thought has made to the general understanding of social processes.

(Arrow and Hahn 1971, p. 1)

Yet, no sooner do they assign to economics the task of explaining this state of
affairs, one they interpret as an equilibrium, than Hahn, writing at the time
Arrow and Hahn (1971) would have been in press, warns us to caution against
supposing an equilibrium exists:

it cannot be denied that there is something scandalous in the spectacle of so
many people refining the analyses of economic [equilibrium] states which
they give no reason to suppose will ever, or have ever, come about. It prob-
ably is also dangerous. Equilibrium economics . . . is easily convertible into an
apologia for existing economic arrangements and it is frequently so converted.

(Hahn 1970, pp. 88–9)
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A second feature of equilibrium theorising in economics is that there are
various competing conceptions of equilibrium, with the range of notions
apparently resistant to successful systematisation, despite the best efforts of
some. The result inevitably is a lack of clarity over what is being discussed.
Machlup sums up the situation in complaining that equilibrium is ‘a term
which has so many meanings that we never know what its users are talking
about’ (Machlup 1991, p. 43).

A third remarkable phenomenon is that, amongst economists who bother to
concern themselves with notions of equilibrium, there is a polarisation of
responses. Most contributors are either (1) strongly in favour of retaining some
equilibrium notion in economics or (2) strongly against doing so. This polarisa-
tion is prima facie somewhat surprising in a situation that both lacks a consensus
about what the concept means and even supports a widespread awareness that
interpretations are indeed multiple. Yet examples abound. Thus it has been
claimed, for instance, that ‘it is impossible to exclude the terms “equilibrium”
and “disequilibrium” from the economist’s discourse’ (Matchlup 1991, p. 43),
that ‘wherever economics is used or thought about, equilibrium is a central
organising idea’ (Hahn 1984, p. 43) and that ‘the strongest defence of equilib-
rium analysis . . . is that it is indispensable’ (Backhouse 2003, p. 8). In the
opposite camp, Kaldor wrote of the irrelevance of equilibrium economics
(Kaldor 1972), Robinson stated that the ‘metaphor of equilibrium is treacherous’
(Robinson 1968, p. 15), whilst Hayek eventually chose to avoid it as ‘A some-
what unfortunate term’ (Hayek 1968, p. 184).

An interesting aspect of this situation also warranting explanatory comment
is that those most insistent on maintaining the notion are contributors to the
mainstream project of modern economics, whilst those rejecting the equilibrium
notion are mostly associated with modern heterodox traditions. That said,
however, I should note that the figures with whom the modern heterodox tradi-
tions are most associated were often accommodating of the equilibrium idea ini-
tially, before becoming less enchanted over time. This I think is true of the likes
of Joan Robinson, Keynes and Hayek, now ineradicably associated with modern
heterodox reasoning. Thus, for example, Robinson came to contrast equilibrium
theorising negatively with a preferred historical approach, while Hayek, for
reasons we will discuss in due course, came to prefer the ‘concept of order . . . to
that of equilibrium’ (Hayek 1968, p. 15). This latter set of developments too
calls for some kind of explanation or further insight.

My aim in this chapter is precisely to outline one way of rendering the phe-
nomena expressed in these observations intelligible. That is, I want to advance
and defend an interpretation of what is going on that can account for the: (1)
recurrent incoherences that arise in equilibrium theorising; (2) various compet-
ing conceptions of equilibrium; (3) polarisation of attitudes towards equilibrium
theorising, including a tendency for heterodox figures to become increasingly
sceptical over time. The elaboration of an account that can explain these
observed features constitutes the objective of the main body of this chapter. In a
final section I draw out some brief implications of the analysis sustained.
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Explaining the phenomena noted

My explanation of the phenomena under examination, briefly sketched above,
follows from a broad thesis about the nature of modern economics that I defend
elsewhere. In this chapter I mostly outline its relevant components. I shall not
rehearse previous extended defences of this overall thesis (for this see Lawson
2003, especially ch. 1), although I shall provide some motivation for it. 
Meanwhile, I do interpret its ability (demonstrated below) to render intelligible
the phenomena before us as further evidence of its explanatory power and so
adequacy. The relevant components of this broader thesis are as follows:

1 The modern economics academy is dominated by a mainstream tradition the
essence of which is an insistence on mathematical-deductive modelling.

2 As an intellectual project, modern mainstream economics is not in a healthy
state. (It achieves few explanatory or predictive successes, is plagued by
theory/practice inconsistencies, relies on constructs recognised as quite ficti-
tious and generally lacks direction.)

3 The explanation of the situation noted under 2 is that mathematical-deduc-
tive methods are regularly applied in conditions for which they are not
appropriate.

4 If the heterodox alternatives are defined by a reaction to the mainstream
insistence on the ubiquitous employment of methods of mathematical mod-
elling, the explanation of this opposition is a shared vision largely at odds
with the (atomistic and closed-system) ontological presuppositions of
methods of formalistic modelling.

5 The ontological nature of the heterodox opposition to the mainstream is
under-theorised and very often unrecognised within the heterodox traditions
themselves, being manifest mostly in the defence of alternative economic
categories.

Let me briefly give some feeling for why I accept these particular assessments.
The first claim – that the modern economics academy is dominated by a

mainstream tradition that insists that mathematical-deductive modelling be
everywhere utilised – surely no longer needs justification. Consider just the
observations of Richard Lipsey, author of a best-selling mainstream economics
textbook:

to get an article published in most of today’s top rank economic journals,
you must provide a mathematical model, even if it adds nothing to your
verbal analysis. I have been at seminars where the presenter was asked after
a few minutes, ‘Where is your model?’ When he answered ‘I have not got
one as I do not need one, or cannot yet develop one, to consider my
problem’ the response was to turn off and figuratively, if not literally, to
walk out.

(Lipsey 2001, p. 184)
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Simply put, an insistence on formalistic modelling methods whatever the
problem being addressed, is an edict accepted by, but only by, the mainstream,
and is the only recurring feature of the mainstream (see Lawson 2003, ch. 1).

My second claim – that as an intellectual project modern mainstream eco-
nomics is not in a healthy state – is again one that needs little substantiation,
being a matter that the more reflective of mainstream economists seem increas-
ingly prepared to acknowledge themselves. Thus we find Nobel Memorial Prize
winners noting that ‘Page after page of professional economic journals are filled
with mathematical formulas leading the reader from sets of more or less plausi-
ble but entirely arbitrary assumptions to precisely stated but irrelevant theo-
retical conclusions’ (Leontief 1982, p. 104); that ‘economics has become
increasingly an arcane branch of mathematics rather than dealing with real eco-
nomic problems’ (Friedman 1999, p. 137); that ‘Existing economics is a theo-
retical system which floats in the air and which bears little relation to what
happens in the real world’ (Coase 1999, p. 2).

Further, the mainstream ‘theorist’ Ariel Rubinstein admits that ‘economic
theory has not delivered the goods’, adding that ‘the link between economic
theory and practical problems . . . is tenuous at best’ (Rubinstein 1995, p. 12).
Indeed, he concludes, ‘Economic theory lacks a consensus as to its purpose and
interpretation. Again and again, we find ourselves asking the question “Where
does it lead?” ’ (Rubinstein 1995, p. 12).

Nor is the problem just the project’s lack of direction and limited explanatory
and predictive power. In addition, the project’s theory and practice are highly
inconsistent. For example, econometricians put huge resources into elaborating
the methods they take to be appropriate and justified, yet their practices diverge
wildly from their own methodological strictures (see e.g. Leamer 1978, p. vi;
Hendry et al. 1990).

All in all, the discipline is replete with theory/practice inconsistencies, fares
poorly by its own criteria and lacks any clear idea as to where it is going. It is
also full of anomalies that range over its various sub-programmes. Consider the
observations of Richard Lipsey once more:

anomalies, particularly those that cut across the sub-disciplines and that can
be studied with various technical levels of sophistication, are tolerated on a
scale that would be impossible in most natural sciences – and would be
regarded as a scandal if they were.

(Lipsey 2001, p. 173)

If a summary statement is required it is perhaps provided by Mark Blaug, a
methodologically oriented economist, who has spent considerable resources
throughout his career attempting to shore up the mainstream tradition. His
current assessment runs as follows:

Modern economics is sick. Economics has increasingly become an intellec-
tual game played for its own sake and not for its practical consequences for
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understanding the economic world. Economists have converted the subject
into a sort of social mathematics in which analytical rigour is everything
and practical relevance is nothing.

(Blaug 1997, p. 3)

My third claim – that the disarray of modern economics follows because
methods of mathematical-deductive modelling are regularly applied in con-
ditions for which they are not appropriate – is something I shall elaborate rather
than defend (for a defence also see Lawson 2003, ch. 1).

All methods are appropriate in some conditions and not others. As Keynes
long ago in effect recognised, the sorts of mathematical methods economists use
presuppose a closed world of isolated atoms. (Keynes focused on the economet-
rics of Tinbergen, of course.) To describe a causal factor as atomistic in this
fashion is not to make a claim about size but to indicate a presupposition that it
exercises its own separate independent and invariable effect, whatever the
context, thus guaranteeing that under some repeated conditions x the same pre-
dictable outcome y will always follow, so long as countervailing forces are held
off. The point, of course, is that social reality does not comprise merely isolated
atomistic systems. Indeed, it is easy enough to show that social reality is not
only open (it consists of more than systems supporting event regularities), but
also structured (irreducible to the course of events), intrinsically dynamic (its
mode of being is as a process) and highly internally related (consisting of parts
and wholes each constituted though their (ever-changing) relations to other parts
and wholes – think of the positions of teachers and students, or employers and
employees), amongst much else. From this perspective, it is not at all surprising
that attempts to analyse social life using only methods that presuppose a world
that is closed and atomistic fare so badly.

The fourth and fifth claims can be run together. Here I am suggesting that
heterodox contributions tend to presuppose a shared vision largely at odds with
the (atomistic and closed-system) ontological presuppositions of methods of for-
malistic modelling. Rather, the heterodox contributions tend to advance substan-
tive, methodological and/or policy claims whose ontological presuppositions are
essentially those of openness, structure, process, internal relationality, and so on.
However (with a few important exceptions, most notably Paul Davidson’s
(1989, 1996) emphasis on non-ergodic systems), the ontological nature of the
heterodox opposition to the mainstream is under-theorised and very often
unrecognised within the heterodox traditions themselves.

Thus, in post-Keynesianism we find an emphasis on uncertainty (presuppos-
ing openness) in place of risk, in feminism the emphasis is on caring and iden-
tity relations (presupposing internal relationality) instead of selfish individuals,
and in old institutionalism the emphasis is on the evolutionary method (process)
rather than theorising an equilibrating or teleological system. However, as I say,
the ontological presuppositions per se are rarely emphasised. I believe it is just
because the ontological basis of heterodoxy goes unrecognised that its criticisms
of the mainstream have usually been less effectual than they deserve.
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A brief sketch of my explanation of the state of equilibrium
theorising

Here I want to use this five-part thesis (which, as I say, is defended at length else-
where – see e.g. Lawson 1997, 2003) to explain the phenomena noted earlier. The
nature of my argument is perhaps unfamiliar. So it may be useful at this point if I
provide a schematic overview of its basic thrust and direction. It runs as follows.

The limited power of formalistic methods to illuminate social reality, the lack of
fit of the former to the latter, necessarily results in mainstream economists invent-
ing ‘a reality’ of a form that their modelling methods can address (i.e. a world of
isolated atomistic individuals possessed, for example, of perfect foresight, or ratio-
nal expectations, omniscience, pure greed, and so forth). But this is not all. It also
imparts meaning to macro or system categories of a sort that is driven by the needs
or constraints of formalistic modelling (rather than meeting with the more usual,
historical or intuitive understandings of such categories). And this happens in ways
that are often unappreciated (if ultimately explicable). We shall see that equilibrium
is one such system category that suffers such a fate (a further one of interest but not
considered here is the econometric idea of a data generation process or DGP (see
Pratten 2005); another is that of complexity (see Perona forthcoming).

If I can use the term theoretic to denote the quality of being a feature of a
model and the term ontic to denote the quality of being a feature of the world the
economist presumes to illuminate, a more succinct way of describing the
problem that arises through the prioritisation of the modelling orientation is a
conflation of the theoretic and ontic, with the latter reduced to the former.1 Now,
in mostly neglecting to engage in systematic ontological elaboration, the hetero-
dox opposition has tended to take the mainstream constructs at face value, and
thereby to counterpoise alternative conceptions at the same (substantive or
system) level, mostly failing to appreciate that the two sides to the discussion are
talking about entirely different worlds.

Only with a turn to systematic ontology, however, can we make sense of the
total situation. For only then are we in a position both (1) to clearly distinguish
the ontological presuppositions of the mainstream methods and those guiding
heterodox traditions, and (2) to see that they are not only differently derived, but
also (given the lack of fit of social reality and the formalistic methods used)
necessarily very different in character. And we shall see that it is only through
sustaining the theoretic/ontic distinction that we can ultimately comprehensively
explain (1) the confusions and inconsistencies as arise, (2) the variety of equilib-
rium notions on offer and (3) the debates and polarisations (including trends to
increased scepticism in the contributions of some) such as are observed. Let me
now defend this claim in detail.
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The explanation in detail

In the context of equilibrium analysis my central claim translates into the idea
that some conceptions of equilibrium found in the literature are theoretic and
others are ontic, where this difference in the nature of the competing concep-
tions goes largely unnoticed.

To illustrate, we can consider the most frequently occurring examples of con-
trasted notions of equilibrium in the economics literature, those of system deter-
minateness on the one hand and balance or order on the other. For an
examination of actual texts quickly reveals that those who have emphasised
determinateness have mostly meant by this the determinateness of particular
representations or formalisations of the economy, whilst those who have
emphasised balance or order have interpreted this as an aspect of the economy
they are attempting to represent. While the former is theoretic, a sought-after
property of theories or more typically models, the latter is ontic, a property of
society that the investigator is seeking to understand and explain.

However, it is a general failure to recognise that this is the nature of the dis-
tinction being drawn that has led to such confusion as abounds. Typically, the
rhetoric of equilibrium analysis supports images of order or balance whilst its
real content has concerned the properties of formalistic models. The failure to
distinguish the two in a systematic way has resulted in a literature that is often
incoherent, with contributors tending to talk past each other. Ultimately, we
shall see, this state of affairs also throws insight on the plethora of equilibrium
concepts in contention as well as the polarisations in attitudes to equilibrium
theorising.

The equilibrium dichotomy

It is useful, at this point, to consider the classic statement of equilibrium theory
in the modern period provided by Arrow and Hahn (1971). This is useful just
because these authors start their book with a ‘historical introduction’ that
emphasises precisely the distinction just noted. Indeed, their opening sentence
runs as follows:

There are two basic, incompletely separable, aspects of the notion of
general equilibrium as it has been used in economics: the simple notion of
determinateness, that the relations describing the economic system must be
sufficiently complete to determine the values of its variables, and the more
specific notion that each relation represents a balance of forces.

(Arrow and Hahn 1971, p. 1)

If we examine this passage closely we can indeed see the different nature of
the two conceptions. The first criterion, determinateness, is precisely a property
of relations used to describe the economic system, whilst a balance of forces is
an aspect of the economy, one that each equation is said to represent. The former
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is a property of the theoretical conception, the latter thought to be a property of
what the theoretical conception is about. The former is theoretic, the latter ontic.
Arrow and Hahn, though, like most modern economists, are so much oriented to
the theorising aspect that they misunderstand the nature of the difference in the
two conceptions they describe. As the noted passage also indicates, they suppose
that the difference to which they are drawing attention is one of levels general-
ity. Specifically, they emphasise that the idea of representing a balance of forces
is a ‘more specific notion’ than that of ‘determinateness’.

Let me be clear on this. Contra the sort of interpretation advanced by Wein-
traub (2005), these authors do not claim that the historically prior notion (or
aspects of a notion) concerning a ‘balance of forces’ has now been replaced by
the (more) modern notion (or aspect) of determinateness. Rather, as I say, they
merely see the former as being the more specific concept; indeed, they view the
two conceptions as incompletely separable aspects of one notion. Now, contra
Arrow and Hahn, I suggest that the categories in question are after all com-
pletely separable notions of equilibrium, that (what I am calling) the ontic notion
is not simply (or at all) a more specific notion, but something quite different
from the theoretic one. It is clear, though, that Arrow and Hahn do often run the
two concepts together (as two inseparable aspects of a one notion) just because
the theoretic/ontic distinction is untheorised. Their primary concern is with
model properties, with the determinateness of systems of equations. They think
that any attempt to theorise the whole of an economic system implies the accep-
tance of this conception of equilibrium. However, in illustrating the supposedly
more specific notion of a balance, they unwittingly provide an ontic formulation:

In a sense, almost any attempt to give a theory of the whole economic
system implies the acceptance of the first part of the equilibrium notion; and
Adam Smith’s ‘invisible hand’ is a poetic expression of the most fundamen-
tal of economic relations, the equalisation of rates of return, as enforced by
the tendency of factors to move from low to high returns.

The notion of equilibrium (‘equal weight’, referring to the condition for
balancing a lever pivoted at its centre) was familiar to mechanics long
before the publication of The Wealth of Nations in 1776, and with it the
notion that the effects of a force may annihilate it (e.g., water finding its
own level), but there is no obvious evidence that Smith drew his ideas from
any analogy with mechanics. Whatever the source of the concept, the notion
that a social system moved by independent actions in pursuit of different
values is consistent with a final coherent balance, and one in which the out-
comes may be different from those intended by the agents, is surely the
most important intellectual contribution that economic thought has made to
the general understanding of social processes.

(Arrow and Hahn 1971, p. 1)

This passage (apart from the first clause referring to equilibrium as determinate-
ness) deals solely with the way the economy works. The concern is with the
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balance of a social system. The focus has nothing to do with properties of
models, and everything to do with the forces of society. Yet Arrow and Hahn
move from this discussion to immediately suggest that ‘Smith was a creator of
general equilibrium theory’, a purely theoretic notion, indeed confusing the
discussion of economic equilibrium. Thus we can see the source of the confu-
sion noted at the outset. Smith and those adopting an ontic orientation are
indeed concerned to explain an existing situation. Smith’s objective is to
explain such economic order as occurs in the social world. By referring to such
a state of affairs as an equilibrium, Arrow and Hahn, and others, are thereby
suggesting, at this point, that an equilibrium always occurs, and that it is some-
thing to explain. However, when they conceive of an equilibrium in terms of a
consistency property of their models, as determinateness, their concern is to
show that such a property – an equilibrium – exists.2 Thus the failure explicitly
to distinguish the theoretic and the ontic produces conflicting statements about
what is going on.

Consider again the passage from Hahn noted at the outset ‘it cannot be denied
that there is something scandalous in the spectacle of so many people refining
the analyses of economic [equilibrium] states which they give no reason to
suppose will ever, or have ever, come about’ (Hahn 1970, pp. 88–9). Let us once
more be clear. When Hahn here refers to an equilibrium that may never come
about it perhaps appears, at first sight, that he is using an ontic notion. However,
this is not so. He is really saying that, in an imagined world consistent with his
model, there is nothing to ensure that an equilibrium position would result. Or
more accurately, he is saying that if, for a set of equations used to construct a
description of the economy, there is a manner – a specification – whereby the
various equations are found to be mutually consistent, then the solution to the
consistency question, stylised as an equilibrium, is not a part of the model
description, and so not a necessary outcome even in such a counterfactual
(closed and atomistic) world as described by the model specification. In short,
the equilibrium is merely a solution to a system of equations. It is a vector that
renders the equations consistent. Hahn’s point is that there is nothing in the
apparatus of the model to ensure that even if, per impossibile, the model accu-
rately represented the world, the equilibrium situation, expressed by the model’s
consistency condition, would emerge.

I do not want to suggest that Hahn intentionally misleads, or always fails to
acknowledge the limits of his endeavour. Certainly, Hahn seems to have become
increasingly clear with the passage of time on what his constructions entitle him
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to conclude. Indeed, in an ‘Intellectual Retrospect’ he is very clear about what is
taking place in his theory contributions:

The great virtue of mathematical reasoning in economics is that by its
precise account of assumptions it becomes crystal clear that applications to
the ‘real’ world could at best be provisional. When a mathematical econo-
mist assumes that there is a three-good economy lasting two periods, or that
agents are infinitely lived (perhaps because they value the utility of their
descendants which they know!), everyone can see that we are not dealing
with any actual economy. The assumptions are there to enable certain
results to emerge and not because they are to be taken descriptively.

(Hahn 1994, p. 246)

It seems reasonable to suppose that, if Hahn had been clearer on this score from
the outset, some of the earlier (non-connecting) discussion might have been
avoided. Joan Robinson (for example 1978) in particular might have been spared
the effort of responding to Hahn in terms of outlining, and defending as more
realistic, a particular (ontic) conception of an equilibrium.

To repeat, then, my explanatory thesis (conditioned on the description of
modern economics described above) is that in modern economics there is an
erroneous (if explicable) tendency to conflate theoretic and ontic features of an
analysis. And this thesis can be seen to account for much of the incoherence of
equilibrium analysis as abounds.

The remaining problematic features

How does this thesis account for the two remaining sets of observations noted
above, namely of:

1 A plethora of competing equilibrium conceptions, especially of those con-
ceptions that can be viewed as versions of system determinateness.

2 A polarisation of orientations, divided amongst mainstream/heterodox
lines?

The plethora of conceptions is easily explained. For where equilibrium is
merely a solution concept for a model, a property of a system of equations, there
can clearly be as many definitions of equilibrium as there are possibilities for
system model construction. And scope for the latter seems limitless. This situ-
ation is grasped by some but seemingly not by most. Thus a heroic attempt to
bring clarity by Machlup ends up doing no more than rendering both the equilib-
rium as balance and equilibrium as determinateness notions as theoretic:

Equilibrium, in economic analysis [is] a constellation of selected inter-
related variables so adjusted to one another that no inherent tendency to
change prevails in the model which they constitute . . . As an alternative
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definition of equilibrium we may propose mutual compatibility of a selected
set of interrelated variables of particular magnitudes.

(Machlup 1991, pp. 54–5)

But Dixon, amongst others, hits the nail on the head precisely: ‘At its most
general, we can say that “equilibrium” is a method of solving economic models.
At a superficial level, an equilibrium is simply a solution to a set of equations’
(Dixon 1990, p. 356).

It is equally possible to explain our remaining puzzle, the polarisation of attitudes
over the relevance of an equilibrium notion. I have already noted that attitudes have
tended to divide along mainstream/heterodox lines, with the mainstream, unlike het-
erodoxy, insisting the equilibrium notion is essential, and with the heterodox
opposition to employing this category becoming increasingly marked over time. We
now have before us the resources to understand why. Consider, first, the mainstream
insistence that the notion of equilibrium be retained. The reason for this must now
be clear. For this mainstream project is defined by its insistence that mathematical
methods be everywhere and always employed, despite the dearth of explanatory
successes to date. But, in a situation where model equations are found almost
always to be inappropriate to the analysis of the economic system, what other goal
can be accepted for modellers than the questioning of their equations’ mutual con-
sistency? Where the emphasis is on a formalistic system, attention is always going
to turn to the question of whether the system has some sort of mathematical solu-
tion. And the natural, or anyway traditional, way to try and present this as an eco-
nomic activity is to present the mathematical exercise as the search for an economic
equilibrium. Associating the process with Smith is merely an attempt to grant the
exercise a historical legitimacy, an endeavour that significantly misleads.

How about the heterodox rejection of the use of the term? If the mainstream
was always going to require a notion to express the model-property of consis-
tency or determinateness, was it equally predictable that heterodoxy was always
going to abandon the term? The answer I think is yes if not necessarily immedi-
ately. I suggested earlier that a feature of the heterodox traditions is that,
although they emphasise categories with ontological presuppositions different
from those of the mainstream mathematical methods, they rarely acknowledge
that this is so. Specifically, the mainstream methods presuppose a closed atom-
istic reality, whereas heterodox conceptions can be shown to be based on a
vision of social reality as open, structured, processual, highly internally related,
amongst much else (see Lawson 2003). As I say, though, the ontological basis of
the opposition has rarely been explicitly identified.

Even so, heterodox economists have been oriented to ontic elaboration,
focusing mostly on equilibrium as a balance, or form of order. In consequence
the tension between the conceptions of social order they have been seeking to
explain and the more dominant definitions of equilibrium have usually been
apparent, even if the ontological basis of the distinction remained untheorised.
This has resulted in equilibrium notions being employed, if at all, often in a hesi-
tant and cautious manner. Joan Robinson provides an obvious example:
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The word equilibrium, in ordinary speech, describes a relation between
bodies in space. The scales of a balance are in equilibrium when the balance
is at rest . . . If we are continually throwing coppers at random into either
scale, the balance is continually wobbling and never reaches equilibrium;
but, at any moment, there is a definite equilibrium position which it would
quickly reach if, from that moment, we left it alone.

(Robinson 1956, p. 57)

She concluded:

Nor can we apply the metaphor of a balance which is seeking or tending
towards a position of equilibrium though prevented from actually reaching
it through constant disturbances. In economic affairs the fact that distur-
bances are known to be liable to occur makes expectations about the future
uncertain and has an important effect on any conduct (which, in fact, is all
economic conduct) directed towards future results . . . A belief that a
particular share is going to rise in price causes people to offer to buy it and
so raises its price . . . This element of ‘thinking makes it so’ creates a situ-
ation where a cunning guesser who can guess what the other guessers are
going to guess is able to make a fortune. There are then no solid weights to
give us analogy with a pair of scales in balance. The metaphor of equilib-
rium is treacherous . . .

(Robinson 1956, p. 59)

The more the ontic orientation has been manifest in a sustained concern with the
nature of the actually existing social order, the more heterodox economists have
grasped the irrelevance of the equilibrium framework. Thus, with time, of
course, Joan Robinson turned from equilibrium thinking to history.

A second of numerous possible illustrations is provided by the contributions
of Hayek. Hayek is especially interesting here in that all along he recognised the
theoretic, or a priori, nature of the dominant framework, interpreting it as a logic
of choice, whilst himself being driven always to provide an ontic account. This
is especially true of his work of the late 1930s. Specifically his (1937) ‘Eco-
nomics and Knowledge’ paper is a particularly ingenious attempt to reconcile
two ultimately incompatible endeavours: an a priori logical framework (presup-
posing a closed system), and a desire for a realistic (open-system) vision of the
actual social world.

Early on, Hayek wrote:

I am certain that there are many who regard with impatience and distrust the
whole tendency, which is inherent in all modern equilibrium analysis, to
turn economics into a branch of pure logic, a set of self-evident propositions
which, like mathematics or geometry, are subject to no other test but
internal consistency.

(Hayek 1937, p. 35)
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How is the noted tendency to turn economics into a branch of logic to be
avoided? How is equilibrium analysis to be rescued as an ontic endeavour, as a
project concerned with understanding social reality? Hayek hopes this can be
achieved by way of economists seeking out real-world tendencies to equilib-
rium:

We shall not get much further here unless we ask for the reasons for our
concern with the admittedly fictitious state of equilibrium. Whatever may
occasionally have been said by over-pure economists, there seems to be no
possible doubt that the only justification for this is the supposed existence of
a tendency toward equilibrium. It is only by this assertion that economics
ceases to be an exercise in pure logic and becomes an empirical science;
and it is to economics as an empirical science that we must now turn.

(Hayek 1937, pp. 43–4)

The story is a long one. But it is sufficient to note here that eventually Hayek
accepted that a tendency to equilibrium requires that individuals’ expectations of
each other become more and more accurate; whilst he admitted to not knowing
why or how such an eventuality should come about. As a result, he came close
to abandoning the equilibrium project even in this early essay:

But I am afraid that I am now getting to a stage where it becomes exceed-
ingly difficult to say what exactly are the assumptions on the basis of which
we assert that there will be a tendency toward equilibrium, and to claim that
our analysis has an application to the real world. I cannot pretend that I have
as yet got much further on this point.

(Hayek 1937, p. 47)

Not surprisingly perhaps, this failure spurred Hayek into a form of ontological
reasoning. After initially trying to maintain an equilibrium idea, Hayek’s ontic
orientation led him increasingly to appreciate its limitations. Some time after the
‘Economics and Knowledge’ paper, in fact, he was emphasising the idea of
social order rather than equilibrium: ‘The concept of “order”, which . . . I prefer
to that of equilibrium, has the advantage that we can speak about order being
approached to varying degrees, and that order can be preserved throughout the
process of change’ (Hayek 1968, p. 184).

Eventually, of course, Hayek elaborated a social ontology of rules and
other aspects of social structure, and developed his conception of spontaneous
order:

What reconciles the individuals and knits them into a common and enduring
pattern of society is that . . . they respond in accordance with the same
abstract rules . . . What . . . enables . . . men to live and work together in
peace is that the pursuit of their individual ends and the particular monetary
impulses which impel their efforts . . . are guided and restrained by the same
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abstract rules. If emotion or impulse tells them what they want, the conven-
tional rules tell them how they will be able and allowed to achieve it.

(Hayek 1976, p. 12)

A catallaxy is thus a special kind of spontaneous order produced by the
market through people acting within the rules of the law of property, tort
and contract.

(Hayek 1982, p. 109)

This is no longer a conception of a state of order in which expectations are
always met; rather, it is one in which disappointments are unavoidable: ‘In
a spontaneous order, undeserved disappointments cannot be avoided. . . . It
is only because countless others constantly submit to disappointments of
their reasonable expectations that everyone has as high an income as he
has.’

(Hayek 1982, p. 128)

With this being so, Hayek’s conception is far more in line with the world we
daily experience. It is quite different from Hayek’s original notion, but reveals
the sort of direction that is ultimately to be expected where there is a consistent
emphasis on the ontic.

Implications and conclusion

Modern economics is not in a healthy state. And the reason for it is that it, or,
rather, the dominant mainstream tradition, defines itself in terms of its method,
that of formalistic-deductive modelling, and does so in a context where that
method has little application. I have indicated before how this emphasis has
resulted in limited explanatory successes, theory/practice inconsistencies and
other pathologies. Here I have focused on a further problematic feature created
by the mainstream prioritising of modelling over illumination: the confusing of
claims about models and their properties with properties of the reality that the
models putatively aim to represent.

In truth, modern economics supports two broad sets of traditions, the main-
stream project and the heterodox alternatives. The mainstream prioritises model-
ling whilst the heterodoxy prioritises social illumination. And because the
implicit (though rarely examined) ontological commitments of the heterodoxy
(of openness, structure, internal relationality and process) are quite different
from those (of atomism and closure) presupposed by the mainstream modelling
emphasis, the two projects rarely find common ground. However, the true onto-
logical nature of the differences is rarely explored. One of the many debilitating
results of this is that when common categories are employed, the real nature of
the differences in arguments mostly goes unrecognised, resulting in participants
in debates talking past each other. I have illustrated this theme in the context of
equilibrium analysis.
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If all parties agree that Adam Smith set (and contributed to answering) one of
the fundamental questions of economics, namely how the fact of social order
emerges in the absence of central or any intentional design, and indeed with
individuals pursuing largely independent goals, it is clear that the inheritors of
Smith’s project are not economic equilibrium theorists concerned with formalis-
tic modelling. Rather, it is those working in the traditions of Marx, Keynes,
Hayek, and others, who make the explaining of the actually existing social order
the priority. The project of formalistic modelling can be misinterpreted as one
concerned with explaining the actual social order only if the atomistic presuppo-
sitions of the former go unrecognised, or their irrelevance remains unappreci-
ated. Once we turn to social ontology, to theorising the nature of social reality,
the impotence of the equilibrium notion becomes apparent. The real question,
Smith’s question in modern terms, is how social reproduction of complex,
internally related, dynamic social structures occurs in an open world of indi-
viduals each seeking to realise his or her own ends. As I say, this eventually was
the concern of Hayek and Keynes as well as Marx. How successful they were in
the details of their analyses, of course, is a different question.
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8 Equilibrium and problem solving
in economics

Roger E. Backhouse

1 For a slightly longer discussion of the relevance of Laudan’s perspective, see Backhouse (1997).
2 The term ‘puzzle solving’ is used here in a much narrower sense than in Kuhn (1970).

This chapter argues that the way in which economists use the term ‘equi-
librium’ has to be understood in the context of problem solving. Concepts
of equilibrium are used in a pragmatic way to solve problems, which often
means that rigour is sacrificed to usability. Whether or not a particular
situation is or is not an equilibrium may depend on the choices made by
the modeller and is not necessarily of any ontological significance. Eco-
nomic models should therefore be evaluated solely in terms of their
problem-solving ability.

This chapter explores some implications of the claim that economists’ use of
equilibrium methods should be evaluated according to whether these provide
satisfactory solutions to problems that are deemed important by the profession
(Laudan 1977).1 By problems, I mean substantive economic problems, including
ones that make sense to non-economists. This will include solving problems of
economic policy, but is not confined to that. What it excludes is solving puzzles
that have no meaning or significance outside the very narrow disciplinary
context in which they arise. Such puzzle solving may be important but only if it
contributes, indirectly, if not directly, to solving important problems.2 I wish to
stress that I am suggesting only that economists should provide ‘satisfactory
solutions’ to the problems, not that these be completely solved. Laudan elabo-
rates on this:

In appraising the merits of theories, it is more important to ask whether they
constitute adequate solutions to significant problems than it is to ask
whether they are ‘true’, ‘corroborated’, ‘well-confirmed’, or otherwise justi-
fiable within the framework of contemporary epistemology.

(Laudan 1977, p. 14)



What gives this claim particular significance in economics is that in it, as in all
other fields, problems are not of one kind. Some problems are highly specific
whereas others concern answers to more general, more abstract questions. This is
explored in the next section, where it is argued that, mainly because of the com-
plexity of the economic world, relationships between different types of problem
and the different types of theories that relate to them are much more complicated
than might be expected. The variety of the problems that economists face helps
explain why they use the term ‘equilibrium’ in many different ways that are not
all consistent with each other. Different concepts of equilibrium are used to solve
different problems. This chapter next investigates some of the main ways in
which the term ‘equilibrium’ is used in modern economics. The focus is on con-
cepts of equilibrium in relation to the models with which economists are trying to
solve problems,3 the use of equilibrium methods being appraised in terms of the
methods’ contribution towards economists’ ability to solve problems. Some of
the critiques that have been levelled against equilibrium methods are discussed,
and some conclusions drawn. The main one is that, because the complexity of the
economic world could provide a reason why the logical relations between theo-
ries at different levels (in a sense that will be made clear in the next section) are
weaker than one might expect, it is argued that this means it is inappropriate to
judge economists’ use of equilibrium methods against some belief about what the
world is like – against some general property of the economic or social world –
but against whether they help economists solve the problems that they have set
out to solve. This perspective helps remove some of the confusion that has
abounded in debates over the role of equilibrium in economics.

A qualification is in order before proceeding. I do not wish to imply that all
economics contributes to the solution of interesting and important problems. It is
widely held that a significant fraction of what goes on in economics involves
solving puzzles that serve no purpose other than to advance the careers of those
who solve them.4 This includes theoretical work that bears no relation to real-
world problems, and empirical work where no one (sometimes including the
economist who undertakes it) believes the results are robust. Both aspects exem-
plify what Leontief (1971), in a widely cited presidential address to the American
Economic Association, referred to as work based on non-observed facts. I do not
wish to deny the existence of such work, much of which is centred on models of
equilibrium, or even to suggest that it does not matter. I am simply not concerned
with it here.5 It is commonly accepted that, even in the natural sciences, a
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significant number of papers are never cited and are read by very few people.
What matters is not these papers, but the small percentage that is significant and
which causes knowledge in the subject to advance. In the same way I am con-
cerned with economics that does solve real problems (either directly or indirectly)
– with the best examples, not the worst or even (perhaps) the average.

Economists as problem solvers

When confronted with the literature on the existence of competitive general
equilibrium, or any one of a hundred other topics in abstract theory, the claim
that economists are concerned to solve problems must seem doubtful, unless that
is interpreted sufficiently broadly to include theoretical problems generated
within the theory itself. Much economic theory is like this: it deals with abstract
worlds that in some cases describe no conceivable world, and with problems that
do not even make sense outside that theory. However, the claim made here is
that the justification for such work is that it helps solve problems that arise con-
cerning the real world.

Consider three types of question. At the most abstract level are questions (call
them Type I questions) such as:

1 How is it possible for a system of markets to co-ordinate the activities of
billions of individuals without any conscious planning?

2 How can capitalist economies get stuck in situations where productive
capacity is lying idle and workers are out of work, even when the world
needs the goods that could be produced?

At a less abstract level are questions (Type II) such as:

1 Can policy be used to reduce the level of fluctuations over the business
cycle, or is this impossible?

2 Under what conditions is it more efficient to have public services provided
by the state and when should they be in the hands of private enterprise?

3 How will a manager’s performance be affected by his or her remuneration
package? When will payment through share options improve performance
and when will it harm it?

4 What rules should be used to determine whether or not take-overs should be
allowed?

5 Through what mechanisms can monetary policy affect the level of real
activity in the economy?

However, beneath these are the concrete questions (Type III) that concern non-
economists.

1 Will George W. Bush’s tax cuts stimulate employment in the United States?
2 Would joining the euro raise or lower the standard of living in Britain?
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3 What, if anything, should be done about ‘fat cat’ pay rises?
4 Would privatising the NHS result in better or cheaper health care or would

it merely benefit those private firms undertaking it?
5 Will children be better off if they go to university or if they go straight into

work at age sixteen or eighteen?

The conventional view amongst economists is that a good way, and perhaps the
only way, to solve the concrete (Type III) problems is to tackle some of the
more abstract ones. Type II questions concern not specific currency unions, tax
cuts or health systems but currency unions, tax cuts and health care provision in
general. Above these lie the more abstract, Type I, questions about markets,
capitalism and socialism in general. This relationship is shown in the left-hand
column of Figure 8.1. An example is provided in Figure 8.2. The relevance of
the diagram is that it raises the question of how the boxes are linked. Here,
unfortunately, the answer becomes very complicated and all that is possible is to
sketch some of the points that arise.
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efficiently?

Figure 8.2 Examples of problems and theories.



The ‘ideal’ is that economists have a general theory (of which the theory of
general competitive equilibrium is the prime example) that encompasses all eco-
nomic questions, and that applied theories are special cases of this general
theory. There would thus be arrows running downwards from top to bottom
on the right-hand side. In the example of Figure 8.2, the dynamic representat-
ive–agent model is a simplified general equilibrium model. In turn, the empirical
model is the same model but with numerical parameters substituted for more
general ones. This, however, is at best an ideal: things never work out like this,
for several reasons. One is that the simplifications needed to answer questions at
level II dictate that level II models are not just special cases of level I models:
though there may be family resemblances, the models are different. Another is
that, in order to construct an empirical model, let alone find a satisfactory one,
the relationship between level II and level III models is sometimes tenuous.6

One cannot be derived as a simplification of the other. For the present argument,
the more important issue is the relationship between questions and theories and
between questions. Here, links run in all directions. Theories suggest questions
to be asked (think of arrows running from right to left) and questions suggest
theories (arrows running left to right). Some questions in the hierarchy are
implied by questions higher up. Some higher questions are generalisations from
lower-level questions. Causation, if one may refer to it that way, runs in both
directions.

Despite being an extreme simplification, this scheme is useful because it
makes the point that relations between theory and problem solving are more
complex, and less tidy, than they are sometimes assumed to be. All the links in
Figures 8.1 and 8.2 exist but, equally, none of them is either rigid or unidirec-
tional. In particular, theories at levels II and III are driven as much by questions
as by theory. General, abstract, theories inform but, typically, do not determine
either theoretical or empirical models at the lower levels. Applied theories fre-
quently have to model features of the world that cannot be accommodated
within more general models. Theoretical models frequently cannot be applied to
data, with the result that empirical models are not special cases of the theoretical
models they claim to test. Indeed, this latter gap is so large that one critic
(Cartwright 2002) has questioned whether there is any meaningful sense in
which one is derived from the other.

Whilst it is possible to see the looseness of the connections in Figures 8.1 and
8.2 as cause for concern, especially when it comes to testing higher-level theo-
ries, the other side of the coin is that it increases the scope for real-world prob-
lems, determined outside academic economics, to influence theories and models.
The result has been that applied theories have proliferated, based on a variety of
assumptions that were unknown in the 1960s. Uncertainty, limited information,
bargaining, boundedly rational behaviour and other phenomena that cannot be
incorporated into general equilibrium theory have become the staple of applied
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theory. Different types of model are constructed for different purposes, resulting
in enormous variety.

This proliferation of theories and models that cannot be encompassed by any
completely general theory extends beyond what is usually considered to be non-
mainstream economics. Mainstream economics has, over the last decade or
more, continually reinvented, or even subverted, itself, in response to problems
arising outside, and within, the discipline, to the extent that it has become hard
to say what counts as orthodoxy now. This is one of the main reasons for
arguing that economics is a problem-solving discipline, driven by substantive
problems, and that it is not committed rigidly to one particular framework. In the
early 1960s, for example, it would have been arguable that economics was
dominated by the theory of general competitive equilibrium – that this was
becoming the organising framework for the whole discipline. Many economists
do find more abstract questions that arise entirely within the discipline intellec-
tually challenging and their work is dominated by trying to answer such ques-
tions using theories that are necessarily highly abstract and make little sense to
outside observers. But this tendency has been overridden by the need to solve
problems that arise and make sense outside the discipline. I wish to suggest that
this has implications for the way equilibrium should be seen.

Equilibrium as a way of solving problems

Most economists, and certainly those who are criticised for their use of concepts
of equilibrium, see themselves as concerned with building models, either theo-
retical ones or empirical ones estimated or calibrated against data. (Perhaps this
is the best way to characterise mainstream economics.7) These models are math-
ematical structures that are perceived to reveal something about the world, but
are clearly distinct from the world. They are distinct from the world in that they
are unrealistic (Friedman 1953) or caricatures (Gibbard and Varian 1978). The
obvious sense in which models are unrealistic is that they do not take account of
everything: they are simplified representations. However, the unrealism of
models goes further in that they may not even model the processes by which
real-world agents are believed to achieve the outcomes specified by the models.
For example, firms are claimed to behave as if they maximise profits: profit-
maximisation is assumed to describe behaviour even though managers do not
consciously maximise profits – they may not even be able to say precisely what
profit maximisation means in a particular context. Alternatively, perfect
competition, a market structure in which no agent has any ability to influence
price, may describe how market price and output will respond to changes in
taxes or technical progress, even though real-world firms have some choice over
the prices at which their products are sold.

For economists who model the world in this way, equilibrium is defined in
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relation to these models. It may be that equilibrium in the model is believed to
correspond to equilibrium in the real world in some sense, but there is no neces-
sity for that. The search for equilibrium is primarily a modelling strategy. Being
out of equilibrium means that there is unfinished business for the theorist: that
the explanation is not yet complete. Thus if supply is not equal to demand, why
does price not move towards the equilibrium? If profits could be increased by
raising output, why have firms not done so? If the share of profit in income is
falling, where will it end? Because economists work with many models, tackling
different types of problem and at very different levels of abstraction, they work
with many concepts of equilibrium. A short list of some different types of equi-
librium gives an idea of this variety.8

Partial versus general equilibrium. Partial equilibrium analysis involves a
single market, taking changes in the rest of the economy as outside the model,
whereas general equilibrium analysis models all markets simultaneously.
Clearly, partial equilibrium analysis is more limited in that it rules out important
interactions between markets, but it permits more detailed analysis of processes
going on within the market that is being analysed.

Perfect versus imperfect competition. Models of imperfect (or monopolistic)
competition allow firms to choose the price of their own product, subject to the
demand for their product. Imperfect competition is more general, but poses
significant additional technical problems, especially in general equilibrium
models. To get round these, models have to be greatly simplified, meaning that
in some respects, models of perfect competition can be more general.

Short run versus long run. In the real world, activities take place at different
speeds, and the distinction between the short and the long run is a way to tackle
this problem. The standard application of this distinction is to say that firms can
change their price and output very quickly, whereas building new factories or
acquiring and installing new equipment takes much longer. Thus a model of the
short run takes the capital stock (buildings, machinery and so on) as given,
whereas a model of the long run allows firms to choose how much capital to
employ. Clearly, the problem of time is a much more general one, and ideally
one might have a continuum of runs, ranging from the minute-by-minute chang-
ing of financial asset prices to the time scale (perhaps decades) over which large-
scale investment projects are undertaken.

Inter-temporal equilibrium. Equilibrium over time introduces complications
beyond those discussed so far. The first is that time may enter the constraints
facing agents: production takes time, so that activities today may affect output or
productivity in several years’ time; borrowing has to be repaid, which means, for
example, that consumers face a lifetime constraint on their spending. The second
is that many decisions depend on expectations concerning the future: decisions
to invest, or purchase durable goods, depend on expectations of future prices and
economic conditions; the value of an asset (whether financial or physical)
depends on the income that asset will generate over its lifetime. This means that
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modelling inter-temporal equilibrium depends on how expectations are mod-
elled, leading to many types of equilibrium.

The simplest way to analyse equilibrium over time is the method of tempo-
rary equilibrium: this involves taking those expectations as given – as a parame-
ter – and finding an equilibrium conditional on them. If expectations change, so
too will the equilibrium. Another method is adaptive expectations equilibrium:
one way to model expectations is to assume that they depend on past values of
the variable concerned. There is an infinite variety of possible rules, but a com-
monly used one is to assume that expectations respond to current variables with
a lag. It can be shown that this is equivalent to postulating that expectations
depend on all past values of the variable, with recent values being given higher
weight than older ones. Because such rules are backward-looking, they may
generate expectations that are clearly wrong if there is a clear change in the
system. Their attractions lie in their mathematical tractability and in that they
base expectations on information that is in principle available to agents.

A third method is perfect-foresight equilibrium, where it is assumed that
agents’ expectations are correct. Note that no mechanism for achieving this is
postulated, though there may be an implicit theory of learning in the back-
ground. Related to this is the fourth method, rational expectations equilibrium.
This concept of equilibrium, which has become dominant in contemporary
macroeconomics, assumes that agents predict everything that they could predict
given the information available to them. Formally, it states that agents’ expecta-
tions are given by the mathematical expectation of the relevant variable, condi-
tional on the set of information. This raises the question of what information
should be assumed available to agents, and the strong version assumes that
agents know both past values of all relevant variables and the model. Finding an
equilibrium involves finding a model such that, if agents use that model to form
their expectations (to predict the future), their expectations will, on average, be
correct. Errors in agents’ expectations should be white noise.

Strategic equilibrium

A further set of equilibrium concepts arises in the context of game theory, which
deals with situations where agents have to act strategically. In the classes of
model discussed so far, agents are basing their decisions on prices and exoge-
nous factors. However, in many economic situations, agents actions will depend
on what they believe other agents will be doing. Suppose there are two agents or
players. Player A’s optimal strategy depends on what player B does. But player
B’s decision depends on what he or she believes A will do. Faced with this type
of uncertainty, concepts of equilibrium (often referred to as ‘solution concepts’
to avoid the baggage associated with the term equilibrium) have proliferated. I
do no more than mention some examples. These can be divided into two broad
categories: non-co-operative and co-operative games.

In non-co-operative games, players decide strategies independently of each
other. The most common type of non-co-operative equilibrium concept is the
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Nash equilibrium. A Nash equilibrium is an outcome in which each player has
chosen the optimal strategy given the strategy that has been played by his
opponents. It is an equilibrium because neither player has any incentive to
deviate from the strategy he or she has chosen. However, there are many situ-
ations where Nash equilibrium does not narrow the range of possible outcomes
sufficiently to be of any use, and in response to this many other non-co-operative
game concepts have been developed. The aim is to ‘refine’ the Nash equilibrium
by finding additional criteria that the outcome should satisfy.

One example of this refinement of the Nash equilibrium is the sub-game-perfect
equilibrium. This uses time consistency and backward induction to narrow the
range of solutions that are possible. Suppose two players take decisions sequen-
tially. At time zero player A chooses one of two strategies. At time one, player B
plays one of two strategies. Then player A makes a further choice, and so on. The
range of possible outcomes can be shown in a tree, as in Figure 8.3. If a particular
outcome (say, the one that leads to outcome x) is to be an equilibrium for the whole
game, it must also be an equilibrium for the various games of which it is made up –
for all the branches of the tree through which it passes.

These types of equilibrium are very different from those found in co-
operative games, where players do not act independently and where they may
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bargain with each other. For example, suppose we have two players bargaining
with each other – they each have a stock of goods and are deciding what to
exchange and at what price. If exchange is voluntary, we can say that the
outcome will be where neither player is worse off than if they exchanged
nothing. Typically, this does not determine a unique outcome, merely a range of
possible outcomes. This is known as the ‘core’ of the game. Now suppose that
there are three such players. We can apply the same rule that no one can be
made worse off by participating. However, here there are additional possi-
bilities. Players A and B might form a coalition and exclude C. Thus no alloca-
tion of resources that makes players A and B worse off than they would be if
they formed such a coalition can be an equilibrium. Similarly, B and C might
form a coalition, or A and C. It can be shown that the possibility of such coali-
tions causes the core of the game to shrink as the number of players increases. In
the limit, as the number of players becomes infinite, the core shrinks to a single
point, the competitive equilibrium. In such a model, equilibrium is the set of
trades that are blocked by no coalition.9

Why the variety of equilibrium concepts matters

Several points need to be made about this discussion. The first is that choice of
equilibrium concept matters: moving to a different concept of equilibrium can
have a dramatic effect on a model’s conclusions. The clearest illustration is
perhaps provided by the contrast between adaptive (or, more generally, back-
ward-looking) expectations and rational (forward-looking) expectations. Con-
sider the two systems in Figure 8.4. In Figure 8.4(b), notation PP� and VV� refer
to ‘peak’ and ‘valley’ respectively).10 In the absence of forward-looking behavi-
our, configuration (a) is stable and (b) is unstable. The initial point in the
diagram depends on past values of x and y, so given the configuration shown in
Figure 8.4(a) there will be movement from any initial point towards the equilib-
rium. In contrast, in Figure 8.4(b), if the initial point is on PP�, equilibrium will
be reached, but from any other point the economy will move away from equilib-
rium.

Now suppose, instead, that we have forward-looking expectations, and that
variable y is the variable that responds to expectations (for example, the
sterling–dollar exchange rate, or an index of share prices) and that x is a
variable that moves more slowly (such as real output, or trade flows). Given an
initial value of x, y will jump to the value that agents perceive to be correct.
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two-dimensional models the solutions to which can be analysed graphically, there are thousands
of economic models the solutions of which look like one or other of these diagrams.



Figure 8.4(a) poses a problem, for there is an infinite number of values of y that
lead to equilibrium, resulting in indeterminacy. In contrast, in Figure 8.4(b), y
should jump to the value on PP�, for this is the only value that leads to equilib-
rium.11 This means that, with backward-looking expectations, finding a solution
to the model involves finding a system such as that described in Figure 8.4(a),
whereas under forward-looking expectations it means finding one like that
described in Figure 8.4(b).

The second point to be made is that the context is rarely sufficient to deter-
mine the equilibrium concept that should be used. Problems can be solved using
different models; even within the same type of model, different concepts of
equilibrium can be used. There are many reasons for this. Take assumptions
about expectations. There are strong theoretical arguments against both rational
expectations and backward-looking expectations: both are simplifications that
sometimes yield plausible results but in other contexts can yield nonsensical
ones. The economist has to decide which is best for the particular problem in
hand. Obviously fashion and conventional judgements play a role in economists’
theoretical choices, but fashions can and do change, sometimes rapidly: usually
it is because certain assumptions are found not to work. How this is done will
depend on the level of problem being tackled. For Type III problems, the econo-
mist may be able to test alternative models against data, though the
Duhem–Quine thesis, stating the under-determination of theories by data, means
that inferences about individual assumptions (rational or adaptive expectations)
are very much matters of judgement. For Type II problems, on the other hand
(and a fortiori for Type I problems), such a decision criterion may not be avail-
able. Problems concern markets or economies in general, and the appropriate set
of assumptions may differ from case to case. All the economist has to go on are
theoretical arguments (which may not be decisive) and lessons from individual
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case studies (which may not illustrate all possibilities, even when they admit of
clear interpretations).

The third point is that the concept of equilibrium, per se, carries no ontologi-
cal baggage. The method of equilibrium analysis, which involves postulating
models and then searching for equilibrium, is to do with solving models – with
establishing their properties. Equilibrium is defined in relation to the model, and
is not necessarily a property of the real world. As an example, take the concept
of involuntary unemployment:

[I]nvoluntary unemployment is not a fact or a phenomenon which it is the
task of theorists to explain. It is, on the contrary, a theoretical construct
which Keynes introduced in the hope it would be helpful in discovering a
correct explanation for a genuine phenomenon: large-scale fluctuations in
measured, total unemployment.

(Lucas 1981, p. 243)12

Lucas went on to say that it was not meaningful to ask whether a worker was
voluntarily or involuntarily unemployed: to talk of involuntary unemployment
was simply to abdicate from any attempt to explain unemployment in terms of
individual decisions. To talk about equilibrium is to talk about human behavi-
our. Of course, a specific concept of equilibrium may link closely to an assertion
about the real world. Steady-state growth, for example, is an equilibrium
concept that has clear implications: measurements tell us whether an economy is
in such an equilibrium. What is being claimed here is that there are so many
concepts of equilibrium, and so many ways they can be used, that statements
about the ontology implied by equilibrium have to be made case by case.

Evaluating economists’ use of equilibrium models

Critics of mainstream economics have often focused on the assumption of equi-
librium; two of the most well known are Kaldor (1972) and Joan Robinson
(1974). There are many reasons why their critiques need to be treated with con-
siderable caution. One is that the term ‘equilibrium’ has so many meanings that
critiques of it can encompass a wide variety of arguments. Kaldor, for example,
focused explicitly on general equilibrium theory, by which he meant the theory
of Arrow and Debreu. In response, Frank Hahn (1984) pointed out that such
models are not intended to depict reality: their point is to provide a counterfac-
tual analysis of what would be required if the economic system were to work
perfectly, the failure of these conditions implying that it will be flawed. This
meaning of equilibrium in such models bears little relation to that which lies
behind Robinson’s critique, which focuses on historical time and dynamics.
Another important reason for caution is that economists’ use of the term ‘equi-
librium’ has changed very significantly since the time of Robinson’s work.
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Robinson’s critique focused on the mechanical notion of equilibrium, as it
underlies supply-and-demand analysis: equilibrium as a point of rest. In the
1960s (and early 1970s) there was some justification for thinking that this
applied to a significant body of economic theory. However, the move towards
arguing in terms of inter-temporal equilibrium that took place during the 1970s
made it much less relevant. It is natural to think in terms of the equilibrium of
supply and demand in mechanical terms as a centre of gravitation. However, in
an inter-temporal model, where forward-looking expectations link one period
and the next, this may not make sense, for supply and demand do not exist inde-
pendently of expectations and are as volatile as the prices they are supposed to
determine. In an inter-temporal equilibrium, prices and expectations are deter-
mined simultaneously and equilibrium ceases to conform to the mechanical
analogy: we do not tend towards it. Either we are in it or we are not. Or so it
seems. Similar problems arise with strategic equilibria. Mechanical analogies, in
any meaningful sense, break down. Furthermore, in models with forward-
looking expectations, there is no implication that an equilibrium will be static in
any sense: ‘The idea that an economic system in equilibrium is in any sense “at
rest” is simply an anachronism’ (Lucas 1980, p. 708). There are equilibrium
models against which Robinson’s critique is valid, but it is not a critique of equi-
librium in general.

However, what I wish to argue is that equilibrium models should be evalu-
ated not according to whether they conform to beliefs about what the world is
like, but in terms of their problem solving ability, where this refers to problems
posed by our experience of the real world. If this argument is accepted, it sug-
gests that it is difficult to argue that the use of equilibrium analysis is, in prin-
ciple, flawed. The judgement has to be a pragmatic one – does the use of
equilibrium methods work better than other methods? This perspective seems
appropriate, given the methodological eclecticism that has characterised eco-
nomics in the past twenty years: the discipline appears to have been driven by a
search for methods that work, not through any commitment to a particular
notion of equilibrium. It thus seems reasonable to suggest that it is inappropriate
to refer to valid or invalid uses of equilibrium analysis without specifying the
problems that are being considered.

Lawson’s critique of equilibrium theorising (1997, 2003) is based on the
argument that the methods of mainstream economics are mismatched with the
reality to which they are being applied. His reasons for this claim have been
developed in too much detail for it to be possible to summarise them adequately
in a couple of sentences, but in general his argument is that the social realm (the
realm to which economics applies) has certain properties and that the methods of
mainstream economics rest on assumptions that negate those properties. Deduc-
tive theories apply to closed systems, whereas the social realm is open. The
social realm is internally related, whereas mainstream theories isolate its various
aspects. Human behaviour is transformational, whereas utility-maximising
agents with given preferences can do no more than respond rigidly and mechani-
cally to circumstances. Although there are several different aspects to it,
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Lawson’s argument is essentially ontological. I suggest that, because the social
realm is very complex, such a general ontological argument is inappropriate.
The salient features of the social realm – and hence the appropriate ontology –
cannot be identified in the abstract, but only in relation to specific problems.
Interestingly, Lawson does acknowledge that economics has ‘modelling suc-
cesses’ but concludes that the conditions under which they occur ‘appear a pos-
teriori not to be typical of the social realm’ (Lawson 2003, pp. 20–1). However,
perhaps there is no set of conditions that is ‘typical’: perhaps the social realm is
such that the range of appropriate methods is too large for such a claim to be
make sense. Lawson would appear to recognise this, in that he argues for greater
pluralism, but the argument presented here raises doubts about the ontology on
which his critique of mainstream economics is based. However, my suggestion
is that taking seriously the idea that economics is primarily a problem-solving
discipline has implications for the principle of ontologically based critiques of
economics; it also raises significant questions concerning whether greater plural-
ism would in practice be better than the status quo; my suggestion is that there
are good reasons why pluralism is probably desirable but pluralism has costs and
it is, at least in principle, possible that these costs outweigh the benefits.13

Conclusion

This chapter argues the case for taking a pragmatic view, influenced by Laudan
(1977), of economic theories and methods, and, hence, of notions of equilib-
rium. Despite the proliferation of abstract theory, economics is, at heart, a
problem-solving discipline in the sense defined above. The attempt to integrate
the whole of economics under the umbrella of general equilibrium theory
expired more than a quarter of a century ago. Attempts are made to claim that
game theory provides an alternative, and more general, organising framework,
defining ‘the method of economics’. However, as behavioural and experimental
economics, not to mention the ‘iceberg’ of less formal applied work that lies
beneath the more visible economic theory, demonstrate, that objective is
unlikely to be realised.14 Not only have consciously heterodox groups prolifer-
ated, but so too has variety within the mainstream. The latter has been driven not
so much by criticism from outsiders as from the development of new theories
and techniques from within – from what has been described as the tendency of
mainstream economics to subvert itself deriving theories and methods that call
into question ideas that had previously been accepted.15 Equilibrium has become
such an extremely elastic notion, with different concepts of equilibrium being
used to solve different problems. Though many economists talk as though they
are committed to the notion of equilibrium, the meaning of equilibrium is liable
to change when new methods are discovered that enable new problems to be
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tackled, and as a result the commitment to equilibrium means little more than a
commitment to solving models.

This chapter, therefore, makes two related claims. The first is that a pragmatic
or even pragmatist approach centred on solving real-world economic problems
fits very well what is going on within economics: that economics is, despite
appearances to the contrary, driven by the need to solve problems, and that
doing this has so far proved incompatible (except in the short term) with rigid
commitment to any one concept of equilibrium. When taken together with the
complexity of the socio-economic realm, this explains why concepts of equilib-
rium and the way in which they are used have proliferated. The second is that
such an approach offers an appropriate framework within which to evaluate
economists’ use of the method of equilibrium analysis. If one accepts this, it
becomes very difficult to argue that the method of equilibrium analysis is in
general flawed or inappropriate for economics; the case for or against equilib-
rium methods has to be made in relation to specific equilibrium concepts, and it
has to be made problem by problem.
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9 Equilibrium analysis
A middlebrow view

Warren J. Samuels

Controversy over equilibrium analysis is deconstructed, identifying
several dichotomies, including equilibrium as an analytical tool and a defi-
nition of reality; two different types of realism; study of an actual
economy and of a pure a-institutional conceptual model; ontological and
epistemological considerations. Further complications include the com-
plexity of the economy, multiple positions on each point; and the pragma-
tist nature of practice. The economics of disequilibration, disequilibrium
and equilibration is advanced as potentially richer than that of determi-
nacy, existence, uniqueness and stability of equilibrium solutions, though
neither group has superior ontological status over the other. Also praised
is the scope of Vilfredo Pareto’s equilibrium analysis.

There is no established economic usage for anything in economics.
(Frank Knight 2005 [1933], p. 35)

The controversy over equilibrium in economics continues, leaving those who
care about the issues in disequilibrium or disruption, certainly in disagreement.
The controversy has so many elements, so many side issues, and so many differ-
ences in definition of so many terms, to which are added unreasonable, even
exaggerated, claims, that it is not surprising that any considerable measure of
agreement on issues, including just what the issues are, is so difficult to attain.

The bundle of disagreements that must be deconstructed involves the mul-
tiple intersections of several dichotomies: one dichotomy distinguishes between
equilibrium as an analytical tool and a definition of reality. Another dichotomy
contrasts two modes of doing economics, the study of a pure a-institutional con-
ceptual model and the study of actual economies. Equilibrium as an analytical
tool can be utilised in both types of studies, though it is frequently associated
with the study of a pure conceptual model. Equilibrium analysis can also be
applied to the study of actual economies; however, because of its conventional



focus on problems of determinacy, existence, uniqueness and stability of equi-
librium solutions, its role there has severe limitations because of certain import-
ant exclusions. Another dichotomy is that of deduction and induction,
complicated by the operation of abduction. The relevant features include the
following: that deduction does not yield truth, only validity; that induction is not
much use in the case of pure conceptual models; that mathematics is both a tool
and a deductive system; that deduction, induction, fact and theory are all theo-
retical; that each of the combinations of deduction and induction, and fact and
theory, involves abstraction but also contributes to the process of abduction; and
that, in all the foregoing, the result is fictive and utopian. A further dichotomy
which contributes to complexity and disagreement juxtaposes the ontological to
the epistemological significance of the foregoing. Still other sources of disagree-
ment include the relevance of pragmatism and the meaning of realism. The basis
for these dichotomies and other complications is the enormous complexity of the
subject-matter of economics, the wide range of relevant methodological (onto-
logical and epistemological) considerations, and the desire of economists to be
recognised as doing science.

One would think that economists, of all people, would most readily appreci-
ate the relevance of the principle of opportunity cost. The adoption of any one
definition out of many, any one application out of many, and so on, necessarily
incurs the cost of the forgone alternatives. Every forgone alternative necessarily
raises problems. If equilibrium analysis centres on the conditions of equilib-
rium rather than the economics of disequilibrium and of equilibration, inatten-
tion to these latter constitutes cost, no less so than ignoring the former.
Practitioners of each equilibrist agenda must recognise both opportunity cost
and that identifying equilibrium economics in terms of only one use is a matter
of selective perception, training and preference. Disagreements also have other
sources, including the neoclassical research protocol. The protocol enforces the
production of unique solutions in a world in which there are few if any of them.
The defence is the same as that of equilibrium economics, namely to serve as a
check on reasoning and analysis. Putting the matter that way raises the question
of whether equilibrium analysis is a tool (or methodological assumption) or a
definition of reality. All these and other issues must be unpacked and
deconstructed.

It is because the economy is so complex and so multi-faceted, because each
facet can be approached from a number of different standpoints, and because
neither any one theory nor any one model can answer all our questions, that
theoretical pluralism, pluralism of methods or techniques and methodological
pluralism are warranted.1 ‘[E]quilibrium is a central organising idea’ (Hahn
1984, p. 43, quoted by Lawson 2005a, p. 424, emphasis added) and it is
indispensable (Backhouse 2004, p. 301). But so too are disequilibrium and
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equilibration, for without them equilibrium economics may well be ‘irrelevant’
and ‘treacherous’ (Kaldor 1972 and Robinson 1956, p. 59, both quoted by
Lawson 2005a, p. 425).

The following attempts to make sense of most of what is involved and 
to outline a reasonable position. I write as an open-minded eclectic who
appreciates the difficulties of being one and who, further, fully accepts the self-
referential nature of his own position. For example, I consider my model of the
interrelation of legal and economic processes to analyse correctly some of the
field’s most fundamental elements, but I also appreciate the epistemological and
ontological considerations which render the model problematic.

Conceptual and actual economy

Economists pursue two different relevant modes of doing economics. One mode
deals with an abstract pure conceptual a-institutional economy bearing no neces-
sary relation to any actual economy. The other mode deals with an actual
economy(ies) and the institutional arrangements that both instantiate and distin-
guish it from other economies. The study of markets can tend to be restricted to
a simple, conceptual price mechanism operating in a pure conceptual, a-institu-
tional market, or it can focus on an actual market(s) in all its complexities and
include, inter alia, the study of the factors – firms, governments, etc. – that help
form and operate through actual markets. In the former, resource allocation is a
function of the abstract pure conceptual price mechanism without attention to
the institutions that in actual economies control the formation of markets and the
working of the price mechanism therein.

The foremost expression of these two modes of doing economics has been
given by George Shackle:

There is the world of what we take to be ‘real’ objects, persons, institutions
and events; on the axis of abstract–concrete this world is at the concrete
pole. There is the logical or mathematical construct or machine, a piece of
pure reasoning, almost of ‘pure mathematics’, able to exist in its own right
of internal coherence, as a system of mere relations amongst undefined
thought-entities; this world lies at the abstract pole. And between these two
worlds there lies the world of names, linking the real-world elements with
the undefined entities of the abstract machine.

(Shackle 1967, p. 294)

Part of the problem of making sense of equilibrium, therefore, is its relation to
these two modes of doing economics. This aspect is typically mixed up with
other aspects, but deconstruction of equilibrium must proceed one step at a
time.

Tony Lawson has, in criticism, made a number of points, in part through
underscoring the views of earlier theorists. In his chapter in this book he argues
that modern economics fails to distinguish the properties of the models from the
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properties of the social reality the models aim to represent, and elides altogether
the distinction between the two. Elsewhere, Lawson has contrasted the status of
determinateness of equilibrium in the two modes of doing economics. Determi-
nateness, he says,

is precisely a property of relations used to describe the economic system,
whereas a balance of forces is an aspect of the economy, one that each
equation is said to represent. The former is a property of the theoretical con-
ception; the latter is thought to be a property of what the theoretical concep-
tion is about. The former is theoretic, the latter ontic.

(Lawson 2005a, p. 431)

Several points. First, those who work in the abstract or conceptual domain have
increasingly rebutted criticism by saying that their work is not directly related to
the concrete domain of actual economies, though this leaves them open to the
charge of being engaged only in puzzle solving. More important, they readily
apply reasoning and conclusions from the conceptual domain to the domain of
actual economies, typically without attending to Shackle’s third domain, ‘the
world of names, linking the real-world elements with the undefined entities of the
abstract machine’. Second, by referring to actual economies as ontic, Lawson is
going beyond identifying an aspect of all work (see below) and privileging the
status of actual economies because they exist and the conceptual domain is only
imaginary. Third, as Lawson argues, the application of equilibrium analysis to the
concrete and the conceptual domains involves very different circumstances. Equi-
librium readily exists in the conceptual world; it is not an observable feature of
actual economies; it is an import from the conceptual to the actual world.

Not surprisingly, therefore, Lawson relishes Hahn’s statement that ‘it cannot
be denied that there is something scandalous in the spectacle of so many people
refining the analyses of economic [equilibrium] states which they give no reason
to suppose will ever, or have ever, come about’ (Lawson 2005a, pp. 433–4,
quoting Hahn 1984, pp. 88–9). Actually, there is no reason so to suppose, given
the existence of the two domains. But many people have elided or conflated the
two. Those working primarily in the conceptual sphere have resisted importation
from the concrete sphere of the actual economy, while being willing to export,
although now most people recognise the impropriety thereof, given, especially,
the a-institutional nature of the concrete sphere.

The accuracy of Hahn’s just quoted statement as a positive rather than a
normative proposition is underscored by the following more obviously positive
propositions: ‘Existing economics is a theoretical system which floats in the air
and which bears little relation to what happens in the real world’ (Coase 1999, p.
2, quoted in Lawson 2005a, p. 427) and, once one abstracts from the first sen-
tence of the following:

Modern economics is sick. Economics has increasingly become an intellec-
tual game played for its own sake and not for its practical consequences for
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understanding the [actual] economic world. Economists have converted the
subject into a sort of social mathematics in which analytical rigor is every-
thing and practical relevance is nothing.

(Blaug 1997, p. 3, quoted in Lawson 2005a, p. 428)

and, straight to the positive point: ‘The great virtue of mathematical reasoning in
economics is that by its precise account of assumptions it becomes crystal clear
that applications to the “real” world could at best be provisional’ (Hahn 1994, p.
246, quoted in Lawson 2005a, p. 434). Lawson thus further argues that ‘equilib-
rium is merely a solution concept for a model, a property of a system of equa-
tions’ (Lawson 2005a, p. 435) and quotes Dixon to that end: ‘At its most
general, we can say that “equilibrium” is a method of solving economic models.
At a superficial level, an equilibrium is simply a solution to a set of equations’
(Dixon 1990, p. 356, quoted in Lawson 2005a, p. 435).

Lawson also quotes Hayek:

I am certain that there are many who regard with impatience and distrust the
whole tendency, which is inherent in all modern equilibrium analysis, to
turn economics into a branch of pure logic, a set of self-evident propositions
which, like mathematics or geometry, are subject to no other test but
internal consistency.

(Hayek 1937, p. 35, quoted in Lawson 2005a, p. 438)

and again,

I am now getting to a stage where it becomes exceedingly difficult to say
what exactly are the assumptions on the basis of which we assert that there
will be a tendency toward equilibrium, and to claim that our analysis has an
application to the real world.

(Hayek 1937, p. 47, quoted in Lawson 2005a, p. 440)

The disjunction between the two domains is raised by Roy Weintraub in his
discussion of the applicability of equilibrium, to which end he quotes Dorfman
et al. (1958, p. 351, quoted in Weintraub 2005, p. 450), who say that ‘It is the
model we are analyzing, not the world’. Weintraub’s principal relevant argument
is, of course, that Lawson’s ‘distinction between the theoretic and ontic “nature”
of equilibrium in fact reflects the contingencies of how equilibrium was manifest
in mathematical discourse in different periods of time’ (Weintraub 2005, p.
450). We shall see below that the mathematics can affect the economics, but for
now the distinction between the two spheres is itself important.

Roger Backhouse’s (2004) paper, which contains a partial defence of equilib-
rium economics, first notes Joan Robinson’s distinction between logical time
and historical time; in the present context, this is emblematic of the distinction
between conceptual and actual economies (Backhouse 2004, p. 291). He empha-
sises the problem of ‘the relation between economic models and the real world’
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(p. 298), though I will show below that the matter is more complicated: the pro-
duction and use of models, technically defined, takes place in both domains, and
are interdependent with each other. Backhouse urges that ‘Adam Smith and
most of the classical economists’, in talking about ‘equilibrium, or a center of
gravitation . . . were making claims about the real world. . . . In most contempor-
ary economics, on the other hand, statements about equilibrium are typically
statements about models . . . [which] refer to properties of abstract systems’ (p.
298). Backhouse thus accepts the importance of the distinction between conceptual
and actual economies. That his title juxtaposes history and equilibrium, and his text
juxtaposes models and the real world, only blends points and interferes with seeing
the elements of our problem separately. A particularly interesting illustration of this
is his report on Hahn’s argument that ‘the Arrow–Debreu theorems about Pareto
efficiency and general competitive equilibrium show what would have to be neces-
sary if the invisible hand were to operate efficiently. Because the model relies on
assumptions that could not possibly be true of any real-world economy, it follows
that the invisible hand cannot work perfectly’ (p. 298).2

Backhouse also acknowledges Christopher Bliss’s criticisms of equilibrium
economics in which ‘things are assumed to be constant which are certainly not
constant, though that is indeed a tendency’ and ‘that factors which ought to be
analysed and made the subject of economic theories remain un-analysed or are
analysed only crudely’ and adds that ‘In all these discussions there is a tension
between equilibrium being a completely neutral mathematical tool, akin to the
concept of a solution, and something with economic content’ (Backhouse 2004,
p. 300, in part quoting Bliss 1975, p. 125), which helps explain why equilibrium
analysis, while used in both domains, is much more used in doing conceptual
economics than in studying actual economies (to which some pure theorists
likely would reply, so much the worse for the latter). As we shall note below, the
significance of mathematics is even greater than this. One aspect centres on the
impact of the mathematics on the economic content of the formalist analysis.
(Surely the study of actual, as opposed to conceptual, economies is influenced
by non-economic considerations; so the impact of mathematics is not unique.)
Another aspect concerns the ‘many problems for which formal methods cannot
yet provide the solution and it seems reasonable to conjecture that this will
always be the case’ (Backhouse 2004, p. 303) – presumably both would also
apply to recursive and non-linear mathematics).

In his chapter in this book, Backhouse notes that certain economic models are
mathematical structures that are perceived to reveal something about the world
while being clearly distinct from the world. In some cases, the models may not
even depict the processes by which real-world agents are believed to achieve the
outcomes specified by the models, as, for instance, in the case of ‘as-if profit
maximisation’.
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The distinction between the conceptual and the actual economy is important
in itself. The distinction does not, however, mean that there is no mutual influ-
ence. How each is developed can have influence on economists’ work on the
other. For example, in a quite different field, we read that ‘theoretical models of
molecular structure . . . can be carriers of specific information about structures of
real molecules’, even though, while ‘theoretical models can be well corroborated
empirically, they cannot be treated as representations of real empirical 
systems but can play a very important role in experimental practice’ (Zeidler
2000, p. 17).

Thus we see that studying the actual (or the concrete) economy and studying
the conceptual economies are two different modes of doing economics and that
the use of equilibrium analysis has different connotations as between them. I
have myself earlier written that ‘The significance (and limits of significance) of
equilibrium results differs between such uses as equilibrium within the confines
of a particular model [in the conceptual domain] and equilibrium in the actual
economy’ (Samuels 1997, p. 78).

Furthermore, à propos of the difference between the conceptual world and
the actual world, both the actual and conceptual worlds are creations of mankind
and do not exist independent of mankind. However, the actual world does exist
in the here and now, whereas the conceptual world exists in the here and now
only in the minds of its users (as we shall see below) as a tool of analysis. As for
the ontological status of equilibrium, it has no existence independent of
mankind; in the conceptual world, equilibrium exists only in its contemplation
by users of the concept; the world of the actual economy offers almost as much
richness. Inasmuch as the conceptual economy is a mental construction of econ-
omists, there can be as many conceptual models, theories and concepts as are
putatively useful, given the interests of economists. As we shall see below, in
this context equilibrium analysis is a tool in both conceptual and actual markets.

Similarly we can distinguish the conceptual notion of a market from actual
markets: conceptual markets have no independent existence, existing only in
their contemplation by users of the concept; actual markets are driven by institu-
tions/power as well as actions motivated and/or legitimised by the concept; equi-
librium analysis can be used as a tool. Our knowledge of conceptual economies
is hypothetical; conceptual economies do not exist. Our knowledge of actual
economies is severely limited: complicated by deduction yielding only logicality
and induction being inconclusive as well as by wishful thinking, normativism
and prescriptive versus credentialist epistemology. And economists tend to treat
concepts as if they were, or were directly representative of, the actual economy
and as if they had ontological existence, which they do not have. (The reader’s
attention is called to the two different meanings of realism identified below, one
as the alternative to pure conceptualism and the other attributing absolute and
ultimate ontological status of existence.)

But the conceptual–actual dichotomy is only one dimension of our problem;
we have more to unpack.
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The ubiquity of abstraction

The conceptual economy is an abstraction from actual economies, in the sense
that its component elements are derived from our imagination and intellect
applied to our experience with and knowledge of actual economies. The compo-
nent elements bear no close, perhaps even no remote, relation to any actual
economy. It is Alfred Marshall’s ceteris paribus with a vengeance. The actual
economy with which we work, however, the actual economy in our head, so to
speak, is also, and necessarily, an abstraction. No mode of doing economics can
possibly include every aspect of an economy. Nor would we want it to. It would
be too burdensome, much beyond our capabilities and, differently from time to
time, our immediate interests. While a pure conceptual economy, properly
understood, has no direct connection with any actual economy, the picture of an
actual economy abstracts from much, likely very much, of its content. (See
Backhouse 2004, pp. 301–2.)

Abstraction can readily become hypostatisation or reification. Generalisations
can be made on the basis of examples – or wholes can be constructed from parts
– and then the generalisation or the whole can be treated as if it had its own
independent existence. As such it can be used, perhaps unwittingly by some, as
an idealisation of whatever it covers.

Abstraction, as is taught in Principles courses, is a tool with which the
number of active variables is reduced to a manageable few and/or those
somehow deemed most important (perhaps on the basis of theory, seemingly
involving circularity but actually comprising abduction) and holding the remain-
ing, excluded variables stable or constant under the rule of ceteris paribus. Equi-
librium analysis, as will be developed below, is also a tool and supplements
general abstraction. It is useful in tracing out the logical if not also the substan-
tive consequences of changing one (or more) variables in a model.

Fiction and utopia

Because practitioners of both modes of doing economics deal with abstractions,
almost totally so in the case of the pure conceptual economy and largely so in the
case of so-called actual economies, the stories they tell qualify as fiction – in the case
of an economics deemed scientific, science fiction. I say that not to denigrate but to
be accurate and consistent. This is true of neoclassical economics and of every other
school of economics – and of every school of every social science. Status emulation,
professionalisation and ego, as well as the conventional fiction–non-fiction distinc-
tion (which is a matter of usage and not of the ultimate nature of things) – make this
hard to accept. Indeed, the description of conceptual economics as dealing with an
economy that does not exist, and likely cannot exist, also comports with the defini-
tion of a utopia – a good place that is no place (Samuels 2003).

À propos of fiction, we have already seen Lawson’s use of statements from
Coase (‘a theoretical system which floats in the air and which bears little relation
to what happens in the real world’ (Coase 1999, p. 2, quoted in Lawson 2005a,
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p. 427)) and from Hahn (‘spectacle of so many people refining the analyses of
economic [equilibrium] states which they give no reason to suppose will ever, or
have ever, come about’ (Hahn 1970, pp. 88–9, quoted in Lawson 2005a, pp.
433–4; Hahn none the less also wrote that ‘equilibrium is a central organising
idea’ in economics (Lawson 2005a, p. 424, quoting Hahn 1984, p. 43)). Lawson
also quotes Hayek’s indication of his ‘concern with the admittedly fictitious
state of equilibrium’ (Hayek 1937, pp. 43–4, quoted in Lawson 2005a, p. 439).
Lawson (2005a, p. 426) himself writes of the neoclassical reliance on ‘con-
structs recognised as quite fictitious’.

Not only has the general term ‘fiction’ been used but the somewhat more spe-
cific terms ‘figure of speech’ and ‘metaphor’ also have been used. Several
authors have quoted Robinson’s dictum that, à propos of the balance of forces
analogy, the ‘metaphor of equilibrium is treacherous’ (Lawson 2005a, pp. 425,
437; Backhouse 2004, pp. 293, 294, quoting Robinson 1956, p. 59). Backhouse
(2004, p. 293) also cites Machlup to the same effect.

Agreement on the fiction description is obviously found on all sides, shall we
say, of the equilibrium issue. Such usage is not confined to economics. Black’s
Law Dictionary treats legal fiction in a manner that, generalising from several
case holdings, may be summarised as follows:

A legal fiction is an assumption or supposition or rule of law that something
which is or may be false is true, or that a state of facts exists which has never
really taken place, or that something is assumed to be true and will not be
allowed to be disproved, something which is false, but not improbable.

(Black 1968, p. 751)

The concept of equilibrium is a metaphor, perhaps some other figure of
speech. It is also a story design and, as will be seen below, a tool. It is a story
design, therefore a tool, in so far as it is used to define economic ‘reality’ and to
structure the stories told by economists. As such, it is one of numerous designs
of this kind; it also exemplifies the intellectual prolificacy but also fragility,
ambiguity and inconclusiveness of human reason and rhetoric.

Consider the proposition. The invisible hand is the competitive market which
generates, inter alia, equilibrium. The locution ‘invisible hand’ is widely seen as
a metaphor (or some other figure of speech). The term ‘market’ is one of some
four dozen candidates for the identity of the invisible hand but many people con-
sider that it, too, is a metaphor. The term ‘competitive’, like the other two, has
been defined in numerous ways, and it, too, can be said to be a metaphor. So we
may have in the original proposition one metaphor said to be defined by another
metaphor which is itself modified by still another metaphor. It is predicaments
like this, which are rampant in economics, that render economics ambiguous and
unable to answer the problems or questions addressed to it in a dispositive
manner. And it is this framework in which equilibrium, perhaps still another
metaphor, is embedded. The controversy over equilibrium seems puny in com-
parison.
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The claim may be voiced that the necessity of abstraction does not convey
carte blanche to invent fictions, especially to make the wrong abstractions. But
to claim that a wrong abstraction has been made is to make a substantive claim
about a process which in itself (when properly executed, i.e. without technical
errors) is not a matter of right or wrong. The abstraction bears no, or no neces-
sary, relation to actual economies. The error arises when a methodological
assumption in the conceptual domain is used to describe or otherwise apply to
actual economies. In any event, if, as is argued below, equilibrium is principally
a tool and not basically a definition of reality, though it can be applied to actual
economies, it is largely irrelevant to actual economies in terms of truth versus
falsity.

If, as Hahn wrote, equilibrium is a central organising idea in economics, then
it is obvious that there is much incoherence in economics; that is certainly the
case with another seeming foundational idea, the invisible hand. Yet words are
tools too.

Words and language in general both define and structure the world for us.
The world may be, ontologically, as a language defines and structures it; but it
may not. Language expresses ideas, but these ideas need not and probably never
have a given, transcendent, independent existence. Many words used in all
schools of economics are primitive terms. They are undefined and their user
relies on others to provide definitions satisfactory to them. If primitive undefined
term X is given different definitions or identifications by different auditors or
readers, it may be said that they all accept X but, because each defines X in their
own way, the level of agreement is almost non-existent.

That which is represented by words may or may not be indicative of anything
real in what below is called the Realism II sense. To have meaning does not
necessarily equate with having reality in that sense.

Fact and theory

It is now widely, if somewhat reluctantly, recognised that fact and theory are not
self-subsistent but are interrelated. Facts are theory-laden; they do not impose
themselves on a tabula rasa. Facts are seen as such on the basis of some theory
or other framing device. Theories are derived from facts seen in a particular
way. Definitions, in matters that pertain to the present discussion, tend to predi-
cate and give effect to some theory.

Deduction, induction and abduction

Any study proceeds in terms of deduction or induction, or, more likely, their
combination, abduction. Deduction is the process of reasoning from premise(s)
to conclusions in accordance with a system of logic. Deduction depends upon
aprioristic specifications of fact or data, which define the premises, as well as the
system of logic. The result of deduction is a valid conclusion. Validity is not, or
not necessarily, truth; to call a proposition or line of deduction valid is only to

Equilibrium analysis: a middlebrow view 175



say that its system of logic has been properly used, given the premises from
which deduction commenced. Euclidean and non-Euclidean geometries are a
case in point. They begin with a fundamental difference in premise and reach
diametrically opposite but valid conclusions as to the number of degrees in a tri-
angle. Both happen to be true under certain (and not other) circumstances.
Euclidean geometry holds for a plane (two-dimensional); non-Euclidean geome-
try, for curved space (three-dimensional).

Induction is a process of deriving knowledge from empirical experience
based upon a system of handling sense data. Induction depends upon aprioristic
deductive theories governing the perception of what is experienced, measured
and/or sensed. Each exercise of induction embraces a specific formulation of a
particular theory (the hypothesis), the specific domain or social space or data to
which it is proposed to apply and by which tested, the specific mode of inductive
logic to be used (e.g. statistical techniques), and the decision rule by which the
result is to be accepted or rejected. The inductive conclusion may not apply to
other formulations of the hypothesis, other domains (data sets), other modes of
inductive logic and other decision rules. Strictly speaking, the affirmative con-
clusion applies to (is true for) only the social space, etc., of the particular test
undertaken. Because some other formulation of the test may result in negative
conclusions, one cannot conclude on the basis of one or more (but not all pos-
sible) affirmative tests that the hypothesis is true, and vice versa.

Also, while one hypothesis could explain a result, a particular result can be
generated by several different causes. R or S can lead to T. Whether the instant
case of T is caused by R or S becomes the point at issue (for explanatory and/or
policy purposes). That R can cause T is not sufficient to conclude that R, rather
than S, has caused T in a particular case.

The nature of theory as hypothesis has been examined above. One other term
warrants notice: model. A theory as hypothesis has properly all the foregoing ele-
ments, from its specific statement to its decision rule. A model, by contrast, is a
group of variables structured in a particular way. A model lacks most if not all of
the elements of a theory and is therefore inconclusive, especially if it is a tautology
or truism. Models require amplification and specification; theories as hypotheses
qua hypotheses properly come fully equipped. Although models are different from
theories and both are means of abstraction, it is possible to think that models are
more abstract than theories, because of all the omitted elements; but nothing
primary to this chapter turns on that issue. Further, it may be that ‘Keynes’s obiter
dictum about “thinking in terms of models” can only mean thinking in terms of a
mathematical model, which is what a rigorous model meant beginning around 1920
outside the UK economics community’ (Weintraub 2005, p. 452). I would add that
models can be mathematical or discursive, i.e. non-mathematical.

The result is that Truth is extremely difficult to produce.
The conduct of deduction is, therefore, not purely a matter of deduction, and

induction is not purely a matter of induction. Deduction depends on induction
for its facts and theories; so too does induction depend on deduction, as above.
Induction helps supply or inform the premises of deduction; deduction helps
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supply or inform the hypotheses of induction. The facts of induction are theory-
dependent, and the theories of deduction give effect to the readings of fact
ensconced within the theories. So deduction and induction are dependent in part
on the other. But more is involved than simple propositions, premises and
hypotheses, and more is involved than the coexistence of deduction and induc-
tion. Abduction is the process of the combination of some form of deduction and
some form of induction, and their continuous interaction and revision. Like so
many other things, the process is recursive, one of mutual influence or determi-
nation, one of over-determination.

Deduction is used in both the conceptual and the concrete domains. Given the
nature of the conceptual domain – non-empirical, a-institutional, pure concep-
tual – induction is inapplicable. Mathematics is a system of deduction, to which
validity and not necessarily truth pertains, i.e. not necessarily description or
explanation of something in the actual economy. For many centuries it was
believed that the correct logicality of Euclidian geometry produced true descrip-
tion. The development of non-Euclidian geometry showed that correct logicality
was insufficient to produce true description or correct explanation (Weintraub
2005, pp. 450–1). Truth and not only validity could result only if the geometry
was correctly applied to suitable material. Euclidian geometry ‘worked’ with
negligible, even imperceptible, error over a range of distances on Earth only
because the curvature of the sphere was slight over those distances.

Lawson properly points to Hayek’s position. Hayek is principally concerned
with actual economies and the use of equilibrium techniques in their analysis.
He differentiates that use from ‘the whole tendency . . . inherent in all modern
equilibrium analysis, to turn economics into a branch of pure logic, a set of self-
evident propositions which, like mathematics or geometry, are subject to no
other test but internal consistency’ (Hayek 1937, p. 35, quoted by Lawson
2005a, p. 438).

Equilibrium analysis is applicable as a tool (see below) for the study of both
pure conceptual and actual economies. In the conceptual domain nothing
necessarily pertains to the ultimate nature of things, whereas in the domain of
actual economies, careful analysis can distinguish the different status of different
things in that respect. Moreover, it is possible for the mathematics to lead the
economics along lines quite different from those found in actual economies. That
situation parallels Benjamin Whorf’s argument with regard to linguistic structure:
A language whose sentences have a subject acting through a predicate inculcate a
world view in which active agents operate. A language whose sentences do not
have a subject acting through a predicate but instead have things simply happen-
ing do not have a world view in which active agents operate. The former leads to
an activist and the latter to a passive view of individuals in the world and of the
world itself (Whorf 1956). In economics, for example, determinism (such as is
found in pure mathematical logic) seems to preclude human volition and choice,
for example, demand occurs; free will, however, enables human volition and
choice – individuals demand. Entrepreneurs are active agents of change; others,
so one story goes, are mere passive responders to stimuli.
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Returning to Lawson, he has Smith ‘concerned with explaining a particular
state of affairs’ and Arrow and Hahn ‘concerned with showing that one exists.
That is, Smith is concerned with the ontic, with a real-world state of affairs,
whereas Arrow and Hahn are concerned only with whether the model system
has a formal property’ (Lawson 2005a, p. 433). Except that Arrow and Hahn are
dealing with a pure conceptual economy and its formal properties, so that, as
above, no connection necessarily exists with an actual economy, surely the
determination of existence, (even) in the context of a pure conceptual economy,
may be said to have an ontological import, to repeat, in that context. It remains
the case, none the less, that substantive ontological questions arise only with an
actual economy, i.e. with properties of the economy that the analyst seeks to
explain rather than with properties of ‘particular representations or formalisa-
tions of the economy’ (Lawson 2005a, p. 431). One may find it a stretch to con-
template the ontology of the imaginary, an image with no direct connection with
an actual economy and therefore a matter of pure imagination and no substance.
An ontology of zero (and no prospect of increase) is still an ontology albeit one
without substance.

The complication involves how one treats as data the creations of the human
mind, including the literature to which this chapter relates: they exist but not in
the ontological domain of the ultimate nature of things. Which brings us to
ontology (and epistemology), whose relevance has hitherto been begged here.
(A different sequence of topics would have had other topics begged at this
point.)

Ontology and epistemology: two types of realism

Three types of questions arise. In what sense does the economy exist? And what
and how do we know? And how is economics practised, i.e. what are the modes
of doing economics? Enormous confusion and incompleteness abound in most
answers. I suggest the following.

We have already examined the two modes of doing economics, the study of a
pure conceptual economy and the study of the actual economy. This is one pair
of alternatives. Those who study the actual economy emphasise realism (to the
other’s rigour); this orientation of realism – vis-à-vis the pure a-institutional con-
ceptual economy – I designate Realism I. A second pair of alternatives involves
the juxtaposition of the study of the actual economy to a notion of an absolute
ultimate economy, or the natural order of things, which I designate Realism II.
The connection between the two pairs is this: the pure conceptual economy may
– I stress ‘may’ because it need not – be taken to be an approximation of the
absolute ultimate economy.

Modes of doing economics (I)
1 First pair. Pure conceptual economy versus actual economy.
2 Second pair. Actual economy (Realism I) versus absolute ultimate economy

(natural order of things) (Realism II).
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If one equates the study of the pure conceptual economy with the study of the
absolute ultimate economy, and one need not do so, then there are three modes
of doing economics.

Modes of doing economics (II)
1 Pure conceptual economy.
2 Actual economy (Realism I).
3 Absolute ultimate economy (natural order of things) (Realism II).

Inasmuch as one need not equate the pure conceptual a-institutional economy
with the absolute ultimate economy (natural order of things), and because I want
to emphasise the two conflicts, I write in terms of the first list.

Ontology

This is the domain of theories of existence, of the nature of reality, here espe-
cially the relation of the actual economic system and the conceptual domain to
the ultimate nature of reality. If economics deals with prices, the production of
bread, money multipliers, production functions, liquidity preference, marginal
efficiency of capital, and the like, what is their meaning with regard to exist-
ence? Ontology has to do with the sense in which they exist and the sense in
which they are real. Metaphysics, a branch of ontology in this respect, has to do
with absolutes and ultimates, that is to say, with the ultimate nature of things –
things physical (material) and conceptual. The relevant use of ontology is to
assert or otherwise establish if something exists, in what sense, and especially, if
it has meaning independent of man. Neither the rules of basketball or football,
nor the principles of constitutional interpretation and application, nor the several
modes of doing economics, nor the economy would exist and have meaning in
the absence of man. Natural resources are natural because they exist independent
of man, even if man were not or were no longer on the scene, and they are
resources because they serve a human function. Without the internal combustion
engine and other instruments of technology, the oil found in nature would not be
much of an asset. Without man and therefore without the economy of mankind,
neither economic equilibrium nor economic disequilibrium nor economic equili-
bration would exist or have meaning.

Epistemology

Metaphysics makes knowledge claims. So too does the study of the material
world. Epistemology has to do with the nature of knowledge, specifically the cri-
teria by which knowledge is accepted as knowledge. Two types of epistemology
have arisen. (Does either exist and have an ontological status if man no longer
exists?). Prescriptivist epistemology asserts that certain criteria, and only those
criteria, elevated over all other criteria, must be met for a proposition to quality
as knowledge. Credentialist epistemology holds that propositions may satisfy
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various different criteria and thereby may qualify as knowledge on the basis of
the acceptance of a particular criterion(ia). Prescriptivist epistemology thus
affirms an absolute standard; in so far as, however, people differ about which
criterion is to constitute the prescription, this approach to epistemology is left in
the same position as the credentialist; in both people confront the necessity of
choice.

Two types of realism

The economics of the pure conceptual market is explicated using certain analyti-
cal tools to ensure logicality, given the specification of the pure conceptualised
market. Practitioners of the pure conceptual mode of doing economics may be
uninterested in how much and/or how accurately their models reflect the actual
economy, preferring the rigour of working with the pure conceptual economy to
the putative realism of the actual-economy mode of doing economics. From the
point of view, however, of those who prefer to study actual economies, those
who work with the pure conceptual economy have given effect to their prefer-
ence for, and chosen construction of, the pure conceptual economy and thereby
diminish (if not exclude) realism and elevate rigour over realism. Realism in this
respect or sense, Realism I, connotes the desire and the practice of one mode of
doing economics, namely, studying an actual economy. Such realism has to do
with the features or properties of the actual economy. Such realism – Realism I
– will be put to use, in part, criticising the putatively empty findings of the eco-
nomics of pure conceptual markets and/or the more grandiose but still putative
empty findings of the economics of the natural order of things, the absolute ulti-
mate economy.

The second type of realism, Realism II, affirms the study of the existence of
an economy that is given and independent in relation to man. This is the
economy of the absolute ultimate reality, the natural order of things. It is neither
empirical nor actual, nor need its study pay much attention to institutions,
though institutions can be approached in the modes of both Realism I and
Realism II. It likely has features in common with the conceptual economy, for
both can be seen as having been suggested by a notion of an abstract generic
economy.

Tony Lawson is a follower of Realism I. He denigrates the pursuit of the
study of the imaginary conceptual economy, preferring realism in the form of
studying actual economies. Paraphrasing but rephrasing him slightly, he con-
trasts the theoretic with the ontic (ontological). The theoretic denotes the fea-
tures and properties of a model in the mode of economics as the study of the
conceptual economy. The ontic denotes the features and properties of the actual
economy, the economy he would have economists study. Emphasis on the con-
ceptual economy, he feels, conflates the theoretic and the ontic, ‘with the latter
reduced to the former’ (Lawson 2005a, p. 430; see also 2005b, p. 455).

If ontology is the domain of theories of the various senses of the existence
and/or the nature of reality, here especially the relation of the actual economic
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system to the ultimate nature of reality, then both studies, that of the conceptual
economy and that of the actual economy, have an ontological character. One can
believe that one’s conceptual economy is that of the ultimate nature of reality or
that the actual economy is all that exists. From the former viewpoint, there is
ontic substance to the conceptual mode of doing economics; the conceptual
mode may have no relation to the actual economy but it is, or is close to, the
ultimate nature of reality. The problem here is that even if we were all realists in
this sense, of Realism II, we likely would disagree as to its content. Numerous
versions of the conceptual economy would arise. It is possible to believe that the
actual economy is more or less closely akin to the ultimate nature of reality, but
most practitioners of the study of the actual economy are, like Lawson, in the
camp of Realism I. They would find the ontic quality of the study of the actual
economy in the study of the actual economy itself. It would have, in their minds,
greater realism than the conceptual mode. They consider the study of the con-
ceptual economy to be without substance, hence to have no ontic quality. From
the point of view of ontology as a general philosophical domain, there is an
ontological quality to the conceptual economy and its theoretic (in Lawson’s
sense) practice, but that quality level is that of zero. From the point of view of
Realism I, however, only the study of the actual economy has ontic content, and
the conceptual mode of enquiry has none, period – hence has no ontological
quality. The difference is subtle but obviously important.

Thus Lawson correctly says that ‘Smith is concerned with explaining a
particular state of affairs’ of the actual economy, and that ‘Arrow and Hahn are
instead concerned with showing that one exists. That is, Smith is concerned with
the ontic, with a real world [I prefer actual economy, since “real” has the two
senses, Realism I and Realism II] state of affairs, whereas Arrow and Hahn are
concerned only with whether the model system has a formal property’ (Lawson
2005a, p. 433). He also correctly says of Hayek that ‘he recognises the theoretic
or a priori nature . . . [of the conceptual mode], interpreting it as a logic of
choice, while being driven himself always to provide an ontic account’ (p. 437).
And again, ‘Hayek is indeed concerned with equilibrium as an ontic notion; he
is concerned with prioritising the understanding of real-world situations or cau-
sation’ (p. 438). Pointing in his own way to zero ontic content, Lawson writes,
‘For Hayek seems to accept that the formal logical system of a priori considera-
tions must give us an equilibrium notion (one in which different individual plans
for action in time are mutually compatible) that is fictitious as a claim about the
existing state of affairs’ (Lawson 2005a, p. 439). Lawson is therefore able to
quote Hayek thusly: ‘it becomes exceedingly difficult to say what exactly are the
assumptions on the basis of which we assert that there will be a tendency toward
equilibrium, and to claim that our analysis has an application to the real world’
(Hayek 1937, p. 44, quoted by Lawson 2005a, p. 440; by ‘real world’ one
should read ‘actual economy’; the quotation is a splendid example of Realism
I’s view of the conceptual mode (or Realism II). Such is only to be expected of
those ‘who make the explaining of the actually existing social order the priority’
(Lawson 2005a, p. 443).
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À propos of equilibrium, whereas Lawson writes of different definitions or
conceptions of equilibrium, I also write of different uses of equilibrium,
however defined (see the following section), but the terms can be treated as syn-
onyms and therefore substitutable. Equilibrium analysis can be applied to both
the study of the pure conceptual economy and the study of the actual economy.
Equilibrium analysis in the study of the pure conceptual economy performs its
function of assuring correct rigour but is associated directly with no substance; it
is within the domain of Realism II. Equilibrium analysis in the study of the
actual economy performs the same function, but is associated with substance; it
is within the domain of Realism I.

Lawson also, importantly, writes that his ‘central claim translates into the
idea that some conceptions of equilibrium found in the literature are theoretic
and others are ontic’ (Lawson 2005a, p. 430; see also 431). He says that the
system determinateness conception typically is theoretic and the balance of
forces conception is typically ontic; the former operates principally in the for-
malisation role, and the latter as an aspect of the actual economy under study.
This is a useful dichotomy. It shows the applicability of the equilibrium concept
– albeit differently defined – to both modes of doing economics, that of the pure
conceptual economy and that of the actual economic system. There is no reason
to say, however, that equilibrium – say, as part of the trio of equilibrium, dis-
equilibrium and equilibration – is not a characteristic of the actual economy.
Equilibrium may never be attained or be observable but disequilibrium and equi-
libration are both attained and observable. It is obvious to me that this is an issue
of ontology, epistemology and linguistics and as such an example also of poten-
tial infinite regress.

Backhouse moves somewhat in this direction. (But his language is unclear
with regard to Realism I versus Realism II, though, if pushed, I would say he
means Realism I. He says that ‘It may be that there is a sense in which it is pos-
sible to speak of equilibrium as a property of the world, and it may be the case
that economists do this, but it is not necessary to take a position on this (Back-
house, this volume). The question is, what does he mean by ‘a property of the
world’, the actual rather than the conceptual economy or the actual versus the
economy in its form as the ultimate nature of things?) In his chapter in this book,
Backhouse writes that

the concept of equilibrium, per se, carries no ontological baggage. The
method of equilibrium analysis, which involves postulating models and then
searching for equilibrium, is to do with solving models – with establishing
their properties. Equilibrium is defined in relation to the model, and is not
necessarily a property of the real world.

I shall take up the question of whether equilibrium is an analytical tool or a defi-
nition of reality (in some sense). It may also be an honorific construct with
which to cast lustre on the economic system (‘equilibrium is both a technical
concept in economic theory and a normative term . . . equilibrium has associ-
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ations of harmony, balance, consistency’ (Backhouse 2004, p. 297)). It surely is
taught and used as a definition of reality, as a foundational concept, feature and
property of the system (which are separable from the properties of equilibrium),
though perhaps in the form, equilibrium tendency. If people did not use the term
in this way, the issue might or might not have arisen but it would largely have
withered on the vine. The concept of equilibrium carries whatever ontological
and ideological baggage people place on it. In any event, Backhouse goes on to
say, ‘Of course, a specific concept of equilibrium may link closely to an asser-
tion about the real world’ (Backhouse, this volume). He concludes this part of
his discussion with the statement ‘What is being claimed here is that there are so
many concepts of equilibrium, and so many ways they can be used, that state-
ments about the ontology implied by equilibrium have to be made case by case’
(Backhouse, this volume). I will take up next the matter of multiple concepts of
equilibrium. Suffice it to say that this is a weak, albeit perhaps necessary, argu-
ment to make in defence of equilibrium analysis. At any rate, it is not Back-
house’s principal argument; to it I turn in the next sub-section.

Weintraub presents a cognate issue. Lawson, he writes, ‘has confused ideas
about mathematics and the connection of mathematical ideas to economic ideas.
As a result, what he identifies as matters of logical necessity [for why, see
below] are nothing of the sort, but are, instead, manifestations of quite local and
contingent historical circumstances’, ‘the contingencies of how equilibrium was
manifest in mathematical discourse in different periods of time’ (Weintraub
2005, pp. 446, 450). I cannot comment on Lawson’s and Weintraub’s interpreta-
tion of the history of mathematics and of its relation to economics. But it is
likely clear that the sequence of stages of mathematical enquiry provided the
language in which economic ideas were expressed and, if so, it is thereby an
example of how the mathematics itself provides content for the interpretation of
the actual economy, so that the substance of the mathematical-economic formal-
ism is a function of ideas about the economy and the mathematics of the place
and time. As for equilibrium, Weintraub summarises his argument in the terms
of an earlier work:

As equilibrium is dependent for its meaning on the context in which it is
found, the meaning of equilibrium changes over time as the texts change.
No meaning has a privileged status because of its presumed correspondence
to the true equilibrium out there in the world.

(Weintraub 1983, p. 154, quoted in Weintraub 2005, pp. 446–7)

No one would have such worries, I think, if the subject of discussion were the
rules of football.

Weintraub also puts to his own use a quote from Dorfman et al. (1958, p.
351, quoted in Weintraub 2005, p. 448): ‘It is the model we are analyzing, not
the world.’ The three economists may be distinguishing their type of analysis
from both the ontic as the study of the actual economy and the ontic as the iden-
tification of the ultimate nature of reality. The former is because they are doing
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the economics of pure conceptual economies; the latter, because they do not
identify their model, etc., as the ultimate nature of economic reality.

I must acknowledge that some very important language is handled in an
ambiguous manner, leading to considerable uncertainty as to the writer’s inten-
tions. Consider the language ‘nature of the thing defined’, ‘intrinsic’ and ‘nature
or real essence’ of a thing. In a paper given on 19 September 2005 to the
Erasmus seminar on Philosophy and Economics, and a year earlier to the
Vancouver workshop on the History and Philosophy of Money, Uskali Maki dis-
cussed the ‘ontology of money’. Maki says, first,

Any such definition of the concept of money [one using a list of properties]
is therefore also a definition of money. This means that such a definition is a
real definition: a claim about the nature of the thing defined, not just about a
concept used to talk about it.

(Maki 2004, p. 3)

And second and third: ‘The intrinsic conditions [of money] consist of those
properties that constitute the nature or real essence of a thing’ (pp. 4–5). Maki is
interested in differentiating an ‘idealist’ account of social reality (e.g. money)
that is based on general acceptance or belief. He asks, ‘Does money exist? Does
it exist in any sense that would satisfy the realist?’ (p. 11). Maki also distin-
guishes between money and money universal, much as one would distinguish
between cows and cow-ness. After a carefully and closely reasoned argument,
Maki concludes that ‘Even if money were completely dependent on people’s
beliefs for its existence, there is a way in which it [money] could exist objec-
tively’ (p. 14). That way is scientific realism, which deals with a ‘social world
. . . dependent on the minds and beliefs of social actors, but . . . [which] may be
independent of the social sciences . . .’ (p. 14). Whereas

Purely idealist accounts of social reality make that reality entirely dependent
on people’s attitudes and acceptances, . . . it makes more sense to regard it as
itself dependent on the system of institutional interconnections. . . . On this
view, money, collective belief, and the system of institutional dependencies
mutually shape and condition one another.

(pp. 15–16)

Where does this leave us? In what sense are we to take ‘the nature of the thing
defined’, ‘intrinsic’ conditions or properties, and ‘the nature or real essence of a
thing’? If these terms are intended to apply only to the actual economy, the very
terms and their nuances seem to point either to a pure conceptual economy or, more
likely, to a given, independent, ultimate reality. Maki is trying to distinguish his
preferred form of realism from idealism, so the pure conceptual economy is ruled
out, leaving a given, independent, ultimate reality. But what does one achieve by,
what is added by ‘the nature of the thing defined’, ‘intrinsic’ conditions or proper-
ties and ‘the nature or real essence of a thing’? These are philosophically ‘strong’
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terms. Why use them to refer to cowness instead of cows? Why do so, indeed, and
then settle for an explanation that includes collective belief and the system of insti-
tutional dependences in mutual interdependence? And what is to be said of philo-
sophical efforts to create a belief in a particular form of realism that is consistent
with Maki’s argumentation?

If economists use ‘equilibrium’, using Maki’s reasoning, is it no longer
intrinsic? How does one know? What about class and power? Are they intrinsic
if we do not use them but not if we do use them? And in what sense, on what
level of realism, are ‘intrinsic properties’ to be understood, that of the actual
economy, or that of the ultimate absolute economy? The mystery deepens when
the statement is made later in the chapter that ‘The variables with which eco-
nomic models are concerned involve social interactions and human psychology’
(p. 21).

The ubiquity of multiplicity and its consequences

Whether we are discussing words, models, theories, facts, etc., the obvious fact is
the ubiquity of multiplicity. Not only is there multiplicity of definitions, there is
multiplicity of theories, premises, hypotheses, concepts, models and so on. To theo-
retical multiplicity and methodological multiplicity is added substantive multiplic-
ity along the foregoing lines. Theoretical pluralism, methodological pluralism and
substantive pluralism may suggest an embarrassment of riches. They give effect to
the complex and multi-faceted character of the actual economy and the many stand-
points from which individuals can interpret the actual economy. The same is true of
the pure conceptual and the ultimate absolute economies. They lead to several con-
clusions: the ambiguity and incoherence of the discipline involved; the situation
that concepts, models, theories, etc., are not dispositive of the issues to which they
are regularly and sometimes fundamentally addressed and therefore are inconclu-
sive; and the need and opportunity for individuals to choose and identify those
propositions with which to write finis to a problem of inquiry and thereby set their
own and others’ minds at rest.

This is the situation with equilibrium in economics. Backhouse (2004) has
provided, in effect, several lists pertinent to our problem of making sense of the
use of the concept. One list concerns the definitions of equilibrium, which
include the following (with some overlap):

1 A constellation of selected interrelated variables so adjusted to one another
that there is no inherent tendency to change in the model which they consti-
tute.

2 Mutual compatibility of a selected set of interrelated variables of particular
magnitudes.

3 System determinateness.
4 Balance of forces or order.
5 Where agents’ decisions are compatible with each other and no agent has

any reason to change his or her behaviour.
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6 Individual optimisation and consistency of plans.
7 All markets clear.

The general problems consequent to multiplicity are implicit in Backhouse’s
statement that Lucas’s ‘understanding of the term equilibrium is so different
from Robinson’s that their use of the same word is confusing’ (Backhouse 2004,
p. 300).

The second list contains ‘four main ideas about equilibrium’ (Backhouse
2004, pp. 295–6)

1 The absence of endogenous tendencies for change.
2 Balance of forces.
3 Correct expectations.
4 Meaning that no agent has any reason to change his or her behaviour.

Although I am interested here in multiplicity per se, it is noteworthy that equi-
librium, whatever else can be said about it, can be and indeed has served as a
means of introducing antecedent premises of one kind or another into economic
theory. These premises include the honorifics of laissez-faire, perfect competi-
tion, utility maximisation or rationality, perfect knowledge and selective inclu-
sion of endogenous elements. Several of these have multiple meanings and in
some cases it is not clear whether an assumption is being made or not (Back-
house 2004, p. 297). But multiplicity itself is a function of the complexity of the
economy, its many facets and the many standpoints or perspectives from which
they can be viewed and interpreted.

The multiplicity is not produced by superficial or transitory phenomena or
considerations. ‘If the term equilibrium economics were always used as a short-
hand for the same thing’, only a ‘minor problem’ would exist, ‘but it is not’.
Most economic theories ‘may bear [the Arrow–Debreu general equilibrium
theory] . . . a family resemblance’, but are ‘not strictly Arrow–Debreu models . . .
not exactly the same’ (Backhouse 2004, p. 297).

Another list ensues from consideration of confusion in ‘the relation between
economic models and the real world’. ‘[S]tatements about equilibrium’, Back-
house goes on to say, ‘are typically statements about models . . . [and] refer to
properties of abstract systems’ (Backhouse 2004, p. 298; NB with regard to the
discussion above of properties and like terms). The three items on the list, in
summary, are statements about equilibrium that

1 Are believed to apply to no real-world situation (i.e. no actual economy).
2 May or may not apply to the real world.
3 Are believed to apply, if only approximately or under appropriate con-

ditions, to the real world.

Backhouse notes that ‘Problems are created because there is sometimes confu-
sion about which category a particular statement falls into’ (Backhouse 2004,
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p. 298). This is in addition to the problems consequent to the frequent if not
usual non-substitutability of definitions of equilibrium; when ‘different types of
equilibrium . . . emerge when these concepts are applied in different models’
(Backhouse 2004, p. 296), and so on. The situation must be seen as even more
fluid when one reads Backhouse saying that the meaning and substance of equi-
librium vary with differing bundles of included and excluded variables or
assumptions. So, for instance, ‘Equilibrium in a market where only production
costs and preferences are specified is completely different from equilibrium in
one where transaction costs and costs of decision making are also included’
(Backhouse 2004, p. 302; see also p. 301; Backhouse does not say in what ways
they differ).

Let us construct our own list, of the ways in which multiplicity affects the
coherence of equilibrium analysis:

1 Varying definitions of equilibrium.
2 Varying beliefs as to the domain to which equilibrium analysis applies.
3 Applying different types of equilibrium in different models.
4 Differing bundles of included and excluded variables and assumptions.

Those four are clearly present in Backhouse’s candid survey. A fifth may be
only implicit in his discussion and likely should be included in the fourth.

5 Different power (rights) structures yield different cost structures and
thereby different equilibria of resource allocations (Samuels and Schmid
1994, 1997).

One of the important insights provided by economics is opportunity cost. One
of the limitations of pure conventional equilibrium analysis is that, concentrating
on the existence, conditions, uniqueness and stability of equilibrium, it has
neglected the study of endogenous disequilibration, disequilibrium, equilibra-
tion, multiple equilibria and like topics. Backhouse addresses the general issue.
Immediately after noting that in game theory ‘it has become well-known that a
great variety of solutions is possible and that outcomes are often highly sensitive
to small details in the description of the model’, he acknowledges that ‘when we
look for an equilibrium, we are abstracting from the process whereby that equi-
librium is reached . . . Assuming equilibrium rather than specifying the process
generating it is a simplification that enables us to construct a broader argument’
(Backhouse 2004, p. 301).

Four points call out for notice. (1) It is not clear that ‘a broader argument’ is
always correct; broader along one margin but not another, hence opportunity
costs. (2) Surely, examining the equilibration process may yield insight into
equilibrium per se. (3) This language tends to take place with regard to the con-
ceptual domain but is often worded in such a way as to appear to pertain to the
actual economy when it does not. (4) This is what used to be called armchair
theorising and is now called (after Coase) blackboard theorising, inasmuch as
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very little if any look-and-see techniques and studies are undertaken of the
actual economy.

No wonder that Backhouse writes, ‘Equilibrium means too many things . . .’
(Backhouse 2004, p. 303; the sentence continues, ‘and is rarely the key point at
issue’.) (See the epigraph from Frank Knight.)

The title of Backhouse’s 2004 paper is telling; in part, it reads, ‘A Partial
Defense of Equilibrium Economics.’ Among the armament in his intellectual
fortress are such lines as:

It is indispensable.
(p. 301)

Abstraction is necessary.
(p. 301)

To focus on [arguments about] equilibrium distracts attention from the sub-
stantive issues involved.

(p. 302)

to use ‘equilibrium theory’ as the label for the theory under criticism
encourages rejection of formal modeling in general.

(p. 302)

And the summation reads, ‘There is no argument to be made in principle about
the illegitimacy of equilibrium analysis’ (p. 301).

Consider the problem of distraction of attention from substantive issues.
Assume that two propositions are true: that equilibrium analysis is more at home
in the conceptual domain than in the domain of the actual economy, and that the
pure theory undertaken in the conceptual domain bears little if any relation to
the actual economy. What ‘substantive’ issues are in danger?

Backhouse desires to limit criticism of equilibrium economics. Such would
evidently reduce the multiplicity of positions on equilibrium, yet his defence of
equilibrium includes his acceptance of the multiple meanings and usages of
equilibrium: ‘The variety of the problems that economists face helps explain
why they use the term equilibrium in many different ways that are not all consis-
tent with each other. Different concepts of equilibrium are used to solve differ-
ent problems’ (Backhouse, this volume; see also Backhouse 2004, p. 301 and
passim). If ‘Economists should not face a choice between history and equilib-
rium’ (Backhouse 2004, p. 303), why should they be restricted in the criticisms
they can make?

To Backhouse, equilibrium is not defined independent of context. ‘Equilib-
rium’, he writes, ‘is defined in relation to’ the models in which it is used. ‘The
search for equilibrium is primarily a modelling strategy. . . . Because economists
work with many models, tackling different types of problem and at very differ-
ent levels of abstraction, they work with many concepts of equilibrium’ (Back-
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house, this volume). But ‘the context is rarely sufficient to determine the equilib-
rium concept that should be used. Problems can be solved using different
models, even within the same type of model, different concepts of equilibrium
can be used.’ Surely there is plenty of opportunity for criticism. Should they
have to surrender the opportunity to criticise when criticism and dissent are
crucial to the growth of knowledge and the health of disciplines (see Samuels
2005, pp. 395–6; Samuels and Fiorito 2006)?

Backhouse uses multiplicity to turn criticism against the critics: One
reason ‘why their critiques need to be treated with considerable caution . . . is
that the term equilibrium has so many meanings that critiques of it can
encompass a wide variety of arguments’ (Backhouse, this volume). Ironically,
Backhouse again gives the opponents of equilibrium economics armament for
their attack. If during the last few paragraphs the reader wondered where in
all this does the actual economy come through, one answer is that equilibrium
analysis is suited to the conceptual mode of doing economics and not, or not
much, the mode of the study of the actual economy. But in his contribution to
this volume he provides a different answer: ‘equilibrium models should be
evaluated not according to whether they conform to beliefs about what the
world is like’ – no mention here of any concern comparable to Maki’s – but
in terms of their problem-solving ability, where’, he adds, ‘this refers to prob-
lems posed by our experience of the real world’. Throughout his chapter he
emphasises how much doing equilibrium economics involves ‘matters of
judgement’ such that if the problem-solving argument is accepted, ‘it is diffi-
cult to argue that the use of equilibrium analysis is, in principle, flawed. The
judgement has to be a pragmatic one . . .’ His conclusion is that ‘Equilibrium
has become such an extremely elastic notion, with different concepts of equi-
librium being used to solve different problems.’ Economics, he writes, is
‘driven by the need to solve problems’ such that ‘a pragmatic or even prag-
matist approach centered on solving real-world economic problems fits very
well . . .’

I agree with his pragmatist position. (I agree positively and, because (1) I
think there is no alternative and (2) find it ubiquitous, I do not need to consider
the normative side of the matter.) But how many neoclassical economists would
be willing to adopt that position? Heretofore pragmatism has not had such an
explicit honorific position. I suppose that Backhouse is making a virtue of neces-
sity: ambiguity, incoherence, inability to dispose of the issues to which equilib-
rium, etc., are addressed, and the necessity of choice are due, in part, to
multiplicity but what ‘science’ has taken pride in the pragmatic, perhaps even
the existentialist, position? Certainly not the mind set which seeks determinate
unique optimal equilibrium solutions. Backhouse’s affirmations may be more
critical than the criticisms of the critics. The idea that ‘the choice of equilibrium
concept matters’, it ‘can have a dramatic effect on a model’s conclusions’ con-
tinues the fortress building more or less begun by Milton Friedman’s methodol-
ogy of positive economics. Both move away from realism to pragmatism as a
defence of neoclassicism.
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At any rate, in his chapter in this book, Backhouse provides yet another list
illustrating multiplicity, a list of different types of equilibrium. It includes:

1 Partial versus general equilibrium.
2 Perfect versus imperfect competition.
3 Short run versus long run.
4 Inter-temporal equilibrium.
5 Temporary equilibrium.
6 Adaptive-expectation equilibrium.
7 Perfect-foresight equilibrium.
8 Rational-expectations equilibrium.
9 Strategic equilibrium (Nash equilibrium in non-co-operative games).

10 Sub-game-perfect equilibrium.

to which he could have added

11 Continuous equilibrium (Lucas) (from Backhouse 2004, p. 297).
12 Restorative.

The surprising aspect of multiplicity is not its ubiquity but that in matters of
equilibrium, a technical term (unlike the ‘invisible hand’) and an important
foundational concept, we find a primitive term, a term whose meaning is defined
differently by different users. That the term remains primitive and without sin-
gular definition attests to the continued youthfulness of the discipline, self-
congratulatory epistles to the contrary notwithstanding, the fundamental
complexity and heterogeneity of the economy, lack of unbiased, open-minded
analysis of the concept and/or a core of pragmatic, ultimately agnostic founda-
tions. Machlup’s dictum that equilibrium is ‘a term which has so many mean-
ings that we never know what its users are talking about’ (Machlup 1991, p. 43)
suggests that if equilibrium means so many different things, then it can appeal to
more people. Meaning all things to all people is not only indicative of a primi-
tive term but a formula for popularity, a concern itself at the heart of the
sociology of the discipline.

Equilibrium as tool or definition of reality

Thermometers, of which there are different kinds, give temperature readings but
temperature exists independent of our measurements of it. The thermometers
have their own independent existence but neither they nor the human tempera-
tures they measure would exist without mankind. Thermometers are tools and
the only definition of reality associated with them is Realism I, the actual world.

A carpenter’s tools have different functions. The functions and use are due to
mankind. The tools would not exist without mankind, although the materials
from which they are made would exist without mankind. Other than those
materials used by mankind to manufacture the tools, the tools’ significance and
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results are due to mankind. The only definition of reality associated with a car-
penter’s tools is Realism I, the actual world.

Alfred Marshall created a number of tools for, as it turned out, Joan Robin-
son’s toolkit. Is elasticity of demand or cross-elasticity of demand a tool or
something which helps define reality in the sense of the actual economy?
Without either tool and its measurement, there would still be the human activity
that gave rise to it. The development and use of the tools both reflects and selec-
tively channels our definition of reality. The concepts belong to the categories of
both tool and definition of reality and the latter is again Realism I, the actual
world.

What of the representative firm? Firms exist of varying age and stage of
development but the representative firm is a conceptual construction; it is a tool
to be used in analysis. Actually it is not quite that simple. The use of the term
enables the introduction of certain variables and the exclusion of others into
analysis. The term, like elasticity and cross-elasticity, is a tool of model con-
struction, its use a function of designing, and defining, the world in a certain
way. The representative firm is to be found in both modes of doing economics,
that of the pure conceptual economy and that of the actual economy. That places
the term in Realism I.

What about Realism II, ultimate reality? Our notion of ultimate reality, of the
ultimate nature of things, can include whatever we want to identify with. Inclu-
sion of the wholly conceptual is perhaps more equivocal than that of key empiri-
cal elements. Cows, surely; cowness, doubtful but possible.

Equilibrium, without doubt, is a tool. It enforces logicality, rigour and cor-
rectness. It is also a definition of reality. To use equilibrium analysis is to
presume that the world has the equilibrium feature (seemingly Realism I) as part
of its nature (seemingly Realism II). In fact, though the use of the equilibrium
concept alone does nothing to enforce their consideration in analysis, equilib-
rium is inevitably tied to the much neglected disequilibration, disequilibrium
and equilibration. Without the presence of human beings and their buying and
selling activities, economic equilibrium does not exist. Given those activities,
even if we were unaware of all that equilibrium means, equilibrium would still
be a feature of the economy. Clearly it is used as a tool and also helps define
reality in both the pure conceptual and the actual economy modes of doing eco-
nomics. But it is not part of the ultimate nature of things, Realism II.

The realities which equilibrium helps define are certainly the actual economy
and the pure conceptual economy. The actual economy exists independent of our
perception and definition of it, though it does not exist, I would say, independent
of the existence of mankind. The pure conceptual economy is what we make it
out to be, but it does not exist independent of our conceptualising activity and
our economic activity, and it could be defined in part by equilibrium. Conceptual
tools inevitably, I think, help define reality. That is true of Reality II, ultimate
reality, which is defined by mankind deliberatively and non-deliberatively. If
there is a Realism II it would have to survive the demise of mankind, else it is
only a belief, like the rules of poker.
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Murray Milgate has written that ‘From being the central organizing principle
around which the whole of economic theory was organized . . . equilibrium has
become a category with no meaning independent of the exact specification of the
initial conditions for any model’ (Milgate 1987, p. 182, quoted by Backhouse
2004, p. 292). Either way, equilibrium is a tool one of whose functions is to help
define reality.

The foregoing speaks, however, in terms of general categories. There are
times when equilibrium is a tool and times when it defines reality. The question
is about which it is in particular cases, and that is a matter of interpretation. As
Backhouse (2004, p. 300) puts it, ‘In all these discussions there is a tension
between equilibrium being a completely neutral mathematical tool, akin to the
concept of a solution, and something with economic content.’ Among
contemporary contributors to the discussion, Backhouse is perhaps the most
insistent on equilibrium as a tool of analysis; for example, the indispensability of
equilibrium is as a tool of analysis (Backhouse 2004, pp. 299, 301 and passim).

Which raises the question of the neoclassical research protocol. The standard
form of doing research within neoclassicism requires that one attain a determinate,
unique, optimal, equilibrium result. This requirement can be considered a tool. To
attain that result, however, requires – as part of its function as a tool – ruling out of
bounds by assumption all those variables that would otherwise prevent reaching
unique determinate solutions. This has become a key component of equilibrium
economics inasmuch as equilibrium is another part of the protocol. But removing
certain variables from economic theory, whether theory in the pure conceptual
mode or the actual economy mode, has an effect on the definition of reality. Any
variable not included under the protocol will not qualify for the definition of
reality. The protocol has a narrowing effect. If the actual economy has not one but
several, even numerous, optimal solutions, the protocol serves to hypostatise or
reify only one. Knowledge produced under the protocol is that of the pure concep-
tual mode; it is not consistent with actual economies. Were we to find within neo-
classicism the proposition that price structure is a function of the structure of
rights, so that the possibility of different rights structures means different optimal
equilibrium solutions, the protocol would have evaporated and been discarded. Of
course, the change itself would have been due to a change in the discipline’s defin-
ition of reality; such provides an example of the hermeneutic circle. But it would
mean a very different economics; inter alia, it would expand Backhouse’s lists of
multiplicity and be justified by his argument that multiplicity reflects the complex-
ity of the actual economy. If economic theory ‘deals with abstract worlds that in
some cases describe no conceivable world, and with problems that do not even
make sense outside that theory’ (Backhouse, this volume), then surely power in
the form of rights both describes a conceivable world, i.e. the actual economy, and
makes sense even within traditional theory, given a broadening of its scope. The
change would change the tool and do so within Realism I. Whether it would come
within Realism II is problematic but likely not: the problem of the structure of
power might well enter Realism II but the structure of power, especially the status
quo structure of power, would not.
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One further point. It is said that equilibrium analysis enforces rigour. Aside
from the fact that constructing equilibrium models is not the only way to do eco-
nomics rigorously, the need for rigour is context-dominated. Imposing the neo-
classical research protocol means assuming away everything that would
otherwise prevent reaching determinate unique optimal equilibrium results. That
both narrows the subject and reduces the respects with regard to which the
analysis has to be rigorous.

The ontological claims of orthodox and heterodox
economists; pragmatism

The genesis of this chapter was the felt need to make sense of the present stage
of the controversy about equilibrium economics. It was also to make sense of the
relation of heterodox and orthodox economics on that basis. I now take up the
question of the ontological status of the two, with caveats that each group – het-
erodox and orthodox economists – is heterogeneous and that the limits on
enquiry raised above apply to both.

The bulk of this chapter has dealt with equilibrium economics, the economics
of orthodoxy. One would expect the members of each group to claim superior
ontic (ontological) status. And so they do. This is Lawson’s position. I am not
sure it is Backhouse’s position but he at least seems to lean that way. As we
have seen, in one respect at least he and I seem to concur, namely the status of
economics as pragmatist.

My view is that the heterodox economist has no greater ontological claim
than the traditional equilibrium theorist and the choice between the pure concep-
tual and actual economy modes is subjective and normative. If one contemplates
Realism II, the quest for the ultimate and absolute nature of economic life, then
since I find that very little if anything qualifies, neither can claim superior onto-
logical status of that type. If, for example, neither the microeconomics of
resource allocation nor the institutional economics of power and rights would
exist in the absence of man, even assuming that Realism II makes sense – a
question I do not discuss here – then neither orthodox nor heterodox economics
can claim Realism II ontological status, hence neither is superior in that respect
to the other. One may subjectively prefer equilibrium economics or power-struc-
ture economics, but that is insufficient to qualify for Realism II status. And
surely to assert such qualification is to render wishful thinking, one’s subjective
preference, the basis of the ultimate nature of things. Such would be the ultimate
hubris.

Orthodox and heterodox economics can qualify only as candidates for
Realism I. That is true of both the pure conceptual and the actual economy
modes of doing economics. To say that either equilibrium economics or power-
structure economics has superior ontological status is likewise to give effect to
one’s subjective preference. It may be felt that equilibrium economics is more a
research objective than a definition of reality. It may be felt that power-structure
economics runs deeper than the mechanics of the equilibrating price mechanism,
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etc. But both equilibrium economics and power-structure economics are tools,
both involve abstraction, both evidence multiplicity, both can be practised on
one or the other mode of doing economics, and both deal, vis-à-vis the natural
order of things, with the actual economy and its definition – in short, power-
structure economics is both a tool of analysis and a definition of reality. Both
practitioners of equilibrium economics and practitioners of power-structure eco-
nomics are doing what comes naturally (pun intended) to them, i.e. what inter-
ests them. If one can teach the economics of full employment at 9:00a.m. and
the economics of less than full employment at 10:00a.m., then one can teach
power-structure economics at 11:00a.m. One can believe that one is more realis-
tic (in the sense of Realism I) than the others, but none has an existence in the
domain of Realism II, and neither has anything but a subjective preference to
ground a claim of superiority in Realism I. The ‘real’ argument is about what
should be the subject of analysis. That is a matter of normativism. Giving nor-
mativism Realism II status is hubristic.

There is an old quip about someone who sees his own favourite topic and his
own favourite conclusion in everything he observes – it is all utility maximisa-
tion, it is all sex, it is all power . . . and so on. One favourite topic of mine is
what explains what people do. My favourite conclusion is pragmatism. Notwith-
standing prescriptive morality, theology, custom and the like, which tend to
emphasise received moral rules, etc. (but practise pragmatism, as in the dif-
ference between manifest and latent function, for example), it is people’s
concern with consequences that governs what they do. They may reason within
or in the language of received morality but received morality is handled and
applied on pragmatic terms. The same is true of equilibrium economics and of
power-structure economics, true with regard to the status given them and the
conduct of their use by orthodox and heterodox economists respectively. It is
also true of law.

One can also say that just as not all aspects of the actual economy are equally
amenable to equilibrium analysis, not all are equally amenable to power-struc-
ture analysis. Considerations of the division of labour should warrant the prac-
tice of both types of analysis and each within both modes of doing economics,
pure and actual. It is, ironically, the practice of status emulation which enables
the equilibrium economist to claim ontological superiority. The claim of onto-
logical superiority by devotees of power-structure economists is likely fuelled
by status emulation. The irony is that the economist seen as orthodox, Adam
Smith, and the economist seen as heterodox, Thorstein Veblen, both attributed to
status emulation much of what people do.

Conclusion

Economics itself has no transcendent ontological existence. Economics is made,
not found. It is continually being made and remade, by efforts to publish that
which will be accepted by others sufficiently to make a change in what is con-
sidered economics. Models, theories and concepts are instrumental in the contest
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over the reconstruction of economics and of the economy and polity. They are
the terms and frameworks which help us define reality for ourselves, upon which
we make choices and act.

Truth in an epistemologically and ontologically conclusive sense is difficult
to achieve, yet people have a need to believe. They will adopt whatever proposi-
tion or belief satisfies them, quiets the imagination, sets minds at rest, serves as
psychic balm, i.e., exemplifying Adam Smith’s (1980) argument in his ‘History
of Astronomy’ and George Shackle’s in The Years of High Theory (1967).

People do have a general need to believe, and disciples of various belief
systems compete to satisfy that need. This is all bound up with the structure and
the future of the economic system. The difference between theologically based
belief systems and economically based ones is that the former is conceptualised
in terms of God and the latter in terms of some pure or ideal version of the
system.

Equilibrium is a conceptual tool, conclusively dispositive of nothing in a
world of multiplicity and in a discipline utilising pure concepts that directly
relate to nothing actual at least in the sense that no or little study has been under-
taken of the connections and relationships between the pure conceptual world
and the actual world. In applying the logical conclusions of deductive analysis to
actual economies, there is no proof that the actual economy bears any relevant
relation to the conceptual economy. This is especially the case in the absence of
much, if any, attention to relating the conceptual economy to the institutional
foundations and consequences of the actual economy.

At work are filters and sieves, allowing certain ideas, theories, models, etc.,
to enter, contend, and survive, and not others. For example, the use of the ration-
ality assumption, maximisation, equilibrium technique(s), the neoclassical
research protocol, pure conceptual categories, etc., determines who is insider
and outsider, who is orthodox and who is heterodox. In all this, economists are
making, not finding the economy to be deployed by economics. This economy
may provide only limited, even specious, representation of and not correspon-
dence with reality, applied to the actual economy but, lacking institutional speci-
ficity, it has no fundamental connection to it. Economists define the economy for
themselves, allowing for some but not all of the complexity of actual economies,
i.e., controlled complexity. At bottom is the question, who owns economics?

However much one recognises diversity and multiplicity, and however much
they and discussion of alternative interpretations may prevail in a certain
segment of the discipline, the prevalent practice of the discipline as a whole is
much more monistic. What Joseph Spengler called the problem of order –
working out the conflicts between continuity and change, between freedom
(autonomy) and control, and between hierarchy and egalitarianism – applies to
economics (Samuels 1996). Thus, for example, Backhouse seems willing,
however reluctantly, to enlarge the domain of equilibrium economics to the
study of disequilibration, disequilibrium and equilibration but more basically
seeks to ‘preserve the notion of equilibrium as the central category of the analy-
sis’ (Giocoli 2003, p. 137).
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Although Lawson and Weintraub disagree on what the history shows, it is
clear that much history of mathematics and of economics is warranted, even
though the influence of mathematics on economics is part of a larger system of
relationships. The mathematics used channels the economics. The use of the
mathematics of static mechanics, rather than non-linear and recursive mathemat-
ics, has led to and/or reinforces the focus on equilibrium and on seeking the con-
ditions of determinacy, existence, uniqueness, stability and optimality of
equilibrium. This had led to the exclusion of (1) much of the recursive
relationships among variables, (2) non-linear relationships and other aspects of
complexity, (3) operation of the adjustment process, (4) factors and forces pre-
venting attainment of equilibrium, (5) determination and path of actual operation
of economy, and so on. Further, the economic preconceptions brought to bear
channels both the mathematics and the economics, for example Pareto optimal-
ity, the neoclassical research protocol and constrained optimisation. How much
of economists’ mathematical practice is due to the mathematics they use and
how much to their own programme become important questions. Formal
mathematical modelling per se is not the problem, though it contributes to the
neglect of topics not readily addressed by the mathematics or the economic
preconceptions.

Multiplicity is not to be denigrated. It is one reason why we have an economy
and why there are multiple adjustment mechanisms and multiple possible equi-
libria. In a complex world, different stories need to be told. Consider a simple
Keynesian equilibrium/equilibration account. From a period in which I�S, a
decrease in portfolio investment takes place which leads to more spending on
real plant and equipment. This makes I�S which leads to a (further) rise in the
marginal efficiency of capital and an increase in income and thereby an increase
in consumption. Eventually a new equilibrium takes place in which I�S, at a
different level than hitherto. If the increase in spending leads to an increase in
interest rates, less investment will ensue than just contemplated, with less
income and less consumption and saving, with I�S higher than the original and
lower than it would have been had the interest rate not increased. This story, 
and perhaps any one like it ventured by readers, is an example of equilibration
and equilibrium. Different substantive assumptions about spending and its con-
sequences yield different equilibrium results. No unique determinate solution
here; rather a variety of possibilities depending upon behavioural choices and
various micro and macro-level adjustment processes.

Consider that an allocation of resources ensues from a price structure which
results from the combination of the structure of rights, costs and individual
spending decisions. A change in price structure and/or costs and/or individual
spending decisions or in market structures leads to a different allocation of
resources. A change in one category of resource allocation may induce another,
which initiates a new and different allocative equilibration process and resulting
equilibrium allocation of resources. No unique determinate solution here. Rather
a variety of possibilities depending upon behavioural choices and various micro
and macro-level adjustment processes. This story, and perhaps any one like it
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ventured by readers, is an example of a change in the economic significance of
rights disequilibrating individual opportunity sets, actions constituting disequi-
librium and equilibration.

In the second semester of the year-long Principles of Economics course
taught by Walter Buckingham Smith at Williams College in the spring of 1930,
during a discussion of government promotion of business, Smith is reported to
have referred to the ‘old mercantilism’ still existent in one place on the earth,
‘the US Congress’ (Samuels and Johnson 2006, p. 99). This is an interpretation
of a definition of reality. Another interpretation could be ‘business socialism’;
still another, ‘the political economy of rent seeking’ and yet another, ‘the opera-
tion of representative democracy’. And so on. One can intuit an equilibration
process at work in the competition among economic and nationalist interests, the
legal framework of the economy being object of capture and use (a competitive,
recursive process), a mode of allocating resources and an instrument of manu-
facturing belief. Equilibrium analysis could thus be applied to any of the mul-
tiple definitions of reality. The analysis need not be constrained to seek only
unique determinate optimal equilibrium results. The analysis need not be mathe-
matically formalist. The equilibrium analysis should encompass endogenous dis-
equilibrating developments, disequilibrium, equilibration, and adjustment
mechanisms, all the while paying attention to the actual factors and forces at
work in the economy in which we live. To that end, abstraction would necessar-
ily be used to limit the variables placed and structured within the model, and
some if not much of the discussion would be of what here has been called the
conceptual mode of doing economics. In this exercise it is neither necessary nor
useful to assume given, fully defined rights as one step on the road to a determi-
nate unique result. Rather the analyst assumes, or observes, that questions of
rights are never solved once and for all time (Lerner 1972, p. 259; see Sturn
2004, pp. 328–9). Moreover, because of abstraction, it is difficult if not imposs-
ible but unnecessary to establish whether the analysis was predicated on a tool
or a definition of reality, or whether the use of the equilibrium tool rendered the
analysis a pure conceptual definition of reality or was applied to an actual
economy. Equilibrium analysis can but need not facilitate rigour in deduction; it
can also be a means of achieving realism, but the realism of actual economies
without assuming either something absolute or ultimate or that the economy of
the model reflects the natural order of things.

I surmise that very little if any of the type of criticism and defence against
criticism would be felt necessary if Vilfredo Pareto’s general equilibrium theory
of society had become a, if not the, form taken by economics in the twentieth
century (Samuels 1974). Pareto describes and models a society in which power,
knowledge (including pseudo-knowledge) and psychology are the three prin-
cipal social forces or domains, in which, in part, psychology is manipulated in
order to influence belief, in turn in order to manipulate power. He examines
these variables and these processes using the techniques, non-mathematical to be
sure, of equilibrium analysis. His analysis encompasses much of the heterodox
topics and heterodox themes heretofore excluded from mainstream, neoclassical
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economics. Why such exclusion happened is an interesting, indeed important,
question, but cannot concern us here. Pareto has provided a set of concepts, a
model and a definition of reality, each of which combines equilibrium analysis
and the heterodox research agenda. Until now, no participant in the conversation
about equilibrium analysis has seen fit to suggest Pareto (the Pareto who goes
beyond Pareto optimality). The orthodox economists seem unwilling to apply
equilibrium to Pareto’s enlarged domain, perhaps because they would have to do
equilibrium analysis differently. The heterodox economists seem unwilling to
pursue Pareto’s enlarged domain in conjunction with equilibrium analysis,
perhaps because of the bad taste of traditional equilibrium economics and of
Pareto’s own efforts to formulate his analysis in a conservative manner. But
both set of reservations can be overcome, especially if the neoclassical research
protocol is rescinded. One question is, whose economics is it?

Murray Milgate has written that ‘From being the central organizing principle
around which the whole of economic theory was organized . . . equilibrium has
become a category with no meaning independent of the exact specification of the
initial conditions for any model’ (Milgate 1987, p. 182, quoted by Backhouse
2004, p. 292). Consider the foregoing discussions of multiplicity and its con-
sequences, and equilibrium as tool or definition of reality. Surely it was an exu-
berant overstatement to make a tool used to enforce logicality and accuracy of
consequences into a foundation concept, a central organising principle of all
economic theory. Surely, if one considers equilibrium as either or both a tool
and a definition of reality, it is ambiguous and incoherent, or, as Machlup wrote,
‘a term which has so many meanings that we never know what its users are
talking about’ (Machlup 1991, p. 43, quoted by Lawson, n.d., p. 4). As a defini-
tion of reality it applies to a wide range of phenomena but does not say much
about any of them, especially since economists – especially economic theorists –
focus on the conditions of determinacy, existence, uniqueness and stability,
which are conceptual matters, and largely ignore disequilibration, disequilibrium
and equilibration, which are or could be in large part empirical matters. As so
many devotees and critics agree, an equilibrium state is non-empirical. Charac-
terising the economy as an equilibrium phenomenon is to impose on a tool a
greater interpretive load than the tool can bear, to import from the pure concep-
tual mode into the actual-economy mode something more metaphysical than
real, to ignore the substance of the factors and forces at work in the economy,
and to embrace and give effect to the language of belief, ideology and legitimi-
sation. Still, it is an important tool and the fecundity of its uses points to the
wide range of its importance, definitional incoherence notwithstanding. What is
necessary is a sense of perspective and of limits. If exuberant exaggeration of
the claims of equilibrium economics were not made, then it might be more plau-
sible to say with Backhouse (2004, p. 301) that ‘There is no argument to be
made in principle about the illegitimacy of equilibrium analysis.’ If economists
were dentists or dental hygienists using certain pointed metal instruments on
teeth – picks – or if they were guitar players using certain instruments to pluck
strings, would they envelope the science of dentistry or the art of music in

198 W.J. Samuels



stories about their instruments? If I understand the critics the problem is not the
illegitimacy of equilibrium analysis – how can one be mad at a tool? Borrowing
the well known phrase from Kenneth Boulding (1966), who used it against
welfare economics, the problem is the monumental misallocation of resources to
recondite issues of the determinacy, existence, uniqueness and stability of equi-
librium solutions in comparison with the economics of disequilibration, disequi-
librium and equilibration. The neoclassical research protocol is more disturbing
than equilibrium analysis per se.
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10 Equilibrium in economics,
stability and stationarity in
econometrics

Jim Thomas

1 A considerable amount of quantitative analysis had taken place before the founding of the Econo-
metric Society and some of this material will be discussed in the section on comparative statics
below.

Having defined econometrics, the chapter will discuss a number of eco-
nomic models that have been used in econometric analysis to show that
the concept of ‘equilibrium’ does not generally appear in the analysis. The
recognition that adjustment takes time led to the formulation of models
containing lagged values of variables that could be used to model the
adjustment process.

What is econometrics?

The origins of ‘econometrics’ as a formal discipline may be dated with some
precision to 1932, when a number of leading economists, including John
Maynard Keynes and Irving Fisher, established the Econometric Society.1 The
definition of econometrics that was given by Ragnar Frisch in an editorial in 
the first issue of Econometrica, the Journal of the Econometric Society, in 
1933 was:

Econometrics is by no means the same as economic statistics. Nor is it iden-
tical with what we call general economic theory, although a considerable
portion of this theory has a definitely quantitative character. Nor should
econometrics be taken as synonomous [sic] with the application of mathe-
matics to economics. Experience has shown that each of these three view-
points, that of statistics, economic theory, and mathematics, is a necessary,
but not by itself a sufficient, condition for a real understanding of the quan-
titative relations in modern economic life. It is the unification of all three
that is powerful. And it is this unification that constitutes econometrics.

(Frisch 1933, p. 2)



There have been many more definitions of econometrics since 1933,2 some of
which are less comprehensive. For example, Malinvaud (1966) takes the view
that econometrics may include ‘every application of mathematics or of statistical
methods to the study of economic phenomena’, while Chow (1983) defines
econometrics as ‘the art and science of using statistical methods for the measure-
ment of economic relations’. I shall concentrate on the definition given by
Frisch, because of its emphasis on the three components necessary for econo-
metric analysis.

Frisch’s definition refers to the three components necessary for econometric
analysis and not to the range of skills required by an individual carrying out an
econometric analysis. Historically, there has always been a division of labour,
with a considerable degree of specialisation in each of the three areas. Within
the academic pecking order, those who specialise in theory have acquired the
highest prestige, both in economics and econometrics, while those who collect
economic data and/or carry out exercises in applied econometrics struggle in the
lower leagues.3

To carry out econometric analysis, three things are needed: (1) an economic
model written formally in terms of mathematical equations; (2) economic data
that relate to the variables that appear in the economic model; (3) relevant statis-
tical techniques to estimate the parameters in the model and test hypotheses. The
ordering of the three items is logical, since the relevant data are normally
selected after the variables in the model have been specified and they are
required for the quantitative analysis to be conducted. However, as I plan to con-
centrate on (1) and (3), I shall discuss a number of issues relating to economic
data briefly here before a more extended discussion of (1) and (3).

Economic data

As was mentioned above, there tends to be a sharp division between economic
and econometric theorists and those who gather or generate economic data, with
the former tending to regard the latter as a lower class intellectually. As a result
the question of how to collect data or evaluate other people’s data gets low pri-
ority. In relation to the production of economic data, economists are generally
hunter-gatherers rather than cultivators of the data fields of economic numbers.
Thus:

Economists are unique among social scientists in that they are trained only
to analyze, not to collect data. While psychologists are taught experimental
techniques, sociologists learn the vagaries of interviewing, and anthropolo-
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The Introduction to Hendry and Morgan (1995) provides an interesting survey of historical devel-
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3 There are exceptions to this generalisation, as there are to most such statements. Denis Sargan and
David Hendry are examples of outstanding econometric theorists who have also carried out
important applied econometric studies.



gists devote much of their time to field work, economists are provided only
with the tools for data analysis. One consequence is a lack of scepticism
about the quality of the data.

(Reuter 1982, p. 137)4

A second point that is very striking is the number of key variables in economics
that are hard to define and/or measure empirically. For example:

1 In consumer theory, consumers are assumed to maximise utility (non-
observable) subject to the relevant constraints. The non-measurability of
utility means that inter-personal comparisons cannot be made, for example,
to determine whether net utility is increased if a pound is taken in tax from a
millionaire and given to a beggar. This has greatly restricted the contribu-
tion that economists can make to discussions of human welfare, despite the
Theory of Revealed Preference5 and many ingenious theoretical compensa-
tion schemes.

2 In perfect competition, freedom of entry will ensure that, in equilibrium, an
entrepreneur will only earn ‘normal’ profits, i.e. profits just sufficient to
keep him in his particular business, but there is no indication of how to
measure ‘normal’ profits, so that excess profits (i.e. profits in excess of
‘normal’ profits) may be measured.

3 The ‘real’ rate of interest, which plays a crucial role in monetary theory, is
defined as the nominal rate of interest (observable) minus the expected rate
of inflation (non-observable). Some arbitrary procedure has had to be intro-
duced to model or proxy for the unobservable expected rate of inflation
before the real rate of interest becomes operational in economic modelling.

Historically, in the 1940s, when researchers at the Cowles Commission6 began
developing econometric theory, they were largely concerned with economic mod-
elling using time-series data (i.e. economic data collected over time) rather than
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4 In contrast, some years ago one of my tasks was to teach a non-technical course of statistics to
postgraduate economic historians at the LSE. I was using Floud (1974) as my text and planned in
one session to use the data from chapter 3 on the geographical distribution of wealth in England
based on county assessments of wealth between 1086 and 1843 to explain the use of the correla-
tion coefficient. I assumed we would spend most of the hour on the correlation coefficient, but in
the event most of the time was spent in vigorous discussion among the economic historians as to
the validity of treating data collected over a period of almost 800 years as being a homogeneous
series and very little time was available to discuss the correlation coefficient. This would never
happen in an economics seminar.

5 See Richter (1987) for a discussion of this concept.
6 The Cowles Commission was founded in 1932 at Colorado Springs by Alfred Cowles to carry out

empirical analysis of economic time series. It moved to the University of Chicago in 1939 and
became the centre for theoretical research during the formative years in the development of the
new subject of econometrics. In 1955, it became the Cowles Foundation and moved to Yale Uni-
versity, where it continues to carry out research in econometrics.



the random samples beloved of statistical theorists.7 The use of conventional statis-
tical theory to analyse time-series data raises some difficult philosophical prob-
lems that are generally ignored by economists carrying out quantitative analysis.
For valid statistical inferences to be drawn from the analysis of sample data, the
sample should be drawn from the population by some random process. Economic
data collected over time represent a unique set of numbers corresponding to the
historical passage of time and it is difficult to argue, for example, that prices, quan-
tities, incomes and rates of interest are random drawings from a normal distribu-
tion. As we shall see below, one answer has been to argue, not that economic
variables are normally distributed, but that there is a stochastic component in the
equation expressing the relationship between the economic variables and that this
component represents the net effect of variables and other factors that are not
included in the equation. Classical sampling theory is then applied to the stochas-
tic component, the ‘random error’ in the equation.8

Data mining

Another problem with the analysis of one-off historical time series is the tempta-
tion to use the data twice: once to formulate a hypothesis and secondly to test
the hypothesis. For example, if an economist plots time-series data on pairs of
economic variables drawn from a set of 100 variables and at the end of the exer-
cise thinks that there appears to be a linear relationship between two of the vari-
ables, s/he may calculate the correlation coefficient from the data or run a
regression to estimate a linear relationship. However, applying the conventional
standard errors to test the null hypothesis (which assumes that there is no
relationship between these two variables) would be invalid, as it would not
allow for the probability of finding a significant, but spurious, statistical relation-
ship between two random series drawn from a set of 100 time series. The prac-
tice of data mining to find significant relationships raises serious questions over
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7 This was true for many years following the development of econometrics in the period during and
after the Second World War. Macroeconomic models tend to involve time-series data based on the
National Income Accounts, but some studies could involve a cross-section sample of countries’
time-series data. Microeconomic models tend to use cross-section data based on surveys/samples
of microeconomic units. However, in recent years there has been a growing use of panel data (i.e.
a cross-section sample of microeconomic units observed over time).

8 As Qin and Gilbert (2001) suggest, the interpretation of the error term in a regression equation in
economics has varied over time. One possible explanation as errors in the measurement of the
variables being used in the analysis has not had any general support and ‘errors-in-variables’
models have not been widely used in econometric analysis. A well known exception is Friedman’s
critique of the Keynesian consumption function in his theory of the Permanent Income Hypothesis
(see Friedman 1957). In the 1930s, some researchers into business cycles, such as Yule and
Frisch, interpreted the errors as representing ‘impulses’ that could cumulate into cyclical move-
ments, but with the pioneering work of Tinbergen (1939) an ‘errors-in-equations’ interpretation
began to dominate econometric analysis. This explains the error term in the regression equation as
being the net effect on the dependent variable of the behaviour of all the factors that affect the
dependent variable, but which have been excluded from the equation being estimated.



the acceptance of much quantitative economic analysis when conventional sta-
tistical tests using conventional probability levels are used to test hypotheses.9

Economic models

In general, econometricians have tended to take existing economic theories off
the peg to use in the context of particular areas of analysis, carrying over any
implicit or explicit assumptions. Economic theory may be divided broadly into
two components – microeconomics and macroeconomics. The former tries to
explain the behaviour of firms and households or individuals, acting as entre-
preneurs, workers or consumers, while the latter tries to explain how economies
operate in the aggregate.

Economic variables ‘relevant’ to a particular economic model are divided
into those that are ‘endogenous’ (i.e. those variables whose behaviour is to be
‘explained’ by the model) and those that are ‘exogenous’ (i.e. those variables
that are ‘given’ in relation to the particular model).

For a model to have a solution, there must be as many independent equations
as endogenous variables. Equations are divided into three types:

1 Behavioural equations – those that try to explain the economic activities of
the economic agents.

2 Identities, e.g. Y�C� I in simple macroeconomic models.
3 Equilibrium conditions, e.g. for a market to clear, price is such that the

quantity supplied equals the quantity demanded.

Microeconomic models

Example 1 A simple market model.10

(Supply equation) QS
(t) ��1 ��1P(t) [�u1(t)] (1)

(Demand equation) QD
(t) ��2 ��2P(t) [�u2(t)] (2)

(Equilibrium condition) QS
(t) �QD

(t) �Q(t) (3)
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9 The problem of data mining is discussed in Lovell (1983) and Denton (1985), while Granger and
Newbold (1974) present some Monte Carlo results that are relevant to the current discussion. In
recent years, the situation has changed and large bodies of economic data exist based on censuses
or large random samples of households and firms. Access to such data avoids many of the philo-
sophical problems that arise in trying to justify the use the standard statistical theory of estima-
tion and hypothesis testing to analyse unique, ‘one-off’ historical data sets and reduces the
problem of ‘data mining’ in some areas of econometric research.

10 Economists tend to formulate models using non-stochastic variables and add an error term to a
behavioural equation only if they plan to estimate the parameters in the equation. Econometri-
cians regard economic equations as involving a stochastic component and would therefore
include error terms as part of the original specification of the model. As a compromise, I have
placed the error terms in square brackets in the behavioural equations.



Here there are three endogenous variables, QS
(t), QD

(t) and P(t). There are no exoge-
nous variables. The equilibrium condition may be used to replace QS

(t) and QD
(t) by

Q(t) and then solve equations (1) and (2) to obtain the equilibrium solution that11

Pe � (�2 ��1)/(�1 ��2) and Qe � (�2�1 ��1�2)/(�1 ��2) (4)

While equation (4) provides the solution to the system of equations defined in
equations (1)–(3), observing Pe and Qe is of little use to the econometrician, as
economic relationships cannot be estimated from one observation. Clearly P and
Q must vary over time to generate the data necessary for estimation.

Comparative statics is one widely used method of analysing the effects of
economic changes, by comparing equilibrium positions. The analysis assumes
that we start and finish in equilibrium positions. For example, in the market
model, a change in production costs that lowers the price at which each quantity
is supplied would shift the supply curve from S1 to S2 and lead to a new equilib-
rium with a larger quantity (Q2) being sold at a lower price (P2).

However, the analysis has nothing to say about the process of adjustment
between the two equilibrium positions, nor about what happens to prices and quan-
tities if the demand and/or supply functions shift over time. The need to analyse and
explain this dynamic process may be illustrated by the problem that faced Henry
Moore in an early empirical study of economic cycles in the United States.
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11 I have ignored the error terms here to simplify the algebra, as they do not affect the form of
the equilibrium solution. The same is true in the discussion of the cobweb model that follows.
I shall refer to the error term explicitly when its exclusion from the original formulation of
the model affects the stochastic properties of the model.
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Figure 10.1 Comparative static analysis.



Henry Moore’s perverse demand function for pig iron

Moore (1914), using annual US data from 1871 to 1911, investigated cycles in
rainfall in the United States as a potential cause of cycles in the production of
agricultural products. By means of periodogram analysis12 and visual inspection,
he found evidence of cycles of length thirty-three and eight years in data on rain-
fall in Illinois. He then showed that these cycles in rainfall appeared to corres-
pond to similar cycles in the yield per acre of the four main crops in Illinois,
namely corn, oats, hay and potatoes. Moore concluded ‘that the cyclical move-
ment in the weather conditions represented by rainfall is the fundamental, persis-
tent cause of the cycles of the crops’ (Moore 1914, p. 57).

Moore went on to consider how these fluctuations in supply, caused by
weather cycles, related to fluctuations in the prices of the products, and this
involved an analysis of demand. Moore discusses one immediate problem with
carrying out statistical analysis, namely that

In order that the statistical laws of demand shall have sufficient validity to
serve as prediction formulae, the observations must be numerous; and in
order to obtain the requisite number of observations, a considerable period
must be covered.

(Moore 1914, p. 68)

To meet the difficulty that many factors that affect demand will change over
time, he proposed to analyse the relationship between percentage changes in
prices and quantities:

By taking the relative change in the amount of the quantity that is
demanded, instead of the absolute quantities, the effects of increasing popu-
lation are approximately eliminated; and by taking the relative change in the
corresponding prices instead of the corresponding absolute prices, the errors
due to a fluctuating general price level are partially removed.

(Moore 1914, p. 69)

Moore regressed the annual percentage change in price (y) on the annual per-
centage change in production (x) for the four agricultural products in his study,
using some judicious data mining to choose between linear, quadratic or cubic
relationships.13 The data on the four agricultural products revealed the expected
inverse relationship between the two variables. He then proceeded to ask ‘Is
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12 Periodogram analysis is a mathematical technique that may be applied to time series data to look
for cycles and their frequencies.

13 As Moore begins his analysis of the law of demand by stating that the theory of demand relates
changes in the quantity demanded to changes in prices, one might expect him to regress quantity
on price. It would appear that Moore chose the percentage change in price as the dependent vari-
able in his regressions as he wished to explore the reaction of prices to changes in quantities pro-
duced. However, he also estimated relationships between changes in prices and changes in the
yield per acre and referred to these relationships as ‘demand schedules’.



there any relation between the changing volume of crops and the changing
volume of those producers’ goods whose fluctuations are generally regarded as
indices of the activity of trade?’ (Moore 1914, p. 103). To investigate this matter
he chose pig iron, as ‘It is a common observation of writers on economic crises
that the production of pig-iron is an unusually good barometer of trade’ (Moore
1914, p. 105). However, the plot of the percentage change in the price of pig
iron (y) against the percentage change in production (x) revealed a positive rela-
tionship. The regression equation fitted by Moore was

y�0.5211x�4.58 (R2 �0.288)

Moore’s explanation of this apparent contradiction of standard economic
demand theory is ingenious, if difficult to follow:14

Upon the assumption that all demand curves are of the negative type, it
would be impossible for general prices to fall while the yield per acre of
crops is decreasing. In consequence of the decrease in the yield per acre, the
price of crops would ascend, the volume of commodities represented by
pig-iron would decrease, and upon the hypothesis of the universality of the
descending type of demand curves, the prices of commodities like pig-iron
would rise. In a period of declining yield of crops, therefore, there would be
a rise of prices, and in a period of increasing yield of crops there would be a
fall of prices. But the facts are exactly the contrary.

(Moore 1914, p. 112)

Moore’s rationale for his upward-sloping demand for pig iron was criticised by
Wright (1915), who suggested an explanation in terms of shifts in demand and
supply curves over time.15 A further critique of Moore’s work was presented by
Working (1927) in an article that made an important theoretical contribution to
the development of econometric theory by focusing on the question of ‘identifi-
cation’. How are we to explain the combinations of quantities and prices that are
observed over time? One explanation is that the market data collected over time,
that is, the observed (P(t), Q(t)) combinations, represent a set of moving equilib-
ria, as illustrated in Figure 10.2.

In this example, the demand curves have moved relatively more over time
than have the supply curves, so that the observed (P(t), Q(t)) slope upwards from
the origin, tracing out an approximation to the supply curve, as illustrated in
Figure 10.3.

Assuming that these observations represented a supply curve or a demand
curve and that data on current prices and quantities alone could be used to estim-
ate these functions was one of the early fallacies in empirical economic analysis.
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14 It actually appears in the book before the reporting of the empirical results, so I suspect it repre-
sents a piece of ex post rationalisation rather than ex ante theorising.

15 Wright’s review of Moore (1914) is reprinted as chapter 16 in Hendry and Morgan (1995) and
discussed in their introduction (pp. 22–4).
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Given Figure 10.2 represents shifts in both curves, we cannot ‘identify’ either
curve from the (P(t), Q(t)). This lack of identification provides an alternative and
more plausible explanation of the data on pig iron than Henry Moore’s claim
that a positively sloped demand curve for pig iron in the United States was a
new type of demand curve applicable to all producer goods.16

Dynamic adjustment processes

In general, comparative static analysis does not offer an explanation of the
dynamic process of moving from one equilibrium to another, or what happens in
a market if it is out of equilibrium. However, there are some models, such as the
‘cobweb’ model, which do set out to explain the adjustment process.17 Here the
model follows a causal chain, in which (1) the quantity supplied depends on last
period’s price; (2) to clear the market, the price adjusts until the quantity
demanded equals the quantity supplied, and (3) this price determines the quan-
tity supplied in the next period. This model may be written as:

Example 2 A cobweb model

(Supply equation) QS
(t) ��*1 ��*1P(t�1) (5)

(Market clearing condition) QD
(t) �QS

(t) (6)

(Price determination) P(t) ��*2 ��*2Q
D

(t) (7)

Depending on the relative slopes of the supply and demand curves, the model may
either converge to the market clearing price and stabilise or set up explosive cycles
and diverge from equilibrium.18 This is shown in Figures 10.4–5.

The problem of false trading

While the cobweb model does provide a mechanism through which the market
price could converge to the equilibrium price, it still does not address the ques-
tion of what is the actual process involving suppliers and demanders that brings
about the adjustment. This is because of the difficulty of providing a plausible
story that explains why some demanders do not buy or some suppliers do not
sell at prices above or below the equilibrium price. If such ‘false’ trading does
occur, then the mathematical solution that the quantity Qe is traded at the price
Pe does not hold, as is implied in equation (3).
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16 See Morgan (1990, pp. 139–42) for further discussion of the Identification Problem in market
analysis.

17 This model was developed to explain cycles in the prices of agricultural products and, for that
reason, it is sometimes referred to as the hog cycle theory (see Pashigian 1987).

18 In a simple model using linear functions, there is a third possibility that if the two functions have
the same slopes, though with opposite signs, the market would oscillate indefinitely between two
prices and neither converge nor diverge from the equilibrium market clearing price.
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One theoretical attempt to solve this problem was proposed by Walras in
1874 through his process of tâtonnement.19 In his simplest model of exchange,
there are economic agents who have endowments of n different goods and who
are willing to supply or demand these goods depending on the relative prices.
The assumption is that there is an auctioneer who offers a list of prices to all the
agents and then calculates for each good whether there is excess supply or
demand. He then lowers or raises the prices to remove the excess supply or
demand and consults the agents again. Only when the price list he offers elimi-
nates all excesses is trading allowed to commence, so that all the markets clear
at the equilibrium prices determined by the tâtonnement process. While the auc-
tioneer prevents false trading in this fairy story, the approach does not solve the
problem but merely assumes it away. The actual way in which market prices and
quantities are generated remains a cloudy theoretical area.

Macroeconomic models

In the aftermath of the publication of Keynes’s General Theory (Keynes 1936),
economists began to specify macroeconomic models to explain the behaviour of
macroeconomic variables. A simple and widely used Keynesian model is given
below.

Example 3 A simple Keynesian model

(Consumption function) C(t) ��1 ��1Y(t) [�u(t)] (8)

(Income identity) Y(t) �C(t) � I(t) (9)

(Here there are two endogenous variables, C(t) and Y(t), and one exogenous
variable, I(t). The subscript (t) indicates that data on the variables are gathered
over time. The model will be explored more fully below.)

Causality versus simultaneity in econometric models

While early empirical attempts to analyse markets had shown the need to con-
sider both supply and demand functions simultaneously, much early empirical
work in economics tended to deal with individual equations and assume a
causal relationship between the ‘dependent’ variable on the left-hand side
(LHS) of the equation and the ‘explanatory’ variable(s) on the right-hand side
(RHS). An error term was added to the right-hand side before beginning the
regression analysis and the error was assumed to be random, normally distrib-
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19 The word tâtonnement is the French word meaning ‘groping’, a term that possibly had fewer
negative connotations in the late nineteenth century than today. For a concise discussion of the
tâtonnement process, see Negishi (1987).



uted and independent of the variables on the right-hand side.20 This approach
to estimating parameters was challenged by the work of researchers associ-
ated with the Cowles Commission who investigated the problems of estimat-
ing the parameters in equations that formed part of a model or system of
equations.

Their basic model involved a system of G equations to explain the behaviour
of G endogenous variables where there were K exogenous variables in the
model. They formulated the structural form of a model (in matrix terms) as

By��x�u (10)

where B is a (G�G) matrix of coefficients on the G endogenous variables in y
and � is a (G�K) matrix of the coefficients on the K exogenous variables in the
model in x. The vector u contains the error structure in the model. To answer the
question of how to estimate the parameters in B and � the solution that the
Cowles Commission proposed was to use the Method of Maximum Likelihood
(ML) to define the estimators of the unknown parameters. This provided a com-
pletely general solution to the problem, in the sense that for any B and �, differ-
ential calculus provides the appropriate set of equations to be solved to find the
ML estimates and, under fairly general statistical assumptions, these ML esti-
mates have desirable statistical properties.21

In a properly defined model in which the G equations are independent, B is a
non-singular matrix and we may solve the model to express the endogenous
variables as a function of the exogenous variables to give the reduced form of
the model:

y �B�1�x�B�1u (11)

��x�v (12)

The reduced form shows clearly that (1) the endogenous variables are jointly
determined by the system of simultaneous equations, rather than being causally
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20 This approach to the early estimation of the macroeconomic consumption function is chronicled
in Thomas (1989).

21 The Cowles Commission provided a theoretical general solution, usually referred to as Full
Information Maximum Likelihood Estimation (FIML), in which all the information assumed to
be known about the structures of B, � and u is incorporated into the process of estimation.
However, the set of equations to be solved to provide the ML estimates are usually non-linear,
and even for small models the computational arithmetic was vastly greater than that which could
be handled by the Cowles Commission in the days before powerful high-speed computers. The
compromise solution proposed by the Cowles Commission was Limited Information Maximum
Likelihood (LIML), in which only a sub-set of the information is used. Two-stage Least Squares
(2SLS) and Three-stage Least Squares (3SLS) were other, alternative estimation procedures pro-
posed to deal with the computational problems. The availability of powerful, high-speed comput-
ers in recent years has allowed FIML and other number-crunching methods of estimation to be
applied without the need for compromise.



linked, and (2) they are stochastic, as each element in y is a linear combination
of the elements in the error vector u.22

Example 4 For the simple Keynesian model in equations (4) and (5), the
reduced form is

C(t) ��/(1��)�{�/(1��)}I(t) �{1/(1��)}u(t) (13)

Y(t) ��/(1��)�{1/(1��)}I(t) �{1/(1��)}u(t) (14)

The law of large numbers as the econometrician’s invisible
hand?

Tony Lawson has argued that

the dependency of mathematical-deductivist methods on closed systems in turn
more or less necessitates, and certainly encourages, formulations couched in
terms of (i) isolated (ii) atoms. The metaphorical reference to atoms here is not
intended to convey anything about size. Rather the reference is to items which
exercise their own separate, independent and invariable (and so predictable)
effects (relative to, or as a function of, initial conditions).23

(Lawson 2003, p. 13)

How does this relate to the stochastic economic variables in econometric
models? One answer is to see the individual economic agents as atoms, but in
the sense that they are whizzing around in economic space and, even if they are
travelling on predictable paths (e.g. always catching the 07.35a.m. train from
Surbiton and eating fish on a Friday), we do not have enough information in our
data on quantities and prices to predict these characteristics. However, these
agents respond differently to different economic phenomena, to the extent that
they have different degrees of risk aversion, different expectations and aspira-
tions, so that in aggregating their responses to what we observe in market
behaviour or at the macroeconomic level, we find stable patterns across the dis-
tribution of agents’ preferences.24 The errors in econometric models sometimes
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22 Herman Wold argued the case for modelling economic phenomena as causal chains and
developed mathematical transformations that allowed any simultaneous equation system to be
rewritten and estimated as a ‘recursive system’ or causal chain model. However, as the result-
ing parameter estimates were difficult to interpret, Wold’s approach never received much
support from applied econometricians. See Morgan (1990) and Hendry and Morgan (1995) for
further discussion of Wold’s work.

23 A more detailed account of Lawson’s methodological criticisms of econometric practices may be
found in Lawson (1989).

24 The variables are ‘stochastic’ rather than ‘random’ as there is usually an element of memory of
things past in economic behaviour, or put less poetically, economic variables tend to be autocor-
related over time.



represent errors of measurement, but more generally are there to represent the
net effect of phenomena that are not included in the model.

Lack of dynamic adjustment in early econometric models

In a typical early work estimating an equation from time series data, such as

Y(t) ����X(t) �u(t) (15)

the assumption was that Y adjusted completely to changes in X within the time
period being considered (usually a year in much of the early work); a one-off
change in X, say �X, produced a one-off response from Y of ��X and then Y
remained at the new level in periods (t�1), (t�2), etc. The assumption was
also made that the error in the equation was random, but in practice the error
term was frequently found to be non-random and to follow an autoregressive
pattern. One stochastic model that was frequently observed was the First-Order
Autoregressive AR(1) process

u(t) ��u(t�1) ��(t) 0
�
1 (16)

The presence of non-random errors reduces the efficiency of Ordinary Least
Squares (OLS) as a method of estimation and autocorrelation was seen as a nui-
sance to be eliminated by applying a transformation to the data.25 Over time,
particularly with the increasing availability of quarterly, monthly or even daily
data, the implicit assumption that adjustment took place within a single time
period came into question. A number of dynamic models appeared to represent
the dynamic adjustment process and two in particular became popular.

Adaptive Expectations

The Adaptive Expectations model was a simple, but intuitively appealing, model
of expectation formation that assumed (1) expectations about some variable, X(t),
were based on the past behaviour of X and (2) expectations were adjusted by
comparing expectations with actual outcomes. If Xe

(t) is the expected value of
X(t), the adjustment process is

Xe
(t) �Xe

(t�1) � (1��)(X(t�1) �Xe
(t�1)) 0���1 (17)

or

Xe
(t) ��Xe

(t�1) � (1��)X(t�1) (18)
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25 The transformation developed by Cochrane and Orcutt quickly became the standard procedure
and was built into computer programs, such as TPS, that were developed to carry out regression
analysis of economic time series.



Some algebraic manipulation yields

Xe
(t) � (1��)��jX(t�j�1) j�0, 1, . . .�.

� (1��)(X(t�1) ��X(t�2) ��2X(t�3) ��3X(t�4) � . . .) (19)

Suppose

Y(t) ����Xe
(t) �u(t) (20)

where, for example, Y(t) represents planned inventories and Xe
(t) represents

expected future sales of some commodity. Using equation (18) and some
algebraic manipulation, equation (20) may be transformed to give

Y(t) ��(1��)��Y(t�1) ��(1��)X(t) �u(t) ��u(t�1)
26 (21)

Partial Adjustment

The Partial Adjustment model was developed to explain why investment to
increase the stock of capital (machinery) to some target value, K*(t), was spread
over time, rather than being carried out immediately. Let K(t�1) be the capital stock
at the end of period (t�1) and K(t) the capital stock achieved by the end of period
t, so that the amount of investment carried out in period t is It � (K(t) �K(t�1)). The
model assumes that the decision to invest seeks to minimise the costs of adjust-
ment and these costs stem from two sources. The first depends on the actual
amount of investment made, i.e. (K(t) �K(t�1)) and the second on any costs that
arise from the failure to adjust fully to K* by the end of the period, i.e.
(K(t) �K*(t)). It is assumed that each of the costs is different and that the cost func-
tions are quadratic.27 If the investor wishes to undertake the optimum amount of
investment that will minimise costs, the cost function to be minimised is

C��1(K(t) �K(t�1))
2 ��2(K(t) �K*(t))

2 (22)

Differentiating (22) and solving to find the minimum value yields the solution
that the optimum amount of investment is

I(t) ��(K*(t) �K(t�1)) (23)

where ���2/(�1 ��2) and 0���1. Alternatively, (23) may be written as

K(t) ��K*(t) � (1��)K(t�1) (24)
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26 This result shows the importance of including the error term in the model from the outset, as one
effect of the transformation applied to (20) to obtain (21) is to produce an AR(1) error term in
(21).

27 This assumption allows for the possibility that costs will rise more than proportionately as the
amount of adjustment or non-adjustment rises, which is plausible, and simplifies the mathemat-
ics, which is both understandable and desirable.



Suppose the optimal capital stock depends on the rate of interest, so that

K*(t) ����r(t) �u(t) (25)

Substituting (25) into (24) produces

K(t) ������r(t) � (1��)K(t�1) ��u(t) (26)

The point to note is that the equations to be estimated in both the Adaptive
Expectations (AE) model (equation (21)) and Partial Adjustment (PA) model
(equation (26)) contain the lagged dependent variable. The implication of this is
that adjustment to changes in the explanatory variables on the RHS of the equa-
tion will not be completed by the end of period t, but there will be a multiplier
effect that continues into the future via the lagged dependent variable. It is pos-
sible to think of short-term and long-term effects of a change in r(t). Suppose r
increases by �r(t) and then remains constant at the new level. Then by the end of
period t, the short-term change in the capital stock will be �K(t) ����r(t), but the
lagged dependent variable continues to produce change and the multiplier
process continues until we reach the long-term change, �K ���r.

28

To return to the story of early econometric studies and the problem of auto-
correlation, when researchers began using the AE and PA models, they fre-
quently found that the problem of autocorrelation that had bedevilled the early
work had largely disappeared. This led to a change in attitude towards autocor-
relation; rather than seeing it as a mere nuisance to be got rid of, in many, if not
most, cases the autocorrelation represented an important dynamic component in
economic behaviour that had been missed in the early work.

Non-stationarity and co-integration

It has been argued above that economic variables are stochastic and therefore
their properties are governed by the parameters of the relevant statistical distrib-
utions. If the data are time series and they are stationary, the mean, variance and
covariances of the distributions are finite and the process is easy to analyse.
Unfortunately, most economic time series are trended and are non-stationary, so
that the mean, variance and covariances tend to infinity as the length of the time
series increases.29
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28 The exploration of the effects of a one-off change in one of the variables in a dynamic model is a
convenient exercise to illustrate the multiplier process, but is not a realistic description of the
behaviour of the variables when the series are changing continuously over time. When the vari-
ables continue to change over time, there will be no equilibrium values to which they will con-
verge.

29 It is possible to produce stationarity in a non-stationary series by differencing the terms in the
series. For example, if a variable contains a linear trend, then the first differences will be station-
ary, the second differences of a quadratic trend will be stationary and so on for higher-order
polynomials.



30 Clive Granger was a joint winner of the Nobel Prize in Economics in 2003, along with Robert
Engle. The award was largely for his work on co-integration.

31 See Harcourt (1987) for a discussion of this heterogeneous group.
32 The Keynes–Tinbergen debate is discussed in Hendry and Morgan (1995), where the original art-

icles are reprinted.

Until recently economists (and econometricians) ignored the non-stationarity
in economic time series and the potential problems this might cause, but in the
1980s Clive Granger30 asked a difficult question. In estimating a standard regres-
sion equation we assume the parameters are constant over time. However, if the
variables are non-stationary and are increasing without limit, how do we know
that they will stay in that relationship and not drift apart as they increase over
time? Without going into the technical details, Granger was able to establish 
the conditions under which there could be a stable relationship between non-
stationary variables and how to test for the presence of these conditions.
Consider the relationship

Y(t) ����1X1(t) ��2X2(t) � . . .��kXk(t) �u(t) (27)

where Y and at least some of the Xk are non-stationary. Then co-integration (i.e.
for the variables to be related by (27)) requires that

u(t) �Y(t) ����1X1(t) ��2X2(t) � . . .��kXk(t) (28)

should be stationary. Intuitively, if u(t) is stationary, deviations of Y from the
values predicted by the RHS of (27) will remain finite and not drift off towards
infinity.

This theoretical work has increased our understanding of the behaviour of
non-stationary processes and reduced somewhat the probability of finding spuri-
ous relationships between economic time-series variables. One of the implica-
tions of this work is that the values generated by dynamic processes do not
converge to fixed equilibrium values. However, it may be possible to discover
stable relationships between economic variables, even when the generating
processes are non-stationary and the variables are growing without limit.

Heterodox economics and econometrics

The discussion so far has concentrated on the application of econometric analy-
sis to mainstream economics (i.e. neoclassical microeconomic and macroeco-
nomic models), reflecting the fact that the bulk of published applied econometric
work lies in this area. However, in recent years there has been some interest in
the use of econometrics by some heterodox economics. One such group is the
post-Keynesians,31 a number of whom have discussed this matter.

Gerrard (2002, p. 129) notes that ‘there is a long history of post-Keynesian
antagonism towards econometrics. The origins of this antagonism lie in
Keynes’s critique of Tinbergen’s early applications of econometric tech-
niques.’32 However, having discussed alternative methodologies of applied

218 J. Thomas
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econometric analysis, he argues that ‘Econometric methods can, and should, be
used more extensively within post-Keynesian economics as an essential part of a
radical methodology’ (Gerrard 2002, p 132).

Downward (1999, 2002) also discusses the use of econometrics in post-
Keynesian economics and illustrates the possibilities in an analysis of alternative
neoclassical and post-Keynesian theories of how prices are formulated. In con-
sidering the possible role of econometrics in discriminating between alternative
economic theories, he suggests there are three options for post-Keynesians:

First, one can retreat from econometric work altogether. Secondly, one can
hope that eventually the traditional approach to econometrics, or even
recent developments in econometric methods will, eventually settle debates.
Finally, one can provide some modified interpretation of the role of econo-
metrics in producing economic knowledge. It is a central contention of this
chapter that the methodological emphasis on realism noted earlier permits a
feasible path ahead in the third course of action by taking into account
recent developments in econometrics.

(Downward 2002, p. 152)

These are interesting new developments and illustrate the point made earlier that
models do not have to be neoclassical or feature the concept of equilibrium to be
suitable for econometric analysis.

Conclusion

Economic theory provides one of the three major components of econometrics,
but in general econometricians have not developed their own models, but have
tended to choose models from the body of existing economic theory rather like
off-the-peg suits, accepting in the process the implicit and explicit assumptions
of these theories. As was shown in the discussion of the analysis of markets,
market clearing – or the existence of a market equilibrium – was taken over as
part of the model. However, the experience of econometricians in analysing
market data suggested the need to consider dynamic models to explain the evo-
lution of the variables over time and it became clear that the economic processes
being analysed did not converge to fixed equilibrium values. While dynamic
models have been used to carry out theoretical exercises concerning short-run
effects and long-run equilibria, these were conceptual exercises and bore no
relation to the actual behaviour of economic time series. However, the existence
of stable relationships between non-stationary variables suggests that being out
of a stable, static equilibrium does not imply disequilibrium, but the need for
theories that do not depend on static equilibria.

Looking back over the evolution of econometrics since the Second World
War, one finds considerable lags between the development of theoretical results
and their impact on the empirical researcher. Data mining has been a major
problem in time series econometrics, made worse by easy access to regression



software packages that reduced the burden of computation. In many cases,
researchers do not begin with a well specified economic model, but rather write
down a ‘plausible’ relationship between the variables of interest. The resulting
relationship may at best be a reduced form equation that could be derived from
some unspecified structural form of a model. In many cases, one suspects that
the theory was developed after the empirical analysis was completed and the
advice on how to publish an article in applied econometrics given in the box is
not entirely cynical or inaccurate.

The current emphasis in econometric work is more concerned with the dynamic
specification of models and here there has been considerable progress in treating
the ‘unexplained’ variation in the residuals of the fitted models as containing
important information about economic dynamics. One thing that has changed
over time is that the early days of great confidence and hope have passed with
the conspicuous failures of many model builders and growing realisation of the
problems involved in analysing economic time series data. In 1950, Lawrence
Klein, another winner of a Nobel Prize in Economics,33 could write:

Economic theory is called upon to provide the true structure of the systems
of equations. The parameters of the true system may or may not be identifi-
able. However, if we fail to get an identified system because certain vari-
ables have been omitted from the equations or because the equations are not
true, we must use economic theory to improve the equations until they do
represent the truth. If the truth permits identification of the parameters, we
may proceed with statistical estimation.

(Klein 1950, p. 10, n. 12)

The words ‘true’ and ‘truth’ have gone from the vocabulary of most econometri-
cians these days.

To return to the question of equilibrium, my conclusion is that, whereas the
concept of equilibrium has been the source of much contention in economics,
this has not been so in the case of econometrics. At best it has been paid lip
service in the discussion of a number of economic models and lurked in the
background of some applied work in econometrics, while the main concern in
econometrics in recent years has been with dynamic issues. One explanation of
this difference in emphasis was the need for econometricians to develop con-
cepts to handle time-series data, that is, data on economic variables collected
over time. Many, if not most, of these series contained trends that were difficult
to explain as variations about some static equilibrium value and so the need
arose to analyse dynamic situations. Thus in econometrics the focus has been on
dynamics and processes of adjustment rather than on equilibrium.
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How to publish an article in applied economics
Question Suppose you have found some economic data on a variable, Y,
and a number of other economic variables (X1, X2, . . ., Xm) that might be
used to ‘explain’ (i.e. model) the behaviour of Y. How do you turn these
data into a publishable article in an economic journal?
Answer The process involves two stages.
Stage 1 Empirical analysis

• Run a large number of regressions, regressing Y on all possible
subsets of the Xi, (i�1, . . . , m). Look at goodness of fit (R2) and
standard 95 per cent t ratios for the significant variables.

• Select the best fitting equation (denoted by equation 1) and think of
a plausible economic explanation for this particular set of Xs might
‘explain’ Y. Call this Hypothesis 1.

• Look through the badly fitting equations and select one for which
there is an equally plausible, but different, economic explanation of
why this alternative set of Xs might explain the behaviour of Y. Call
these equation 2 and Hypothesis 2 respectively.

• Destroy all the remaining regressions.

Stage 2 Writing the article An article should contain the following sec-
tions:

1 Introduction. This section should build up the case for why
‘explaining’ the behaviour of Y is of vital importance, probably
deserving of a Nobel Prize.

2 Theoretical discussion. Now produce Hypotheses 1 and 2 as pos-
sible explanations and discuss them. The theoretical process
involves producing a mathematical justification for the two hypothe-
ses (i.e. models that can be used in regression analysis and which
are your original equations 1 and 2). Derive some predictions con-
cerning the expected signs of the parameters in the equations.

3 The data. This can be quite short and sloppy, as economists are not
really interested in data. (Should some screwball contact you after your
article is published and ask for your data, respond that your data were
lost when your computer crashed and some person or persons
unknown stole the backup disk containing the only spare copy.)

4 Statistical analysis. Report your regression results for equations 1 and
2. Point out that equation 1 has a high R2 and that all the estimated
parameters have the correct signs, as the theory predicted, whereas
equation 2 has a low R2 and the signs of the estimated parameters are
all wrong. Clearly Hypothesis 1 is superior to Hypothesis 2.

5 Conclusions. Summarise the results and reiterate how earth-shaking
your findings are. If you can rubbish some other economists who
were foolish enough to have advocated your Hypothesis 2, so much
the better, as they may then respond and you will get a second publi-
cation in your reply to their response to your original article.

Finally Submit the article and sit back to await promotion.
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11 Equilibrium in economics
Some concepts and controversies

Victoria Chick

Equilibrium has a wide variety of meanings in economics. A range of
equilibrium concepts is here explained sufficiently to provide the back-
ground for a discussion of some of the controversies over its use as an
organising principle for theory. Here one must be careful to distinguish
between concepts of equilibrium and the equilibrium method, the latter
being theory constructed to give only equilibrium solutions. I show that
several controversies in economics have their roots in the application of
one concept of equilibrium to work that uses another concept, and that
many criticisms directed to equilibrium are really attacking some other
feature of theory.

The purpose of this chapter is to introduce to a cross-disciplinary audience some
of the many different concepts that economists call equilibrium and to outline
some of our controversies about the use of the concept. I shall assume that it is a
concept used in the construction of economic theory, not a feature ascribed to
the actual economy, though I touch on that point once, briefly. Thus I hope to
avoid the confusion between the ontic and theoretic interpretations, which is the
main target of Lawson’s chapter in this volume.

I am going to be very old-fashioned in my choice of sources, because I feel
the basic lines of dissent are clearer in this literature. I am not claiming to be an
expert in the history of the development of the concept in economics, nor will
the discussion be organised along chronological lines. The modern interpretation
of equilibrium, a solution to a mathematical model, will be given comparatively
short shrift, both because it forms a large part of the discussion in the chapter by
Backhouse, and because there is no controversy about a mathematical solution,
only about the model to which it is the solution on grounds such as fitness for
purpose. That is not my subject here, but I do address, briefly, whether it is
meaningful to call a mathematical solution ‘equilibrium’.

In the next section, some of the forms that the concept of equilibrium has
taken in economics are outlined. Then I take up some specific examples of



dissent, to do with formalism, the treatment of time, and the role of human
agency, and show how conflict, misinterpretation and confusion have arisen
through the application of concepts of equilibrium different from the one the
author had in mind. There is a short conclusion.

Concepts of equilibrium in economics

Choice-theoretic equilibrium: a microeconomic concept

A central idea in neoclassical microeconomics is that individuals optimise some
objective, subject to constraints. The consumer maximises her/his utility subject
to income, the producer his/her profits subject to technology, the stock of
capital, and expected prices and wages. These optimum positions are often
spoken of as equilibria, for, short of that situation, the agents will act to change
their consumption or production behaviour. The absence of change was for a
long time one hallmark of the economists’ concept of equilibrium (though this
was later altered, as we shall see). This optimising concept has the implication
that in equilibrium all unexploited opportunities have been exhausted. When
generalised to ‘markets’ which involve the interaction of many agents, we have
the concept about which Hicks was quite passionate: ‘There is an equilibrium
when all individuals are choosing the quantities, to produce and consume, which
they prefer. To a conception of equilibrium that is of this type we must hold fast’
(Hicks 1965, p. 23). Agents are not only choosing what they prefer, but can
actually realise their choices. Thus this concept of equilibrium carries with it the
implication of co-ordination of plans.

Market clearing

Utility maximising lies behind the construction of demand curves, and profit
maximisation behind supply curves. It is thus an easy step to move to equality of
supply and demand, or market clearing, as the criterion of equilibrium at a
market, rather than individual, level. Although it comes to the same thing as
Hicks’s criterion, it connects with an earlier tradition, which derived from the
original meaning of equilibrium: a balance of forces (from aequus, equal, and
libra, balance). The actions taken by consumers and producers to achieve their
optimum positions constitute the ‘forces’.

A position of rest

In nineteenth and early twentieth century economics the use of the term ‘equilib-
rium’ is often non-technical and descriptive: for example, equality of (the value
of) exports and imports is balance-of-payments equilibrium (the capital account
was not dominant as now). When a balance of these forces was achieved, there
would be no further endogenous movement until the balance was disturbed by
some exogenous change. Thus equilibrium became quite generally understood
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as a position of rest. This position can be brought about either by a single force
acting within the context of a constraint or a limit (as in the choice-theoretic
concept) or (more usually in economics) by a balance of forces. Thus this
concept has a dynamic story behind it, of which it is a culminating point.
Famously, Marshall borrowed both biological analogies and the metaphors of
the pendulum and the rest position of balls in a bowl to illustrate the concept:

A business firm grows and attains great strength, and afterwards perhaps
stagnates and decays; and at the turning point there is a balancing or equi-
librium of the forces of life and decay. . . . [W]e want first to look at a
simpler balancing of forces which correspond rather to the mechanical equi-
librium of a stone hanging by an elastic string, or of a number of balls
resting against one another in a basin.

We have now to examine the general relations of demand and supply;
especially those which are connected with that adjustment of price, by
which they are maintained in ‘equilibrium’. This term is in common use and
may be used for the present without special explanation. But there are many
difficulties associated with it . . .

(Marshall 1948 [1920], p. 323)

Perhaps because of Marshall’s very powerful use of this analogy in supply and
demand analysis, the concept of a position of rest has come to be equated with
market clearing in economics. I have argued (Chick 1978, 1983) that this confla-
tion is unfortunate, and that market clearing is but a sub-set of the more general
concept of position of rest. Note that this distinction points up an important
hidden assumption of market clearing: that both sides of ‘the market’ exert
equally powerful force. This assumption becomes important in the interpretation
of Keynes’s General Theory, as we shall see.

To concentrate on rest may suggest that equilibrium is a position of inertia.
Verdon (1996) has argued that this is inappropriate to the study of an activity
like economics and, in particular, that it ignores the propensity of living things,
especially humans perhaps, to act. However, it is activity, continual production
and consumption, that keeps the object of enquiry (in Marshall’s case, price)
constant, so in fact there is no inconsistency: the equilibrium price of a product
is determined by the constant activity of agents supplying and demanding that
product. The idea of a point of rest suggests a kind of permanence, assuming the
equilibrium is stable. But other examples are clearly temporary – most notably
the liquidity preference theory, in which the rate of interest is determined at any
moment by the balance of opinion between speculators in the market for securi-
ties. Such opinion may be quite fickle.

The end of a process

A concept of equilibrium which makes more obvious the importance of activity
in at least some of its manifestations is the end-point of a process, a position
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which is in some sense final, though there are different time horizons involved.
There is overlap with the balance-of-forces idea; for example, Marshall’s market
equilibrium is maintained by the actions of suppliers and buyers even though the
price is ‘at rest’.

In economics many kinds of equilibria are end-points of processes not
necessarily brought about by a balance of forces. We have the neo-Ricardian
concept of a long-period equilibrium in which all capital is allocated to the most
profitable activities, so that the rate of profit is equal amongst them. This too is the
culmination of a process, this time of capital accumulation, and it is sustained by
capital maintenance. The multiplier (understood as an adjustment to a change in
autonomous spending), the multiplier–accelerator model (a dynamic model which
may converge, diverge or produce cycles, depending on the parameters and initial
conditions), the outcomes of games, the convergence (if there is one) to the ‘true
model of the economy’ of rational expectations, are further examples. The attach-
ment of the concept of end-point to equilibrium can, however, cause problems
when using the ceteris paribus method, as we shall see later.

Although I have described the neo-Ricardian long-period equilibrium as the
end-point of a process, the neo-Ricardians themselves would say that it stands as
a tendency, a position toward which the economy is always moving in the here
and now, not some distant state of affairs which may never come about.

Repeating pattern

A type of equilibrium in which activity is acknowledged and which is not the
end of a process is the circular flow of income in the stationary state (Quesnay
1972 [1766]) and the related idea of simple and expanded reproduction (Marx
1970 [1887]). Schumpeter (1934) employed it in his Theory of Economic Devel-
opment and, I argue, this is the main type of equilibrium used in Keynes’s
General Theory (1936). These circular flow models incorporate time: output is
produced before it is sold, workers are paid before output is produced. But in
equilibrium, time is immaterial: even though producers must anticipate sales,
they are confident of the volume of those sales; they will be the same as last
time, and the time before that. Income and production flows, wages and prices,
are reproduced time after time. It is then (and only then) harmless to talk of real
wages, since prices, similarly, can be projected from the past. In the stationary
state there is time, but it is not material to the overall picture, only to the config-
uration to be found at a particular moment. Thus a system in constant motion
can be described in a static way. However, these systems need not be in equilib-
rium: Schumpeter (1934) analysed economic development as departures from
the stationary state, and in Keynes’s system equilibrium is just one result among
the many possible.

Limit cycles are another repeating pattern, which economists are likely to call
an equilibrium but which are not included, I understand, in the scientist’s notion
of equilibrium. Similarly, steady-state growth or inflation, characterised by con-
stant rates of change, are counted by economists as ‘moving equilibria’.
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A general definition?

Is there a general definition of equilibrium to be extracted from these examples?
Machlup (1958) was unhappy with the idea of balance of forces, regarding
‘forces’ as ‘a rather mystical concept’ – and certainly these forces are often
invoked in a rather incantatory way. He suggested ‘a constellation of selected
interrelated variables, so adjusted to one another that no inherent tendency to
change prevails in the model which they constitute’ (Machlup 1958, p. 9). A
situation of ‘peaceful coexistence’ is another proposal (p. 10), similar to the cri-
terion of co-ordination of plans. Hahn’s suggestion (1984 [1974], p. 59) that in
equilibrium no agent is led to modify his behaviour or his theory of how the
economy works may be more general. None of these is model-dependent.

Solution to a mathematical model

The concept of equilibrium is now usually identified with the solution to eco-
nomic models. This idea is detailed in Backhouse (chapter 8 in this volume). It
is easy to see how this concept of equilibrium derives from the earlier ideas
explained here, but it has undergone a transformation from a concept related to
how economic systems work to a purely mathematical conception: a formal,
syntactic property without semantic content. The conceptual content of equilib-
rium is thus indistinguishable from the properties of the model to which it is the
solution rather than having an independent economic meaning.

With these examples we have enough background to explore, in the next section,
some of the areas of dissent, disagreement and confusion surrounding the
concept of equilibrium in economics.

Dissent, disagreement and confusion

Joan Robinson versus Marshall: a protest against 
over-formalisation?

We have seen that Marshall used the metaphor of a balance of forces in develop-
ing his idea of an equilibrium price, and that equality of supply and demand
(market clearing) is central to many economists’ idea of equilibrium itself. What
was there in this idea, which on the face of it looks rather commonsensical, to
provoke Joan Robinson to one of her most stinging attacks (1978)? The basis of
her objection was that the supply-and-demand apparatus offered no way for the
economy to arrive at equilibrium: one was either in it, and had to have been so
since the fall of Adam, or one was not and never would be. She illustrated the
latter proposition with various hypothetical adjustment mechanisms, one of
which went round and round outside equilibrium and the others resembled
divergent and convergent cobwebs that did not reach the equilibrium point (in
the manner of Xeno’s paradox). What she was really objecting to was the trans-
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formation of an account of the incentives facing buyers and sellers (or produc-
ers) reaching a point at which further trade was not advantageous into something
which had become excessively formalised, where the equilibrium price and
quantity were the solution to two static, simultaneous equations without the
adjustment story – in other words, the move from a semantic to a syntactic
understanding of equilibrium. Once that interpretation is accepted, she is per-
fectly right: mathematically, the model is coherent only when the variables are
compatible, that is, when they take their solution values (she used to say that
points on the supply and demand curves, other than the equilibrium point
common to both, ‘do not exist’), and Marshall’s story providing a mechanism of
adjustment was, at she put it, ‘tear gas’. Disequilibrium makes no sense, and
equilibrium becomes a purely formal property.

Equilibrium as a concept and as a method

In Chick and Caserta (1997) we called the method which delivers only solution
values Equilibrium Theory. We distinguished this from theories which have
some form of equilibrium but can also say something about disequilibrium and
adjustment. Equilibrium Theory is a method of analysis, as distinguished from a
concept of equilibrium which can be used in a variety of methods. With the
development of general equilibrium theory, Equilibrium Theory, the method,
has more or less taken over economics. Hicks (1981) believed that outside equi-
librium, or rather, outside a mathematical solution, variables are indeterminate,
and he is not alone; if equilibrium is looked at from the syntactic point of view,
disequilibrium is ‘unintelligible’ This view ignored, or implicitly counted as
indeterminate, the determination of price and sales when markets did not clear.

‘Disequilibrium economics’ was rediscovered in the 1970s. A textbook by
that name (van Doorn 1975) treated subjects such as the proposition that the dis-
equilibrium outcome is determined by the short side of the market, or cobweb
dynamics, aspects of price theory that were an integral part of Marshall’s story.
The separation between the forces operating in disequilibrium from the elements
that characterise the equilibrium position is a product of mathematisation. The
need for a separate mechanism of adjustment is similarly reflected in the ‘auc-
tioneer’ as the deus ex machina of general equilibrium theory or Samuelson’s
correspondence principle (1947).

Compare, however, Keynes in the Treatise on Money:

My object has been to find a method which is useful in describing, not
merely the characteristics of static equilibrium, but also those of disequilib-
rium, and to discover the dynamical laws governing the passage of a mone-
tary system from one position of equilibrium to another.

(Keynes 1930, p. xvii)

Here we see the difference between a theory which has an equilibrium among
other results, which is what Keynes wanted to construct, and Equilibrium
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Theory. In the former, disequilibrium positions can be determined.1 The domi-
nance of Equilibrium Theory has been enormously extended by the generalisa-
tion of supply and demand analysis to all markets in general equilibrium theory.
This theory has received assiduous attention, such that probably most would
agree with Hahn that it is the ‘best developed’ economic theory. Kornai’s Anti-
equilibrium (1971) is entirely directed against this theory, as is Kaldor’s 1985
book; and Robinson’s critique holds a fortiori. If one compares modern expres-
sions of the theory, particularly Debreu (1959), with the original Walras (1954
[1926]), one finds the same increase in the level of abstraction, particularly the
replacement of tâtonnement with instantaneous clearing. This substitution has
given rise to a criticism, often made of general equilibrium theory, that the
knowledge required to find the equilibrium is beyond human capacity: the ‘auc-
tioneer’s job’ is impossible.

Note that someone pushing the logic even of Marshall’s model of a market to
the extreme would say that every buyer and seller must know what every other
agent intends, which is also too much to ask. Compare this with the comment
made by Marshall (admittedly in the context of a single market): ‘[the agent’s]
knowledge of what others are doing is supposed to be generally sufficient’ (Mar-
shall 1948 [1920], p. 341). Similarly, Walras actually thought he was providing
an analysis that had some correspondence with the real world. The tâtonnement,
a ‘groping’, by implication somewhat in the dark on the basis of partial know-
ledge, was a substitute for the complete knowledge that perfect logic (or abstract
formalism) demands.

What would Robinson think now, when equilibrium has come to mean only a
solution! In a very important sense her critique is a protest against the possibility
that economic theory might become a purely syntactic exercise – a possibility
which some would say has come to pass.

Equilibrium and the competitive model

Kaldor (1972) directed his dissent to the building blocks of supply-and-demand
analysis that form the basis of general equilibrium theory: the atomistic,
representative agent and, particularly, the cost conditions that are supposed to
obtain. The ‘forces’ that are supposed to bring about equilibrium are exercised
by agents each of whom is too small to affect the outcome by him/herself, so no
imbalance of power can arise. Systems in which there are powerful agents have
been theorised, of course, and they typically have equilibria. Kaldor focused his
attention on the cost conditions assumed to prevail in pure competition, namely
that there should be diminishing returns to expansion of output, or equivalently,
increasing costs. Since all firms start out the same size (the representative firm
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assumption sees to that) and feel the pinch of increasing costs at the same rate,
no single firm or group of firms ever gains more market power than others.

The assumption of increasing costs Kaldor found to be unrealistic. It follows
from the existence of increasing returns that those firms most able to take advant-
age of them, by developing new markets and so on, will eventually dominate the
price mechanism. The system will not come to rest until increasing returns are
fully exploited. He also criticised the idea of pricing to maximise profit as mis-
placed precision, and advocated replacing it with a mark-up over costs.

Kaldor’s critique, then, was almost a polar opposite of Robinson’s. It was
based, not on problems of the interior logic of the system or the conflict between
formal and informal systems, but on grounds of the realism of the model’s
assumptions. A critique on the same grounds, but for different reasons, is David-
son (e.g. 1977). For him the problems with general competitive equilibrium are
its assumptions of gross substitutability (so that labour and output are substi-
tutes, rather than complements as they are in real-world production) and instan-
taneous market clearing with no uncertainty (so the system cannot find a role for
money). The first is not a complaint against equilibrium, either the concept or
the method, but against the extension of a model of exchange to the process of
production. On the second point, Davidson is a monetary theorist, so it is under-
standable that he finds the latter flaw intolerable – but so should any realist, and
so does at least one general equilibrium theorist (Hahn 1985 [1975]). Kaldor’s
and Davidson’s critiques, then, are examples of dissent not against the concept
of equilibrium as such but against a particular model. Robinson’s critique,
though focused on Marshall, is of Equilibrium Theory as a method, and applies
to general equilibrium theory and much theory which postdates her.

Equilibrium and the real world

A critique that crops up often in heterodox circles is that equilibrium is a useless
concept because the actual economic system is never in equilibrium. It is this
aspect that most sharply divides economics and the natural sciences. In the
latter, equilibrium can, in most cases, be observed or measured, or inferred from
concrete evidence, while this is not the case in economics. Nor do we often have
proof of the existence of economic equilibrium outside our theoretical models.
Does this make the concept of economic equilibrium useless? I think not, as I
hope to show in later examples.

Equilibrium and time

Robinson’s critique, as we have seen, was directed against the use of static
analysis, though its scope is broader. Static analysis is timeless, yet there is no
doubt that economic activity takes place in time and that economies evolve.
The very notion of causality may require time (but see Hicks’s notion of
contemporaneous causality, 1979). The kind of dynamic analysis practised in
economics until recently was not really ‘timeful’ either, as outcomes were
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entirely determined by initial conditions and the parameters of the model. Both
Robinson and Kaldor see equilibrium as antithetical to history:

The only truly exogenous factor is whatever exists at a given moment of
time, as a heritage from the past. . . . [T]he heritage of all past history
[determines] what can be produced of created in the immediate future. . . .
The heritage of the past is the one truly exogenous factor, and its influence
will determine future events to an extent which varies inversely with the dis-
tance of the future period from the present. . . .

The very notion of equilibrium, particularly of long-run equilibrium,
amounts to a denial of this . . .

(Kaldor 1985, p. 62; original emphasis)

Robinson would scrap equilibrium theorising to restore the role of history, yet
she recognised that the theory put forward in The General Theory, widely (but in
my view not rightly) viewed as static theory, does have a role for history:

Short-period analysis is concerned with the equilibrium of a system with a
given stock of capital and with given expectations about the future. Past
history is thus put into the initial conditions, so that the analysis is static in
itself, and yet is part of a dynamic theory.

(Robinson 1970, p. ix)

There are many ways in which economists deal with time, and they may be worth
spelling out to see if equilibrium and history are totally irreconcilable or not.

Ceteris paribus

Again let me start with a Marshallian technique: ‘cutting up’ time by means of
putting some variables ‘in the pound of ceteris paribus’. His theory of supply
and demand, for example, distinguished three ‘periods’: the market period, in
which output had already taken place and only exchange takes place; a short
period in which the capital stock available to producers is given but output
remains to be decided; and, finally, the long period, in which decisions to
increase the capital stock are taken. These are, or course, artificial divisions of
continuous time, but they correspond to aspects of economic decision making
which, though taken simultaneously, have shorter or longer time horizons.

I would describe this technique as having in mind an economy operating in
continuous time, an open system, and then making suitable divisions (temporary
closures), in order to suspend time and render analysis feasible (Chick and Dow
2001). When a variable is ‘held constant’, it is not supposed to be without influ-
ence: its influence is merely suppressed for the time being. The various equilib-
ria found within this system are contingent on the constraints the theorist
imposes, that is, are subject to the ceteris paribus assumption. From this point of
view, an equilibrium can be ‘final’ in one sub-system and not final in another, a
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point understood by Machlup but much misunderstood in the context of
Keynes’s short period. In the short period, investment in new capital was only
allowed to affect aggregate demand but not to affect supply conditions (costs of
production). Some critics said that the equilibrium in this short period was not
really equilibrium because there was positive investment, so the capital stock
was increasing and there was no point of rest. The dividing line between the
short and long period was more subtle in Keynes than in Marshall but the prin-
ciple was the same, so this confusion is hard to understand, unless it relates to
the idea that there can only be one equilibrium and that must be final. If so, it
must be the one with the longest time horizon – a kind of Freudian death wish,
like the attainment of thermodynamic equilibrium.2 If that perspective is given
credence, the ceteris paribus method of dealing with time is disallowed.

Although the theorist can adopt whatever ceteris paribus conditions s/he
wants for as long as s/he wants, the particular choices of Keynes and Marshall
are ‘drawn from the life’, such that there is a natural progression from one to the
other. Not only that, but the equilibrium situation in the more constrained situ-
ation will lead to the breakdown of the constraints, even of the longest period.
(Imagine being in long-period equilibrium or a stationary state. Surely any entre-
preneur worth his salt will take – or rather make – the first opportunity to break
out of this situation with a new process, product or invention.)

The classical long period

The notion of the short and long period in classical analysis, brought into
present-day analysis by the neo-Ricardians, is very different from the temporary
closures of Marshall and Keynes. Milgate makes the following comment on
Marshall’s partial equilibrium in three ‘periods’ (leaving aside secular change):

The last of these categories, as Marshall makes perfectly clear in the text,
corresponds to Adam Smith’s ‘natural conditions’ (1890, p. 347).3 The first
two are to a ‘greater or lesser degree more influenced by passing events, and
by causes whose action is fitful and short lived’ (p. 349). What is striking
about Marshall’s terminology is the fact that situations that from an analyti-
cal point of view would traditionally have been regarded as ‘deviations’
from long-period normal equilibrium (that is, disequilibria) are explicitly
referred to as different cases of ‘equilibrium’.

(Milgate 1987, p. 181)

We see here an echo of the desire for a single, final equilibrium, as if the
metaphor of balls in a bowl had no legitimacy and only when the bowl dissolves
and the balls are on the floor do we have a ‘true’ equilibrium.

The basic idea of classical equilibrium is a centre of gravitation: ‘that config-
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uration of values [of variables] toward which all economic magnitudes are
continually tending to conform’ (Milgate 1987, p. 179). Long-period equilib-
rium is said to be characterised by forces which are fundamental, systematic and
enduring. There may be short-period fluctuations around this centre of gravita-
tion, but they are temporary and reversible. They leave no permanent trace on
the long run. Traditionally, these short-period fluctuations were monetary dislo-
cations (too much credit, for example); equilibrium in the long period was
shaped by the forces of productivity and thrift – in today’s language, by invest-
ment and saving. Ricardo and the neo-Ricardians go a step further: long-period
equilibrium is found only when production has ‘fully adjusted to demand’, that
is, takes place at long-run normal capacity utilisation (minimum average cost),
and all capital is allocated to the best uses, as indicated by a uniform rate of
profit prevailing throughout the economy.

To the neo-Ricardians, the short period is unsuitable for economic analysis. The
short period is the realm of accident, of flux. Only in the long period are the ‘sys-
tematic, fundamental and enduring’ forces to be found. These forces are objective;
subjective elements such as uncertainty have no place there. Thus, for example, for
them the combination within one theory of short-period and long-period equilibrium
in Keynes’s General Theory is impossible, for the one entails uncertainty and the
other does not (Potestio 1986). The neo-Ricardian concept of equilibrium was not
Keynes’s and is misapplied to his analysis. (In fact, for Keynes the long period
entails more uncertainty than the short period, as in the passage from Kaldor above.)

Although by construction the classical/neo-Ricardian long period entails far-
reaching adjustment, and thus would seem to be, in calendar time, a long way
off, the ‘tendency towards equilibrium’ is held to be present in the actual
economy, and is in place ‘now’ and at all times. The comparison with thermody-
namic equilibrium is thus not far-fetched. A comparison could equally be made
with any process for which an equilibrium is the end-point which is independent
of the random fluctuations which coexist with the ‘fundamental forces’.

Inter-temporal equilibrium

Joan Robinson also dissented from the neo-Ricardian conception of the long
period. She favoured a more historical conception, in which the long period was
the outcome of a succession of short periods. We shall see that this is compatible
with Keynes’s conception. But it is also the basic idea behind inter-temporal
equilibrium. For the neo-Ricardian Milgate, broad acceptance of this concept
would lead to the end of economics as we have known it. Inter-temporal equilib-
rium finds market-clearing prices over a succession of time periods, each
holding, say, expectations, constant. The (equilibrium) outcome of one period,
which Hicks (1939) called ‘temporary equilibrium’, provides the basis for
expectations formation in the next. The sequential character of the equilibria
precludes taking equilibrium as a centre of gravitation. Subsequent concentra-
tion on different types of temporary equilibrium, ‘disequilibrium cases from the
point of view of full inter-temporal equilibrium’, has been responsible, Milgate
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argues, for the acceptance of the notion of equilibrium as a solution (but see
above), in which ‘equilibrium has become a category with no meaning
independent of the exact specification of the initial conditions for any model’
(Milgate 1987, p. 182).

While I join Milgate in deploring the identification of the concept of equilib-
rium with a mathematical solution to any model one cares to construct, else-
where (Chick 2002) I have made an alternative suggestion about the status of
neo-Ricardian equilibrium. The ‘systematic, fundamental and enduring’ forces
which for them characterise long-period equilibrium should instead be the basis
for the selection of variables or relationships in theory construction. Surely, it is
the purpose of theory to isolate those forces or relationships that are systematic,
fundamental and enduring for causal analysis, whether in equilibrium or to
explain the process by which equilibrium is brought about, and whether in the
long, or the short, period.

Equilibrium as a recurring process

In a continuing process of interdependence of production and consumption an
equilibrium circular flow, or stationary state, lays out the conditions under which
a given level of production and consumption is sustainable, or will be repeated.
A stationary state of this kind was brought into modern times in the schemes of
reproduction in Marx. But I wish to argue, more controversially, that it is also
central to Keynes’s General Theory.

The General Theory follows Marshall’s scheme of periods and is largely (but
not exclusively) concerned with the short period, as defined above. It is in the
short period that output and employment are determined: production always takes
place with the capital on hand. The system is temporally ordered and 
path-dependent. I shall take as an example the simple model in which money and
interest rates do not yet appear. Investment is, therefore, exogenous – indeed, con-
sumption and investment are not really differentiated at this stage of the argument.
Wages are determined, workers are hired and the level of output is determined by
expectations of demand in a future (not futures) market. These expectations can
turn out to be correct or not. If they are not correct for a sufficient number of
observations, producers will change their expectations and, thus, their output and
employment strategy. If they are correct, again for a sufficient number of observa-
tions to show that the result is not a fluke, producers will leave their decisions
unchanged from one production period to the next. The latter is, ceteris paribus,
an equilibrium circular flow or stationary state. It is not, as many commentators
have averred, statics, for a time-order of decisions is preserved, as is causality.
Why concentrate on an equilibrium configuration? The simple answer is that a
path-dependent system must either specify exactly what producers will do if their
expectations are disappointed or admit that the system can in principle go any-
where, which is hardly satisfactory – indeed, it is hardly theory.

Of course, if equilibrium is reached, it cannot last, for the reason raised
earlier: positive investment means capital is being accumulated. Thus at some
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point long-period problems become important. In this sense the long period is
brought about by a succession of short periods, even though the theorist can
keep accumulation at bay for as long as s/he wants. Keynes deals with the
impact of capital accumulation in only one chapter (ch. 17), because his focus is
on whether that process will come to an end before or after the desire to save is
satiated. If before, then the desire to save will be frustrated by a fall in income
and employment, and unemployment will persist in the long run. He concluded
that this was the more likely outcome.4

Whether applied to the long or the short period, Keynes’s insistence on the
possibility, even the likelihood, of unemployment equilibrium has caused
enormous difficulty. (Curiously, in mainstream economics there exists the
concept of equilibrium unemployment – see, for instance, Pissarides 1990 – by
which is meant the level of unemployment consistent with zero inflation.) The
difficulty in understanding Keynes arises from identifying equilibrium with the
concept of market-clearing solutions, where such a phrase is a contradiction in
terms, instead of with a state of rest, where it is not. Underlying the idea of
market clearing is, as pointed out earlier, the idea that the ‘forces’ which bring it
about are of equal power on both sides. The unusual feature of Keynes’s analy-
sis is its recognition that all the power is in the hands of producers. This is not
because they occupy a monopsony position in the labour market, but arises
simply from the temporal ordering of the process of producing for (uncertain,
future) market sale: firms decide how much employment to offer on the basis of
their expectations, and in the decentralised system of Western capitalism, if
these decisions do not absorb all the labour available, that is just too bad. There
is no recontracting, as in Walras, to redress the balance. Equilibrium here is not
an example of a balance of equal forces: labour has not the power to change its
situation. Perhaps this is rejected in mainstream economics not because it isn’t
true but because it is unpalatable.

Human agency

It is often remarked that taking the concept of equilibrium from science to eco-
nomics was wholly inappropriate, for economics deals with conscious, thinking
human beings; even in the dryest of models, where variables take the place of
people, the representative agent is lurking in the background. Molecules, atoms,
particles are assumed not to share the capacity for thought. The first thing to say
to that point is that serious choice is reduced to mere calculation in much eco-
nomics; homo oeconomicus in this environment is not very different from insen-
tient beings. (And I have read scientists who speak of ‘choices’ made at
bifurcation points, or of what photons ‘know’ in the two-slit experiment.)
However, there is still force to the argument. We have already touched on the
concept of the role of expectations in Marshall’s and Keynes’s work. Expecta-
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tions have found their way into the mainstream, first as workers’ expectations of
inflation, which allowed them to evaluate offers of money wages (e.g. Fried-
man), then to full-blown rational expectations, in which, in equilibrium, the
agents can in principle have full knowledge (stochastically speaking) of the
‘true’ model of the economy. Conscious action is also at the centre of models of
conjectural equilibrium, Nash equilibria and the like, where it is necessary to
understand something of the strategies of others. But it is still possible to think
that what is being expected or conjectured is either objective or constant. In
Keynes (1936), the expedient of putting entrepreneurial flair and impatience into
the pound of ceteris paribus along with the consequences of investment for pro-
ductive efficiency will allow one to find the short-period equilibrium.

However, when we come to the idea of the crucial decision,5 the illusion of
an objective economic system must be abandoned. Crucial choices in the sense
of Shackle change the economic landscape and thus cannot be repeated. Recog-
nition of this feature of conscious life has far-reaching consequences. No longer
is economic wo/man trying to fit in to her/his environment; s/he is creating it,
changing behaviours, relationships, institutions, and these changes will have
further repercussions. This is how the world is, but it is jolly difficult to model.
So Shackle is accused of nihilism.

Another economist who is concerned with this problem is Loasby (1991). He
sees equilibrium and change as complementary, rather than antagonistic. All
development, he argues, requires a base of stability. This conception fits with the
idea of equilibria which, rather than being final, contain within them the seeds of
their own destruction, which we promoted above in the case of Keynes (see
Chick and Caserta 1997).

Conclusion

There seems to me to be a sense in which equilibrium is and has been indispens-
able and a sense in which the concept should be used with caution. We have
seen some of the uses to which equilibrium has been put, and it is difficult to
imagine economic theory (including informal and verbal theory) without it. In
particular, I find Keynes’s use of it to make sense of a path-dependent system, in
an era when simulation was not an available alternative, very valuable. I am also
much taken by the sense of impermanence, of lack of finality, in Keynes’s and
Marshall’s equilibria.

The cautions relate to ideas that have accrued to the concept, or to the con-
fusion of concept and method, or to its ideological content. To take the last
point first, equilibrium is usually seen as a desirable state of affairs, in which
everyone is at their optimal position and there are no unexploited opportun-
ities. This comfortable picture ignores power relations (explicitly ruled out in
competitive equilibrium) and, most of the time, income distribution (ruled out
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by the representative agent). Equilibrium as an end point plays down that
instinctive drive to action that will overturn any equilibrium in due course. I
reject the proposition that equilibrium is a useless concept in economics
because such a state has never been observed in an economy (at least, I think
not; it is difficult to know how it would be recognised if it were to occur),
because I understand and value the process of abstraction necessary to theory.
I do not, however, claim that theory is impossible without equilibrium. Nor do
I think that theory which gives only the equilibrium position is helpful, as it
dispenses with adjustment processes and causality. When equilibrium means
only a mathematical solution the concept is robbed of any but a syntactical
meaning, and has no economic content. But as a concept of a configuration
which will persist unless disturbed – the meaning of equilibrium in ordinary
language – I believe it has a useful analytical and descriptive role to play in
economics.
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12 Heavens above
What equilibrium means for
economics

Alan Freeman

This chapter suggests that a mistake will be made if we suppose that the
word ‘equilibrium’ is used by economists in the same way that a physicist
uses ‘energy’ or a chemist uses ‘molecule’. It argues that economics has
not simply borrowed this idea from the natural sciences but has trans-
formed it into something different. I show that the best way to compre-
hend what equilibrium means to economics is to understand that it is used
in a religious, rather than a scientific, manner.

I present the formal properties of two counterposed ontological
approaches in economics: the temporal and the equilibrium, or steady
state, approach. Comparing the equilibrium view with the medieval
concept of ‘heaven’ to illustrate, I show that the selection mechanisms of
economic theory are dominated by esoteric or ethical-political choices
rather than by exoteric or explanatory choices, and that the concept of
equilibrium should be understood in this light.

So far as hypotheses are concerned, let no one expect anything certain from
astronomy, which cannot furnish it, lest he accept as the truth ideas conceived for
another purpose, and depart from this study a greater fool than when he entered
it.

(Nicholas Copernicus, De revolutionibus orbium coelestium)

This chapter will suggest how a natural scientist can understand the use which
economics makes of the word ‘equilibrium’. I will argue that a simple concept,
unexceptionable for the study of many physical phenomena, has been trans-
formed into something completely different. If, therefore, we naively expect to
find it applied in economics in the same way as ‘energy’ in physics or ‘mole-
cule’ in chemistry, as a means of describing and explaining what an impartial
observer may independently verify, we will misunderstand its real significance.

My basic thesis is that the educated public makes a mistake in accepting, at
face value, the claim that economics conducts itself as a science. I will argue



that, as at present practised, it conducts itself as a religion. I will argue that the
concept of equilibrium1 is the organising principle of this religion.

Testing such a controversial assertion obviously requires a definition of reli-
gion, which the Enlightenment has mythologised, portraying it as rooted in
fanaticism, dogma, bigotry and the substitution of scriptural authority for
evidence.

This description does fit some religionists and, the truly impartial will admit,
the occasional economist. However, as a way of defining and understanding
what religions really do, and how they really differ from sciences, the myth is
neither accurate nor complete. It arises from a political struggle in which science
and religion have been locked since the time of Galileo. It is not an objective
scientific description, and has prevented both scientists and economists grasping
what really distinguishes a scientific mode of enquiry from a religious one.

To try and overcome this problem, I will introduce a distinction between two
functions of knowledge which, I will show, impose on our consciousness two
opposed meanings for the most general abstractions which govern the way we
think about our world and our society, obliging us to think as if they had only
one meaning. The first function I call the exoteric function of knowledge. This
defines a relation between society, acting as an observer, and that which society
observes. In exercising the exoteric function of knowledge, the observer distin-
guishes herself from what is observed. To the sphere of exoteric knowledge
belong most of the constructs of science – energy, gravitation, atoms, waves,
and so on. Through this function of knowledge, society arranges to control
nature. The second I call the esoteric function of knowledge, which defines a
relation between society and itself. In exercising the esoteric function of know-
ledge, humans become collectively self-conscious and no longer maintain the
distinction between the observer and that which is observed. They organise,
within a rational structure, systems of law, ethics, morality and their relations to
each other.

With regard to economics, my central thesis is that the esoteric function of
equilibrium predominates over the exoteric and that, therefore, to understand the
concept as applied in economics, one must unearth its esoteric meaning.
Attempts to grasp its significance by approaching it as a purely descriptive
instrument are therefore foredoomed.

To convince my readers of this point I invite them to discard two simplistic
ideas. The first is the Enlightenment myth outlined above: that what distin-
guishes religion from science is irrationality and contempt for evidence. Writers
such as Barbour (1990) have effectively demolished this idea, which we will
examine further in considering the history of cosmological debate during the
time of Galileo. The second such idea is that which economics has crudely
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adapted from Popper, that ‘normative’ or ethical judgements stand outside the
realm of science. The standard formulation of this view is that:

Normative economics involves ethical precepts and value judgements . . .
there are no right and wrong answers to these questions because they
involve ethics and values rather than facts. These issues can be debated, but
they can never be settled by science.

(Samuelson and Nordhaus 1992, p. 9)

A study of the process by which economics selects its theories shows that the
normative–positive distinction does not play the role proposed for it. Allegedly
positive concepts such as ‘market’ refer not to anything actual but to an ide-
alised, self-regulating market which does not and cannot exist. This is used, in
the formulation of policy, as a standard against which actual markets are judged,
so that policies are framed to modify these ‘imperfect’ markets by bringing them
into conformity with this ideal. This notion of ‘market’ is not a normal abstrac-
tion, any more than the idea that a horse is an imperfect unicorn.2 It does not
describe the common properties of all species of market but is logically
grounded in properties possessed by no market. It is a normative standard.

On the other hand, ethical propositions such as ‘society should be more
equal’ are fully amenable to rational and evidence-based judgement, once one
asks questions such as ‘Is such a state of affairs actually possible?’ ‘What
would we have to do, in order to bring it about?’ or ‘What would happen if we
tried to bring it about?’ Samuelson’s assertion that such questions fall outside
science amounts to a claim that ethics has no rational foundation, which few
philosophers concede. It is an abdication of any responsibility of the scientist
in the ethical sphere. In fact if a precept such as equality permits us to reorgan-
ise society, in the same way that an architect can construct a socially func-
tional and aesthetically pleasing building, then this is a scientifically valid
precept. An equal society may not now, exoterically, exist. But if, transformed
into a policy, the principle of equality can be embedded in a system of laws,
morals and economic relations which bring an equal society into being, then
the outcome would conform to the concept, and this would confirm its valid-
ity. If on the other hand it were proposed to construct a society without agri-
culture, this would be dangerously utopian, because there is sound evidence
that it cannot be done.

The real problem can now be restated. Experience has shown us that we may
neither exoterically explain, nor esoterically organise, a market economy around
theories which rest on the ideal of general, static equilibrium. There have been
many attempts to do so, including the programme of financial and economic lib-
eralisation which dominated the last part of the previous millennium and is nor-
mally referred to as ‘globalisation’. They have all failed.

I therefore sustain that in no sense is equilibrium a valid conception, either as
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description or as prescription. It is not, in some deep sense, a ‘possible’ abstrac-
tion. There is no such thing as a market economy which is either governed, or
governable, by its hypothetical equilibrium state. This is not the outcome of a
failure of will. It is a consequence of objective properties of the market which
manifest themselves in both exoteric and esoteric applications of equilibrium
theory. This theory is therefore wrong absolutely, in the same simple way that
flat earth theory is wrong: when we act on it, we find that what we expect to
happen does not happen. We find that a state of society, which we expect to
arise from our actions, does not arise.

Yet economics persists in using the abstraction of equilibrium as if it really
did or can describe, in some sense, what markets actually could do, if appropri-
ately governed. The issue is then this: why does a well paid profession organise
itself around the intellectual fiction that an unattainable ideal is a practical
approximation to the truth? And, given that the concept of static general equilib-
rium plays no actual role in describing the society we live in, what is its real
meaning for economists? The purpose of this chapter is to suggest an explana-
tion for this paradoxical fact and an answer to this difficult question.

Does heaven exist?

To illustrate the difficulties, let us suppose that a team of modern scientists set
out to research what ‘heaven’ meant in medieval times. A first, simplistic
approach would be to treat it as a protoscientific construct whose purpose is to
explain how the stars, planets, moon and sun appeared to move. The pre-
Copernican, Ptolemaic system of cosmology, which placed the earth at the
centre of the universe and had the stars fixed in the heavens moving slowly
around it, is a rather good approximation to observed reality. It tells us when
stars and planets rise and set, and where to find them as the years roll on: it accu-
rately predicts their positions, the seasons, the phases of the moon, and even
eclipses. Taking this approach, our team could deconstruct works such as Sacro-
bosco’s Sphaera3 (in its day the standard reference work on cosmic motion) as a
literal description of planetary, stellar and lunar movements, and would find it
tolerably accurate in predicting these movements.

Our team of practical-minded scientists could easily conclude that the word
‘heaven’ was in its time just a medieval synonym for what we now call ‘outer
space’ – in exactly the same way that modern scientists, when they first
encounter the concept of ‘equilibrium’, conclude it is merely an economic
synonym for an equivalent physical concept.

This judgement would be contradicted by a different use of the word
‘heaven’ which figures in the writings of the time – not only in Church doctrines
but in the common speech of rulers, judges and ordinary people. In this use,
heaven is a sacred term. It was, our team would report, the home of a non-
existent prime mover of the universe: literally, God’s home. It was the place that

Heavens above 243

3 See Lattis (1994: 249)



good Christians were supposed to go to when they die. Moreover this usage had
real and extensive social effects. It shaped history. Millions of people went to
extraordinary lengths – donating house and home, launching crusades, embark-
ing on long and risky pilgrimages, and spending fortunes on indulgences4 – to
get into ‘heaven’ when dead. Heavenly origin was primary proof of secular
authority, as is clear from the doctrine of the divine right of kings.

Our team would have to acknowledge that the word ‘heaven’ had two mean-
ings. On the one hand it conveyed a spatial configuration: ‘earth’ referred to the
world below: those parts of the universe which were physically at its known
centre and could be reached by traversing its known surface; ‘heaven’ referred
to the distant and inaccessible parts.

But on the other hand it was an organising principle of the social order. It was
assumed, as beyond doubt, that the distant, infinite and inaccessible parts of the
universe were composed of a superior substance which Aristotle called ‘quintes-
sence’ or the fifth element5 – in short, they were perfect. ‘Heaven’ thus defined
is no more irrational than the other four elements earth, air, fire and water. On
the basis of ‘heaven’ conceived as the realm of perfect substance, Western
society constructed an ideal whose logical premise was the idea that those
people and classes most qualified to own and to govern were those who could
trace their origins and their policies to the eternal state of the skies above.6

No modern Christian promotes the idea that God and Paradise may literally
and geographically be found in outer space or among the planets. That would be
a blasphemous idea, since it would situate God, whose essence is perfection
freed of material limitation, in an imperfect material space amidst lumps of inan-
imate rock and stellar dust. But in medieval times the identity of heaven and
divinity was literal; people saw no need to make a distinction. The skies them-
selves were thought to be composed of the most perfect substance and there was
no contradiction in placing God in them. The heavens were direct evidence of
divine perfection.

We thus have a problem, which as this chapter unfolds will become the core
of our approach to the concept of equilibrium in economics. The word ‘heaven’
in medieval thought actually had two meanings which people saw no need to
distinguish. On the one hand it explained and predicted what people – more pre-
cisely, society – observed when they looked upwards. But it had another
meaning which cannot simply be dismissed as superstition or ignorance. This
meaning came to the fore when society had to specify, to its citizens, what was
right and what was wrong: what they might and might not do, and the reasons
why. ‘Heaven’ also signified the realm of perfection and, in this role, it was the
logical foundation of the medieval system of law, morality and social relations.
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Paradigm change

In the course of time, it became necessary to make a distinction between the two
meanings of heaven. By the time Galileo Galilei began constructing his contro-
versial defence of Copernicus’ revolutionary theories,7 most writers about
astronomy were fully aware that the model they had been using for many cen-
turies was seriously wanting. They approached the decision in a way that
modern science would not find altogether foreign: they considered a variety of
hypotheses, considered the predictions that these hypotheses gave rise to, and
assessed their likelihood in a logical manner. Nor were they unaware of Coper-
nicus’ theory or unsympathetic to Galileo’s defence of it. The Pope so enjoyed
Galileo’s early writings that he had them read to him in his bath.

We must now grapple with a difficult point. As noted in the introduction,
Enlightenment mythology has rewritten the story of Galileo as a simple battle
between the forces of reason and light, represented by Copernicanism, and the
forces of darkness and superstition, represented by the Catholic Church. This
mythic enlightenment history was carefully constructed by Galileo’s faithful
student Viviano in order to marshal forces for the political battle which Protes-
tantism successfully concluded against Catholicism and whose purpose was, in
essence, to take away the Church’s right to interfere in the pursuit of exoteric
knowledge. This battle became a general project of rationalism and was adopted
by the left wing of the workers’ movement, as can be seen in Bertold Brecht’s
retelling of the Galileo fable. According to this mythology the Church is a
simple instrument of clerical reaction. It was not scientific for the simple reason
that it was uninterested in truth.

This mythology is now being carefully re-examined. Writers such as Drake
(1999) and Sobel (1999) have pointed out that Galileo himself was a devout
Catholic and sought not to exclude the Church from science but to protect it
from adopting wrong ideas which he (rightly) believed would utterly discredit it.
They and Lattis (1994) have shown that the Church in turn was far from wilfully
ignorant of the key cosmological issues at stake, and was no stranger at all to
rational and evidence-based discussion. It is inadequate to present the Church’s
opposition to Copernicanism as a simple battle between the force of informed
reason and prejudiced reaction.

It is not even the case that science is universally pursued by scientists and
religion by religionists – most if not all of Galileo’s protagonists were them-
selves religionists, but of a different, Protestant, persuasion. Galileo himself was
a sincere, pious man.8 Since we find, in history, religionists pursuing a scientific
mode of enquiry, we should not discount the possibility of finding scientists pur-
suing a religious mode of enquiry. When we understand where the distinction
between the religious and the scientific mode of enquiry really does lie, we are
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driven to realise that economics, as it now conducts itself, falls on the wrong
side of the divide.

In a very fundamental sense the Catholic Church did get it wrong, because the
heavens really do not revolve about the earth, and it forbade people to say that. It
imposed a wrong mode of enquiry, as it finally admitted in 1992. It is this mode of
enquiry that I believe can rightly be characterised as religious and not scientific.
The question is, in precisely what sense was this so? The distinction does not lie, I
would argue, where Enlightenment mythology has placed it. We are not ade-
quately served by a crude counter-position between science, which is positivist,
rational and right, and religion, which is normative, irrational and wrong.

The definition I will advance is that a mode of enquiry can be characterised
as religious when it can be demonstrated that esoteric considerations dominate
over exoteric considerations in its selection of theories.

My basic approach is to shift the focus from the nature of the knowledge and
theories deployed by religious and scientific enquiry as such, to the process by
which these theories are selected. In this, the ground has been prepared by
Thomas Kuhn’s (1962) pathbreaking account of ‘paradigm change’, of which no
scientist can fail to be aware.

Kuhn’s fundamental insight is that scientists themselves do not behave as
simple Popperian positivists. They do not in fact simply drop one explanation as
soon as the facts refute it and pick up another, superior explanation. Science, as an
organised social body, passes through periods of intense competition between rival
explanations, at the end of which the new explanation triumphs over the old.

But Kuhn himself goes to the opposite extreme of Enlightenment mythology.
He presents the Copernican revolution merely as one instance of a scientific
paradigm change. Why didn’t scientists simply abandon the Ptolemaic view
immediately? Because, according to Kuhn, that is what scientists do. This is
how science progresses.

There are two problems. First, Kuhn never considers the social sciences,
which means the evidence is somewhat incomplete. Second, the transition to
Copernicanism, which he presents almost as an archetype in his study of
science, does not conform to the pattern of the other scientific revolutions which
he studies. The Galilean heresy was not adopted in the same way as the wave
theory of light, or oxygen, or relativity, or any other more modern scientific doc-
trine. Both the process of change, and the factors that governed it, were quite
different.

The debate on relativity was over in less than a generation. Michelson first
asserted that the velocity of light was constant in 1880, and proved it with
Morley in 1887. Poincaré more or less correctly formulated modern doctrine in
1898. Einstein published the special theory in 1905. By 1920 the new theories
were more or less universally accepted in the scientific world.9 The transition
thus lasted, at an absolute maximum, fifty years. But Copernicus’ work pre-dates
the victory of Galileo’s version of it by 200 years, and was moreover originally

246 A. Freeman

9 Cf. www-groups.dcs.st-and.ac.uk/~history/HistTopics/Special_relativity.html.



available 2,000 years earlier, when it was first advanced by Aristarchus of
Samos,10 only to be suppressed at the instigation of the Greek oligarchs. The
transition was the longest in scientific history.

Moreover Copernicanism, which was fully known and understood by pre-
Galilean scholars, was not ‘rejected’ through some process of natural selection.
It was suppressed. The Holy Office in 1616:

Judged formally heretical the proposition that the sun is the center of the
world and completely immovable by local motion. At the same time they
judged erroneous in faith the proposition that the earth is neither the center
of the cosmos nor immovable but moves as a whole and with a diurnal
motion.

(Lattis 1994: 139)

The Congregation of the Index in the same year condemned Foscarini’s pro-
Copernican book and suspended ‘until corrected’ Copernicus’s own De revolu-
tionibus. Galileo was not simply rejected for publication or passed over for
promotion: he was instructed to recant, placed under house arrest and solemnly
forbidden to disseminate his ideas. Copernicus’s works were condemned as
heresy and their promulgation was prohibited for centuries.

The decisive question is: by what actual process were Galileo’s views
rejected? How did the Church and its scholars actually arrive at these decisions?
The purely intellectual, exoteric debate cannot be ripped out of this social, polit-
ical and esoteric context. When this question is asked, we can begin to grasp
why, despite its scholarly and logical approach, medieval cosmology cannot be
treated as a simple body of scientific knowledge.

Scientific and religious processes of paradigm change

Resistance to heliocentrism did not centre on observational accuracy at all. It
centred on the esoteric significance of the substance of heaven. Faced with
alternative hypotheses about reality, both of them logical and both containing an
explanation of what could be observed, the choice made by the Church was
determined by what these hypotheses conveyed about the social order. If the
very heavens are corrupt, then mere human imperfection requires neither king
nor cardinal, emperor nor pope, to right it. Ptolemaic cosmology was defended
because it conferred on the papacy authority as lawgiver and arbitrator in the
never-ending disputes between the kings, queens, emperors, knights and other
temporal rulers of the imperfect earth.

Moreover this approach to heaven was not simply ‘arrived at by observation’.
It was consciously introduced by Plato, who requires that the gods should reside
in the heavens precisely in order to make them inaccessible to the common
people:

Heavens above 247

10 See for example, Sambursky (1987).



When you and I try to prove the existence of the gods by pointing to these
very objects – sun, moon, stars and earth – as instances of deity and divin-
ity, people who have been converted by these scientists [Anaxagoras] will
assert that these things are simply earth and stone, incapable of paying any
heed to human affairs.

(Laws 10:886D, cited in Sambursky 1987: 54)

Plato’s answer makes clear his concern. Greek heliocentric cosmology,
adopted with scant modification by early Christianity, was never merely a theory
of nature. It was simultaneously a theory of society. It was an account of human
conduct, of the social order. Plato is cynically explicit: people must believe that
the heavens are perfect, because otherwise they will not accept them as the
abode of astral gods.

As such it was the foundation of a rational and law-governed system. When
deciding on such questions as the legitimacy of succession or the punishment of
crime, the Pope and his agents referred not to arbitrary tyrannical whim but to
scripture, precedent and scholarly interpretation – in short, law. It is of course
true that the Church was notorious for its blatant disregard of its own laws.11

Nevertheless, if what was involved was a simple fraud, we cannot explain why,
when Church decisions appeared wrong, they were challenged and opposed on
the precise grounds that they contradicted divine law. Most struggles both
against and within the Church, until very late in history, took the form of dis-
putes not about its right to legislate but about the way it chose to interpret the
law – that is, they accepted the logical premise and even the manner of reason-
ing, disputing only its application.

Does this imply that in the 2,000 intervening years science was set aside for
political expediency? The evidence does not support this. One has only to read
the debates among the Ptolemaic astronomers to realise that they passionately
believed their theories. The point is, however, that they simultaneously under-
stood these theories as an exoteric account of what the heavens really consisted
of, and as an esoteric account of their own status on earth as observers of these
same heavens.

To displace the earth from the centre of the universe did not just deprive Plato’s
successors and Galileo’s peers of an explanation of material movement; it deprived
them of an explanation of why they were there to observe it. Political expediency
then intersected this theoretical dilemma, not as in Enlightenment mythology as the
crude suppression of obvious truth, but as the determinant of the selection mechan-
ism. It was simply easier, and more likely to lead to a productive career, for an
astronomer of the day to skirt round and avoid theories and ideas which might well
deprive him of office, income and, possibly, his life. As Lattis notes:

Before the condemnation [of 1616, see above] they [the Jesuit astronomers]
would have had to be somewhat cautious about expressing Copernican
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sympathies in part so as not to offend collegial sensibilities in the Collegio
Romano. But the automatic and obligatory anti-Copernican prejudice after
the condemnation effectively forced them not to consider that alternative at
all.

(Lattis 1994: 202)

In just the same way today it is simply easier for a promising young economist
discreetly to steer clear of the heretical ideas of Marx, the radical readings of
Keynes or the uncomfortable conclusions of the Austrians. What leads to publi-
cation, promotion and funding are theories which do not provoke existential
angst among politicians and bankers. But these career-determinate selection
mechanisms constitute the actual social and political process by means of which
an economic theory is arrived at.

The economist of today, like the astronomer of yesterday, perceives she has a
choice between alternative theories. Yet a selection mechanism exists, then as
now, which operates by determining the range of alternatives which the profes-
sion considers it legitimate to consider and, not least, for which it can secure
admission, funding, fame and promotion. When one steps back and views the
process as a whole, the outcome of the selection process is to favour those theo-
ries whose esoteric functions perpetuate the existing order and its interests. Just
as the Ptolemaic system was a theology and not a science, not because it was
observationally inferior but because in the social process which preserved it, its
esoteric properties dominated its exoteric properties, in the same manner, I will
argue, the concept of equilibrium is, as currently defended and applied within
economics, selected in a theological and not a scientific manner and is, there-
fore, to be understood only by unearthing its significance for the social order.

Equilibrium and temporal paradigms stated and compared

This second part of this chapter aims to demonstrate that the concept of ‘equilib-
rium’ has played the same role in economics as the idea of ‘heaven’ in medieval
cosmology.

I set aside an innocent use of the concept which borrows from the natural sci-
ences, and which involves the idea of equal but opposed forces operating at a
particular point – for example in fixing the price of one good. Sometimes known
as ‘partial equilibrium’, this idea has no necessary ideological implications. In
modern economics, however, the idea developed under the influence of Walras
and Marshall into a more general conception which has transformed it into
something altogether different. This is the idea of ‘general equilibrium’, some-
times known as comparative statics. Its earliest form was the doctrine against
which Marx and Keynes alike railed at great length, and was originally known
as Say’s law, widely regarded as a prototype of all later theories of general static
equilibrium.12
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In the physical sciences the idea is associated with a relation between force
and movement. But economics has stripped away this meaning to reveal an
absolute logical core, namely the absence of movement. The basic idea of
general equilibrium is that we should abstract from movement by means of a
particular device, which is to suppose that this movement has stopped. General
equilibrium then solves a set of simultaneous equations expressing this condition
by supposing that the prices charged and the quantities sold – including the jobs
performed – are the same at the end of a given period of time as they were at the
beginning. It then solves for those prices and quantities which would allow such
an economy to exist.

An analogy might be the following: if we want to know in the most general
sense how a body of water behaves (for example to decide how much concrete
to put in a dam) then we do not want to be preoccupied with random distur-
bances such as waves; we should therefore treat the body of water as if it was a
still and flat lake.

This is not to say that the equilibrium economist does not wish to study
change. She studies it, however, as the difference between two static states.
Continuing the analogy of the lake, one may wish to know, for example,
whether it will be necessary to build a stronger dam if the lake is made six feet
deeper. One is not interested in what happens while the lake is filling up; only in
what will happen to the dam when the extra six feet of water have been added.
In the same way, an economist does not interest herself in the way prices will
‘adjust’ if the government increases tax from 20 per cent to 23 per cent. She asks
only what difference exists between two ideal models of the economy; in one of
these models, tax is 20 per cent. All prices, job levels and quantities consumed
are supposed static. In the second model, tax is 23 per cent. All prices and quan-
tities are again static, but at a different level.

The idea introduces a key ideological presupposition by the back door, in
assuming that a static state may ever be arrived at. It supposes in advance, in
effect, that the market works. It thus introduces a petitio principii: it assumes the
market is perfect in order to study the cause of imperfection. This is the key to
the esoteric properties of the equilibrium paradigm. I draw attention to three of
its key properties.

1 Some variables are in fact allowed to change – in the above example, the
tax rate. In other models it might be technology, or consumer preferences,
or entrepreneurial behaviour. Thus the economist separates her or his vari-
ables into two broad groups: the exogenous variables, which are determined
from outside the economy by politics, culture or psychology, and the
endogenous variables – usually prices and quantities – which respond to
these exogenous changes by adjusting their levels. Thus we can be more
precise about the elimination of dynamics: such models assume away all
dynamic effects of the endogenous variables.

2 The movement of prices, jobs and quantities is not just unimportant – it is
eliminated. In reality, changing the tax rate will provoke a more or less dis-
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ruptive shift in prices and employment, launching it on a path different at all
points from either hypothetical static state. These disruptions may or may not
produce lasting effects. There exist, however, decisive phenomena – long-
term unemployment, business cycles, world inequality, the prolonged phases
of declining profit rates sometimes identified with Kondratieff waves, and so
on – which cannot be explained in any other way except to recognise that
dynamic or ‘path-dependent’ effects, as they are known, do indeed produce
lasting effects of enormous importance to the world we live in. In an equilib-
rium theory, these effects do not and cannot exist. The theory simply cannot
express them. All dynamic effects are assumed away a priori and cannot sub-
sequently be reintroduced. To pursue the analogy of the lake, therefore, the
theory cannot explain the phenomenon of a waterfall or a river.

3 In consequence, all such theories must necessarily attribute to an external
cause any deviation of the market from the equilibrium ideal. In them, the
exogenous variables are the only possible source of motion, so that they
bear the entire weight of explaining what really goes on. To pursue the
analogy to its conclusion, the economist would have to explain curved
water, as seen in waterfalls, by arguing that somebody bent it. Economic
theory and policy are a litany of non-market causes for the market’s prob-
lems – bad governance, poor monetary regulation, terrorism, oil shocks,
trade unions, regulatory regime – everything but the market itself.

It is useful to summarise this system mathematically. A mathematical formula-
tion, properly applied, encompasses the most general properties of all equilib-
rium systems. It therefore exposes what is necessarily and logically common to
all such systems. It is then incumbent on any economist that disputes the conclu-
sions, or wishes to claim that they do not apply to a particular model or branch
of economic theory, either to demonstrate a flaw in the mathematical logic or to
demonstrate that the particular model which she or he wishes to defend against
my conclusions is not a system of this type.

This extends to systems such as rational expectations which do not explicitly
declare themselves as equilibrium systems. Rational expectations suppose that
agents act in such a way that their actions result in a future state of affairs which
confirm these actions, generating demands and supplies which do not lead to any
general excess of either. A society that conforms to this supposition is defined
by a set of simultaneous equations which express the condition that demand and
supply balance in all sectors and is hence covered by the mathematical formula-
tion given below. Whether or not such a system is etymologically described by
its proponents as a general equilibrium system, it is mathematically and logically
identical to one.

By providing a mathematical statement of an equilibrium system I offer a
definition of the conception of equilibrium to which this chapter refers. Other
scholars are at liberty to advance theses about the alternative concepts of equi-
librium in economics which depart from this definition, and, if adopted, such
ideas may even free economics of its esoteric prejudices. However, this chapter

Heavens above 251



concerns the actual role that the concept of equilibrium has played in the evolu-
tion of economic thought. Moreover my formalisation conforms to the version
advanced by equilibrium’s foremost advocates, notably Walras and the school of
Arrow and Debreu,13 which are widely accepted by economists as the ‘standard’
version of the theory.14

I will then show, in support of the claim that economics makes its choices
esoterically and not exoterically, that in a series of major debates where the pro-
fession has been obliged to choose between a general equilibrium system (as
mathematically defined below and regardless of the terminology introduced to
describe it) and an alternative not subject to any of its limitations, it has in every
case opted to choose the equilibrium variant. This is a general pattern. It estab-
lishes that, faced with two generic alternative approaches, economics almost
invariably opts for one of them. I will argue that the basis of this choice is not
the exoteric properties of the variant adopted, but its esoteric properties, that is,
the account of the social order which is concealed within it.15

I will specify two generic types of system: an equilibrium or simultaneous
system and a temporal system. These two systems, applied to more or less any
body of economic ideas, provide different predictive paradigms yielding altern-
ative quantitative predictions of reality.

Suppose some general dynamic system contains variables of two types:
exogenous and endogenous. The endogenous variables are all those that the
economist thinks of as intrinsic to the market – prices, quantities produced,
labour inputs, profits, the interest rate, wages, and so on. Let the state vector of
all these variables at time t be xt.

16

The exogenous variables are all the rest. In a marginalist or Walrasian frame-
work these consist of consumer preferences and production functions. In a phys-
icalist or Sraffian framework they consist of physical quantities of inputs and
outputs. In a rational expectations framework they consist of agent predictions
of the supply and demand for products. In general there is no specific limitation
on what may be included. The critical mathematical property of an exogenous
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variable is simply that, in distinction from an endogenous variable, its value at
one time is permitted to be dependent on its value at another time.

Let the state vector of all these variables at time t be at. Now write down a
general dynamic equation for the system:

xt � f(at; xt�1) (1)

The function f constitutes the economists’ theory: that is, it tells us in what state
the economy will be at any given time, as a function of the present value of the
exogenous variables, the past value of the endogenous variables. This is per-
fectly determinate for any f and a, given an initial condition at some time t�0.
Such a system provides a temporal determination of the endogenous variables xt

given by the parameters a and the initial state of x.
There is a different approach which is, in fact, a special case of the temporal

view. If we abstract from all effects resulting from changes in xt we can assume
that

xt �xt�1

This gives us a fixed-point equation

xt*� f(at; xt*) (2)

A very general theorem in mathematical topology tells us that for all parameters
a and a very general variety of functions f,17 a solution xt* exists to this
equation.18 Thus it solves the ‘quantitative’ problem – it allows us to calculate
the variables. It gives a prediction. This prediction is of course false, but can be
treated like any prediction as an ‘approximation’ – as something to which reality
is close, but from which for various reasons reality departs. This is in formal
mathematical terms what economics really means when it uses the word ‘equi-
librium’.

In Galileo’s terms the temporal and the equilibrium approaches are two dif-
ferent ‘world systems’. This is the most important thing for any natural scientist
to grasp when grappling with what equilibrium in economics is really about.
They produce different ways of thinking about the world, different ontological
systems, both exoterically and esoterically. However, the differences are not
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confined to meaning. They produce different and verifiable predictions; in
excluding temporal approaches from consideration, therefore, economics ceases
to be a science even in the narrow Popperian sense, because it excludes the pos-
sibility that the equilibrium prediction may be falsified by comparing it with the
temporal prediction.

In the actual translation of these two systems into practical economic para-
digms, as noted above, it is accepted that reality will deviate from the predic-
tions of the model. Disputes between the two paradigms thus reduce to the
meaning which is assigned to the deviation. For the temporal system, the model
is generally considered to predict the average in some sense of the observed
variable, so that observed reality can be modelled as:

xt � f(at; xt�1)
x�xt ��t (1a)

for the equilibrium system, reality is modelled by

xt*� f(at; xt*)
x�x*��t*

xt is an exoteric observable, so all elements of any temporal paradigm are directly
accessible to observation and measurement. x* is an esoteric ideal, by definition
not observable, since it represents a state that the system never occupies.

In equilibrium systems, this esoteric ideal is conceptually thought of as
being the same as the centre of gravity or time average and, indeed, it is gener-
ally not accepted that the two may diverge. In fact they do, as it is mathemati-
cally easy to demonstrate. To be precise, the fixed point coincides with the
time average only for a limited range of functions f and time paths of the para-
meters a, and above all not when these show secular, that is, monotonic, vari-
ation. If such cases – as when, for example, a stands for technical productivity,
which generally rises throughout the history of capitalism – the predictions of
the two systems, for example their prediction of the average profit rate, simply
diverge.

The major qualitative predictions of equilibrium systems definitely are
therefore directly falsifiable in the Popperian sense: in particular they do not
predict self-sustaining economic periodicity (crisis), secular growth in income
polarisation, or prolonged periods of stagnation or high unemployment. Equi-
librium theory, however, deals with this contradiction through the meaning
assigned to the error term �t which is, in effect, treated as a measure of devia-
tion from perfection, as a consequence of non-market and external effects.

Thus in summary the temporal and equilibrium determination of quantitative
results are not the same; they give rise to different predictions and are hence
testable hypotheses, in the Popperian sense. Nevertheless, they give rise to two
sets of meanings for all those variables which are endogenous to the system.
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xt and xt* are not merely different numbers, they provide different ways of think-
ing about the objects to which they refer.

Exoteric properties of the equilibrium paradigm

The exoteric failures of economics are part of everyday life. In the words of Paul
Ormerod (1994):

Economists from the International Monetary Fund and the World Bank
preach salvation through the market to the Third World . . . Yet economic
forecasts are the subject of open derision. Throughout the Western world,
their accuracy is appalling. Within the past twelve months alone, as this
book is being written, forecasters have failed to predict the Japanese reces-
sion, the strength of the American recovery, the depth of the collapse in the
German economy, and the turmoil in the European ERM.

Everyone makes mistakes. Thomas Watson, IBM’s founder, is alleged to have
said that the best way to double your rate of success is to double your rate of
failure, a nostrum which appears to be the guiding principle of much inter-
national economic policy. What distinguishes science from dogma, however, is
the mechanism – above all but not only when confronted with failure – which
leads to changes in theory. What does economics actually do? I submit that, in
virtually every school and every subject, faced with the choice between temporal
and equilibrium paradigmatic variants, it either adopts the equilibrium variant
immediately or gravitates rapidly towards it without testing the temporal variant;
or, even worse, having tested this variant it nevertheless excludes it from
consideration. To take a few examples:19

1 The debate around Say’s law. Keynes’s well known demolition of this law
is accompanied by a mini-history which clearly shows how opposition to
this absurd thesis was confined to a tiny minority of economists. Today few
explicitly defend Say’s law as such following the experience of the Great
Depression. Yet Say’s fundamental conclusion is more or less standard
orthodoxy and is expressed in the view that the cause of every crisis is, ulti-
mately, governance. That is, it is an almost universal tenet of economic faith
that a market economy cannot and does not produce either a general glut of
products, nor a general shortage of jobs, from within itself.

2 Marginalism. The founders of marginalism themselves, such as Böhm-
Bawerk, were temporalists. Böhm-Bawerk considered simultaneous (equilib-
rium) analysis ‘a mortal sin against logic’. Yet today temporal marginalism –
Austrian economics – is confined to the work of an isolated minority.20
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3 Marx’s determination of value is temporal through and through. In 1905
von Bortkiewicz first published a ‘correction’, replacing it by a system of
simultaneous equations. Although this determination contains insoluble
contradictions not present in Marx’s own theory, and fails (unlike Marx’s
theory) to yield an explanation of the clearly observable phenomenon of
long-term declines in the profit rate, economists – not least, Marxist econo-
mists – have since Sweezy’s (1942) endorsement of the Bortkiewicz inter-
pretation almost universally accepted it as Marx’s own view.21

4 Keynes. It is only within a non-equilibrium interpretation that it is possible
unequivocally to explain the phenomenon of long-term and large-scale
involuntary unemployment.22 Indeed, the whole point is that the assumption
of full employment is itself an equilibrium condition. Yet within a few years
of the publication of the General Theory Hicks had already re-theorised it as
a general equilibrium model, and since then every generation of students is
basically told that Keynes ‘is’ the ISLM interpretation proposed by Hicks.23

5 Real Business Cycle models. The field of economic dynamics is one of the
few where it remains possible to test and compare the predictions of
endogenous non-equilibrium models with those for which all cyclic phe-
nomena are essentially the result of external shocks. Yet despite the gener-
ally very poor and limited practical validity of RBC models, which assume
that cyclic behaviour is a disturbance of equilibrium propagated through
time, they remain the dominant paradigm in the field.

6 Rational expectations. One of the principal instruments for inserting non-
equilibrium analysis into Keynes’s framework is the uncertainty of the
future. Rational expectations put this genie back in the bottle, by supposing
that whatever agents believe about the future is in fact what will actually
happen.24 Uncertainty, thereby, is eliminated by supposing it does not exist
– a novel take on a hundred years of quantum mechanics. Equally startling
is the evolution of ‘non-equilibrium Walrasian’ approaches, which had a
promising beginning and have virtually vanished from the intellectual
scene. Five years ago I asked one of the founders why nothing more is
being published in this school. ‘Because unless the words “Rational Expec-
tations” are in the title no one will publish it’ came the answer.

7 Perhaps the only promising recent development has come in econometrics
with a real recognition that time-series analysis on simultaneous equation
lines introduced insurmountable problems of serial correlation. But this was
known eighty years ago. ‘Process theory’ gave way to Haavelmo’s simulta-
neous equation approach, which was standard until very recently.25
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These ‘choices’ may be wrong, or they may be right. The point is that they were
not dictated by observation or evidence. The triumph of the equilibrium para-
digm is entirely due to its esoteric, and not its exoteric, properties. We may view
the history of economics as, in essence, a succession of ‘large choices’ of the
Kuhnian type between broad paradigms in which, empirically, the choice made
is always the equilibrium variant. Having made a large choice, economics may
conduct a great deal of very practical work to explain �, the deviation from pre-
diction. This is scientifically objective and collects data, produces many regres-
sions, tests many hypotheses and turns out useful results. But it never returns to
the basic theoretical question: does the esoteric ideal in fact correspond even
mathematically to the exoteric average?

The critical point is the manner in which this question is avoided: by not even
posing it. The temporal alternative is in every case excluded a priori on the basis
not of evidence but of ‘logic’. Just as the Catholic Church banned the very
admissibility of a Copernican solution, economics in practice rules out, and
refuses to consider, the possibility of a temporal alternative. The exoteric
significance and predictions of equilibrium economic theories do not determine
whether or not the equilibrium paradigm is adopted. If, therefore, we wish to
understand the true meaning of equilibrium we have to turn to a different logic,
a logic which is not stated but in fact drives the process of theoretical selection –
the esoteric significance of the concepts that it produces, and the system of logic
concerning the social order to which this gives rise.

Religion without gods

It will not have escaped the reader that economics lacks one rather essential
requirement for a religion: namely, a god. Are gods a necessary feature of reli-
gion?

We can get a handle on this by considering a much more modern example:
the history of the theory of evolution. Why did this eventually catch on?
Because it provided the essential missing element which the new contesting cos-
mology – economics – required to explain an altogether different social order,
namely the survival of the fittest.

Darwinism facilitated a new unity between the world of nature and the world
of humans. Without any divine intervention at all, competition between humans
could be hypostasised as an expression of the natural order. Concepts such as
‘competition’, ‘evolution’ or ‘natural’ in economics carry an unacknowledged
ideological load. Their exoteric meaning is a simple description of economic
process. But the weight they carry, within the minds of the policy makers and
the people alike, arises from the simple unity of thought that results: we compete
because we are animals; we can understand why firms live and die because it is
in their nature; unemployment and poverty are not the simple consequences of
human decisions but the expression of a universal natural order.

From antiquity until the ownership of land and labour became generally
alienable and hence monetised, aristocratic social power was rooted in the
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person of the aristocrat. This personal power is what had to be explained. This
essential intellectual function was played by cosmology, because it explained
why monarchs and aristocrats existed, and why they had power over others.
With the rise of money and the commodity form, personal power fades and
power arising from abstract wealth rises. Hence it is the power of the owners of
commodities, and above all money, that requires justification. It is no longer the
monarch who obstructs the course of history but the financier, and the place of
cosmological religion is taken by monetary religion, which provides just as
absolute a justification for the actions of financiers as pre-Copernican cosmology
did for the monarchy.

The esoteric core of the equilibrium paradigm is that it makes it impossible
for the market to produce failure from within itself. Where, then, does failure
come from? In medieval times, human misery was treated as an act of God.
Humble nature was unacceptable as causal agency because that would remove
the justification for feudal authority. Economics has reversed this concept of
agency. The market itself – actually a uniquely human product – is explained as
a product of exogenous forces. Its plagues and famines are still the outcome of
exogenous forces but these are no longer divine. The new gods are the technical
relations of production and the innate biological drives of agents, and the new
sin is to stop them having their way with our markets.

This removes purely human agency from the field just as effectively as divine
intervention. Interference with the market becomes a crime against Nature, a dis-
tortion of its innate perfection. Consequently all private benefit received from
the market is the outcome of natural forces: capitalists are rich because nature
intended them to be. Take their riches from them, and things can only get worse.
Poverty, destitution, famine: these are sad but inevitable consequences of nature.
Any policy designed to offset or overcome them is misguided. Nature, in a
word, has been enthroned as a God, by excluding humans from Nature.

If it were to be accepted that the market is merely a dynamic system, which
may or may not succeed, it would also be accepted that the market is merely one
among many possible human creations. We may choose to allow prices and the
movement of capital to allocate each human being her or his ‘allotted’ share of
society’s products, or we may decide that we don’t like what the market gives us
and seek to change it, overriding those laws of property and exchange which
permit the market to work. In so doing, however, we override the distribution of
products and social functions to which the market gives rise. We transfer
incomes and wealth from one class to another. In particular, we are likely to take
both power and wealth away from social classes, such as those that own capital
or those that dominate the wealthier countries, and give it to others. That is a
threat to them. It undermines their status and in extreme circumstances their
existence.

The most important formal property of the equilibrium system is thus that it
eliminates the ideological and social threat posed by accepting the market as a
mere system of organisation among others. Finally, however, it possesses a
further formal property, which explains its selection mechanism. Equilibrium
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theory sustains, justifies and codifies a private interest – classes with money. It
expresses, as if it were a law of nature, the reasoning behind measures which,
were they put directly and explicitly to people, would be rejected because of
their partisan and hence unjust consequences.

The exoteric language of economics has immense social power. At the time
when Argentina’s currency collapsed, when almost no politician retained any-
thing approaching sufficient support to govern, the economist Rudiger Dorn-
busch proposed that Argentina’s economy should be handed over to a committee
of economists – a proposal not far from handing over the fire brigade to the
arsonists. Nevertheless, the very same people who refused to allow three succes-
sive Presidents to assume their functions were shown by opinion polls to support
the Dornbusch proposal by between 50 per cent and 60 per cent.

This is characteristic of a relation between society and the esoteric classes
which is remarkably similar to that between society and the clerical and monas-
tic classes in feudal times. Notwithstanding the substantial and transparent
grievances of many of the common people, often arising from private abuse by
clerics and monarchs alike,26 people considered the system of monarchic rule
and canon law to be entirely right. In purely material terms this reflected the
insufficiently developed state of a realistic alternative. But in ideological terms
what is striking is the immense symbolic and ideological power, in the minds of
men and women, of the primary concepts of divine authority.

This spells out the conditions for reform. It is at the precise point when ordin-
ary people begin to doubt the social order that a thirst arises for different eco-
nomic explanations. The ethical economist, therefore, has a duty not to offer a
new ‘authority’ – a new heterodox orthodoxy – but genuine pluralism, genuine
access to the full range of options. What is required from equilibrium theory –
which it almost never concedes – is a statute of toleration, an acceptance that the
public have the right of access to the full range of alternatives: in short, genuine
pluralism.
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13 The hypostatisation of the concept
of equilibrium in neoclassical
economics

Andy Denis

This chapter explores the meanings of ‘equilibrium’ in economics, distin-
guishing salient appropriate and inappropriate modes of deployment of the
concept. I examine a specific instance of the deployment of the concept of
equilibrium by a neoclassical writer – Robert Lucas – and conclude that
the concept has been hypostatised, substituting an aspect for the whole.
The temporary is made permanent, and process subordinated to stasis,
with apologetic results. Under far-from-equilibrium conditions, equilib-
rium is not even an approximate description of the condition of the
system, but an abstraction – something which might obtain should a
process under consideration run to its conclusion. The order of the system
is not an equilibrium, but an ephemeral balance of forces, destined to be
disturbed by the passage of time. I suggest that the hypostatisation of
equilibrium exemplifies the contrast between formal and dialectical modes
of thought, and that the heterodoxy can make its most telling contribution
by applying a dialectical notion of equilibrium.

The notion of equilibrium is a focus of controversy in economics, in particular
between orthodox and heterodox approaches, yet what is wrong with the
concept is not necessarily immediately obvious. How could we begin to under-
stand economic phenomena without the concept? People have interests. They
therefore have a motive to change their behaviour if they find they’re not
doing the best they can to fulfil those interests, and to maintain their behaviour
if they are. How can we even begin to understand the economic behaviour of
individual agents without such a notion of individual optimising equilibrium?
Without it, it seems, what we do becomes indeterminate, arbitrary, inexpli-
cable. At the macro level, too, the pattern of activity – all too often pathologi-
cal: turbulence, traffic jams, unemployment – must have some structure, some
stability. The pattern must endure at least long enough to matter to us. For
such stability to be intellectually comprehensible, it must occur for a reason,
otherwise it is arbitrary and mysterious. Again, some notion of equilibrium, of



at least a temporary balance of forces, seems a sine qua non of rational
enquiry.

So the problem cannot be the use of a concept of equilibrium, full stop. But
clearly there is a problem. If not in the existence per se of equilibrium in eco-
nomics, then perhaps it lies in the way equilibrium is used, in its mode of
deployment in economics. It is well known that the use of the equilibrium
concept is characteristic of the neoclassical school – indeed, orthodox main-
stream economics has been criticised from all points on the heterodox compass
for its reliance on equilibrium thinking. The point of this chapter will be to elu-
cidate the differences between orthodox and heterodox modes of deployment of
the notion of equilibrium. In particular, I will argue that the concept of equilib-
rium in neoclassical economics is a hypostatisation. I start by considering a spe-
cific instance of equilibrium theorising – the case of the new-classical school of
thought in macroeconomics – in some detail. I then make some more general
comments on the deployment of equilibrium concepts in orthodox and heterodox
economics. On the basis of this discussion, I then tease out some salient appro-
priate and inappropriate modes of deployment of the notion in science and, in
particular, economics. A final section concludes by suggesting that heterodox
currents in economics may be well placed to contribute by articulating a more
dialectical conception of equilibrium.

An instance of neoclassical equilibrium theorising: the new-
classical school

The first thing to note about Robert Lucas’s Models of Business Cycles (1987) is
its claim to be dynamic. It is at the heart of the heterodox critique of orthodox
equilibrium theorising that the latter is essentially static, so the claim is significant.

Lucas starts his book – the text of a series of lectures given in Helsinki in
1985 – by setting out the subject matter, the ‘process of dynamicisation’ of
macroeconomics (Lucas 1987, p. 3). He insists on his interest in ‘the law of
motion’ of the system, ‘the law of motion . . . of the system as a whole’ (Lucas
1987, pp. 7, 14).

Dynamic economic theory . . . has simply been reinvented in the last 40
years . . . While Keynes and the other founders of what we now call macro-
economics were obliged to rely on Marshallian ingenuity to tease some
useful dynamics out of purely static theory, the modern theorist is much
better equipped.

(Lucas 1987, p. 2)

It all sounds very encouraging: whereas in the past we had to ‘tease useful
dynamics out of a purely static theory’, nowadays we are ‘much better
equipped’. The reader might be forgiven for thinking that our theory is no longer
essentially static. However, that is not I think what Lucas is saying at all. It does
no violence to his argument to read him as saying that ‘the modern theorist is
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much better equipped’ than the Keynesians were ‘to tease useful dynamics out
of a purely static theory’ because while the Keynesians were ‘obliged to rely on
Marshallian ingenuity’ for this purpose, we have something much better, namely
‘the general formalism of dynamic games’. It is this formalism which constitutes
the critical difference between his own standpoint and Keynesianism: ‘the main
criticisms of Keynesian models and their use in formulating policies . . . are all
straightforward consequences of the acceptance of the general formalism of
dynamic games that I am using here’ (Lucas 1987, p. 16). So we can see that
Lucas’s references to the ‘dynamicisation’ of macroeconomics cannot be inter-
preted as a claim that the ‘purely static theory’ has been replaced by a dynamic
one. Rather the purely static theory is retained, but we now are much better
equipped to tease useful dynamics out of it. As we shall see, any claim that the
purely static theory had indeed been replaced would in any case be a misrepre-
sentation of the neoclassical theoretical standpoints discussed in his book.

At the heart of the models of business cycles to which the title of Lucas’s
book refers is something called a Bellman equation (Lucas 1987, p. 14, equation
2), in which

Optimal behaviour means maximising the sum of immediate and long-term
pay-offs . . . the system (2) is in equilibrium when each agent i chooses the
action ai which [optimises at the individual level] given the actions . . .
chosen by all the other agents.

(Lucas 1987, p. 14)

The individual agent is in equilibrium when he adopts the action which max-
imises his present and expected future payoffs, given the actions chosen by the
other agents – and we have a social equilibrium, a Nash equilibrium, when this
is true for everyone:

I have described the actions ai simultaneously chosen by agents as a (Nash)
equilibrium, but the term equilibrium in this (now entirely standard) context
obviously does not refer to a system ‘at rest’, nor does it necessarily mean
‘competitive’ equilibrium in the sense of price taking agents, nor does it have
in general any connection with social optimality properties of any kind.

(Lucas 1987, pp. 15–16)

The important claim here is that the Nash equilibrium is not ‘at rest’.1 It is
important to understand the sense in which the system is not at rest. The reason
is simple, and set out early in the first chapter after the introduction:

A useful model . . . is going to take the form of an explicit description of
the way the economy evolves through time. We will want to consider
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stochastically disturbed systems, so let et denote independent drawings of an
exogenous shock from some fixed distribution G(e), and let the law of
motion of st, a complete description of the ‘state of the system’ at date t, be
denoted st�1 �F(st, et).

(Lucas 1987, p. 7)

The system is thus not at rest because it is being continually shocked away from
the equilibrium it would have if there were no such shocks. But those shocks are
entirely exogenous: nothing in the model affects the magnitude or sign of the
shock in each period – other than the statistical properties of the distribution
G(e), which themselves are a timeless given. Hence the equilibrium which actu-
ally obtains at one moment in time is different – not only from the equilibrium at
any other point in time but also from the equilibrium if applied again to the same
point in time, since the drawing from the distribution G(e) of exogenous shocks
will be different. A simulation based on the Bellman system of equations will
therefore appear to show change over time. But this is an impoverished notion of
change, as we will see below. It is, in Lucas’s own phrase, dynamics teased out
of a purely static model, a very long way indeed from a truly dynamic concep-
tion of the economy.

So in what sense is this an equilibrium approach? It is an equilibrium
approach because the Bellman equation is timeless. Given the tastes and pref-
erences of individuals, technology and government policy, the outcomes will
always be the same for the same shocks: none of these things is itself endo-
genised. Each individual is in permanent equilibrium, as each is assumed to
optimise subject to the actions of all other agents; the society is in continuous
equilibrium as all individuals continuously optimise. With the addition of the
shocks, change takes place but not development; it is just the same distribu-
tion of events being randomly selected from. The system has been ‘dynami-
cised’ – time has been impounded. But the time involved is fake time,
fictitious time: it is logical time, not historical time. What comes first is equi-
librium, and process is secondary. We move between one equilibrium posi-
tion of the economy and another. But there is no rhyme or reason to the
transition, and no arrow of time. Any actual simulation would be just as good
in reverse.

Without examining the subsequent models which Lucas discusses, at a level
of detail which would rapidly become tedious, we can say that these features,
and, in particular, this use of the concept of equilibrium, remain for the duration.
For Lucas, change is equilibrium change throughout, as he himself indicates
later on with reference to the Kydland and Prescott Real Business Cycle model
(Lucas 1987, p. 38, equation 10):

The study of (10) thus provides an indirect method for . . . describing the
competitive equilibrium motion of the endogenous state variables . . . the
equilibrium behavior of the capital stock can be simulated by drawing
shocks {xt} from the assumed distribution G(x�, x) . . . the model generates
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time series for these variables [sc consumption, employment and factor
prices] as well.

(Lucas 1987, pp. 38–9)

In the conclusion of the book, Lucas returns to the purpose of the series of lec-
tures which it records, that is, to consider, particularly in relation to policy, ‘the
incorporation into macroeconomics of economic dynamics’ (Lucas 1987, p.
103). So again, in Lucas’s view we have a macroeconomics which is still
‘purely static’, but into which it is possible to ‘incorporate’ some dynamics –
that is, ‘dynamicising’ it does not overthrow it completely or change it beyond
recognition, but adds something to make the static equilibrium account a better
approximation to the world. So the static equilibrium concept is still primary,
and dynamics, however favoured by Lucas, a secondary add-on. The whole
fails to become truly dynamic: the ‘dynamics’ are too leaden, too tied to the
statics.

To take what is perhaps the most important example of what is being left out
here, it is highly significant that there is no systematic capital accumulation
leading to a declining marginal efficiency of capital, or rate of profit, as sug-
gested by Keynes and Marx. Much of chapter V of Lucas (1987) is taken up
with a discussion of a model due to John McCall, which he reviews very
favourably. There is no capital in this model:

The general equilibrium in this McCall economy is one of autarchy:
workers do not have to deal with capitalists, since capital (trees) is so abun-
dant that it is not worth while to establish property rights in it; neither do
they trade with each other, since all any of them obtain from their labor is a
single good: apples.

(Lucas 1987, pp. 59–60)2

Later on Lucas (1987, pp. 98–100) discusses his own 1972 paper ‘Expectations
and the neutrality of money’, in which ‘capital in all its forms was excluded
from the model’ (Lucas 1987, p. 100). Of course, any model has to make simpli-
fying assumptions and leave things out, but to imagine that one can have a
whole economic research programme in which the ‘elephant in the living room’
of self-augmenting capital is systematically ignored must surely lead to utter
sterility of thought.

This section has looked at a specific instance of neoclassical deployment of
the equilibrium concept and suggested that Lucas’s notion of equilibrium change
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represents an impoverished notion of process and time, in which equilibrium and
stasis dominate process and motion, change is without development, and time
without history. The next section looks at the use of equilibrium in neoclassical
economics more generally.

Equilibrium in neoclassical economic thought in general

Giocoli, in a history of mid-twentieth century neoclassical economics (2003),
distinguishes between two self-images of the neoclassical school – the systems
of forces (SOF) and the systems of relations (SOR) views. Giocoli’s thesis is that
over, very roughly, the century from the 1890s to the 1980s, a transformation
took place in the self-image of neoclassical economics, from SOF to SOR views
of what economics is about. The SOF image is the traditional view of the discip-
line as investigating economic processes, including equilibrating processes,
generated by market and non-market forces. The SOR image presents eco-
nomics as a discipline investigating the existence and properties of economic
equilibria in terms of the mutual consistency of the given formal conditions, and
ignoring the processes required to generate and underpin it. Both embody equi-
librium theories, but in the SOF image the focus is on ‘the explanation of how
and why a certain equilibrium has been reached’, while in the SOR image the
focus is on ‘the demonstration of the existence of an equilibrium’ though,
Giocoli immediately adds, citing Hutchison, not its actual, empirical existence
but its conceivable, logically or mathematically non-contradictory ‘existence’
(Giocoli 2003, p. 5).

Giocoli identifies the principal theme of the development of economics in the
1930s as

the last important attempt to preserve, if not enhance, the traditional image
of economics as a discipline dealing with systems of forces, that is, as a
discipline which investigates the actual working of the economic system
and, in particular, its equilibrating processes. In a nutshell, the attempt con-
sisted of a reformulation and extension of the notion of economic equilib-
rium to a multi-period, multi-agent setup . . . as well as an explicit appraisal
of the out-of-equilibrium functioning of the economic system. Hence the
key theoretical issues became the modeling of the disequilibrium processes
. . . The program developed inside a more general theme, that of turning the
static neoclassical equilibrium theory into a dynamic one.

(Giocoli 2003, pp. 135–6)

Giocoli argues that this attempt was unsuccessful, partly because of ‘unavoid-
able inconsistencies between the willingness to investigate the disequilibrium
behavior of the economic system and the desire to preserve the notion of
equilibrium as the central category of the analysis’ (Giocoli 2003, p. 137).
Unsurprisingly, perhaps, it was the preservation of equilibrium which
triumphed:
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What remained of the original program was, on the one side, the reduced
version of dynamics developed in Samuelson’s Foundations, namely, the
analysis of the system’s local stability around an equilibrium whose actual
emergence was no longer an issue to be dealt with, and, on the other, the
general equilibrium model of Arrow and Debreu, which did embrace a
multi-period approach but compressed all the dynamics into a time-zero
instantaneous equilibrating process. Even when the latter model provided in
the late 1950s the benchmark for the analysis of global stability, no actual
theory of the out-of-equilibrium functioning of the system could be offered
as this was simply impossible in an Arrow and Debreu world.

(Giocoli 2003, p. 137)

Giocoli touches here on some of the key issues concerning the way the equilib-
rium concept has been deployed in the neoclassical mainstream. Two things are
clear from his account. First, even the SOF version implies that the economic
system can be understood as an equilibrium: the image of the economy as a
whole is one of a static equilibrium, the maintenance of which is explained by
the operation of equilibrating forces, forces which only operate once the equilib-
rium has been disturbed by exogenous forces. This leaves us with a profoundly
static and ahistorical image of society: there is no theoretical basis here for
immanent development or novelty. The recognition that the model might not be
entirely adequate is addressed not by replacing it with some more essentially
dynamic concept, but by adding dynamics on to the static core, notably by relax-
ing the perfect information assumption and introducing various models of learn-
ing and expectations adjustment. Second, the SOR version is clearly
significantly worse, focusing the entire attention of the researchers involved on
the study of theoretically conceivable equilibrium states, divorced from any pos-
sibility of learning about the equilibrating processes which might lead to and
sustain such states. This, I submit, cuts us off from all possibility of learning
about the forces which actually underpin and shape our society.

In this section I have suggested that there has been a degeneration in the use
of the equilibrium concept by the neoclassical school, that the concept has
become more divorced from reality and has tended to take on a life of its own.
In the next section attention turns to the way the concept of equilibrium has been
used by two heterodox writers, Marx and Keynes.

Equilibrium in heterodox economic thought

To support the contention that I am building up to, namely that it is not the
concept of equilibrium itself which is faulty in neoclassical economics, but the
way it is used, this section will identify legitimate uses of the notion in two het-
erodox thinkers – Karl Marx and Maynard Keynes.

Keynes, for example, asserts his agreement with the first ‘fundamental postu-
late’ of the classical system that ‘the wage is equal to the marginal product of
labour’ (Keynes 1973, pp. 5, 17). The implication is that demanders of labour
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are always in equilibrium: at each given level of the wage, firms employ just that
quantity of labour which maximises profits. Should the wage exceed the mar-
ginal product of labour, each firm would have an interest in reducing employ-
ment, and vice versa if the opposite should hold. In equilibrium agents have an
incentive to continue their current behaviour; out of equilibrium they have an
incentive to change their behaviour so that the equilibrium is restored. In exactly
this vein, Victoria Chick gives us a further instance of Keynes making use of the
equilibrium concept:

A producer decides how much to produce, and possibly how to price the
product, then waits for the market’s response. If his expectations are falsi-
fied, he might change the level of output (‘might’ because one observation
is not enough to know with any confidence that the ‘error’ was not random).
If he was (roughly) right, and no new information from other sources
changed his expectations, he would continue as before. The same outcome
for all producers, on average, would produce an equilibrium of output and
employment.

(Chick 2002, p. 4)

Marx, too, adopts this approach at many points in his analysis. The exchange of
commodities in what Marx calls ‘simple circulation of commodities’ (Marx
1954, p. 154) takes place at their values, their incorporated social labour. But
this is only so on average, in equilibrium: ‘The exchange . . . of commodities at
their value is . . . the natural law of their equilibrium’ (Marx 1959, p. 188). Spe-
cific prices will deviate from values because of all sorts of extraneous circum-
stances – errors and frauds, the exertion of force, temporary over- and
under-supply, and so on.

Exactly the same goes for Marx’s account of the relation between market
prices and prices of production in the circulation of capital:

if the commodities are sold at their values . . . very different rates of profit
arise in the various spheres of production . . . But capital withdraws from a
sphere with a low rate of profit and invades others which yield a higher
profit. Through this incessant outflow and influx . . . it creates such a ratio of
supply to demand that the average profit in the various spheres of produc-
tion becomes the same, and values are, therefore, converted into prices of
production. Capital succeeds in this equalisation, to a greater or lesser
degree, depending on the extent of capitalist development . . . The incessant
equilibration of constant divergences is accomplished so much more
quickly, (1) the more mobile the capital . . .; (2) the more [mobile the]
labour-power . . .

(Marx 1959, pp. 195–6)

Thus equilibration depends on the flow of capital and labour between industries
to bring about an equal rate of profit in every industry, an equalisation which
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cannot be expected to be either instantaneous or perfect. Price will equal value
in simple commodity circulation, or price of production in capitalist circulation
– the equilibrium price in each case – only by coincidence, as it were, in the
process of the higgling of the market. The resulting equilibrium is a temporary
and ephemeral balance of forces, destined to be disturbed by the passage of time
– exactly as Keynes’s equilibrium levels of output and employment in the
passage from Chick cited above.

It would be mistaken, however, to see this as fundamentally in conflict with
the notion of equilibrium deployed in much of neoclassical economics. The
price of production is the long-run equilibrium price in the sense that it is the
centre of gravity which continually attracts the commodity’s price. Deviations of
price from price of production are due to exogenous factors, such as fluctuations
in supply and demand, whose effects are eliminated over time by movements of
capital between firms and industries. It would be mistaken to claim here that
equilibrium characterises the short run and disequilibrium the long run. It is
indeed the case that the higgling of the market will bring about the accidental
equality of price and price of production from time to time. That is an accidental
and ephemeral instantaneous equilibrium. But the reason for the deviation from
equilibrium which then ensues is the intervention of exogenous factors, not the
continuation of any endogenous processes. Were exogenous shocks no longer
forthcoming, the system would settle down to a long-run equilibrium. The mag-
nitude and frequency of such shocks are a matter of the volatility of the exoge-
nous variables and raises no difference of principle between a system which is
normally very close to equilibrium and one which is frequently shocked further
away. Even with the continuation of such shocks in the longer run the equilib-
rium acts as an anchor for the system and continues to determine long-run
values of the key variables.

In both the examples from Keynes and Marx, use has been made of the same
equilibrium concept which characterises neoclassical economics, a use which is
appropriate in context. No social science can do without this concept of equilib-
rium. But the approach of writers such as Marx and Keynes (Denis 2002) is, in dif-
ferent ways indeed, profoundly historical: the economic system – population,
technology, accumulated wealth and the systems of social relations within which
economic activity takes place – are all conceived of as evolving and developing,
not in response to the impact of exogenous factors, but from their own inner nature.

A critical example for both concerns the accumulation of capital. Both
writers regard capital accumulation – the subordination of consumption to pro-
duction – as a critical component of the economic system. Both draw the conclu-
sion of a long-term decline in the rate of profit, with periodic crises of realisation
due to the overproduction of capital. For them, a static situation with a given
capital stock can be imagined and studied, but the mere passage of time must
disturb the imagined peace – it is in the nature of the capital stock to grow, to
self-augment, without the need for any prompting by exogenous variables.

The main purpose of this chapter is to sketch a fundamentally dynamic
concept of equilibrium which is legitimate and productive in economics, and to
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present a prima facie case that, instead of that concept, neoclassical thought
deploys a fundamentally static concept of equilibrium: a substitution which I
argue hypostatises equilibrium. The purpose of this section has been to underline
that the static notion is not in itself flawed – indeed, heterodox writers such as
Marx and Keynes make free use of it – but inappropriately deployed in neoclas-
sical macroeconomics. The next section spells out appropriate and inappropriate
modes of deployment of the equilibrium concept in greater detail.

Ways of deploying the equilibrium concept

I want here to sketch very briefly what I regard as an appropriate mode of
deployment of the equilibrium concept in science.3 I will first identify two
possible valid uses of equilibrium, one static and one dynamic, and the one
invalid use of the concept with which, I think, neoclassicism can fairly be
charged. Then I want to explore in a little more detail the dynamic version,
which, though both valid and important, is not employed in neoclassical eco-
nomics.

I think we can identify three salient uses of the concept of equilibrium.

1 The system is at or near a normal state or condition such that small moves
away from it set in motion forces returning the system to the attractor state.
The system can be modelled as an equilibrium state. For some purposes, the
equilibrium can simply be assumed to hold. If greater detail is required, a
distinction can be made between a short and long run: in the long run, the
system may be considered as, at least approximately, or for practical pur-
poses, in the attractor state; in the short run, (a) changes in exogenous vari-
ables shock the system away from the attractor state, and (b) divergence of
the system from the attractor state itself sets in motion forces returning it to
its normal condition.

Note that the degree of volatility does not in itself make a profound dif-
ference of principle: one system may actually be in the equilibrium con-
dition for lengthy periods, and only occasionally moved away from it by
relatively small shocks. The forces returning the system to equilibrium
following a shock may be sufficiently damped to avoid overshooting. Or the
opposite may be true – the system is highly volatile, frequently shocked
away from equilibrium, with strong endogenous forces leading to over-
shooting. Both cases may be modelled as equilibrium systems, with average
levels of key variables of the system determined by their equilibrium values,
the difference being only that the short-run dynamics are empirically more
important, and complex, in the second case. As Weintraub says, encompass-
ing respectively the long-run and short-run perspectives just mentioned,
equilibrium in a stable dynamic system can be viewed ‘as a state of no
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motion, and as an attractor of arbitrary motions of the underlying dynamic
process’ (cited in Giocoli 2003, p. 138).

This is nevertheless an essentially static concept of equilibrium, in the
sense that stasis is primary, and any dynamics in the model are entirely sec-
ondary and subordinate. In appropriate contexts this mode of deployment of
equilibrium is unexceptionable: indeed, I have suggested that it is to be
found frequently in heterodox writers such as Marx and Keynes.

2 For a system operating in a far-from-equilibrium context, in the sense
described by Prigogine and Stengers (1984),4 the processes underpinning
the continuity of the system as a whole may be conceived as equilibrating
processes; however, the equilibrium towards which they are moving is
never even approximately attained, as other processes intervene and prevent
them from running to their conclusion. The persistence of the system as a
whole depends on the maintenance of these equilibrating processes, and the
disequilibria giving rise to them. The equilibrium which constitutes the
logical terminus of each of these processes, were it ever attained, would also
spell the dissolution of the system itself. ‘Living systems are never in equi-
librium. If they were, they would be dead!’ (Ferdinand 1976, p. 224).5 In
this use of the term, the equilibrium of the equilibrating processes is not
how they are, but how they would be, were those reactions to continue in
isolation. Equilibrium is an abstraction, a helpful one perhaps, but not one
which describes anything that exists.

This is an essentially dynamic use of the equilibrium concept: the
dynamics of the processes underpinning the system are primary, and any
possible, conceivable state of rest is secondary, an extrapolation. The dif-
ference between the two valid deployments of the concept of equilibrium
can be put thus: in an at-or-near-to-equilibrium system only changes in
exogenous variables can move the system as a whole away from its equilib-
rium. In the far-from-equilibrium case, the system exhibits regularity and
orderliness, a homeostasis in living organisms, but these do not themselves
constitute an equilibrium: the mere passage of time brings about changes in
the system as endogenous changes in the processes on which the system
depends bring about the growth and decay of the whole. A notable feature
of both the static and dynamic concepts is that, to be meaningful, the theory
has to articulate the equilibrating processes, that is, to give an account of the
operation of those forces when the system is out of equilibrium, regardless
of whether its normal condition can be characterised as an equilibrium.
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3 The attempt to apply the equilibrium concept, valid in the first kind of
system indicated above, to the second, where it is not, constitutes a hyposta-
tisation. It substitutes something which is merely an aspect, moment or
tendency implicit in the system for the system itself. The argument of this
chapter is that although valid applications of the first kind of equilibrium
abound in neoclassical economics, as in other schools of thought in political
economy, not only is the second kind absent in mainstream economics, a
critical shortcoming in itself, but it is systematically replaced by the third
kind, the illegitimate use of an equilibrium concept to describe a system
which is dependent on the continuation of disequilibria. Earlier sections of
this chapter, on Lucas and the neoclassical school, indicated some examples
of this misuse.

I want now to sketch very briefly what I regard as an appropriate mode of deploy-
ment of the equilibrium concept in science ignored by neoclassical economics, the
dynamic equilibrium concept identified at 2 above. For my main example (for
which I am indebted to Pask 1998, pp. 75–7), I will look at the equation for the
formation and dissolution of oxyhaemoglobin in the process of respiration:

oxygen�deoxyhaemoglobin�acid�oxyhaemoglobin

The equation above can be understood as expressing an equilibrium in which all
four reagents exist together in stable proportions. Our theoretical understanding
of the structure and properties of the molecules of each of the four reagents, and
practical experiment and observation, can tell us what those proportions are, and
what can be expected to happen if we exogenously change the quantity of any of
the four in a closed system. This knowledge makes an essential contribution to
our understanding of respiration. But we don’t model respiration as an equilib-
rium, a state of rest to which internal forces will return us if we should be
shocked away from it. On the contrary, we model respiration as a system of
interacting processes: in the lungs the concentration of oxygen is high, pushing
the equation from left to right. In the tissues of the body the opposite is the case
and the equation proceeds from right to left. In each case the oxyhaemoglobin
or, respectively, deoxyhaemoglobin, produced by these reactions, is swept away
by the bloodstream: at each locus the disequilibrium is maintained and continues
indefinitely. So the equilibrium relationship is understood as embedded in a
process. It is understood as an attractor towards which one set of forces is bring-
ing the system, at the same time as another set is pushing it away. Yet know-
ledge of the equilibrium, which in reality could occur only with the death of the
organism, is essential to understanding life.

The story told is an essentially dynamic one, in which equilibrium is an
abstraction, a moment, a tendency. The notion of equilibrium points beyond
itself: equilibrium in the cell to equilibrium in the lung, removal of oxygen from
oxyhaemoglobin to oxidation of glucose, the transport of oxygen in the form of
oxyhaemoglobin to the transport of the carbon dioxide generated in cellular res-
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piration, the process of respiration to the processes of nutrition in this, and pho-
tosynthesis in other, organisms, and so on.

Neoclassical economics, by contrast, assumes that the economic system as a
whole is always in or near an equilibrium and hence can be understood in equi-
librium terms. Equilibrium is not understood as an abstract moment or aspect of
a living system, but as an approximate description of the way things are. Move-
ment and change can then be regarded as secondary, as the recovery of the
underlying state of rest by adjustment to exogenous shocks. Hence, equilibrium
as a valid aspect or moment of the real economic process is abstracted and
turned into something lifeless and static. Any thing or process in the world is
a unity of stasis and change, of continuity and discontinuity: to abstract a real
part of that unity, and one-sidedly make it primary, is to hypostatise6 or reify it.
To do so denies the real process and presents the present, the status quo, as
permanent.

Although characteristic of living systems, what has been said above applies
much more generally. A further instance concerns the hydrological cycle of
evaporation and condensation by means of which water vapour from the seas
falls on land as precipitation and is returned to the sea by the drainage system.
Both condensation and evaporation are disequilibrium phenomena – they are
phase changes in opposite directions between the liquid and gaseous states of
water, and occur under opposite conditions. Evaporation occurs in the presence
of relatively dry air and a source of energy. Just as in the case of the formation
of oxyhaemoglobin, the process would rapidly run to equilibrium – and hence
cease – in a closed system. The process can continue only to the extent that the
now relatively humid air is removed and replaced by dryer air, by the action of
air currents, themselves brought about by convection currents in the atmosphere
as the planet exchanges heat with its environment.

In these cases we cannot model the condition of the system in question as an
equilibrium. What is required is a dynamic model of each of the relevant
processes underpinning the system, and their interaction. These processes can –
and, indeed, should – be seen as equilibrating forces, forces brought into exist-
ence by the disequilibrium of the system, forces which in a closed system would
lead to an equilibrium and the end of the system which they underpin. If the
formation or dissolution of oxyhaemoglobin, or the evaporation or condensation
of water, were to be in equilibrium, were to have run to completion, then there
would be no respiration or hydrological cycle. To describe such equilibria may
be helpful and add to our knowledge of the process at work. But what is being
described is not a state or condition of the world, or even an approximation to it,
but a hypothetical condition – the logical terminus of a process taken in
isolation.
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Equilibrium and stability

Up to this point I have exclusively used the term equilibrium in the more formal,
demanding and precise sense normally adopted by economists. In this sense, an
equilibrium, once achieved, will endure for ever, barring exogenous shocks.
However, the term is also used also in a looser, more commonsense way to indi-
cate an equal balance between opposing forces, without any assumption of per-
sistence or permanence. The appendix to this chapter sets out the dictionary
definitions of the term – starting with this commonsense meaning. In this usage,
an initially weak army which is gaining strength and a stronger one which is
becoming weaker will at some point find themselves in equilibrium. This is
clearly not a formal equilibrium in the sense that only exogenous shocks will
disturb it and endogenous forces will then restore it. I take no exception to this
looser usage. Where there is indeed persistence it is often better to use the term
homeostasis, but the two are often used interchangeably. On the first page of
Gordon Pask’s introduction to cybernetics, he explains that the theme of cyber-
netics is

how systems regulate themselves, reproduce themselves, evolve and learn.
Its high spot is the question of how they organize themselves . . . The crux
of organization is stability . . . equilibrium . . . is always implied by the word
stability . . . A great deal of cybernetics is concerned with how stability is
maintained with ‘control mechanisms’.

(Pask 1968, p. 11)

So, according to Pask, much of cybernetics is concerned with the study of
mechanisms which maintain equilibrium. But this is emphatically not the formal
notion of equilibrium employed in neoclassical economics. We can see this
when he discusses biological instances of control:

The overall homeostatis,7 preserving the organism, can be expressed as the
conjoint action of many homeostatic systems, each preserving a structure or
condition needed for the functioning of the others . . . The mechanism of
breathing . . . maintains several homeostatic equilibria . . . [while] many
mechanisms co-operate to maintain one equilibrium.

(Pask 1968, p. 73)

This, I submit, is how economics should be.

Conclusion: from equilibrium to dialectics?

The neoclassical use of the concept of equilibrium has been criticised by post-
Keynesians, Marxists, Austrians, institutionalists and other heterodox currents.
This chapter has argued that there are two possible valid applications of the
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concept of equilibrium in economics. Any model of the economy will contain
variables in a static equilibrium relationship: disturbances which move the
variables from that relationship set in train equilibrating forces. On the other
hand, any worthwhile model of the economy as a whole will impound its far-
from-equilibrium status, and treat the processes on which it depends as equili-
brating forces which can never reach equilibrium while the system as a whole
persists. In line with its reductionist ontology, which denies the micro–macro
dichotomy and attempts to reduce all economics to microeconomics, neoclas-
sical economics ignores this distinction, and stretches the static equilibrium
concept to circumstances where only the dynamic version is appropriate. The
result is a hypostatisation: equilibrium, which is only an abstraction and
extrapolation, the logical terminus of a component process taken in isolation,
is extracted and one-sidedly substituted for the whole. The temporary is 
made permanent, and process subordinated to stasis, with clearly apologetic
results.

I would like to conclude by suggesting that this hypostatisation exemplifies
the contrast between formal and dialectical modes of thought, and that it is in
the application of a dialectical notion of equilibrium that the heterodoxy can
make its most telling contribution. Sciabarra (2000) argues that making
process primary, which we might expect of Austrian economists, is the
essence of dialectics, which we might (wrongly, in his view) identify with
Marxism:

One of the principles of dialectics is that in any analysis of any object of
inquiry . . . our understanding of the object must include a focus on dynam-
ics. How an object comes to be what it is, which forms it currently takes,
and where it might be tending are all a part of its identity.

(Sciabarra 2000, p. 141)

And:

This view has ramifications for relations . . . conceived dynamically . . .
Norman . . . argues correctly that ‘we cannot construct change and motion
out of static elements’. Our analysis must begin with the fact of change,
from which we can abstract and inquire into particular moments . . . some
economists in the Austrian tradition hold that process is one of the most
important aspects of any analysis. Rizzo . . . argues, for example, that in the
neoclassical ‘static conception of time, the present is a virtual stop – the
very negation of passage or flow’.

(Sciabarra 2000, pp. 183–4)

If this view is, as I believe, fundamentally correct, the question ‘What is wrong
with equilibrium analysis in neoclassical economics?’ can be fully answered
only by contrasting it with a dialectical approach. Hegel, at the beginning of the
Science of Logic (Hegel 1929, ch. 1), shows the inadequacy of a static concept
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of being: being consists of the two dynamic categories of coming-to-be and
ceasing-to-be, of origin and decease. Hence, in reality, anything which is, can
only be understood as in transition, and, as Keynes says, ‘it is in the transition
that we actually have our being’ (Keynes 1973, p. 343 n. 3). Perhaps it is here
that the heterodoxy can make its most telling contribution.

Appendix

The meanings of equilibrium

The OED Online (Simpson and Weiner 2000) entry under the catchword equi-
librium starts with an etymology, according to which the word is derived from
the Latin aequus equal and libra balance. In a physical sense equilibrium is, in
the words of the first definition given,

The condition of equal balance between opposing forces; that state of a
material system in which the forces acting upon the system, or those of
them which are taken into consideration, are so arranged that their resultant
at every point is zero.

(Simpson and Weiner 2000, ‘equilibrium’)

A resultant in turn is: the total or sum, material – or, metaphorically, other than
material – force which is the equivalent of two or more forces acting from dif-
ferent directions at one point, or, more generally, the composite or final effect of
any two or more physical or non-physical forces, the product or outcome of
something (Simpson and Weiner 2000, ‘resultant’).

As an extension of this meaning of equilibrium, the OED introduces an ‘equi-
librium of temperature’, where two bodies having the same temperature are said
to be in such an equilibrium, since there is now no force causing either to change
its temperature when the two are brought together. The implication is that a tem-
perature differential or gradient introduces a force for change and hence consti-
tutes a state of disequilibrium.

Extending the idea again, in a similar way but more systematically, the
dictionary introduces the second definition of equilibrium, ‘The state of equal
balance between powers of any kind; equality of importance or effect among the
various parts of any complex unity.’ This implies that a state of formal disequi-
librium, where the forces in some system were unequal and therefore there was a
tendency to some change in that system, might still be considered an equilib-
rium, since the powers bringing about that change are equally balanced, and
hence there is no tendency to change the rate of change itself: there is a steady
state of change. Having subsumed not merely the state, but also the rate of
change of a system, in a concept of equilibrium, there is little to stop one going
further and assuming not a constant rate of change but one itself subject to
steady change – a steady state of acceleration. And so on.

To illustrate:
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1 An object which has fallen from a height is in equilibrium on the ground, as
the acceleration towards the earth’s core due to gravity is exactly offset by
the acceleration away from it due to the reaction of the ground the body is
resting on. The body is stationary: we have an equilibrium of forces in
which the body is at rest.

2 Before impact, the body is moving, but can be considered, if it has reached
terminal velocity, to be in equilibrium, since the force of gravity is, again,
exactly matched by the resistance of the air, such that the body is subject to
no new net acceleration and tends merely to continue its uniform motion, to
continue its descent at the same speed.

3 Before reaching terminal velocity, the body is accelerating, but if it is accel-
erating at a constant rate, such as 9.8ms�2, then again it can be said to be in
an equilibrium by a similar argument.

4 But if the rate of acceleration is declining, as indeed it must be if it is to
reach a terminal velocity, then if the rate of decrease of the rate of accelera-
tion is constant, it can still be said to be in equilibrium.

The implication is that the concept of equilibrium seems to be indefinitely exten-
sible, via an infinite regress, to mirror the changing nature of the real world. We
will return to this point.

Thus far we have considered only the general notion of equilibrium, not the
specific use of the term in economics. In the 1993 Additions to the Second
Edition, the OED Online dictionary notes a specific instance of the meaning in
economics: ‘A situation in which supply and demand are matched and prices
stable.’ Examples are cited from Jevons, the Encyclopaedia Britannica,
Keynes’s General Theory – ‘Effective demand, instead of having a unique equi-
librium value, is an infinite range of values’ – Hanson, The Economist and Frank
Hahn. By the argument above, however, equilibrium in economics could refer,
much more widely than merely to the equality of the forces of supply and
demand, to any situation of stasis, of constant change, of constantly changing
rate of change, or any regularly occurring changing situation. So we have stock
and flow equilibria, equilibrium prices and rates of inflation, and so on. In sum,
it seems, equilibrium – in economics as well as in natural science domains –
need not imply stasis, but the forces involved in the system under consideration
are lawful and regular rather than arbitrary.

This is significant for our enquiry, since it creates the impression that, taking
the argument to its logical conclusion, we can understand any situation whatever
as in some sense an equilibrium: all we need to understand the situation is to
know what the powers are which are involved, and the magnitudes and rates of
change of the variables resulting from the interaction of those powers. It is clear
that neoclassical economics makes this implication. To take the example of eco-
nomic growth, considered in a well known textbook:

Usually, equilibrium means that things are not changing. Now we apply
equilibrium not to levels but to growth rates and ratios. The steady state is
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the long-run equilibrium in growth theory. Along the steady-state path,
output, capital, and labour grow at the same rate. Hence output per worker
and capital per worker are constant.

(Begg et al. 2003, p. 428)

But this approach is an illusion: in this vision we approach reality only by an
infinite regress. To assume that we know all the powers involved, their magni-
tudes and rates of change of variables caused by the interaction of the powers is
to assume that we already know the system, that the infinite regress has been
completed. Note, also, that as we go from rest to constant motion, and from con-
stant motion to constantly varying motion (constant acceleration), and from that
to constantly varying acceleration, we still retain the unwanted baggage of
smoothness and constancy at each stage. However far we may proceed along
this infinite regress, we never reach the concrete, we never apprehend time,
novelty or the intrinsic lumpiness of the world.
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